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ABSTRACT OF THE DISSERTATION 
 

Prevalence of Job Stress, General Health Profile and Hypertension among Professionals 

in the Information Technology Sector in Bengaluru, India 

 

by 

 
Giridhara Rathnaiah Babu 

Doctor of Philosophy in Epidemiology 

University of California, Los Angeles, 2012 

Professor Roger Detels, Chair 

 

We, systematically reviewed studies on hypertension among working populations and 

synthesized the evidence and performed a meta-analysis to answer the question – Is job 

stress associated with hypertension. The meta-analysis and meta-regression were 

performed using STATA version 10. Pooled odds ratios were combined together for over 

all estimates. The Initial search identified 1020, out of which only 17 studies had 

sufficient information to allow meta-analysis for pooled estimates.  The pooled odds 

ratios infer that job stress is associated with Hypertension, although not statistically 

significant for cross-sectional and cohort studies.   

 

We conducted both qualitative and a cross sectional studies among professionals 

working in the I.T and ITES sector in India. The qualitative study included 32 in-depth 

interviews exploring several risk factors and the health status of the professionals. The 

results from qualitative study indicate the presence of nine stress domains; job control, 

autonomy, time pressure, length of experience in industry, night shifts, income, 

appreciation of work, physical environment, work-environment and emotional factors. 
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In the cross sectional study, 1071 volunteers completed self-administered questionnaires 

containing details about job stress (contextual stress domains), musculoskeletal 

symptoms (Nordic musculoskeletal questionnaire), quality of life (WHOQOL BREF) and 

sexual behaviors. Further, we took anthropometric measurements and blood pressure. 

Our study estimated the prevalence of Job stress and its association with Hypertension, 

quality of life, musculoskeletal symptoms and sexual behaviors.  

 

Our results indicate that 31% of the participants were hypertensive with 5% having stage 

2-hypertension. Adjusted regression estimates indicate that subjects with autonomy 

related stress and higher work environment related stresses were found to have higher 

odds of having Hypertension. The proportion of IT/ITES workers who had irregular 

sexual partners was 8% (out of 884) and multiple partners was 5% (out of 914). Among 

the 964 workers who answered the question, only 4% reported having paid sex in the 

last 3 months. Among 619 participants who responded to the condom usage question, 

74.3% reported not using a condom during their last vaginal intercourse with their 

wife/husband/regular partner. All the domains (physical, psychological, social and 

environmental) of quality of life showed statistically significant positive associations with 

increasing stress domains of autonomy, physical infrastructure, work environment and 

emotional factors.  

 

Understanding the prevalence’s of job stress and other risk factors within this specialized 

workforce and its association with health parameters can help to prevent morbidity 

related complications. Identification of risk profiles in this workforce can guide worksite 

interventions to prevent debilitating conditions thereby improving the health and 

productivity of the workforce.  
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Chapter.1. Job stress and hypertension: A systematic review and meta-analysis 

of observational studies. 

 
I. Background. 
 

 
Cardiovascular diseases are a major cause of mortality and disease in the Indian subcontinent, 

causing more than 25% of deaths.(1) It has been predicted that these diseases will increase 

rapidly in India and this country will be the locale of more than half the cases of heart disease in 

the world within the next 15 years. (4) Studies done in India have shown that tobacco use, 

obesity (high waist: hip ratio), high blood pressure, low consumption of fruits and vegetables and 

sedentary lifestyles are important determinants of cardiovascular diseases in India. (1-3)4) High 

blood pressure (Hypertension) is one of the most important risk factor for cardiovascular 

diseases and a systematic review of studies of the prevalence of hypertension in India has 

shown a high prevalence in both urban and rural areas.(4) Indian urban population-based 

studies using WHO guidelines for diagnosis have shown increasing hypertension among adults 

aged 20 years from about 5% in the 1960–70s to 11–15% in the late 1990s. (2, 3)  

 

In southern India, the prevalence of hypertension was found to be higher in urban areas. (5) 

There is a strong correlation between urbanization and increase in the risk of non-communicable 

diseases such as cardiovascular disease in Indian subjects. (6, 7) There is also evidence of a 

gradient in prevalence from rural to semi-urban to urban populations.(8-10) The disease occurs 

at younger age in Indian subjects compared to western developed nations. Studies have 

reported that Coronary risk factors are more prevalent in Indian urban subjects compared to 

rural populations. (1, 7, 11, 12) Participants from the urban areas were most likely to be in the 

sedentary and light physical activity categories. (3, 13) These studies observed increased 

prevalence of Coronary risk factors among the urban population.   
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The risk factors for poor health among working populations can be genetic, behavioral or 

biologic. Among these, modifiable factors including high blood pressure, hyperlipidemia, 

smoking, obesity, sedentary lifestyle and diabetes account for the majority of non-communicable 

diseases (e.g., 80 percent of clinical cardiovascular disease) in every region of the world.(1, 14) 

The World Health Report 1999 estimates that in 1998, 78% of the burden of Non Communicable 

Diseases (NCD) and 85% of the Cardio Vascular Disease (CVD) burden occur in low and 

middle income countries.  Among the non-communicable diseases, cardiovascular disorders 

together contributed to 59% of global mortality amounting to 31.7 million deaths and 43% of the 

global burden of disease in 1998.(15, 16) Lifestyle determinants such as diet, physical activity, 

and tobacco consumption cause an array of non-communicable diseases including 

cardiovascular diseases (CVD), cancers, diabetes, and chronic obstructive pulmonary disease. 

These four disorders together contribute to about 50% of global mortality. (15, 16) 

 

It is established that any modest reductions in the risk factors such as smoking, obesity, and 

hypertension are associated with dramatic reductions in development of non-communicable 

diseases. However, we are yet to establish the socio-economic and environmental factors at the 

macro level, which promote these risk factors. (17-19) In nearly all developing countries, 

cigarette smoking is increasing. (19) In China, high blood pressure was found in 7.7 percent of 

people age fifteen and older in 1979–80, 50 percent higher than in 1958–59. In India, the 

prevalence of hypertension increased from 1–3 percent in 1950 to 10–30 percent in 2000.(11)  

 

The increasing burden of morbidity in the developing countries is attributable to the increasing 

incidence of non-communicable diseases, perhaps related to urbanization. Further, some non-

communicable diseases (NCD) manifest at a relatively early age affecting a large proportion of 

the population especially young adults or the middle-aged in these countries. Establishing a 

good health profile of the professional workforce is an important investment for the economic 
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future of developing countries. It is estimated that only 8% of the published research on non-

communicable diseases originates from developing countries despite contributing 80% of the 

disease burden.(19) Most of the developing countries are undergoing epidemiological 

transitions. The developing countries are witnessing increased rates of chronic diseases and 

cancer coupled with a continuing high burden of infectious diseases. It is estimated that a 

smaller proportion of the healthy workforce will have to bear responsibility for a increasingly sick 

aging population.(20) Hence public health researchers in low and middle-income countries need 

to recognize the window of opportunity to address factors that can reduce disease burden 

among workers such as cardiovascular risk to sustain their economies.(19-21)  

 

Workers in the Information Technology (I.T) industry are prone to almost all the recognized risk 

factors for NCD’s. The health profile of Information Technology (I.T) and Information Technology 

Enabled Service (ITES) professionals is significantly changing as a result of urbanization and 

other factors. I.T / ITES professionals start working at age 25-30. This age group has increased 

prevalence of coronary risk factors as established by studies done in India and elsewhere.(7, 11, 

22, 23) I.T / ITES professionals may have to sit for long hours (sometimes including day and 

night completing the project), cannot get regular sleep as they have to work in odd hours, do not 

have sufficient time and resources to do exercises. The sudden increase in wealth among I.T / 

ITES professionals puts this group at higher vulnerability to develop habits like smoking, taking 

drugs and consuming alcohol due to stress or peer pressure. (24) Most of the professionals do 

time bound work and cannot be involved actively in family activities and, thus may not get 

adequate social support and respect.(25) It is also reported that, ”The biological paradigm by 

which social factors, such as work stress, are perceived and processed by the central nervous 

system, result in pathophysiological changes that increase risk of diseases” (24, 26, 27) 
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It is reported that there is higher prevalence of smoking, excessive drinking, use of drugs and 

high consumption of unhealthy foods at workplace and outside among professionals in the 

Information Technology (I.T).(28) Companies engaged in Information Technology (I.T) and 

Information Technology Enabled Services (I.T.E.S) bill clients on the basis of man- days, man-

hours compelling them to adhere to strict timelines. The profitability for IT/ITES companies is 

based on how well they balance the demand of maximum inputs in terms of time and effort and 

the costs involved in budgeting process. The Indian I.T/I.T.E.S industry is known for very long 

working hours often exceeding 8-10 hours per day. It is reported that one of the major reason 

such overwork pattern is that the man-hours and days that are optimally required for a project 

are often underestimated in submission of bids in order to keep the cost estimate down. An 

other reason is also the time difference between India and the client site causing client-provider 

interaction to take place late in the evening or at night for the Indian members while it is morning 

in the USA.(29) 

 

Among the computer operators, risk factors associated with musculoskeletal disorders include 

repetitive motions involving fingers and wrist, static position of neck, visual fixation on computer 

screens, static position of sitting and other conditions related to the work station and work 

environment. In a study done in India,(30)  eighty six percent of data processing workers 

reported musculoskeletal pain and discomfort. The study determined that neck, lower and upper 

back, wrists/hands, shoulders and left elbow pain/discomfort were the major musculoskeletal 

symptoms in this population. Also, eighty one percent of data- processing staff attributed their 

pain and discomfort at work to poor seating (49%), constant keying (24%), sitting in the same 

position for hours (23%) and an awkward computer set up (12%).  

 

It can thus be expected that there will be a higher prevalence of job stress and other 

cardiovascular risk factors among IT/ITES professionals indicating a need to study such workers 
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and suggest interventions. The review of the literature suggests that there is an association 

between job related factors such as stress and strain at work with poor general health, 

musculoskeletal diseases and cardiovascular dysfunction.(17, 31, 32) Causal mechanisms are 

not well defined but it is hypothesized that contributing causal factors can include disruption of 

circadian rhythm, disturbed socio-temporal patterns, and social support, stress, smoking, poor 

diet, and lack of exercise. 

 

II. AIMS AND OBJECTIVES  

 

1.  Primary objectives 

• To quantify the prevalence of job stress among the I.T/I.T.E.S professionals in Bangalore, 

India.  

• To quantify the prevalence of hypertension among the I.T/I.T.E.S professionals in 

Bangalore, India.  

• To quantify the relationship of job stress to quality of health & musculoskeletal symptoms 

in I.T/I.T.E.S professionals at Bangalore, India.  

 

2.  Secondary objectives 

• To examine the association of job stress and hypertension among IT/ITES professionals 

• To examine the association of job stress and quality of life & musculoskeletal symptoms 

among IT/ITES professionals 

• To describe the characteristics and sexual risk behaviors of IT/ITES professionals.  
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The current study will be useful to determine the prevalence of several risk factors such as job 

stress, symptoms of musculoskeletal diseases, sexual risks and hypertension among I.T/I.T.E.S 

professionals.  

 

I I I .  Systematic Review:  A systematic review of the literature on job stress and 

hypertension was conducted prior to implementing the study of IT/ITES workers in 

India. The updated results of the meta-analysis are included in this chapter. 

 

 

Job stress and hypertension: A systematic review and meta-analysis of 

observational studies. 

!

Introduction 

Worldwide about 13.5% (around 8 million) premature deaths and 6.0% Disability Adjusted Life 

Years (DALYs) (92 million) were attributed to high blood pressure (33). According to the report 

on Global Burden of Diseases, 2001 (GBD)(15), blood pressure related diseases have killed 

more than 50 million people, disabled many more  and consumed billions of health care 

investments in Low and middle income countries (LMIC) (34). LMICs shoulder 80% of blood 

pressure related disease burden, nearly half of which is in people of working age (45- 69 years). 

Abundant evidence has been reported for a strong association of job stress with elevated blood 

pressure(35-46). However, there is also some evidence reporting an inverse association 

between job stress and blood pressure. (47-51) 

 

It is important to investigate the role of environmental factors specifically for job stress at the 

macro level in the etiology of hypertension. We, therefore, systematically reviewed studies on 

hypertension among working populations and synthesized the evidence and performed a meta-
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analysis to answer the question – Is job stress associated with hypertension?  Answering this 

clinical query is important, because job stress is a modifiable risk factor amenable to proactive 

public health intervention.  

 

Methods for systematic review: A comprehensive systematic review was conducted with a 

predefined review protocol developed by the reviewer, for search strategies, inclusion and 

exclusion criteria, data extraction, study quality rating criteria, summary of evidence and plan for 

analysis.  

 

Criteria for study inclusion: Only studies done of occupational workforces were included, in 

whom the diagnosis of hypertension was done either as a reported variable or as a diagnosis 

made by a physician (equivalent to stage.1 Hypertension, JNC VII). The other criterion for 

inclusion was that occupational stress in any form should have been documented as an integral 

part of the study. We involved only studies published in the English literature.  

 

In addition, for case control studies, the study had to compare participants with hypertension 

with control individuals without a diagnosis. Participants included both genders and had to be at 

least 18 years of age. We excluded experimental studies, interventional studies and studies of 

personality disorders. We also excluded studies that measured coping or any other strategy 

adapting to stress in any form. Psychiatric diagnoses such as anxiety and depression were not 

included. We also excluded articles that involved only physical stress, chemical factors and 

factors that are not part of psychosocial forms of occupational stress.    

 

Search Strategy: For the purpose of the review, we defined job stress as “A set of 

psychosocial factors experienced by workers due to work conditions, generated as composite 

experiences resulting from processes at different levels within the organization”. Similar 
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definitions have been adopted in developing models of Job stress. (52, 53) These determinants 

include both the stressors in the work environment and the effect on the individual.  

 

We conducted a complete search of all the articles from the year 1908 to January 20, 2012 in 

EMBASE through search strategy and terms. The search terms are displayed in Panel-1. The 

search terms were selected from the MeSH database, selecting 5 of 95 terms related to stress, 

and also terms suggested by MeSH (‘see also’). The search terms included all forms of studies 

on hypertension with any form of psychosocial stress as per our definition. Both these search 

terms were limited to occupational settings. We included both prevalence and incidence 

measures.  We also included review articles to identify further articles for inclusion. We also 

screened articles in the public health database maintained by CAB Direct at the biomed library 

of University of California Los Angeles. CAB Direct is a public health database emphasizing 

international health issues, consisting of the Global health current file (1973 to present) and the 

Global health archive (1908 to 1973), which also includes records from the British Bureau of 

Hygiene and Tropical Diseases up to 1983. (54) (Panel.1) We did not restrict the preliminary 

search based on language to include as many as articles in the preliminary search.   

 

 

 

 

 

 

 

 
 
Legend: * ‘exp’:  means ‘Explode’: By selecting “Explode” for a given term, it generates the scope notes, 
broader terms, narrower terms, and entry class.(55) It is a high-level search term to search for many terms 
at once. The explosion facility within a database makes use of the hierarchical thesaurus. 

Panel.1: Search Terms 
 
1. hypertension/ or exp hypertension, malignant/ or exp* hypertension, renal/ or exp 
hypertension, renovascular/ or exp hypertensive retinopathy/ or exp masked hypertension/ 
or exp white coat hypertension/ 
2. exp Stress, Psychological/ 
3. occupational diseases/ or exp sleep disorders, circadian rhythm/ 
4. exp Occupational Exposure/ or exp Job Satisfaction/ or exp Burnout, Professional/ or 
exp Employment/ 
5. exp Prevalence/ 
6. exp Incidence/ 
7. exp Cross-Sectional Studies/ 
8. exp Cohort Studies/ 
9. Combination of the options of search terms 5 or 6 or 7 or 8 above  
10. Combination of the options of search terms 2 or 3 or 4 above 
11. Combination of the options of search terms 1,9 and 10 above 
12. Limit 11 to "review articles" 
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Extraction of Data: As the first step, we included articles with a title and abstract fulfilling the 

inclusion criteria. Several studies were excluded during this phase. We also included 20 articles 

based on consultation with experts and authors of earlier systematic reviews. We crosschecked 

with other databases and earlier reviews to include further articles. During the next step, we 

downloaded the full text of the articles for review.  We extracted the following information from 

the full texts: First author, year, country, study settings such as whether occupational or 

community based, age, gender, occupation, sample characteristics, study design employed, 

inclusion criteria by authors, whether job stress was measured or not including the instruments 

for measuring them, cut-off points for hypertension. Further, we assessed the quality of the 

studies by keeping Preferred Reporting Items for Systematic Reviews and Meta-Analysis (56) 

guidelines as reference. The aim of these guidelines is to help authors report a wide array of 

systematic reviews to assess the benefits and harms of a health care intervention. PRISMA 

focuses on ways in which authors can ensure the transparent and complete reporting of 

systematic reviews and meta-analyses.(57) 

 

The criteria for assessing the quality of articles were the following: appropriate study design, 

sufficient sample size, documented occupation of the participants, and characteristics of 

participants, adequate instruments used for measuring job-stress and measurement of blood 

pressure. Specific attention was paid to detection and control of confounding and reporting 

errors to minimize selection bias and reporting and strategies to tackle measurement error.  

 

Statistical analysis: The meta-analysis and meta-regression were performed using STATA 

version 10. Pooled odds ratios were combined together for over all estimates. Three 

independent reviewers (GRB, JT and TM) checked each full-text report for eligibility, and 

extracted and tabulated all relevant data. Disagreement was resolved by consensus between all 

authors. If there was more than one report relating to the same study, the report with the 
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information most relevant to our analysis was included. We also excluded web appendix for 

studies and supplementary materials during full-text review.  

 

The meta-analysis was performed using Review manager 5.1 version. Pooled raw odds ratios 

reported in selected studies were combined together using Generic Inverse variance for overall 

estimates. We tried to obtain additional studies from authors but due to paucity of time in 

completing the review, the articles that were costing very high and were of other languages 

weren’t included in the review. All procedures conformed to the guidelines for meta-analysis of 

observational studies in epidemiology.(58, 59) We used RevMan (version 5) for developing flow 

chart, following the methodology and to calculate unadjusted summary estimates with 95% CIs, 

using a random-effects model for all analyses.(60) Small-study bias and publication bias were 

assessed with funnel-plot analysis. RRs were unadjusted because they were calculated from 

raw data. We measured heterogeneity using I2 statistic. This statistic describes the percentage 

of total variation across studies that is due to heterogeneity rather than chance.(61) I2 can be 

readily calculated from basic results obtained from a typical meta-analysis as I2 = 100%×(Q - 

df)/Q, where Q is Cochran's heterogeneity statistic and df the degrees of freedom. (61) Negative 

values of I2 were put equal to zero so that I2 lies between 0% and 100%. (61, 62) 

 

The I2 test was used to measure statistical heterogeneity across studies. The uncertainty around 

heterogeneity was explored with sub-group sensitivity analysis. Further, heterogeneity was 

explored in meta regression and the following covariates compared to for possible explanation 

for heterogeneity: region, age group, gender, measurement, study design, and duration of 

follow-up. The coefficient for each covariate was checked for statistical significance with p value 

<0.05.This method has been considered as a valid method for combining estimates from 

different types of study designs and to pool common estimate of interest.(63)  
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Results 

 

Search results:  

The Initial search identified n=1020 studies. We cross checked for earlier systematic reviews, 

and recruited 20 additional studies, which were not identified through our initial search. After the 

check for duplicates, 148 out of 894 studies were included for further assessment and 34 studies 

satisfied our criteria and were included in the review. (See figure 1) However, only 17 studies 

had sufficient information to allow meta-analysis for pooled estimates.   

 

We didn’t include 29 articles as they were written in languages other than English and 23 

articles were not traceable due to accessibility issues. After careful review, we rejected another 

81 articles. The primary reasons for rejection was that no occupational group was defined (18), 

Blood Pressure reactivity defined as physiological response to stimuli was measured instead of 

direct measurement (15), studies targeted either some intervention or were done in a clinical 

setting (10), editorial and reviews (9), job stress was not the exposure of interest (8) and had 

outcomes apart from Hypertension (6). Other reasons were difficulty in interpreting the measure 

of association used for outcome (5), no psychosocial stress (2), no direct assessment of job 

stress (2), studies that involved coping (2) and other language (1) Further, we considered 

another eight articles for qualitative review but we could not include them because they lacked 

estimates that could be used in the meta-analysis.(64-69) The age group of the participants 

ranged from 15 to 65 years. Four studies recruited only male participants (1-4).  

 

Measurement of exposure and outcome: 

Job stress was mainly measured using Karasek's job strain; nine out of 19 studies applied 

Karasek's job strain(2;6-13),and job content questionnaire(1;4;12).  
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Many theoretical models and concepts have been developed in job stress research, but the 

dominant model during the last few decades has been the Job Demand and Control model of 

Karasek (1979) and Theorell (54) (56) This model is based on two dimensions; job demands 

and job control, or decision latitude. The authors mention that “decision latitude is determined to 

a great extent by the content of work in the occupation, whereas the demands and social 

support to a greater extent reflect local work site conditions and individual perception” (70) This 

model assesses job stress from the perspective of worker perceptions of the environment. The 

validity, the operationalization, and the theoretical and conceptual under- standing of this model 

has been tested and verified across several occupations and regions.(71-74)  

 

Methodological qualities of included studies: 

7 of the 17 articles included were cohort studies (75-81) and seven (7) were cross-sectional (82-

88). Confounding factors were reported and adjusted in 16 out of 17 studies; in three studies the 

confounders were either reported or adjusted. Only six studies discussed selection bias. 9 out of 

17 studies did not report measurement error. Two studies reported but did not discuss 

measurement error. (Table-1) 

 

Overall combined effect of job stress on blood pressure:  

The studies were analyzed by study design to estimate the overall effect of job stress on 

hypertension. We found no association from pooled estimates in cross-sectional and cohort 

studies. However, the pooled estimate was statically significant for case control studies at 3.69 

(95% CI 2.32 to 5.88). The heterogeneity around this estimate was, I2 statistic 0% indicating less 

variability among the included case control studies (see Figure. 2 ). A value of 0% indicates no 

observed heterogeneity, and larger values show increasing heterogeneity. (61, 62) 
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Discussion 

Our systematic review and meta-analysis found no statistically significant association between 

job stress and hypertension for pooled estimates in cross-sectional and cohort studies. 

However, the pooled estimate was statistically significant for case control studies. On 

examination of the spread of the confidence intervals, most of the studies reported odds ratios 

that related job stress and Hypertension, although not statistically significant for cross-sectional 

and cohort studies.   

 

The discrepancy in the evidence is partly explained by following putative reasons; 

  

First, there are several different construct and operationalized definitions of job stress 

embedded in the literature.(24, 26) An exhaustive but not exclusive list of such constructs would 

include Karasek and Theorell's model combining job demands and control (89), Occupational 

Stress Index (OSI) (27) that integrates several paradigms of stress-related cardiovascular 

dysfunction, Hockey’s construct of "resources," or total burden upon the human operator as an 

integrative model(90), the “Effort-Distress Model” of Folkow (91), Job Content paradigms 

(JCQ)(92, 93), Demand-Control constructs (DCQ)(94), the Work Organization Matrix (WOM) for 

imputing job title averages of job characteristics to study subjects(95-98) and the effort-reward 

imbalance (ER1) model of work stress.(99)  

 

Second, there was heterogeneity of blood pressure measurements, with several studies relying 

on readings at clinic (100) on only point estimates of BP (101) and only on ambulatory BP (65, 

68, 102, 103) while several other studies considered change in blood pressure over time as the 

main outcome.(104-111)  
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Third, there was heterogeneity among the studied populations. Most of the studies included 

occupational groups, which may or not have been exposed to high levels of job stress. For 

example, IT / ITES professionals are expected to experience high levels of stress but were less 

studied. (7, 11, 17, 22, 23, 25, 112) Earlier reviews have detailed the role of anxiety, anger 

control, social support and psychosocial stress on Hypertension. (113) However, findings of 

these reviews remained inconclusive. (114-116). Our reviews include four studies included from 

earlier review. (114) The number of articles differs from earlier reviews due to different inclusion 

criteria (using occupational stress as exposure of interest) from that of our study. We have 

examined these reviews and have updated their results. The use of heterogeneous job stress 

instruments has furthermore complicated assessment of stress-hypertension association in the 

work settings. Despite the presence of several theories for understanding this mechanism, very 

little research exists on contextually relevant stress factors and individual perception of job 

stress in several workforces. Compared to earlier reviews, we included three major types of 

study designs: cohort, case–control studies and cross-sectional studies.  The reason for 

inclusion of cross-sectional studies was to obtain the prevalence of job-stress and hypertension. 

Our aim of inclusion of cohort and case-control was to decrease the propensity for bias and to 

get some measure of causality. We wanted to obtain a summary estimate by combining all the 

studies together while the analysis for cross-sectional studies was done separately from other 

studies to obtain the priori estimates for our study. (114-116) 

 

Low and Middle Income Countries (LMIC’s) have the opportunity of learning from successful 

evidence based interventions in United States (US), and other developed countries in improving 

the health status of workforce. However as found in this review, heterogeneity of measurements 

in job stress and hypertension makes it difficult to apply the evidence from developed countries 

to LMIC’s. Hence, there is a need to pursue research on factors, which are specific to 

accelerating morbidity among working populations in developing countries. India has a 
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population of 1.1 billion people making up one sixth of the world’s population and is home to 

perhaps the maximum morbidity in a single country anywhere in the world. The size of 

population, higher prevalence of risk behaviors, the sudden increase in a new economic class of 

higher middles class with increased purchasing power and the dependence of the Indian 

economy on productivity of middle class factors have great importance in studying the health 

profile among working professionals. (117-119) 



 

16 

Table.1: D
escription of included studies in m

eta-analysis 
C

ohort S
tudies – (9, w

ith total P
erson Y

ears 182172) 
F

irs
t A

u
th

o
r 

Y
e

a
r 

P
e

rs
o

n
 

Y
e

a
rs

 
O

c
c

u
p

a
tio

n
 

P
a

rtic
ip

a
n

ts
 

J
o

b
-S

tre
s

s
  

H
y

p
e

rte
n

s
io

n
 

C
o

n
fo

u
n

d
in

g
 

S
e

le
c

tio
n

 
b

ia
s

 
M

e
a

s
u

re
m

e
n

t 
e

rro
r 

G
uim

ont, C
  

2006 
40431.6 

w
hite-collar 

w
orkers 

in 
22  

organizations 
in 

Q
uebec 

A
ge: 18-65  

K
arasek's job 

strain 
A

verages 
of 

2 
m

easurem
ents at 

baseline 
and 

taken at follow
-up 

R
eported 

and 
controlled 

N
R

 
N

R
 

Levenstein* 
2001 

47140 
  

A
dults 

Job (2 single 
item

s), 
social 

alienation 

U
se of B

P
 drugs 

self-reported 
R

eported 
and 

controlled 
  

  

M
arkovitz, J.H

 
2004 

40920 
W

orkers 
in 

C
A

R
D

IA
 

18–24, 25–30 
K

arasek's job 
strain 

S
B

P
 

≥
 

160/diastolic 
B

P
 

[D
B

P
] ≥

 95 

R
eported 

and 
controlled 

Loss 
to 

follow
-up is 

not 
discussed 

N
ot discussed 

N
akanishi* 

2001 
4705 

  
35–54 

W
ork hours 

B
P

 
≥

 
140/90m

m
H

g 
or 

use 
of 

B
P

 
drugs 

R
eported 

and 
controlled 

  
  

O
dahara, T

. 
2010 

10738 
W

orkers 
attending H

itachi 
H

ealth 
C

are 
C

enter 

A
ge:43.1+

-
6.76 

Q
uestionnaire 

designed 
by 

H
itachi H

ealth 
C

are C
enter 

S
B

P
 

≥
 

160/diastolic 
B

P
 

[D
B

P
] ≥

 95 

R
eported 

and 
controlled 

N
ot 

discussed 
M

entioned 
&

 
discussed  

P
eter, R

.  
1998 

14300 
E

m
ployed  

persons 
in 

S
tockholm

 

19 to 70 
E

ffort-R
ew

ard 
im

balance 
S

B
P

 
≥

 
160/diastolic 

B
P

 
[D

B
P

] ≥
 95 

R
eported 

and 
controlled 

M
entioned 

but 
not 

discussed 
in detail  

M
entioned 

but 
not 

discussed 
in detail  

R
adi S

  
2005 

17909 
F

rench 
w

orking 
population 

 
K

arasek's job 
strain 

 S
B

P
 

>
140 

m
m

 
H

g D
B

P
 >

90 m
m

 
H

g 

R
eported 

and 
controlled 

E
xcellent 

discussion 
of selection 
bias 

M
entioned 

&
 

discussed  

C
ase-control studies– (4, w

ith sam
ple 1481) 

F
irs

t 
A

u
th

o
r 

Y
e

a
r 

S
a

m
p

le
 

O
c

c
u

p
a

tio
n

 
P

a
rtic

ip
a

n
ts

 
J

o
b

-S
tre

s
s

  
H

y
p

e
rte

n
s

io
n

 
C

o
n

fo
u

n
d

in
g

 
S

e
le

c
tio

n
 

b
ia

s
 

M
e

a
s

u
re

m
e

n
t 

e
rro

r 
Landsbergis 

2003 
264 - 88 
cases 

S
everal 

D
epartm

ents 
176 controls 

K
arasek's 

job 
strain 

B
ased on the average 

of 
the 

last 
tw

o 
(of 

three) 
casual 

blood 
pressure 
m

easurem
ents; 

D
B

P
 

greater 
than 

85 
m

m
 

H
g  

R
eported 

and 
controlled 

E
xcellent 

discussion 
of 
selection 
bias 

E
xcellent 

discussion 
of 

m
easurem

ent error 

R
adi* 

2005 
565 

 
- 

203 
cases 

F
rench 

w
orking 

population 

41.8±
7.8 

m
en, 

43.5±
7.5 

Job 
content 

questionnaire 
B

P
 

≥
 

140/90m
m

H
g 

or use of B
P

 drugs 
R

eported 
and 

controlled 
  

  



 

17 

and 
406 

controls 
w

om
en 

S
chnall* 

1990 
87 
cases 
and 

128 
controls  
 

S
everal 

departm
ents 

M
en, 30 to 40 

years 
Job 

content 
questionnaire 

D
B

P
 485m

m
H

g 
R

eported 
and 

controlled 
  

  

    C
ross-sectional studies- (7, w

ith sam
ple size=22437) 

F
irs

t A
u

th
o

r 
Y

e
a

r 
S

a
m

p
le

 
O

c
c

u
p

a
tio

n
 

P
a

rtic
ip

a
n

ts
 

J
o

b
-S

tre
s

s
  

H
y

p
e

rte
n

s
io

n
 

C
o

n
fo

u
n

d
in

g
 

S
e

le
c

tio
n

 
b

ia
s

 
M

e
a

s
u

re
m

e
n

t 
e

rro
r 

T
rudel, X

 
2010 

2357 
w

hite-collar 
w

orkers 
910 m

en and 
1447 w

om
en. 

M
ean 

age:44 
years 

K
arasek's 

job 
strain 

 S
B

P
 >

140 m
m

 H
g 

D
B

P
 >

90 m
m

 H
g 

R
eported 

and 
controlled 

N
ot 

discussed 
N

ot discussed 

T
sutsum

i, A
. 

2001 
6587 

W
orkers 

from
 

rural 
com

m
unities 

3187 
m

en; 
3400 w

om
en 

K
arasek's 

job 
strain 

 S
B

P
 >

140 m
m

 H
g 

D
B

P
 >

90 m
m

 H
g 

R
eported 

and 
controlled 

N
ot 

discussed 
M

entioned 
&

 
discussed  

A
lbright  

1992 
1396 

S
an 

F
rancisco bus 

drivers 

20-65 
years, 

m
ean age 42 

K
arasek's 

job 
strain 

M
ean of 2nd &

 3rd 
H

ypertension 
>

140 
m

m
 H

g 

R
eported 

and 
controlled 

D
iscussed 

M
entioned 

&
 

discussed  

A
lfredsson  

2002 
10382 

E
m

ployees of 
60 com

panies 
15- 64 years 

K
arasek's 

job 
strain 

M
ean of tw

o reading 
S

B
P

 
>

140 
m

m
 

H
g 

D
B

P
 >

90 m
m

 H
g 

E
xcellent 

reporting 
and 

control 

E
xcellent 

discussion 
of 
selection 
bias 

E
xcellent 

discussion 
of 

m
easurem

ent 
error 

C
urtis 

1997 
1001 

P
itt 

county 
residents 

age; 25-50,  
K

arasek's 
job 

strain 
160/95 

W
ell adjusted 

W
ell 

discussed 
W

ell discussed 

Landsbergis, 
P

.A
 

1994 
262 

8 w
orksites in 

N
ew

 Y
ork 

A
ge: 44.3 

Job 
C

ontent 
Q

uestionnaire 
 S

B
P

 >
140 m

m
 H

g 
D

B
P

 >
90 m

m
 H

g 
R

eported 
and 

controlled 
N

ot 
discussed 

N
ot discussed 

Y
u, S

.F
. 

2008 
452 

W
orkers 

in 
therm

al plant 
165 

fem
ale, 

A
ge:22-58  

E
ffort-R

ew
ard 

im
balance 

 S
B

P
 >

140 m
m

 H
g 

D
B

P
 >

90 m
m

 H
g 

N
R

 
R

eported 
R

eported 

 * A
lso included in earlier system

atic review
. 



 18 

 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
 
 
 

 
 
 
 
 
 

 
 
 

Fig.1: Study flow diagram- Systematic review of Job stress with Hypertension 
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Figure 2: Meta-analyzed odds ratio estimates for job stress and hypertension 
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Chapter.2. Methods 
 

Abstract 
 

We conducted both qualitative and a cross sectional quantitative studies among professionals 

working in the I.T and ITES sector in India. The qualitative study included 32 in-depth interviews 

exploring several risk factors and the health status of the professionals. In the cross sectional 

study, 1071 volunteers completed self-administered questionnaires containing details about job 

stress (Occupational Stress Index: OSI and contextual stress domain), musculoskeletal 

symptoms (Nordic musculoskeletal questionnaire), quality of life (WHOQOL BREF) and sexual 

behaviors. Further, we took anthropometric measurements and blood pressure. Our study 

estimated the prevalence of Job stress and its association with Hypertension, quality of life, 

musculoskeletal symptoms and sexual behaviors.  

 

Understanding the prevalence’s of job stress and other risk factors within this specialized 

workforce and its association with health parameters can help to prevent morbidity related 

complications. Identification of risk profiles in this workforce can guide worksite interventions to 

prevent debilitating conditions thereby improving the health and productivity of the workforce.  

 

 

Key Words: Information Technology, Job Stress, Hypertension, Musculoskeletal symptoms. 
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Chapter.2. Methods 

We conducted a qualitative study and a cross sectional study of workers in the Information 

Technology (I.T) and Information Technology Enabled Services (ITES) sector in Bengaluru. The 

“study population” was defined as all persons aged 50 years or under who began to work as 

IT/I.T.E.S professionals as of 1st January 2010, at twenty-one sites involved in the I.T and ITES 

sector. (1, 2) 

The study comprised both qualitative and quantitative phases. (Figure.1): The objective of the 

qualitative study was to understand the presence of contextual risk factors (exposure to job 

stress and other coronary risk factors) for ill health including hypertension among I.T/I.T.E.S 

professionals. This was followed by a cross sectional study to determine prevalence’s of 

occupational stress, quality of life, musculoskeletal symptoms, sexual behaviour and 

hypertension among IT professionals.  

Study area 

The capital of the state of Karnataka, Bengaluru had a population of around 6.8 million in the 

2011 census and with the merger of metropolitan areas had grown to 8.5 million.(3) Bengaluru is 

the 27th largest city in the world and 3rd largest in India by population. (4, 5) (Figure.2) 

 

The Braham Bengaluru Mahanagara Palike (BBMP) is the fourth largest Municipal Corporation 

in India covering the Greater Bangalore Metropolitan area spread across 741 square kilometers 

(6) Bengaluru claims to be the IT Capital of India and often is known as the “Silicon valley of 

India” (7)with the companies in this city accounting for more than 35 percent of India's software 

exports.(5) During the year 2010, more than 1000 companies were listed as Information 

Technology (I.T) and Information Technology Enabling Services (ITES) in Bengaluru, India. 
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Bengaluru has more than 150,000 I.T/I.T.E.S professionals working in Information Technology 

and IT-Enabled Services.(5) Information Technology Enabled Services (ITES) is the next major 

driver of the technology services industry with inexpensive telecommunication overheads, a 

well-established infrastructure and a vast team of English-speaking and computer-literate 

graduate workers. (8)  

Information Technology (IT) is a broad discipline involving the study, design, development, 

implementation, support or management of computer-based information systems, particularly 

software applications and computer hardware. IT uses computer technology in managing and 

processing information, especially in large organizations. (9) In particular, IT deals with the use 

of electronic computers and computer software to convert, store, protect, process, transmit, and 

retrieve information. (9) Information technology enabled services (ITES): ITES is a form of 

outsourced service, which has emerged due to involvement of IT in various fields such as 

banking and finance, telecom, insurance and others. Some of the examples of ITES are medical 

transcription, back-office accounting, insurance claims, credit card processing and others. (9) 

Bengaluru's IT/ITES industry is located predominately in two main zones, one at Electronics City 

and another at Whitefield. There are several other new clusters in Bellandur, Challaghatta, 

Bannerghatta road and the Outer and Inner Ring Road and C. V. Raman Nagar. Many other 

small companies are scattered all over the city. A total of twenty-one sites in these major zones 

were covered and no major area was left out.  

Phase-1. Qualitative Study  

Selection of subjects and eligibility criteria 

The source population for the study comprised all I.T/I.T.E.S professionals aged 20-59 years 

working in “technical functions” in I.T/I.T.E.S sector. Technical functions are characterized by 

involvement in human-computer interface within IT and ITES industries. The inclusion criteria for 
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participants in the study were: aged between 20-59 years, should have worked for at least 1 

year in either IT or ITES industry and should fit the designation of “Technical worker” according 

to the Revised Indian National Classification of Occupations. (8) (figure.1)  

The study was conducted between August 2010 and March 2011 in the city of Bengaluru. We 

conducted 32 in-depth interviews with I.T/ITES workers, recruited with the assistance of 

supervisors and H.R Managers (Human resources) in I.T and ITES organizations. Participants 

were recruited from workers holding different job titles, team leaders, and administrative staff of 

informal groups. Recruitment of volunteers was done through personal communication as well 

as with the help of HR managers.  

The qualitative study was anonymous. We didn’t collect any identifying information from 

participants such as name, email id, phone number or even name of company.  At the outset, 

the interviewers emphasized the confidentiality and importance of the responses. Potential 

participants were explained that the study wanted to understand about their work environment 

and how it affects them, and that this information is not available anywhere else. We took  

“informed consent”, and specifically requested permission to record the interview. Informed 

consent was obtained from all participants before conducting focus group discussions and in-

depth interviews. All the interviews were conducted at a convenient time for professionals in a 

private room arranged by the investigators.  

 

Data collection and Data management 

The interviews were semi-structured, open-ended and were conducted using an interview guide. 

The interviews were conducted in a flexible manner by allowing as much time as required by the 

participants to seek insights into each domain of interview guide covering all the questions in the 

protocol systematically. All interviews were conducted in English. The whole conversation was 

audio-recorded. The interviewers also took notes on the contents of the interview, focusing on 
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key phrases and main points made by the respondent.  

The interviews started with greeting the participant and introducing the research staff and 

research objectives. The interview guide explored information on socio-demographic factors, 

individual experience as IT/ITES professional, quality of work environment, individual’s 

experience with stress, individual’s working and non-working environments, awareness about 

health and hypertension and perceptions, knowledge on "risks to health”. The interview guide 

listed the questions or issues to be explored in the interview and were used to ensure that the 

same basic lines of inquiry were pursued with each person interviewed. (Appendix.1)  

 

The data collected was entered into an excel sheet and a set of codes were developed to 

classify the words by categories by using specific software tools dedoose and ATLAS ti. After 

summarizing all the data, the shared information and opinions of the respondents that emerged 

from various cross sections of the people were summarized to make the conclusions. The 

interviewer wrote a detailed text summary of the Focus Group Discussion (FGDs) and in-depth 

interviews. All transcriptions were entered into the computer using a standardized data entry 

program for qualitative data, deDoose and ATLAS.ti. (10) More details on this are provided in 

chapter.3. 

Data Analysis 

Each member of the research team read through the interview transcripts and identified 

potential themes or analytic categories by creating memos. This classification of the text 

involved open coding by the researchers. The researchers underscored participants’ words or 

phrases in the text, which best characterized the work environment and general health risk 

factors. The final list of codes was constructed through a consensus among team members 

based on similarity and/or redundancy of the codes. Emerging categories were compared and 
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reviewed for linkages. Relationships among categories were summarized to answer specific 

research questions. The detailed description of the emerging themes is provided in chapter.3. 

Ethical considerations 

The study was anonymous, and no names or other personal identifying information were 

collected from the participants.  Each participant was assigned a unique number and identified 

only by this number during the process. Quiet private rooms provided by IT/ITES companies 

were used for collection of information for both qualitative and quantitative studies. The study 

was reviewed and approved by the UCLA Institutional Review Board (IRB, # G09-12-002-01, 

IRB#10-001348) and the ethics committee of The Public Health Foundation of India. (TRC-IEC 

40/10) 

Phase-2. Quantitative Study  

The source population comprised all I.T/I.T.E.S professionals aged 20-59 years working in 

“technical functions” in twenty one selected worksites (units) of the I.T/I.T.E.S sector willing to 

join the study. By Technical functions, we mean all job categories involved in human-computer 

interface within these four companies selected for the study.  

Selection of subjects and eligibility criteria 

We employed a basic Mixed Methods sampling strategy for selecting the IT/ITES professionals 

to volunteer for the study. Specifically, we chose stratified purposive sampling (quota 

sampling).(11) For this type of sampling, a stratified nature sampling procedure is characteristic 

of probability sampling and a small number of units within strata is characteristic of purposive 

sampling. We selected the group of interest in strata in the first stage (e.g., of clusters of IT/ITES 

companies scattered over geographical areas) and in the second stage, we selected a small 

number of units to study intensively within each strata based on purposive sampling techniques. 
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(11-13) The advantage of this method of sampling is that it allows the researcher to discover and 

describe in detail characteristics that are similar across the strata or subgroups, as we 

choose.(11, 12) Our study was done such that we covered each of these main zones. We took 

at least one IT/ITES sector from each of the major zones in the first stage of sampling and this 

involved stratification of the locations of IT/ITES companies. The second stage involved 

selecting companies within the strata of zones having IT/ITES companies. The sampling was 

done such that three companies each were selected from Electronic City (all IT) and Whitefield 

(2 IT, 1 ITES), areas that had the maximum number of IT/ITES companies. The remaining 15 

sites were selected such that there was one company representing at least every geographical 

area having IT/ITES companies in Bangalore. (9) We included 1071 subjects in the total sample, 

509 subjects in the IT sector and 472 subjects in the ITES sector.(14) 

In each zone, permission was sought to conduct the research during health check up camps 

conducted in the respective industries. The quantitative studies were done in closed rooms with 

facilities for blood pressure measurements, taking anthropometric measurements and for 

ensuring privacy of the individuals. Employees were invited to take part in the study after 

completing routine health check ups organized by the company. On agreement of the volunteer, 

a questionnaire was handed over. Volunteers then completed the questionnaire in a separate 

room provided by the companies or completed at their own place of choice and would return at 

the end of that day or the next day.  

The Inclusion criteria were that IT/ITES professionals had to be between 20-59 years of age, 

should have worked in these sectors for at least one year in either IT or ITES industry and 

should be a technical worker. A technical worker is a person who is working in positions as per 

the list approved by according to Revised Indian National Classification of Occupations 2004. 

(8): - 
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o 2132: Computer Programmers:  2132.10 Computer Programmer, 2132.20 

I.T/I.T.E.S Engineer, 2132.30 Programmer Analyst, 2132.40 Programmer, 

Engineering and Scientific, 2132.50 System Programmer, 2132.90 Computer 

Programmers, Other, 

o 2139 Computer Professionals: 2139.10 Quality Assurance Analyst (Computers), 

2139.20 Data Base Design Analyst, 2139.30, Data Base Administrator, 2139.40 

Computer System Hardware Analyst and 2139.90 Computer Professionals 

o Data entry operators, customer service support agents, Team members of ITES 

workers and other ITES job titles.  

 

The exclusion criteria included any professional younger than 20 years and older than 59 years, 

if they belonged to management and support staff workers (Workers who are NOT  directly 

involved in I.T/I.T.E.S sector; also termed as white collar workers), all the workers whose job 

designation does not fall in the codes listed in the Inclusion criteria above. eg: - drivers, security 

guards, vice presidents and workers who have worked for less than 1 year on the date of 

administration of the interview. 

Sample size  

To calculate the sample size for a single proportion, we used the formula: (15)  

n = [Z1-α/2]2 p(1-p)/d2 ,  

Where a = significance level (0.05), p = expected prevalence of Hypertension, d = desired 

precision (half of the 95% CI)  

The estimated prevalence of Hypertension in the urban Indian population is 10-15%. .(16, 17) 

(18-21) (22) Using a sample size calculator, (23)  with a desired precision of .05, the minimum 
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sample size is 196 if we assume the prevalence of Hypertension is 15% and 139 if we assume 

the prevalence of Hypertension is 10%. If the desired precision is .02 the minimum sample size 

for survey turns out to be 1223 (for p=15%) and 864 (for p=10%). For a desired level of precision 

of 0.05, and prior prevalence of Hypertension at 12.5%, the total sample size for our study 

needed to be 169. Further, assuming a refusal rate of 20% we needed to approach I.T/I.T.E.S 

units with a target of obtaining about 200 primary subjects. The minimum sample size required 

by assuming prevalence of Hypertension as 10% with desired precision of .02 was 864. 

Assuming that the prevalence of hypertension does not vary between IT and ITES sector, the 

total size of sample was 1037 (864+173).  By assuming differential prevalence of hypertension 

among IT and ITES sector, the minimum size of sample needed was 203 subjects in IT/ITES 

sector by assuming a desired level of precision of 0.05, and a prior prevalence of Hypertension 

of 10-15%. (169+34=203)  

By considering both these options discussed above, we included 1071 subjects in the total 

sample with 509 subjects in the IT sector and 472 subjects in the ITES sector. For the 

quantitative study, we invited 1305 IT/ITES professionals to participate in the study. These 

subjects were the volunteers who walked into the room/corner that had our research staff. 

Among these 1305 professionals, all of them accepted the questionnaire. Among them, 171   

professionals accepted the questionnaire but didn’t return them.  Among the people who were 

returned the questionnaire (1134), we found 51 to be ineligible based on not fitting into the 

inclusion criteria (duration less than one year; 25 in IT sector and 26 in ITES sector). Among the 

eligible subjects (1071), we conducted the study regarding Job stress and Hypertension among 

599 IT professionals and 472 ITES professionals.  There were 12 subjects with missing data on 

inclusion criteria who were excluded from analysis.  
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Data Collection 

The variables collected were guided by the three hypotheses mentioned in chapter.1.  

Hypothesis.1: There is a higher prevalence of job stressors and hypertension in IT/ITES 

professionals. 

Hypothesis.2: There is a higher prevalence of job stressors and quality of life in IT/ITES 

professionals. 

Hypothesis.3: There is association between job stressors and specific sexual behaviors among 

IT/ITES professionals. 

A questionnaire that contained variables for all these hypotheses was administered to the study 

population. [The details of specific measures of variables and relevant statistical analyses are 

provided in the respective papers in the results section]. This chapter will detail the generic 

properties of the variables of interest.  

We recruited qualified professionals, with earlier work experience in other risk behavior related 

studies, as supervisors and facilitators. Facilitators had the principle task of contacting eligible 

subjects and bringing to them to the research desk. They were teamed up with a medically 

qualified professional to facilitate efficient measurement of blood pressure to be taken and to 

build rapport and trust with the subjects. Training sessions for all field personnel were organized 

specifically for this study before the start of the study. All field personnel were adequately 

remunerated. The professionals received structured training in the methodology of field-based 

health and cardiovascular surveys by the principal investigator. There was constant presence of 

the researcher at all interview sites to ensure informed consent was administered, to clarify any 

doubts of the participants and to enable privacy and confidentiality of the responses. Research 

staff answered most of the questions, if the subjects needed any (based on initial trainings). 

Based on the need, the researcher either informed volunteers to return at another time 

convenient to the subject or the subject was invited to a suitable place to complete the 
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questionnaire. All participants were instructed on the how to complete the questionnaire. Neither 

the interviewer nor researcher was present in the room, where participants completed the self-

administered questionnaire, but were available to assist with any problems during the process. 

The questionnaire was self-administered, after obtaining informed consent to participate. The 

questionnaire contained the following details: -  

(i) Demographic and social characteristics such as age, marital status, profession, education 

and socioeconomic status;  

(ii) Components from the Occupation Stress Index questionnaire to assess job stress; 

(iii) Lifestyle-related factors such as dietary intake, physical activity, tobacco use, current and 

past socio economic status (SES), Education level and Alcohol intake.  

(iv) Quality of Life: was assessed by using WHO-QoL (BREF). (24) 

(v) Musculoskeletal symptoms: The Nordic musculoskeletal questionnaire was used 

(vi) Sexual behaviour: Questions related to high-risk behavior, safe sex and routine sexual 

practices were used. 

If the study subject complained of any problem, they received counseling for appropriate help 

measures and were advised for medical treatment or referred for a specialist treatment as 

required. 

Data management  

Pre-coding reduces error in data handling and storage. Data editing was done to compare 

datasets for consistency and logic checks. The results from the physical examination were 

linked to the data set. After data editing, the completed data sets were backed up and safely 

stored. The Primary investigator and key staff have a password-protected access to the saved 

data files. 
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Measures 

Exposure of interest:  

Job stress was the principal exposure of interest.  Job stress was calculated by combining 

different combinations of the job stressors used in the study.  “Job Stressors” are defined as 

“working conditions that may lead to Acute Reactions, or strains in the worker.” We considered 

three validated questionnaires for the measurement of Job stress in the proposed study. They 

were:- (1.) Job Control Questionnaire (JCQ) questionnaire used in phases 5 and 7 of the 

Whitehall study in UK,(25) Occupational Stress Index (OSI) questionnaire (26) (27) used in 

specific occupational groups and Generic Job Stress questionnaire from NIOSH, CDC.(28) We 

chose the Occupational Stress Index (OSI) with permission from Karen Belkic. It is without 

copyright protection and includes permission in terms of flexibility to modify the questions. The 

questionnaire collected the information to cover the job stressors, buffer factors, non-work 

activities and acute physiologic responses as suggested by the theoretical model described in 

the development of Occupational Stress Index (OSI). (26, 28-38) OSI is an additive burden 

model that focuses on work stressors relevant to the cardiovascular system(39). This index 

integrates well known domains from the Job Strain Model (40) with an attempt to capture stress 

at work, however, it differs from the Job Strain model (40) and the Effort-Reward Imbalance 

model as (41, 42) they are based heavily upon sociological theory, while OSI originates from 

cognitive ergonomics and brain research. (26, 28-38). There are two major types of self-reported 

questionnaires. The first type includes occupation specific questions while the second 

comprises generic questions. (43). The OSI is, a combination of these two methods. (26, 28-38) 

(43)  

We recoded capacity of work, goal of exercise, break time, duration of current occupation, 

frequency of shift work done per month, number of nights after night shifts, working from home, 

upgrade options available, type of evaluation done by supervisors of the employees, type of 
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monitoring done, amount of light available in workstations, solving dilemmas at work and 

discrimination of work. Variables were recoded in increasing order of contextual stress. For 

example, breaks were recoded such that level 1 represented taking breaks regularly. This 

represented the least amount of stress in the recoded variable being level 1. Not taking breaks 

at all would constitute most severe stress and hence it was recoded as level 4.  We also used 

contextual stress domains, calculated based on the results from qualitative study. The details of 

information for each domain are given in table.1.  

The final step included calculation of tertiles for OSI and contextual stress domains. The cutoff 

points are provided in table.2. Three variables in our study, namely job stress, quality of life and 

musculoskeletal symptoms have no cut-off values for IT/ITES professionals or even for Indians 

in general. Hence, we used tertiles.  This method has been employed in several earlier 

studies.(44-47) These tertiles of job stress (OSI and contextual stress domains), quality of life 

and musculoskeletal symptoms were created to explore the contrasts between the categories of 

job stress and detect threshold effects.(47) In this type of analysis, job stress categories are 

identified for subjects whose scores exceed the tertiles of the distribution of respective type of 

job stress. [22] According to this approach, individuals are assigned to the high stress category 

for shift work, if they score above the higher tertile (>57.15) of the distribution of shift work 

scores, moderate stress if the individual scores between >28.58<=57.15 and low stress if scores 

<=28.58. Due to the relatively small range, the tertile and the median cut points overlap 

occasionally. [22] 

 

 

Outcomes of Interest:  
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We used definitions of the Seventh Report of the Joint National Committee (JNC-7) on 

Prevention, Detection, Evaluation, and Treatment of High Blood Pressure to diagnose 

Hypertension.(48)  

Pre-hypertension was defined when systolic BP fell within the range of 120–139 mmHg or 

diastolic BP falls within 80–89 mmHg in non-hypertensive subjects. Stage I Hypertension is 

when systolic blood pressure is greater than 140 and less than159 mmHg or diastolic BP >90-99 

mmHg or history of treatment for hypertension or those who are antihypertensive therapy. Stage 

II Hypertension is defined as systolic blood pressure (SBP) greater than 160 mm Hg or diastolic 

BP greater than 100 mmHg. (49)  (table-4) 

Apart from using continuous variables of systolic blood pressure (SBP) and diastolic blood 

pressure (DBP) for analysis, four new variables of hypertension were created to reflect JNC-VII 

classification (four stages, with normal, prehypertension, stage 1 and 2) and binary classification 

(Hypertensives or normal). The criteria followed for classification are elucidated in Table.3. 

Quality of Life (QoL) has been defined as “the extent to which one’s usual or expected physical, 

emotional, and social well being is affected by a medical condition or its treatment” The 

WHOQOL is a generic, cross-cultural, subjective measure of QoL. (24) It contains 25 facets, 

each with four items, which are subsumed in six domains. We used WHOQOL-BREF facets to 

score qualify of life through summative scaling.  Each item contributes equally to the facet score. 

Mean scores are then calculated. In this case, all the items in the respective facet are added and 

divided by four. Thus, each facet contributes equally to the domain score. Domain scores are 

calculated by computing the mean of the facet score within the domain, according to the 

following formulae. The facets are summated according to the procedure given below. Four 

multiplies the scores so that domain scores range between 4 and 20. A detailed description of 

this measure is provided in the chapter.5. 

The WHOQOL six domain scores denote an individual’s perception of quality of life in the 

following domains: Physical, Psychological, Level of Independence, Social Relationships, 
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Environment, and Spirituality. Individual items are rated on a 5 point Likert scale where 1 

indicates low, negative perceptions and 5 indicates high, positive perceptions. As an example, 

an item in the positive feeling facet asks “How much do you enjoy life?” and the available 

responses are 1 (not at all), 2 (a little) 3 (a moderate amount), 4 (very much) and 5 (an extreme 

amount).  As such, domain and facet scores are scaled in a positive direction where higher 

scores denote higher quality of life. Some facets (Pain and Discomfort, Negative Feelings, 

Dependence on Medication, Death and Dying) are not scaled in a positive direction, but in 

reverse direction. We calculated quality of life using SPSS syntax file, which we obtained from 

the WHOQOL SRPB Coordinator, Mental Health: Evidence and Research, Department of 

Mental Health and Substance Dependence, CH-1211 Geneva 27, Switzerland. The WHO-

QoL,(24) a generic measure of health-related quality of life which was used to assess health 

status of workers according to job titles held by them. 

We calculated tertiles for quality of life across their respective gradations. 

 
We added questions from the Standardized Nordic questionnaire(50) to obtain information on 

repetitive tasks and work conditions, which can cause musculoskeletal symptoms. We used 

specific questions to elicit pain, discomfort from posture, repetitive movements and strain 

involving shoulder, arm, neck, fingers, wrist, upper back, lower back, and leg.  

 

We used specific questions to elicit pain, discomfort involved with shoulder, arm, fingers, wrist, 

upper back, lower back, leg and headaches.(50) This standardized questionnaire contained 

items identifying areas of the body causing musculoskeletal problems. Respondents were asked 

if they have had any musculoskeletal trouble in the last 12 months and last 7 days, which 

prevented normal activity. This questionnaire has been validated in several countries including 

India and the studies have concluded that this was reliable as a screening tool. (51-53)   
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Recoding of the existing information was done to denote the severity of chronic musculoskeletal 

symptoms of head, eye, neck, shoulder, elbow, wrist, upper and lower back, hip, knee and 

ankle. Similarly, acute musculoskeletal symptoms were recoded to reflect acute musculoskeletal 

symptoms for all these parts. We also calculated composite chronic musculoskeletal score that 

combines chronic musculoskeletal symptoms for all the parts mentioned above and a composite 

acute score that combines acute musculoskeletal symptoms for all parts.  

As an example, we illustrate recoding of chronic score for one component, namely head. The 

questionnaire contained three questions regarding symptoms related to head. The first question 

sought whether the worker at any time during the last 12 months had trouble (such as ache, 

pain, discomfort, numbness) in head. The second question inquired whether during the past 12 

months, have you been prevented from carrying out normal activities (housework, hobbies, 

work) because of this trouble. The third question sought whether during the past 12 months, 

have you seen a physician for this condition. If the answer to all three questions on headache 

was yes, then it will be recoded as level 5, reflecting severity. If there was as ache, pain, 

discomfort, numbness and the person had to see a doctor for it, (yes to 1 and 3 but no to 2), 

then it is coded as 4. If answer to first two questions is yes and third is no, then it is coded as 3.  

If the answer to first question is yes and no to next two questions, then it is coded as 2. The 

code 1 is given who said no to all three questions.   

Finally chronic and acute musculoskeletal scores were calculated by combining the scores of all 

the parts to a total combined score of 100. The formula is as given below: 

Chronic musculoskeletal score = (Sum of chronic score for all eleven parts/11)* 20 

Similarly, Acute musculoskeletal score = (Sum of acute score for all eleven parts/11)* 20 
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We calculated tertiles for musculoskeletal symptoms such that increased musculoskeletal 

symptom was reflected across their respective gradations. The tertiles for chronic 

musculoskeletal score was calculated by having good score as <=20, moderate as >20=<29.1 

and poor score >29.1. The tertiles of OSI were made by using the following criteria low as <=49, 

moderate as >49=<61 and high for OSI>61. (Table.2) 

 

We sought information on variables that might be associated with exposure and outcome 

variables under each of the hypotheses. We collected information on dietary intake, physical 

activity, tobacco use (ever and current), socio economic status (SES), alcohol intake, shift work, 

leg length(54) and other socio-demographics. A brief summary of variables and details on 

measurement of these is presented in table-2. 

 

Dietary assessment was done using a semi-quantitative food frequency questionnaire and 

involved recall of food items during the 24 hours preceding interview. The validity of such food 

frequency methodology has been established by a large number of large-scale epidemiological 

studies.(55) Indian National Nutrition Monitoring Bureau has used this method for several 

studies.(56, 57) We used detailed nutrient values for Indian foods from  several studies, which 

has been well combined in several studies based in India (58-61). The earlier studies were 

conducted in South India. The average daily nutrient intake for each listed food item was 

computed by multiplying the reported frequency with serving size and per-portion nutrient 

composition. Similarly, nutrients derived for all the foods were summed to obtain an average 

total nutrient intake per day for each individual, and these data exported to the statistical 

software for further analyses. (Table.4) 

 

The 24 hour Dietary Recall  of the subjects was not appropriate and did not disclose the 

exact menu plan consumed at the time of recall. To overcome this bias standard Menu plan for 
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Plate Meals, Full Meals and Dinner etc. were developed based on their caterers General Menu 

served at their Cafeteria. Approximate quantities served by the caterer were taken into account 

and nutritive values have been calculated. In the formula, the calorie dense items were given 

their respective calories based on the quantity presumed from the caterer’s serving size and the 

total calories consumed per day has been calculated. The calorie values used for calculating 

Nutritive values were calculated mostly from the Table of Food exchange system as per 

recommended Nutritive Value of Indian Foods from National Institute of Nutrition. (Tables 5 & 6) 

 
 
Physical activity levels were assessed using a validated physical activity questions specific for 

the Indian population that focused on whether the professionals did regular exercises defined as 

exercises for at least 20 mins per day for at least 5 days in a week. There were other detailed 

questions on aerobic exercises, goals of exercises and leisure-time exercises. The information 

was derived from self-reporting. (62) Studies done in India earlier used questions about 

occupation, leisure time activity and household work, and related those to outcomes of 

interest.(63, 64)  

 

Tobacco use was defined as consumption of any form of tobacco in the past 6 months. The 

types of tobacco consumption included smoked (cigarettes, beedis and cigars), oral (tobacco 

chewed, pan masala, etc.) and inhaled forms (snuff)  

 

Earlier, a scale was developed by Tiwari et al (65) to measure SES of urban and rural 

communities in India, which has been standardized and found effective in the contemporary 

Indian settings. The original scale contained seven profiles including house profile, material 

possession profile, education profile, occupational profile, per capita income of family and two 

profiles of social status (social understanding and social participation). We developed a modified 
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profile based on the Tiwari scale to suit the scale for metropolitan areas. Our scale contained 

five profiles and was field-tested during the pilot study.  

 

The first profile covered whether one owns a house in Bengaluru or not. The land value of 

Bengaluru is one of the highest in the country and would thus differentiate between people who 

are in upper strata and therefore could afford to buy house in Bengaluru and those who are in 

lower strata of affordability. Unlike Tiwari scale, we didn’t consider to score house profile based 

on land area and house type. The reason is that, the cost of house is calculated in Bengaluru 

and other metropolitan areas is based on only the land value (in square feet or square meters) 

and not on the value of building. The type of building, roof and floorings do not add incremental 

value to the site value.   

 

The second profile material possession profile addressed whether the person owned a car and 

how did they travelled to the office from their residence.  Tiwari scale considered materials 

positions in terms of two sub parts-household gadgets and conveyance facility. They also 

provided alternatives in household gadgets based on the quantity and total cost of the gadgets. 

We found through contextual information and evidence that the household gadgets such as 

television, other electronic items are not differentially distributed across different layers of middle 

class. Therefore, we considered only travel mode and possession of car to differentiate the 

distribution in terms of economic status.  We tried to estimate this profile through possession of 

car, whether they could afford to keep a driver on salary, self driven-two wheeler and public 

transport. Car-pooling had the same weightage as self-driven car. (7)  

The third profile was defined according to the highest educational status achieved by the 

subject. Weighted scores for achieved educational status were given, e.g., ‘1’ for 12 years of 

formal education and 5 for higher studies (Ph.D.).  
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The fourth profile was occupational profile. The questions in this profile were assimilated based 

on the attributes of the occupation of the respondent. This profile had details regarding the 

current job title, total number of years worked in current occupation and total duration of work. 

Weighted scores for achieved occupational status were given, ‘0’ for less than 1 year to 5 for 

senior levels of work. 

 

In the fifth profile, the classification was done according to the job-security of the respondent 

including income. The classification included how much the respondent earned per month after 

taxes, the attributes of pay in covering basic needs of respondent and family, whether there are 

possibilities to upgrade their job title/advance their career and whether they received support 

and encouragement to advance their career.  

 

Scoring in the SES scale: All the five profiles were equally weighted, each having a maximum 

score of 10. Scoring on the second, fourth and fifth profile was weighted by averaging the 

subcomponents thereby making the final maximum score for each profile was 2. First and third 

profiles gave the respective profile directly as there are no sub-components involved in it.  

 

Alcohol intake: The first question assessed whether they drink alcohol or not. If the answer to 

this question was yes, they had to answer regarding the frequency of drinking. The options for 

frequency of alcohol user were daily, weekly once, weekly twice, monthly once or occasionally.  

Shift work: We obtained information on a variety of shift patterns including three-shift 

continuous, "forward rotation" with one week on and one week off, three-shift non-continuous (5 

days a week, 42-hour shift rotation with weekends off) and seven-day double-day shifts 

(mornings and afternoons).   

Data Analysis   
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The data from the cross sectional survey was analyzed using SAS 9.1.3104(66). We followed 

the following data layout for planning statistical analysis for all the papers. 

Table. 8: Data layout for cross sectional study 

Disease Exposed-High Exposed-Low Total 

Present a b M1 

Absent c d M0 

Total N1 N0 T 

Prevalence’s of Hypertension/poor quality of life/sexual behaviour among those with high stress 

were given by P1=a/N1 and low-exposed is given by P0=b/N0. Measures of association can be 

estimated assuming steady state kinetics, in which disease duration and incidence rate are 

constant. (67) The crude prevalence odds of hypertension is equal to the incidence rate (I) times 

average disease duration (D): 

P/(1-P)=ID --------- (1) 

The prevalence odds in equation 1 is the basic outcome measure in the cross sectional study. 

We can use the equation 1 to calculate prevalence Odds ratio as follows. 

PO= [(P1/ 1-P1)/ (P0/ 1-P0)] --------- (2) 

Restating the equation 2, we will have PO1=I1D1 and PO0=I0D0, where I is crude incidence rate 

times the average duration D , 1 and 0 refer to highly exposed and low exposed workers. 

Alternatively, we can calculate prevalence ratio (17) as 

POR=PO1/PO0=I1/ I0=IR --------- (3) 
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Thompson et al have demonstrated that POR and PR will give quantitatively similar results 

when the prevalence’s are low (<10%).(68) But in our study, where we expect as a priori that 

prevalence is high (18-31%) we expect that POR will give considerably larger relative risk. 

Hence, it is more straightforward to calculate PR in our study. 

If the average duration of hypertension is the same regardless of exposure, that is if D1= D0, the 

crude prevalence ratio will equal the crude incidence ratio IR90 

POR=PO1/PO0=I1/ I0=IR ---------(4) 

C. Summary measures of Association 

We will calculate a single summary prevalence ratio and single summary prevalence difference 

across strata of confounders.  

The Mantel-Haenszel estimate of the summary prevalence ratio (SPR) is given by 

SPRMH= [ΣaiN0i / Ti] / [ΣbiN1i / Ti] ---------(5) 

Confidence intervals for the SPRMH is given by computing the variance of natural logarithm of 

SPRMH (ln[SPRMH]) and exponentiating.  

Var [ln(SPRMH)]= [ΣMiN1iN0i - aibiTi / Ti 
2] / [(ΣaiN0iN0i/ Ti ) (ΣaiN0iN0i/ Ti )] ---------(6) 

And confidence intervals are given by,  

SPRMH(23), SPRMH(UL)= exp {ln(SPRMH ± Var[ln(SPRMH)]}---------(7) 

A summary measure can be obtained by computing the weighted average of the ratios, where 

the weights are the inverses of the variances of the stratum-specific prevalence ratios. An 

approximation of the variance of a prevalence difference is given as below 90 
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Var (PDi) = [aici/(N1i)
3] / [bidi/(Noi)

3] ---------(8) 

The summary prevalence difference (SPD) is the given by (68) 

SPD= ΣWiPDi / ΣWi ---------(9) 

We looked at the variables associated with presence of risk factors. Crude and adjusted 

prevalence odds ratios (8), p-value and 95% confidence interval were calculated to evaluate 

possible association between covariate and outcome variables. 

D. Univariate and Ordinal regression analysis 

In order to control for potential confounding of the association between covariates and 

Hypertension, we examined a large number of variables simultaneously. For this purpose, we 

used multivariate regression analysis. Eg, in paper.4, the primary outcome variable was 

Hypertension. The outcome variable(s) being categorical (positive or negative), a logistic model 

is suitable. Variable selection was based primarily on prior knowledge and also the outcome of 

crude analysis. Variables with p-value > 0.20 in the univariate analysis were included in the 

multivariate analysis. Possible interactions were explored by including product terms in the 

model.  

The basic regression model was of the following form: 

Y=b0 + b1X1+ b2X2+. ………+ bkXk+e---- (5) 

Where Y represents Hypertension, Xi are exposure and confounding variables, bi are their 

coefficients, and ‘e’ is the random error term. b0 is an intercept term that is the average value of 

hypertension for the entire group that would be detected if none of the exposure variables or 

confounder variables had any effect. The coefficients indicate the amount of change in the 
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hypertension per unit change in change of the job stress or confounder. We made conscious 

efforts to detect collinearity, which occurs when certain predictors are highly correlated with 

each other. (69) 

SAS will automatically exclude subjects with missing values from the regression analysis. This 

will reduce the effective sample size. Strategies used to handle missing values in regression 

analysis will depend on the type of missing data. If the data is missing completely at random 

(MCAR) i.e., the missing cases are independent of the outcome and other covariates; or missing 

at random (25) i.e., independent of outcome but related to other covariates then we will use the 

method of multiple imputation to replace the missing values. However, we may use only the 

subjects with complete data if the number of missing values is very small and seems to be 

MCAR. In case of nonrandom missing data, we explored the patterns and reasons for the same. 

Such missing values cannot be simply handled by statistical means. (70) 

We used ordinal logistic regression for all our estimates. All of our outcomes variables (Y) are 

ordinal, as we have calculated the categories ordered in a natural way such as Quality of Life 

(QoL) is ordered as Poor, Moderate and Good. One of the options we could have used is 

polytomous logistic regression model. However, this model does not make use of the 

information about the ordering. Hence, alternatively, to take account of the ordering obtained 

from contextual stress domains and data management, we used cumulative probabilities 

(interrelated to cumulative odds and cumulative logits) model.(12) (11) 

 

For (k+l) ordered categories, these quantities are defined as follows                                 

P (Y≤ i )= p1+p2+…..+pi 

odds (Y≤ i= i)= [(P(Y≤ i )  ⁄ (1- P(Y≤ i ) ]=[( p1+p2+…..+pi)/(p i+1+…+pk+1)]  
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logit  (Y≤ i= i)= ln[(P(Y≤ i )  ⁄ (1- P(Y≤ i ) ] ,  i=1,.. . ,k  

The cumulative logistic model for outcomes arranged in ordinal categories is given by 

Logit (Y≤ i= i)  = a,+piX.+...+pimXm, i=l, . . . ,k  

The model is similar to the polytomous logistic regression model except that we have k model 

equations and one logistic coefficient bij, for each category/covariate combination. The general 

cumulative logistic regression model therefore contains a large number of parameters. A more 

parsimonious model can be thought of when the logistic coefficients do not depend on i and we 

have only one common parameter bij for each covariate. Based on this, the cumulative odds are 

given by                                 

Odds (Y≤ i= i)  = exp(a,) exp(biX i+...+ bmXm) ,  i=l, . . . ,k 

This model suggests that the k odds for each cut-off category i differ only with regard to the 

intercepts ai. McCullagh coined the term “proportional odds model” (12) as the above model 

suggests that the odds are proportional. The relatively stringent proportional odds assumption 

may be especially valid in cases where the ordinal response Y is related to an underlying latent 

continuous variable.  

Ethical considerations 

The study was anonymous, and no names or other personal identifying information were 

collected from the participants.  Each participant was assigned a unique number and identified 

only by this number during the process. Quiet private rooms provided by IT/ITES companies 

were used for collection of information for both qualitative and quantitative studies. At the 

beginning of the survey, the interviewer/study coordinator briefly introduced him/herself and the 

study, then went through with the participant a series of formalities including the importance and 
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nature of confidentiality, issues related to the collection of information, rights not to participate 

and to withdraw from participation without penalty, incentive distribution, referral information 

related to health issues and access to the final report. Participants were not asked to sign the 

informed consent form but to indicate by ticking by study facilitator to maintain the anonymity of 

this study.  Participants were given 500 Indian rupees ($10 U.S.) as compensation for their time. 

Both phases of the study were reviewed and approved by the UCLA Institutional Review Board 

(IRB, # G09-12-002-01, IRB#10-001348) and the ethics committee of The Public Health 

Foundation of India. (TRC-IEC 40/10) 
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Table.1: Components of Contextual Stress Domains 
 

 

Duration of work 
(Sum of responses to questions on job title, duration of work in current job and 
total years in current occupation.) Multiplied by 10 

Working time 

(Sum of responses to questions on days of work per week, number of hours or 
work, stress due to travel to and from office, work from Home even after 
working at work-place and whether take breaks during workday) Multiplied by 
100/19; 

Shift work 
(Sum of responses to questions on work in shifts, nature and frequency of shift-
work and free days available after shift work)  Multiplied by 50/7; 

Job Control  
(Sum of responses to questions on length of breaks, permission to work from 
home, deadlines for work, control over speed of work, clear instructions given or 
not and monotony of work)  Multiplied by 25/6 

Income  
(Sum of responses to questions on Pay proportionate to the work, sufficiency of 
salary and available options for advancing career.)  Multiplied by 25/3; 

Autonomy 
(Sum of responses to questions on whether self or other person controls 
deciding work schedule, evaluation of work and nature of monitoring done)  
Multiplied by 100/9; 

Appreciation of 
work 

(Sum of responses to questions on recognition of good work and credit given for 
the work) Multiplied by 25/2; 

Physical 
environment 

(Sum of responses to questions on ergonomic seating arrangements, body 
position and activity during work, ventilation in work area, lighting and keyboard 
placed comfortably) Multiplied by 25/3; 

Work-
environment 

(Sum of responses to questions on structured way and its efficiency of handling 
difficult situations or dilemmas, knowledge to perform work and comparisons to 
other workers) Multiplied by 25/6; 

Affect 

(Sum of responses to questions on abuses of power, blaming for someone 
else’s mistakes, transparency at work-place, involvement in escalations from 
problems at work, abusive communication and discrimination)  Multiplied by 
50/9; 
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Table.4: Tertiles for Quality of Life domains 
 Domain Levels Values for defining tertiles 
1 Physical QoL High <=12.8 
  Moderate >12.8=<15.2 
  Poor >15.2 
2 Psychological QoL High <=12 
  Moderate >12=<14.7 
  Poor >14.7 
3 Environmental QoL High <=12 
  Moderate >12=<15.5 
  Poor >15.5 
4 Social QoL High <=9 
  Moderate >9=<12 
  Poor >12 

 
 

Table.5: Description of nutrients in Indian food groups.  
Five Food Group System 
Food Group Main Nutr ients 
Cereals grains and products 
 
Rice, wheat, ragi, bajra, maize, jowar barley, 
rice flakes, wheat flour 

Energy, protein, invisible fat, vitamin B1, 
Vitamin B2, Folic Acid, Iron, Fiber 

Pulses and legumes 
Bengal gram, Black gram, Green gram, Red 
gram, Lentil (Whole as well as dhal), Cowpea, 
Peas, Rajmah, Soya beans, Beans Etc. 

Energy, Protein, invisible fat, vitamin B1, 
Vitamin B2, Folic Acid, Calcium, Iron, Fiber 

Milk And Meat Products   
Milk 
Milk, Curd, Skimmed Milk, Cheese 

Protein, Fat, Vitamin B2, Calcium 

Meat 
Chicken, Liver, Fish, Egg, Meat 

Protein, Fat, Vitamin B2 

Fruits and Vegetables   
Fruits 
Mango, Guava, Tomato, Ripe, Papaya, 
Orange, Sweet Lime, Water Lemon 

Carotenoids, Vitamin C, Fiber 

A. Vegetables (Green Leafy) 
Amaranth, Spinach, Gogu, Drumstick leaves, 
Coriander Leaves, Mustard Leaves, 
Fenugreek Leaves 

Invisible Fats, Carotenoids, Vitamin B2, Folic 
acid, Calcium, Iron, Fiber 

B. Other Vegetables 
Carrots, Brinjal, Ladies Fingers, Capsicum, 
Beans, Onion, Drumstick, Cauliflower 

Carotenoids, Folic acid, Calcium, Fabre 

Fats and Sugars   
Fats 
Butter, Ghee, Hydrogenated oils, Cooking Oils 
Like Ground Nut, Mustard, Coconut 

Energy, Fat, Essential Fatty Acids 

Sugars 
Sugar, Jaggery 

Energy 
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Table.6: Food Exchange System by National Institute of Nutrition, India. 
Sl No Exchange 

List 
Serving Size of 
Raw Wt.  
(g) 

Carbohydrate  
(g) 

Protein  
(g) 

Fat 
(g) 

Energy  
(Kcal) 

1 Vegetable   
green leaf  

1/2 Cup 6 Nil * 30-40 

 Others 1/2 Cup 6-10 Nil Nil 50-60 
2 Fruit Varies 10 Nil Nil 40 
3 Cereal 25 19-21 2-3 * 85 
4 Legumes &  

pulses 
25 15 6 * 85 

5 Milk &  1/2 Cup 4 3.5 4.0 65 
 Meat 75 Nil 7.5 6.0 85 
6 Fat  &  10 Nil Nil 10.0 90 
  Sugars 10 10 Nil Nil 40 

# Visible Fat, * Invisible Fat 1 Cup-200ml 



 58 

 
 
 
 
 
 

 

Figure.1:*Phases*in*study*methodology*
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•  32**in<depth*interviews*(n=32)*
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Determinants*of*Sexual*behavior*IT/ITES*professionals*

 

Fig.1: Description of the Study Methodology- IT/ITES Survey, Bengaluru, India-2011 
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Fig.2:  Map of Bangalore city and metropolitan area.49 
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Chapter.3.*A*Qualitative*study*about*occupational*stressors*and*the*health*of*professionals*in*
Information*Technology*in*Bengaluru,*India*

Abstract*

The Majority of the research on occupational stress and its relation to health effects stems from 

developed countries. Very few studies have been performed in developing countries such as 

India.  This study was done to evaluate work conditions of professionals in two highly productive 

sectors of information technology (I.T) sector, also known as software development and 

Information Technology Enabled services (ITES), also known as call centers. The study 

employed qualitative methods in completing thirty-two in-depth interviews. The results indicate 

the presence of nine stress domains; job control, autonomy, time pressure, length of experience 

in industry, night shifts, income, appreciation of work, physical environment, work-environment 

and affective or emotional factors. These factors can initiate disease processes. We developed 

a conceptual framework based on the results from this study. This suggests that Global drivers 

of demand and local supply of skilled workforce and work force regulatory environment in India 

determine the work culture in Indian IT companies. These determinants influence workforce 

policies, priorities, goals and management practices. The work culture determines the health of 

both the organization and individual within the organization. Our study also finds that IT/ITES 

workers are happy about their wealth status and perceived quality of life.  

Key* words:  Work culture; job stress; Information Technology (I.T); Information Technology 

Enabled Services (I.T.E.S);  

!
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Chapter.3. A Qualitative study about occupational stressors and the health of 
professionals in Information Technology in Bengaluru, India 

Introduction 

The increasing burden of cardiovascular diseases (CVD) is compromising the future of 

developing economies. Developing countries have the opportunity of learning from successful 

evidence based interventions in the United States (US), and other developed countries in 

reducing the prevalence of risk factors for CVD. Thus, there is also a great need to conduct 

research on factors, which accelerate CVD in working populations in developing countries.  

 

India has a population of 1.1 billion persons comprising one sixth of the world’s population and 

perhaps is home to the most CVDs in a single country anywhere in the world. The size of 

population, high prevalence of risk behaviors, sudden increase in a higher middles class with 

increased purchasing power and the dependence of the Indian economy on productivity of 

middle class underscore the need to study the Indian CVD epidemic among working 

professionals. The high burden of CVD in the developing countries is attributable to the 

increasing incidence of atherosclerotic diseases, perhaps due to urbanization and high risk 

factor levels, the relatively early age at which they manifest, the large sizes of the population, 

and the high proportion of individuals who are young adults or middle-aged in these countries. 

Workers in the Information Technology (I.T) industry are prone to almost all the recognized 

cardiovascular risk factors. (“Information technology”  (I.T) or “IT-Enabled Services” sector.) 

Information Technology (IT) is a broad discipline, which uses computer technology in managing 

and processing information, especially in large organizations. In particular, IT deals with the use 

of computers and computer software to convert, store, protect, process, transmit, and retrieve 

information. (1) Information technology enabled services is a form of outsourced service, which 

has emerged due to involvement of IT in various fields such as banking and finance, telecom, 
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insurance and others. Some of the examples of ITES are medical transcription, back-office 

accounting, insurance claims, credit card processing and others.  

Several factors at work place elicit negative somatic and emotional reactions, evolving from poor 

balance between occupational load and the competencies, resources, and/or necessities of the 

worker. (2) These imbalances in individual traits and working environment determine the 

presence and levels of occupational stressors among workers. (3-7). Hitherto, several models 

and constructs have attempted explaining the interrelation between job stress and ill health. 

These are theory of allostatic load on illness by Caplan,(8) Hockey’s construct of "resources," or 

total burden upon the human operator as an integrative model (9) the “Effort-Distress Model” of 

Folkow,(10) Job Content paradigms (JCQ)(11, 12), Demand-Control constructs (DCQ) (13), the 

Work Organization Matrix (WOM) for imputing job title averages of job characteristics to study 

subjects (14-17) and the effort-reward imbalance (ER1) model of work stress. (18) 

Grounded on their relevance to local settings, these theoretical models become important for 

planning any intervention. However, there is very scarce evidence available from such 

theoretical models stemming from research in developing countries in occupational work forces 

such as in IT/ITES professionals. It is important to understand locally applicable, culturally 

relevant and contextual work related factors. This knowledge will help to explore the 

appropriateness relevant models in India and in applying through further studies or 

implementation of any interventions. We conducted a qualitative study to explore the presence 

of contextual work related factors and their determinants among I.T/I.T.E.S professionals. 

Methods*

Study*site*and*participants The study was conducted between August 2010 and March 2011 in 

the city of Bengaluru. Bengaluru is the 27th largest city in the world and 3rd largest in India with 

a population of 6.8 million. (19) The Bruhat Bengaluru Mahanagara Palike (BBMP) is the fourth 
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largest Municipal Corporation in India. The Greater Bengaluru Metropolitan area spreads across 

741 square kilometers.  The city claims to be the IT Capital of India and often is called the 

“Silicon valley of India”. (20) During the year 2010, more than 1000 companies were listed as 

Information Technology (I.T) and Information Technology Enabling Services in Bengaluru, India. 

The city has more than 150,000 I.T/I.T.E.S professionals working in Information Technology and 

IT-Enabled Services. (21) Information Technology Enabled Services or "Remote Processing” is 

the next major driver of the technology services industry with inexpensive technology, well-

industrialized set-up and availability of abundant graduate workers, who can speak English and 

are computer literate. (21) 

The source population for the study comprised all I.T/I.T.E.S professionals aged 20-59 year olds 

working in “technical functions” in the I.T/I.T.E.S sector. Technical functions are characterized by 

involvement in human-computer interfaces within the IT and ITES industries. The inclusion 

criteria for participants in the study were: aged between 20-59 years, should have worked for at 

least 1 year in either IT or ITES industry and should fit the designation of “Technical worker” 

according to the Revised Indian National Classification of Occupations. (21)  

The objective of the qualitative interview was to explore information on socio-demographic 

factors, individual experience as IT/ITES professionals, quality of work environment, Individual’s 

experience with stress, individual’s working and non-working environments, awareness about 

health and hypertension and perceptions and knowledge on "risks to health”. Thus, the interview 

guide was designed to capture both positive and negative factors at work place, which might 

have impact on overall wellbeing of the workers. The interview guide followed the definition of 

stress as “a state of mental or emotional strain or tension resulting from adverse or very 

demanding circumstances”(22) The interview guide listed the questions or which were to be 

used to ensure that the same basic lines of inquiry were pursued with each person interviewed. 

(Appendix.1) 
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Data collection 

From July 2010 to March 2011, a qualitative study was conducted among IT/ITES professionals 

in Bengaluru, which included individual in-depth interviews and focus groups discussions (FGD). 

We conducted 32 in-depth interviews with I.T/ITES workers, recruited with the assistance of 

supervisors and H.R Managers (Human resources) in I.T and ITES organizations. Participants 

were recruited from workers holding different job titles, team leaders, and administrative staff of 

informal groups. Recruitment of volunteers was done through personal communication as well 

as with the help of HR managers.  

The qualitative study was anonymous. We didn’t collect any identifying information from 

participants such as name, email id, phone number or even name of company.  At the outset, 

the interviewers emphasized the confidentiality and importance of the responses. Potential 

participants were informed that the study wanted to understand their work environment and how 

it affects them, and that this information was not available anywhere else. We administered  

“informed consent”, and specifically requested permission to record the interview. Informed 

consent was obtained from all participants before conducting focus group discussions and in-

depth interviews. All the interviews were conducted at a convenient time for professionals in a 

private room arranged by the investigators.  

 

The interviews were semi-structured, open-ended and were conducted using an interview guide. 

The interviews were conducted in a flexible manner by allowing as much time as required by the 

participants to seek insights into each domain of the interview guide covering all the questions in 

the protocol systematically. All interviews were conducted in English. The whole conversation 

was audio-recorded. The interviewers also took notes on the contents of the interview, focusing 

on key phrases and main points made by the respondent.  
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The interviews started with greeting the participant and introducing the research staff and 

research objectives. The data collected was entered into an excel sheet and a set of codes were 

developed to classify the words by categories by using specific software tools deDoose (23) 

and ATLAS t i . (24) After summarizing all the data, the shared information and opinions of the 

respondents that emerged from various cross sections of the people were summarized to make 

the conclusions.  

Following a series of revisions, the conceptual framework for understanding the factors 

influencing stressors in IT/ITES professionals was finalized.  (see Figure 1)  

 

Results: 

Demographic information 

A total of 32 subjects were interviewed. (Table-1) The majority of the sample (50%) was 26-30 

years of age, followed by 22% in 19-25 year age group. Around 60% of the sample was single, 

half were females, around half had professional or higher education and another 38% had a 

general degree. Employees from ITES comprised around 60% of the sample and the remaining 

40% were IT employees. Around half the people in sample had worked for at least 2 years in the 

settings (but less than 7 years) while one fourth respectively were junior or senior to them in 

number of years of experience.  

 
 
 
Theme One: Role of stressful domains 
 
As IT/ITES professionals, respondents had to spend most of their time either in the office or 

attending work related calls or preparation at home in order to complete the stressful work 

schedule. There were several stress domains that were described by the professionals. Nine 

important domains emerged as common stressful factors across IT/ITES professionals. The 
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stress was perceived in a different manner based on the number of years spent in the same type 

of work.  Hence, experience in industry was an important factor. Professionals in the ITES sector 

had to spend the maximum number of working hours in shiftwork. This was stressful as night 

shifts disturbed diurnal rhythm and affected other activities. Other stressful domains identified 

were poor job control, income related stress, autonomy, appreciation of work, physical 

environment, work-environment and affect (emotional factors). The list of stressful domains is 

presented in table. 2. 

 
Time Pressure 
 
The quantity of work IT/ITES professionals perform necessitates lengthier stretches of time in 

focused work in front of computers. From the results of qualitative studies, we found that there 

are several factors that are concerned with working time of IT/ITES professionals. We term them 

as “Time Pressure” and they include: duration of work on a daily basis, number of days worked 

per week, stress due to time taken to travel to office, whether they continue to work at home 

beyond office hours and whether one takes sufficient number of breaks during work. Nearly two 

thirds of the sample (64%) worked for more than eight hours a day on average and a nearly 

equal proportion (66%) worked for more than 40 hours per week.  More than half (53%) worked 

on weekends.  

 
“Somehow” is the key word in IT. Product timeline is fixed. Then everything is based on 
“somehow” to get it done. If you ask for the moon, the managers will just take it. If 31st July is the 
deadline given, we have to get it by 31st July. In US, where I worked, the timelines were realistic. 
In India, it is not the same. (32 years, IT professional, male, single) 
 
“ While I am doing one work, another work comes at the same time and this happens 
continuously. It’s like one charger providing power to 4 cell phones at the same time. But the 
power and time is limited to get the things done.” (23-year-old IT professional, single, male)  
 
“I dislike the long meetings, long working hours. Being pushed for whatever which is not 
achievable”. (40 years, IT professional, male, married with two children)  
 
“Unnecessary meetings, wastage of time, no conclusion, more senior member of the meeting. 
My company is growing up and they say YES to anyone and anything. Unrealistic approach. 
They start working before even analyzing the requirement too”. (28 years old in IT industry, 
male, married) 
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“Load of work within the stipulated timeline. When the work is dependent and my work is 
delayed because of other’s slower pace of work and I am asked for the status, I will be stressed 
out. Fixed deadlines and targets, I feel little stress and mental pressure”. (25 years single, 
female, ITES professional)  
 
 
 
Length of Experience in industry 
 
The duration of time spent in the working position and capacity for work influences whether one 

is stressed or not. We found that title of working designation, number of years in the current 

occupation and the total number of years at work play an important role in the way IT/ITES 

professionals feel and respond to stress.  

 
“I can’t look myself one day to be a CEO. I don’t want to get stressed in the next five years down 
the line. Work definitely plays a role and if that continues for a longer period that result in you 
staying at office for more than 12 hours and people get stressed out.” (40 years, IT professional, 
male, married with two children)  
 
“Life before 4 years it was excellent after 22 years is not good. It is indirectly affecting your social 
life also. Initially I used to socialize but now we don’t get some time to do this. - I don’t know I 
would look like an old lady if the same thing continues.” ( 25 years, female IT professional, 
single) 
 
 
Shift work  
 
Professionals mainly in ITES sector and to a much less extent in IT sector will have to perform 

shift work as part of their routine work. Our interviews found that there are several factors in shift 

work that influence one being stressed or not. They are whether there is shift work required as 

part of the work or not, number of night shifts one has to do and whether they get free days off 

as a result of shift work. In our study sample, nearly half (50%) of the sample wanted that free 

day as compensatory off be given after the night shifts. 16% of the professionals didn’t like 

working in night shifts.  

 
 

“Because of the job, I am not able to do things what I want to do. My routine life would be totally 
different because of the night shift. I don’t find life so interesting as it was when earlier”. (23 
years analyst in ITES Company, female, single)  
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“Yes. They get some extra compensation for doing night shifts but it is really tough to manage 
the situation”. (27 years ITES professional, female, single) 

 
“I dislike shift times. When all my friends socialize I will be working. I am not able to give proper 
time to my family” (28 years old IT professional, male, single)  

 
“Now I am working in general shift but before this, I used to work on shifts. We need to work on 
untimely basis. In a banking environment, we go for upgrade when nobody uses it”. (28 years IT 
professional, male, single) 

 
 

Job control 
 
Our study found that there are particular issues identified by respondents, where job control had 

played an important role.   Working from home is not generally allowed in Indian companies and 

workers feel that lack of permission for this causes a lot of other stressors such as traffic, not 

being able to balance between work and family etc. Correspondingly, workers who could decide 

whether they can work from home were found to be very happy and lack the stress caused due 

to several other factors. Correspondingly, executing work under strict deadlines, enforcing 

scrupulous speed of work, lack of clear instructions for accomplishing specific task/s and the 

repetitive nature of work caused professional to think that they do not have the control on the 

job. Nearly 10% workers inferred that they were being pushed against unrealistic expectations 

(11%) while an equal proportion complained of the monotonous work (11%). 

 
“There was a new assignment, I was worried. Manager said “Its like swimming. Take them, 
throw them into water. They will learn it eventually.” (29 years old, IT professional, male.) 
 
I don’t have much control on it and the process related work I have control in our job. In our 
company, we don’t have holidays even on national holidays like 26th January 15th August, etc. 
(27 years ITES professional, female, single)  
 
“Depends on the demands of the clients, we may not be able to have control. All depends upon 
the client requirements. It is all perception.” (33 years ITES professional, male, married) 
 
“Initially, I used to like it. But the work became monotonous. At times, it is little stressful because 
my profile is like that”. (23 years analyst in ITES company, female, single)  
 
Unnecessary burden of others onto you, which are not under control. Deadlines, targets, etc. 
brings in the point of stress. (39 years IT professional, male, married)  
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Income 
 
Many of the interviewed professionals felt that income is a very important factor in sticking onto 
the current job and it is this that has given them an edge over other professions. Hence the lack 
of adequate salary operated as a worry for any given job. The adequacy of pay, the extent to 
which professionals can afford luxuries and necessities and presence of positive prospects were 
important factors affecting the stress status of individuals.   
 
“I can be compensated more in the monetary terms”. (32 years, ITES professional, female, 
married with 2 children)  
 
“Initially I had so much of excitement. Now it is slowly reducing. We are working for the sake of 
money”. (26 years, Software Engineer, female, single)  
 
“We are here because Money is liked the most through economic security”  (36 years, 11 years 
in IT, married and a daughter of 8 years) 
 
“We are here only to earn money.” (25 years, IT professional, female, single)  

 
 
Autonomy: 
 
Our results indicate that autonomy serves as an important factor in determining the stress 

propensity of professionals. In particular, the freedom to decide on schedules of work on their 

own, which was absent for most of the workers interviewed, is an important factor for job-stress.  

In addition, the way individuals endure evaluations, appraisals within their company and how 

they are supervised turn out to be important factors.  

 
“I was trained in something and put in something else. Whatever I learnt that never came into 
use. After two years, I am getting offers on that. I am no more interested in that. Mainly we are 
losing interest because the things are not working out” (25 years, female IT professional, single) 
 
“I am given the leverage to take care on my own. I don’t have control on the timings. Deadlines 
will be fixed by me to my team members”. (26 years, single, IT professional, male, married)  
 
“I have lost myself” (26 years, ITES professional, female, single, On enquiring How do you feel 
about yourself)   
 
“I can take my own decision and individuality by managing things. All other things got 
transformed. If I am not able to do this, then I am not the capable guy to do this and that is not 
the exact fact. Overall, continuously monitoring and no proper system of mentoring of whatever 
you do is the main drawback” (36 years, 11 years in IT, male, married)  
 
“At our workplace, role clarity is missed which is disliked the most.” (24 years, IT, male, single) 
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Appreciation of work 
 
Some small acts of gratitude shown by supervisors ensured very good performance even when 

financial incentives were not given during the period of recession. Hence, dearth of appreciation 

can be an important deterrent in such pressure filled atmosphere. Additionally, some 

professionals articulated that some managers take away credit for work that truly belongs to 

them. This was felt as a very tough adverse element in enduring that job or with such 

supervisors in future.  

 
“The clients appreciate our work and again it depends on the relationship between the clients 
and us besides, very difficult to get the management’s appreciation”. (24 years, 1 year in IT and 
single) 
 
“Role clarity is missed which is disliked the most. Mentoring is also lacking. Partial appreciation 
to a very few groups of people leaving behind the remaining able personnel. Attitude is more 
important.” (24 years, 1 year in IT and single) 
 
“Being in IT, you earn well, you get recognized, happiness and satisfaction are positive 
attributes. Long duration of work, restricted to specific works, etc. are the negative attributes.” 
(28 years IT professional, single) 
 
“The clients appreciate our work and again it depends on the relationship between the clients 
and us besides, very difficult to get the management’s appreciation.” (24 years, IT, male, single) 
 
“Encouraging is missed”. (23-year-old IT professional, male, single)  

 
 
Physical factors  
 
Many workers expressed that physical infrastructure provided to them was very good and it was 

one of the positive reasons for going into IT sector. Some people complained about air 

conditioning of the place in that the regulation is done centrally and they cannot change the 

temperature that suits them. Overall, seating arrangements, amount of workspace available, 

ventilation and amount of light at work place were important.   

 
“I feel like I am put in a cage. There was basically no exposure to the outside world. As if I am 
put in a box, with no hole to breath. I requested and got released from the environment.” (25 
years, female, systems engineer in IT industry) 
 



 

 76 

“They can’t change AC to your level because everyone is good at 25 degrees and it can’t be 
changed. When it comes to chair, which is a personal comfort we can’t expect unless you have 
the position and designation.” (40 years old, IT professional, male, married with two children.)  
 
“To be very honest Bengaluru doesn’t require AC to a great extent but still AC is always ON 
creating discomfort to few employees.” (25 years single female, ITES professional)  
 
“Noise, lights, and people talking around we need to cope up with so many things in and around 
you.” (29 years analyst in ITES professional, female, married)  
 
Affect 
 
There are several emotional factors that have importance in determining how IT/ITES 

professionals cope with stress. There are instances when mistreatments have occurred or 

senior managers have resorted to using abusive communication at work. In these instances, the 

cause of stress and coping mechanism are dependent on the way individual responds. Other 

factors that fall in this domain are professionals getting unnecessary blame for failures or 

impending failure, escalations involved in work and discrimination at work. Discrimination at 

work is an important factor to study in India. In a setting that is predominately occupied by upper 

castes, the reason for discrimination was found often on a regional basis.  

 
“On face of many people, I have seen the stress in the most tensed situations”. (23-year-old IT 
professional, male, single)  
 
“He (Human Resources officer) humiliated me in front of many of my colleagues. He told me that 
the market is good and why don’t you quit if you don’t like the job given to you.” (25 years, 
female IT professional, female, single) 
 
“Its all superficial that they (employees) are there for each other. We don’t have close bonding 
with anyone. You can’t share any personal issues with your colleagues. Group dynamics exist 
due to which they are not too welcoming. Its some kind of stress – it’s the uncomfortable 
situation. I don’t know with whom to go out for lunch or coffee breaks.” (28 years, ITES 
professional, female, married)  
 
 
Theme Two: Role of buffer domains 
 
Work environment  
 
Dilemmas at work can be caused due to several factors such as lack of information, unrealistic 

expectations from senior managers. In such instances, the system of dilemma resolution and 
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providing help to solve the dilemmas play as an important role towards relieving stress. 

Transparency of work is an additional factor influencing the stress propensity of professionals. 

Further, comparing with others about work expectations and how each person performed are as 

negative influences. A good work atmosphere has better work environment and hence can be 

thought of a good buffer mechanism in relieving the job stress. A good system will also ensure 

transparent and fair practices without undue comparisons of individuals. 

 
“The conflicts with my team members will not be directly about anything personal but related to 
the work. I will be getting pressure from the top. The pressure gets passed on to the team 
members.” (26 years, single, male, IT professional)   
 
“Even through deadlines are there always, not much pressure because of team support and 
control on job.  Sometimes more responsibilities are on our shoulders, sometimes I need to go 
to work at different place and else it’s manageable.” (30 years, male, IT industry, single)  
 
“Gender issues and politics are given first priority due to which the work environment gets 
polluted. During recession, one of my team members, a lady has been harassed by one of her 
team members; she reported that the cabs facility has not been properly arranged. This resulted 
in submission of forced resignation and the issue has cropped up due to her not interested in 
working late”. (27 years, 2 years in IT, male, single) 
 
“Too many working hours, conflicts within the team, discomfort or not having proper training. Not 
being properly guided and creating ambiguity”. (25 years single, ITES professional, female, 
single) 
 
“Setting targets themselves should be directly proportional to the ability of the person and 
introspection of the person. Lack of knowledge from various parts of the world; have to 
introspect what can I achieve and what is my target if they can put that as a target and try look at 
it as an achieving note, they can excel”. (40 years, IT professional, male, married with two 
children)  
 
 
Family 
 
Apart from the work environment, the other most important buffer factor is the support received 

from family members. The respondents felt that it was very difficult to balance work and family 

life. Thus, IT/ITES professionals would feel less stressed if there was good support from the 

family members and vice versa.  
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“We are not their slaves because they are paying us. There was an instance when I came out of 

my first assignment. They were forcing us to go to different location. I requested them that my 

parents are staying with me and I can’t go to Chennai. Initially they asked me to attend some 

interviews but later the HR manager did not consider my request. (25 years, female IT 

professional, female, single) 

 
“Sometimes, when you are very much tied up with your work and you have to attend to your 
children, you will get stressed”. (32 years, ITES professional, male, married) 
“Being a married woman, I have to take care of my child, husband, in-laws and office. In this 
kind of situation, I delegate the work to my subordinates. At home my husband is very obedient 
and very cooperative”. (27 year ITES professional, female, married) 
 
“If my parents are not doing well or any other issues like health reasons, I will be disturbed”. (23-
year-old IT professional, female, single) 
 
“If I am unable to work, after coming back from the office, I can’t do household activities. I do get 
the support from my family. My mother’s health is not good and hence, I have to take care of her 
and all my activities in the home. When compared to official life, personal life is far better”. (26 
years, ITES professional, female, single) 
 
 
Theme Three: Role of Lifestyle factors 
 
Some people admit that smoking helps them to relieve their stress. In the same way, alcohol 

also acts as buffer factor. Both these habits also help people to group together and discuss their 

work related problems. However, habits such as tobacco use puts people at higher risk for 

chronic diseases. Hence, the concentric group of smokers might feel that they are getting 

relieved of stress while putting themselves at higher risk for disease. In the current study, 72% of 

the professionals agreed that they were current smokers while 6 % didn’t. On inquiring the 

proportion of smokers in IT/ITES industry, more than one third of participants approximated it 

around to be 25-50%, while one fifth of people thought it should be around 50-75%.  Three 

individuals (9%) gave information voluntarily on smoking proportion in women professionals and 

approximated around 25-50%.  
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“BPO centers are like boon + bliss. Health part it has a negative impact. Traditional social life 
hardly exists any more. People are happy socializing”. (28 years, ITES professional, male, 
married) 
 
“I sneak out sometime for every 2-3 hours because I smoke and chat with colleagues”. (27 years 
old IT professional, male, single) 
 
“Breaks – breaks are not too often. Mostly a break for tea or accompanying my colleagues to 
smoke. Ratio of men to women who smoke – 2 years back – out of 10 about 3 – women and 7 – 
men now it is 50-50 ratio”. (28 years IT professional, male, single) 
 
 
Theme four: Knowledge and awareness regarding health 
 
Around 60% rated quality of life to be moderate (4-7 out of 10) and approximately identical 

proportion (63%) regarded quality of health of IT/ITES professionals to be moderate as well. (4-7 

out of 10) 

 
Knowledge 
 
“Whenever pulse rate goes up, it is high BP”. (26 years, ITES professional, single, male) 
“As of now, I am lucky that I am not having any of these diseases. But in the next 15 years we 
may have all the possible diseases because of this pressure, rise in your blood pressure. But I 
don’t know how or what happens if it is there”. (28 years, ITES professional, male, married) 
 
“No way that anyone can get BP. In this industry, the crowd is very young.” (26 years, single, 
male, IT professional) 
 
“I know that hypertension in a very serious situation leads to death and I know where to seek 
treatment.”  (32 years, ITES professional, male, married) 
 
 
Awareness about health in IT/ITES industry 
 
“Message is to be given to the IT industry, you have to create awareness and also educate 
people about it. They are tensed about getting educated related to heart and body. People don’t 
want to know what they can really do in saving lives.” (40 years old, IT professional, male, 
married) 
 
“Majority of the IT people lack the knowledge of the biological mechanisms of the body. If they 
can give some kind of session and talk about the various kinds of diseases for each and every 
company for a week of 1 or 2 hours can help them in getting the knowledge on this. Spread 
awareness by holding health camps.” (28 years, IT professional, male, single) 
 
“I think regular health check ups should be made mandatory unless they feel ill they won’t go so 
we need to create awareness about the benefits of these health checks ups and motivate them 
to do the same. As long as like the companies do it for all its employees, that will be a good way. 
(26 years, single, IT professional)” 
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“Lot of education can be given to Indians who are able to get through mobiles. Why do we not 
adapt and educate the service providers to send the SMS to their subscribers once in fortnight 
regarding information on health. Get to an understanding, collect data and start sending the 
information, they start thinking in that direction and investigate about how you want to make 
money. Some of the innovative thoughts have not been put into health care domain in our 
country is lack of using technology in spreading awareness.” (40 years, IT professional, male, 
married) 
 
 
Theme five: Work culture and its determinants 
 
“Money is liked in short time and interesting technical things could be learnt. Don’t like to do 
clerical work being an engineer. Fierce competition leads to insecurity of job – alienation. 
Management has to ensure that the employees should be trained properly and timely. The 
whole IT business is trying to reduce the creative nature of the employees”. (36 years, 11 years 
in IT, male, married) 
 
“We have our festivals and US people don’t have that and hence we wont get leave. When we 
get leave, we don’t need it. The time when we come in, it is tough for our family to cook food for 
us leading us to go for junk food. If we get good food quality, it will be really great. We have 
comfort zones also. You don’t have any social life outside”. (28 years old IT professional, male, 
single) 
 
“I am a bachelor I am out of my state, eating outside; my health got deteriorated due to obesity. 
Keep concentrating on the desktop monitor my vision is blurred. Normal life creates a problem 
when stress is more”. (34 years old IT professional, male, single) 
 
“My basic problem was travelling during pregnancy and the company provided a laptop and the 
facility to work from home”. (27 year ITES professional, female, married) 
 
“It is a very common saying, to get something good, you have to loose something. I am getting 
good experience and I am loosing my health, spending with my family and friends. I need to 
compromise on such things but health we need to take care of very much”. (28 years old IT 
professional, female, single) 
 
“Workload is very high as I am a bit aggressive and work hard too much which is not good for 
me but for seeking good position I need to do this. seeking a higher position and moving very 
fastly. Once you are in high position, the responsibility increases”. (34 years old IT professional, 
male, unmarried.) 
 
“Lot of things start with culture. What is it that they do. Its lot to do with culture. In India, always 
want the kids to get first in class. The stress starts from that age itself. Absolutely no 
encouragement for the kids to take up sports. In India, the food habits, the amount of oil that we 
use is too high”.  (36 years, 11 years in IT, male, married) 
 
Management practices 
  
Other major factors causing discomfort among employees were lack of transparency and lack of 

adequate salaries. Around 4% of professionals complained that job stress itself is one of the 
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antipathies workers have to face. Other dislikes of professionals were the distance and time to 

travel to office from home, prejudice demonstrated by managers, inefficiency of other workers 

which affects team work and lack of interaction. The factors that professionals don’t like are 

meetings, lack of creativity, no scope for developing personal relationships, relying on outdated 

systems functioning, lack of adequate training required for performing work, lack of support from 

supervisors, using sarcastic sentences in daily communication and not providing free days after 

night shifts. 

 
 
“Night shift, managers / supervisors are the main factors who pester us so much to get the work 
done. If your task is not completed within the deadline, it is again stressful. It is because of the 
deadlines also”. (23 years analyst in ITES company, single, female) 
 
“Factors in this which affects your work – individual himself, his sitting posture, chair, keyboards, 
keys, the monitor, etc.. Causes difficulty”. (27 years old IT professional, single, male) 
 
“When the data doesn’t come correctly, we need to work on validation of the data which is not 
possible. due to stress, lack of sleep for these kind of issues”. (23-year-old IT professional, 
single) 
 
“Demands that is required for your job – attentive. My outputs should be very precise without 
deviation from them. It’s not that no one is monitoring the timings but work demands me to be in 
the office for 9 hours a day”. (28 years IT professional, single, male) 
 
“I want to be on top. I don’t care about others. I will suppress others progress and I come on top. 
I saw such kind of people in my current team, which irks me. I feel really bad and because I 
have not faced it personally. They shared their experiences with me. Once that impression 
comes, it is very difficult to change it. I tried to avoid them as far as possible. ” (25 years, female 
IT professional, single) 
 
“You don’t know how to manage some work and the management is waiting for you to finish it 
and submit it. Training is lacking somewhere when the new joinees will be stressed”. (27 years 
ITES professional, single, male) 
 
“Basically most of the BPO offices are always located very far away and losing time in transit 
creating a disturbance in the work and personal life balance. If this is addressed it will be really 
helpful”. (28 years ITES professional, single, male) 
 
“11 – 12 hours we will be in office. No moving work only sitting and doing work. Mostly obesity is 
the problem faced and back pain, glasses used for head ache, etc. Other than lunch we will not 
be moving away from the computers. If we involve more to work, we may not be taking lunch in 
proper times”. (23 year old IT professional, single, male) 
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Priorities and goals of companies 
 
Sometimes, I have to manage my team members in their absence. Sometimes the stress is from 
the management’s side, the deadlines and the projects to be finished. (27 year ITES 
professional, married with 1 child) 
 
Conflicts – manager gets pressurized and the same will be carried on to us that kind of conflicts 
are available. (23-year-old IT professional, single) 
 
Dependency which builds up where your performance is not only your’s but its collective 
responsibility. (30 years IT professional) 
 
Commonly, stress is caused by many factors: work pressure, boss is not good or peers are not 
good. Not so good environment, if the company policies are not good. If you are not performing 
well, you will be stressed.(28 years old IT professional, single) 
 
We need to understand the activity whether we are capable of doing it or not. All are going in 
single path but we need to be taken to multiple paths. (23-year-old IT professional, single) 
 
I don’t like any issues that make me stay for longer duration in the office. (27 years IT 
professional, married) 
 
 
Workforce policies within companies 
 
 
“Due to lack of knowledge we are not utilizing the resources in a proper way. We are educated 
in our job profile but not educated on our health side. (34 years old IT professional, unmarried, 
male) 
 
“In my company, there was a system tool which was developed to monitor the agent. How much 
time it takes for break and productivity is being calculated for each employee. This is interrelated 
to the incentive plan. This is built by senior software people. Every month there was product 
knowledge test, which is not liked by us. Management is very stubborn in assigning the work”. 
(32 years, male, ITES professional)  
 
“On inquiring about job title, “I don’t know. Instead of calling a software engineer they call 
systems engineer. All kinds of junk work, useful and useless. You run popups and screenshots. 
More creative, you do some coding, test and application” (25 years, female, systems engineer in 
IT industry, more than 3 years) 
 
“Handling manager is more tougher than handling project. I solved most difficult tasks but get 
8% hike, whereas others who are pally with manager get 14% hike in salary” (23 years, male, IT 
sector) 
 
Apart from the above, there were several reasons that professionals informed that they like in IT 

industry. These attributes included mostly about the quantum of money as they get salary and 

incentives (17%), and next commonest was their interaction with People (10%). The other likely 
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reasons were liking the challenges in work (8%) and flexible type of work (8%), ambience (6%), 

innovation at work (6%) while other listed high profile in society, application of logic, prospect of 

having long term career, like people in team, like timings, work culture, creativity at work, 

facilities, fun, independence, learning new things, like everything, travel and sharing knowledge. 

 
 
 
Discussion 
 
Several theories (9-18) and many number of studies (2, 6, 8, 11-13, 18, 25-33) have attempted 

to establish the causal link between stress and ill health. The perception and adaptive changes 

in response to stressors are mostly transient and contextually specific in nature. However, not 

much work has been done in describing the contextual stressors and their role in developing 

countries such as India. Our paper sheds light on this important aspect of exploring contextual 

specific stressors at the individual and organizational levels including adaptive responses to 

these factors. Our results indicate that there is constant interplay between stressors; buffers and 

positive attributes associated with the working conditions in IT/ITES professionals.  

 

Among the positive attributes, most of the IT/ITES professionals were satisfied and expressed 

happiness with the infrastructure provided to them for work, salary they get, better quality of life 

and recognition they get from society. Among the stressors, the study identified contextual 

stressor domains at the individual level and some stressors at organization level. Support from 

family was an important and constant buffer factor to alleviate stress while the buffer role of 

lifestyle factors and emotional factors was varied among workers. These results are in 

conformity with model of allostatic load by Caplan. (8) The state of equilibrium within an internal 

and external environment is referred to as “Homeostasis”. (34) Bruce McEwen introduced the 

term Allostatic load in 2000, which refers to the effect of chronic exposure to the neural and/or 

neuroendocrine stress response on chronic diseases in general and for cardiovascular diseases 
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in specific. (8) In this model, job stressors refer to working conditions that may lead to acute 

reactions, or strains in the worker. These short-term strains, in turn, are presumed to have an 

impact on longer-term indicators of mental and physical health. The model comprises three 

components namely, individual factors, non-work factors, and buffer factors. This model guides 

us to measure allostatic load at the macro level. The inclusion of these three categories covers 

an array of personal and contextual factors that might be responsible for differences in the way 

individuals exposed to the same job stressors perceive and \ or react to the situation. (35-37)  

 

Based on the results from this study, the workers in IT/ITES sectors enjoy good physical 

environment and better infrastructure. The physical infrastructure of office space in IT/ITES 

sector of Bangalore is similar to the offices in United States and other developed countries.(38-

40) The evidence suggests that the infrastructure for other industries in Bangalore is average to 

very poor such as very high level of noise, no air conditioning, dust, lack of connectivity to the 

office and lack basic facilities.(41-44) The higher income among IT/ITES employees enables 

them to lead comfortable lifestyle without too many hassles that other workers in the middle-

class generally face.(45) For example, they can easily afford two-wheelers or cars for shuttling 

to the office whereas most workers from other industries depend on public transport in 

Bangalore.(46) According to the results from this study, IT/ITES professionals are well respected 

in the society. This is due to their intellectual capabilities and also high socio-economic status. 

(47-50) There is evidence that higher social support improves the perception of overall wellbeing 

of workers. (51) 

 

There are specific global level stimuli affecting demand and supply of skilled workforce in 

IT/ITES industries of India. The key factor among them is reduced costs and better efficiency of 

the tasks. The global factors influence priorities and goals of the local companies. However, the 

local companies will have to design their own work force policies based on their priorities and 
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perceptions of their own companies. The decisions made in the process of setting priorities of 

companies have a great impact on working condition of IT/ITES professionals. For example, in 

our study, it was found that companies who were based out of United States had standard 

policies regarding fair practices and incorporated the goals of welfare of their employees. This 

resulted in better productivity and better quality of life among their workers. 

 

Notwithstanding the positive attributes expressed, the results from this study indicated presence 

of significant stressors based on the contextual information sought from the IT/ITES 

professionals. First, at individual level, this qualitative study identified nine stress domains 

namely job control, autonomy, time pressure, length of experience in industry, night shifts, 

income, appreciation of work, physical environment, work-environment and affect or emotional 

factors. The identification of these contextual stress domains has some important features.  

 

First, Job control is an important factor in determining stress perception and coping. Job control 

is defined as “the extent to which employees control the scheduling, pacing, order, and so forth 

of monitored job activities”. (52) Earlier studies examining job control as a stressor support our 

results. (53-58) As found in the study, the degree to which workers can control the onset or 

timing of monitoring is an important factor in alleviating the stress at work place. (59) According 

to literature review, frequency of control exercised by managers, (60, 61) extent of control 

factors, [43] the person who makes the decision of allowing flexibility to workers (62-64) and 

characteristics of the individual who is the target in the “stress cascade” (65-68) are important 

determinants of job control related stress. In a study done to examine applicability of the Job 

Demands-Resources Model of burnout among rural development workers (N=194), job 

demands and rewards were equally important in accounting for levels of psychological stress. 

(69) A study on veterinary assistant surgeons by Triveni et al(31) reported that the major 

sources of job stress were numerous meetings, work load, lack of personal growth and 
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monotonous nature of work. Their study also identified lack of facilities and clear-cut policies, 

untimely supply of inputs and lack of conveyance to field visits as sources of organizational 

stress. In a study done to assess job stress in railway engine pilots, Sumit Prakash et al(70) 

reported statistically significant correlates with fatigue, ergonomics of work place, management 

pressure, high job demand, low control and low support at work and biological functions. In an 

ethnographic study of the low-income construction workers, Dhar describes emergence of two 

themes of work demand and stress leisure experiences. (71) In an another study, on the 

prevalence of occupational stress amongst nurses, 'Time Pressure' was found to be the most 

stressful whereas 'Discrimination' was the least stressful of the given possible sources of 

occupational stress in everyday life.(72) This study also identified that other sources of stress 

included balancing work-life requirements, own work situation and personal responsibilities. The 

study also reported a high level of skill requirement of the job as the most important stressor 

directly related to nursing profession. In a study of 33 full-time workers from eastern India, the 

physical workload aggravates by various ergonomic stressors present in the work place. (73) In 

a similar study but on workers in automotive industries, more than 28% of workers employed in 

multiple processes were at risk of heat stress-related health impairment. (74)In a study 

comparing the level of stress among 30 professors of the College of Agriculture, at Hyderabad, 

India, job stress was negatively and strongly correlated with experience and training received. 

(27) Further, supervisory pressure, changing job assignments, personal job characteristics 

explained about 22.8% of the total variance in the occupational stress among workers of fish 

processing activities in India. (75) In a study of 160 scientists at University of Agricultural 

Sciences, Dharwad, Karnataka, the majority of the scientists (62.50%) had a medium level of 

Job satisfaction and 17.50 per cent of them had a low level of job satisfaction.(76) In a 

systematic review done on job stress and hypertension, we found that there is lot of 

heterogeneity in assessing the job stress across several studies. The qualitative results suggest 

that this might be because the work environment and ethos for software professionals in India 
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are completely different compared to the same group in developed countries or foreign MNCs 

operating from India. 

 

Second, we found that workers differentially perceive and report stress factors. One of the 

driving factors of this differential nature is the type of immediate supervisor/manager. If the 

manager mistrusts the worker or if the workers thought so, the propensity of trigger points was 

more and provoked feelings of unfair treatment, prejudice and causes stress. This construct has 

been referred to as “attributed trust”, defined as the extent to which workers believe that their 

supervisor trusts them to perform their work tasks without coercion.(77) According to the 

experiences of professionals, there were several overt and subtle methods of monitoring often 

construed as coercion assimilated in the regular execution of tasks. These can act as trigger 

events and might reinforce generalized positive or negative feelings about self and 

workplace.(78) These personal experiences modify the behaviour of workers over a period of 

time and thereby determine the priorities for work related aspects and overall performance. 

Based on the results from our study, we infer that perception of stressors by IT/ITES 

professionals is an important determinant of their behaviors in their workplace or in other places. 

This might include whether or not they choose to smoke, to follow relaxation techniques 

including exercises, and how professionals treat each other at work place. The constructs 

involved in support from supervisors and colleagues whilst monitoring have been discussed in 

literature. It is shown that supportive monitoring plays effective role in job satisfaction, alleviation 

of stress factors at work, improvements in teamwork and optimal organization functioning. (28, 

79-82) There are several constructs involved in how workers are monitored. It is shown that 

monitoring mechanisms have subjective impacts on how workers perceive stress and how they 

cope with it. Several frameworks that have studied combination of different monitory 

mechanisms including surveillance, tracking, and observation support the findings from our 

study. (26, 83, 84) In their model, Peterson infers that organizational culture is a macro 
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determinant that determines management system’s structures and behaviors. The health of 

organization and of employees is resultant of the management structures and behaviors, which 

is an antecedent quality of life. (85) The results from our qualitative study are supportive of this 

model.   

 

Third, from the public health perspective, the level of knowledge and awareness among IT/ITES 

professionals about health in general and hypertension in specific was very poor. In a qualitative 

study done by Kusuma et al, hypertension has been perceived as a common and serious 

problem in the community of migrant workers and the theme of city life as major predisposing 

factor for developing hypertension. The study suggested that awareness and knowledge about 

hypertension and its consequences are inadequate in these communities. (86)  

 

Fourth and most importantly, at the organization level, workplace culture emerged as a very 

important factor from the results of our study. Earlier evidence points to the importance of 

organizational culture in determining the health of professionals. (30, 85) Peterson and Wilson 

states in their paper that “Simply stated, culture matters.” (85) They further state, “it matters 

because the consequences of ignoring an organization’s culture can lead to undesirable 

outcomes for both the company and the workers.”   Work culture can mediate stress factors and 

ill health in several ways. IT/ITES professionals will have to confront the potential stressors 

routinely and this occurs repetitively over a period of time. The extent to which poor job control 

and unrealistic work expectations are widespread in the organization determines the level of 

negative emotional reactions such as frustration and aversive interpersonal relationships such 

as hostility or defensiveness. (85)  

 

There is ample evidence to suggest that work culture is determined by assumptions and beliefs, 

which subsequently prescribe the way supervisors, managers, communicate and interact with 
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IT/ITES professionals. (87-89) Peterson et al in their model, describe that health of both 

organization and employees are very important. (85) The model describes organizational health 

as the well being of the corporate whole, which can be measured in terms such as productivity, 

performance, quality, competitiveness, and profit. In comparison, employee health involves 

traditional measures such as physical and mental sickness, absenteeism, and fatigue of the 

workers. (85)  

 

The factors governing work culture are different for IT and ITES sectors. There is evidence of 

presence of several stressors affecting professionals in ITES sector. (90, 91) The trainings given 

to workers involve offering product knowledge and accent neutralization. Accent neutralization is 

process of training the ITES professionals to learn to speak in a neutral accent, one that is 

grammatically and phonetically correct without regional characteristics. In other words, they are 

trained to speak such that the clients cannot guess which part of the world the person belongs 

to. Also, it is required that the professionals assume false identities such as different name, or 

quote different location, speak to customers in different mannerisms, often all of which have 

been described by a term called “national identity management”, as coined by Poster. (92-94) 

The term national identity management refers to managing workers such that they will have to 

use fake name, speak in a fake accent and assume fake identities for longer time and endure 

monotonous work. (93, 94)  

 

In a book on ITES sector, Thite et al mention that unfair practices in this sector can result in 

“emotional numbness and loss of touch with one’s true self”, a concept that has been termed as 

ego depletion. (92) Elsewhere, “Ego depletion” is explained as “the loss of a personal resource 

and associated breakdown in performance due to the previous exertion of self-control or other 

effortful and willful acts of the self”.(95) (96) Further, there is mounting evidence that ego 

depletion has adverse effects on cardiovascular health.(85, 97-101) Our results are in 
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conformity with other accounts of detailed description of unfair management practices. (102) 

These problems reflect that all these are complications stemming from policy level and not 

merely reflection of interpersonal problems or individual’s perception.(102) (93) Also in India, 

there is an effective restraint on IT/ITES professionals from forming unions. (103-107) From our 

results, it was clear that companies adopt several ways to impede workers from assembling into 

any form of unions. This included enforcing legally binding employee contracts. Hence, they 

cannot attempt at solving their problems in organized manner.   

 

Summary of findings and recommendations 

 

Globally, there is an increased effort to shift jobs including the IT/ITES industry to low cost areas 

in developing countries such as India, which have a huge pool of lower paid, technically 

competent and English speaking workers. Our study finds that most of the time, Indian 

companies overemphasize their skillset and talent pool to the global clients in order to 

successfully bid and win IT/ITES projects. This results in creating unnecessary and heightened 

atmosphere of work pressure with unrealistic demands, often exploiting the professionals. As a 

result, there were nine identified contextual stressor domains in these industries. They are: Time 

pressure, length of work experience, shift work, job control, income related factors, autonomy, 

appreciation of work, physical environment and work environment within company. The study 

also identified the work culture is a predominant factor. One of the key themes in the domain of 

work culture is how supervisors monitor the employees. Our study also found positive attributes 

due to the nature of work in IT/ITES sectors. These included higher income, better physical 

environment and recognition from society.   

 

Managements of IT/ITES industry can be apprised of the findings from this qualitative study. 

Transparent and fair practices can be promoted such as publishing the actual capabilities with 
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clear specification of skills by naming individuals and their attributes. The management of these 

industries can gain by increasing the productivity if they can allow their employees to express 

their grievances and obtain solutions. Employees should be provided both formal and informal 

platforms to express their concerns, problems and challenges. By working with the employees, 

the managements can identify even better ways of improving the productivity at reduced stress 

levels. It will be useful to examine the effect of these contextual stress domains on the health of 

IT/ITES professionals.  

 

Evaluations of positive and negative impacts of occupational conditions through qualitative 

studies can help in understanding the comprehensive profile of workforces. There is a need for 

comparing the nature of specific problems and frequencies of the identified factors in IT/ITES 

industry with other occupational workforces in India.  
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Tables and Figures 
Table-1: Descriptive statistics of qualitative sample of IT/ITES professionals, Bengaluru, 
2011-12 
   
Age Group ( in years) Number Percentage 
19 to 25  7 21.88 
26 to 30  16 50.00 
31 to 35  6 18.75 
36 to 55  3 9.38 
Total 32 100.00 
    
Marital  Status 

  

Married 13 40.63 
Single 19 59.38 
Total 32 100.00 
    
Children 

  

No 23 71.88 
Yes 9 28.13 
Total 32 100.00 
    
Education 

  

Pre-Degree 1 3.13 
General Degree  12 37.50 
Professional Degree  4 12.50 
4) Post Graduate 11 34.38 
Not mentioned 4 12.50 
Total 32 100.00 
      
Sector   
BPO 19 59.38 
IT 13 40.63 
Grand Total 32 100.00 
Total   
 
Total Work Experience 

  

1) 0.0 - 2.0 Years 7 21.88 
2) 2.1 - 7.0 Years 17 53.13 
3) 7.1 - 12.0 Years 7 21.88 
4) 13.1 - 28.0 Years 1 3.13 
Total 32 100.00 
         
Smoking   
No 6 18.75 
No Idea 3 9.38 
Yes 23 71.88 
Total 32 100.00 
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osition and experience in the industry w

ould determ
ine the am

ount of tim
e each one has to contribute per day 

tow
ards w

ork.  
T

otal num
ber of years w

orked in current occupation determ
ines how

 professionals perceive stress and how
 they 

cope w
ith it 

T
im

e pressure 
T

he total num
ber of hours w

orked per day w
ould determ

ine how
 m

uch tim
e is left for individuals to spare for 

exercises, tim
e to fam

ily and recreation activities.  
T

he num
ber of w

orking days per w
eek should ideally be five. M

ore often than not, this exceeds beyond 5 and 
takes tim

e from
 w

eekends too.  
M

any professionals feel stressful to travel to office and travel back due to traffic congestion, bad roads or poor 
vehicle 
A

nsw
ering calls w

hile at hom
e regarding w

ork and/or w
orking from

 H
om

e even after w
orking at w

ork-place 
determ

ines am
ount of extra stress people w

ill have to bear w
ithout any tim

e for relaxation 
T

aking breaks during w
orkday are im

portant for transient relief of w
ork pressure, to be able to discuss problem

s 
w

ith friends/colleagues and rebound back.  
E

ven w
hen people take breaks, it w

ill be stressful if professionals are under constant pressure to return to w
ork or 

com
plete som

e assignm
ent. T

he duration of  breaks w
ill be an im

portant determ
inant of relaxation.  

N
ight shifts 

W
orking in night shifts has em

erged as one of the key stressors for professionals w
orking in IT

E
S

 sector. V
ery 

few
 IT

 professionals w
ere w

orking in night shifts.  
F

or som
e w

orkers, the schedule of night shifts w
as fixed extending for a fortnight to entire m

onth w
hile few

 others 
had rotating night shifts. B

oth kinds of night shifts affect the stress status of individuals. 
E

ven w
hen night shifts had to be done, the frequency of night shifts w

as the m
ost im

portant determ
inant 

It is very im
portant to catch up w

ith sleep and rest after night shifts. H
ence num

ber of free days after w
orking in 

night shifts is an im
portant factor. 

Job C
ontrol  

W
orkers regarded that they lack the control of speed at w

hich they w
ork. M

anagers determ
ined speed w

ithout 
consulting w

orkers. U
nrealistic expectations w

as com
m

on problem
 am

ongst w
orkers 

P
erm

ission to w
ork from

 hom
e w

as given only in few
 sites. S

uch perm
issions w

ere not given due to lack of trust 
on em

ployees.   
P

ushing w
orkers for strict deadlines for com

pleting a given job or task w
as another problem

 found in IT
/ IT

E
S

 
sector.  
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A
 flexible job allow

s people to take tim
e off from

 w
ork w

hen w
anted. S

trict control by supervisors and m
anagers 

puts pressure on w
orkers. 

R
eceiving clear instructions or inform

ation regarding w
ork is an im

portant aspect. H
ow

ever, on assigning a new
 

task m
any professionals are not even asked w

hether they are able to perform
 the w

ork 
Incom

e   
W

hen pay w
as decided based upon how

 m
uch an individual w

orks w
as found to be least stressful w

hile pay 
dependent on how

 m
uch group w

orks and hence w
as result of collective effort caused stress to better perform

ing 
individuals.  
T

he em
erged them

e suggests least stress w
hen salary can cover substantially m

ore than basic needs and those 
of m

y fam
ily. A

t the other end of spectrum
 w

as high stress due to inability of salary to cover basic needs of self 
and fam

ily. 
A

vailability of options upgrading job title and advancing the career em
erged as an im

portant factor about genesis 
of stress.    

A
utonom

y 
W

henever people w
ere in charge of deciding their ow

n w
ork schedule, they w

ere least stressful and felt happy 
about it. H

ow
ever, a constant them

e that em
erged w

as lack of such autonom
y being the cause of stress at w

ork.  
Job stress depended on the person/s evaluating one’s w

ork. G
ood m

anagers w
ere able to positively reinforce the 

w
orkers w

hile som
e m

anagers induced as cascade of stress w
ithin the system

.  
T

he feeling of being constantly m
onitored due to visits by m

anagers, em
ails, video m

onitoring and phone calls 
m

ade w
orkers stressful.  

A
ppreciation of w

ork 
N

ot being appreciated for good w
ork done em

erged as constant problem
 at w

orkplace w
hile the presence of 

w
hich show

ed positive atm
osphere.  

G
iving the credit for w

ork by supervisors/m
anagers w

as regarded as a virtue and w
as infrequent at w

orksite.  

P
hysical environm

ent 
H

aving special seating arrangem
ents, ventilation and lighting w

as regarded as an im
portant factor for carrying out 

w
ork. 

W
ork-environm

ent 
F

unctioning of system
s of handling several issues at w

ork place are im
portant factors. S

om
e of them

 are system
 

of identifying dilem
m

as at w
ork and obtaining help from

 colleagues or supervisors. A
lso, in the presence of an 

established system
 for resolution of conflicts at w

orkplace, people w
ould easily resolve them

. In the absence of 
this, there w

ill be m
ore stress. T

ransparency of w
orking procedures and absence of discrim

ination are other 
im

portant factors.  
A

ffect or E
m

otional factors 
A

buse of pow
er or violations of norm

s of behavior at w
ork, blam

ing for som
eone else’s m

istakes at w
orkplace, 

bearing abusive com
m

unication at w
ork place w

ere im
portant determ

inants of em
otional responses in IT

/IT
E

S
 

professionals.  
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iological/genetic constitution 

of person, B
ehavioral pattern 

of person, B
eliefs of person 

C
om

panies: 
Interplaying 

factors 
of productivity, accom

plishm
ents 

and losses 

W
ork 

force 
policies, 

regulatory 
environm

ent, 
C

om
pany 

Priorities 
and 

C
om

pany Perceptions 
 

D
em

and-supply of skilled 
w

orkforce &
 reduced costs and 

efficiency of com
panies 

Extraneous factors 
 Level 
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stressors 

and buffer factors  
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Chapter.4: Job stressors and Hypertension in IT/ITES professionals 
 
Introduction 
 
Most of the developing countries are undergoing epidemiological transition with high rates of 

infectious diseases in addition to non-communicable diseases (NCD). Specifically, the burden of 

cardiovascular diseases is rapidly rising and requires urgent attention. (1) The risk factors for 

poor cardiovascular health can be Genetic, behavioral and due to other medical conditions. 

Among these, modifiable and physiological factors including hypertension, hyperlipidemia, 

smoking, obesity, sedentary living, and diabetes account for 80 percent of clinical cardiovascular 

disease in every region of the world.(2-4) 

 

Hypertension is a major contributor to the worldwide epidemic of cardiovascular disease. (4-7) 

Hypertension or raised blood pressure is defined as systolic blood pressure of ≥140 mmHg 

and/or diastolic blood pressure of ≥90 mmHg, or using medication to lower blood pressure. It is 

estimated that hypertension causes 7.5 million deaths worldwide amounting to 12.8% of the total 

of all annual deaths.(8) This also translates into 57 million DALYs or 3.7% of total DALYs. 

Raised blood pressure is a major risk factor for debilitating diseases such as coronary heart 

disease (CHD). (9) For example, the risk of cardiovascular disease doubles for each incremental 

rise of 20/10 mmHg of blood pressure for individuals aged 40 to 70 years.(10) Complications of 

raised blood pressure include heart diseases, stroke, heart failure, peripheral vascular disease, 

renal impairment, retinal hemorrhage and visual impairment. (11, 12)  

The increasing burden of morbidity in both developed and developing countries is attributable to 

the increasing incidence of non-communicable diseases, perhaps due to urbanization-induced 

risk factors. Further, some non-communicable diseases (NCD) such as Hypertension manifest 

at relatively early ages affecting a large proportion of the population especially in young 

adults.(1) According to Kearney et al, the prevalence of hypertension is more in economically 
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developed countries (37·3%) than in economically developing ones (22·9).(5) The number of 

adults with hypertension is predicted to increase by about 60% to a total of 1·56 billion (1·54–

1·58 billion) in 2025, which is probably an underestimate. (5, 13, 14)  

Many Risk factors leading to hypertension are modifiable and therefore provide an opportunity 

for preventive efforts. (15-18) Hence any intervention that can successfully prevent or reduce 

hypertension should be viewed as promoting cardiovascular health of individuals. There are 

several attempts to prevent hypertension by interventions targeting risk factors such as smoking, 

salt intake and obesity. However, modifying individual risk factors is difficult. (19-21) Instead, 

successful interventions such as the “North Karelia Project” have tackled social determinants, by 

developing comprehensive community-based strategies to change general dietary habits.(22-

24) There is an imperative need for population based research to understand the social 

determinants at the community level influences about choices and options for people to smoke, 

not exercise and overeat.(25) Workplace settings provide opportunities to explore determinants 

of these negative behaviors. (26)  

Among environmental factors, job stress is an important determinant of hypertension and is well 

studied in developed countries. (27-53) Job stress is defined as “A set of psychosocial factors 

experienced by workers due to work conditions, generated as composite experiences at 

different levels within an organization”. Similar definitions have been adopted in developing 

models of Job stress. (54) (55) There are several factors identified as stressors in an 

environment involving human-computer interfaces. These include heavy workload, time 

pressure, low job control, limited employee training, monotonous tasks and poor supervisory 

relations and job security.(56) It is very important to understand the role of stress at the 

organizational level and understand how this relates to hypertension in low and middle-income 

countries (LMIC) such as India. It is estimated that in LMIC, a smaller proportion of healthy 

workforce will have to bear responsibility for a large and increasingly aging population. (57) 
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Hence public health researchers in these countries need to recognize the window of opportunity 

to address factors that can reduce cardiovascular disease risk at work places. (1, 57, 58)  

It is known that workers in the Information Technology (IT) and Information Technology Enabled 

Services (59) sectors are predisposed to several risk factors for NCD’s.(25, 60-62) Because 

most IT and ITES sectors are located in urban areas, lifestyle, dietary habits, commuting and 

other factors have become relevant and important factors affecting the health of workers. (34, 

63, 64) Characteristically, professionals engaged in jobs in the I.T / ITES sector are very young 

with most of them in age group of 25-30. This age group has increased prevalence of coronary 

risk factors as established by studies done in India and elsewhere.(61, 65-68) However, there 

are no studies done in India that document job stress and its relation to hypertension among the 

IT/ITES professionals.  

 
 
                                           
    
 

 
 

 
 

 
 

 

 
 

Fig.1: DAG depicting hypothesized association of Job stress and Hypertension 
 
 

We conducted a cross sectional study among professionals working in the information 

technology (I.T) and information technology enabled services (I.T.E.S) sectors. In this study, we 

estimated prevalence of Job stress and its association with Hypertension. Understanding the 
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prevalence’s of job stress and other risk factors within this specialized workforce can help to 

prevent morbidity related complications. Identification of risk profiles in this workforce can guide 

worksite interventions to prevent debilitating conditions thereby improving the productivity of the 

workforce.  

 

Our hypothesis is that job stress is associated with Hypertension among IT/ITES professionals 

in Bangalore.  

 

Methods 
 
A detailed description of methods in the study is provided in a earlier chapter on methods.(69) 

Pertinent important portions of methods are presented in this paper. The source population 

comprised all I.T/I.T.E.S professionals aged 20-59 years working in “technical functions” in 21 

selected worksites (units) of the I.T/I.T.E.S sector willing to join the study. By Technical 

functions, we mean all job categories involving a human-computer interface within the 

companies selected for the study. (70)  

 

We employed a basic Mixed Methods sampling strategy for selecting the IT/ITES professionals 

as volunteers in the study. (71-73) A total of twenty-one sites in these areas were covered and 

no major zone was left out. (70) Bengaluru's IT/ITES industry is located in two core zones, one 

at Electronics City and another at Whitefield. There are several other clusters in Bellandur, 

Challaghatta, Bannerghatta road, Outer and Inner Ring Roads, C. V. Raman Nagar, many other 

small companies are scattered all over the city. We took at least one IT/ITES sector from each of 

these zones, based on the permission provided by the company. Hence, the first stage of 

sampling involved stratification of the locations of IT/ITES companies. The second stage 

involved selecting companies within the strata of zones having IT/ITES companies. The 

sampling was done such that three companies each were selected from electronic city (all IT) 
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and Whitefield (2 IT, 1 ITES), areas that had the highest number of IT/ITES companies. The 

remaining 15 sites were selected such that there was one company representing at least every 

geographical area having IT/ITES companies in Bangalore. (70) We included 1071 subjects in 

the total sample and 509 subjects in the IT sector and 472 subjects in the ITES sector.(69) 

 

In each zone, permission was sought to conduct the research concurrent with health check up 

camps conducted in the respective industries. The quantitative studies were conducted in the 

closed rooms with facilities for blood pressure measurements, taking anthropometric 

measurements and for ensuring privacy of the individuals. Employees were invited to take part 

in the study after completing routine health check ups organized by the company. On agreement 

of the volunteer, a questionnaire was handed over. Volunteers then completed the questionnaire 

in a separate room provided by the companies or completed it at their place of choice and would 

return them at the end of day or the next day.  

 

Our study was anonymous; in that, we didn’t collect any identifying information from participants 

such as name, email id, phone number or even name of company.  At the outset, the 

interviewers emphasized the confidentiality and importance of the responses, and let people 

know that the names or any identifying information were not recorded (anonymous). Potential 

participants were explained that the study wanted to understand about their work environment 

and how it affects them, and that this information is not available anywhere else. We 

administered  “informed consent”, and specifically requested permission to record the interview. 

 

Exposure assessment  

 

A job stress questionnaire was self-administered to collect information on job stress and other 

risk factors. Specifically, we used two different types of exposure assessments. The first 
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measure was The Occupational stress index (74) (74), a validated, reliable and tested measure 

that has pre-defined specific domains of job stress. OSI is a composite score of specific 

domains and we tested all the domains of OSI regarding their association with hypertension in 

IT/ITES professionals. The scores of OSI and their domains were calculated and were 

categorized into tertiles. It is established as a meaningful approach since there is no evidence in 

actual distribution of these stress domains such as in the IT/ITES professionals of India. (75-81) 

Similar approach has been adopted earlier in 10-year program for MONItoring CArdiovascular 

diseases (MONICA), involving centers 39 all over the world.(82, 83)   

 

It is important to understand the work environment comprehensively as the stressors can 

originate only in some of the components. Brabant et al describe this as “globality of the work 

environment” (84) to denote comprehensive assessment of physical, ergonomic, and 

organizational stresses at workplace. The Occupational stress index (74) was developed as a 

comprehensive assessment of all the probable job stressors that might have an impact on 

health. (85-87) The questionnaire incorporates numerous theories of stress and cardiovascular 

dysfunction. The questionnaire itself is developed based on cognitive and ergonomic findings 

from neurophysiology examinations. It contains 58 equally weighted factors with highest scores 

reflecting extreme exposure. The sum of the scores of all 58 factors contains the total OSI, 

reflecting the sum total of overall burden upon the person in a given set of working conditions. 

We used OSI for subjects who work daily with computers (version: 2004) with permission from 

Dr. Karen Belkic.  (Permission granted: May 20, 2009) (87) The criterion validity (Cronbach’s 

a=0.84) of the total OSI has been demonstrated with respect to its ability to identify high-risk 

occupations. (87) There are specific sub-domains described under OSI, underload, high 

demand, strictness, time pressure, aversiveness/noxious exposures, avoidance and conflict. A 

detailed description of the OSI has been provided in Methods paper.(69)  
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Secondly, we identified contextual stress domains based on our qualitative study.(88) We 

thought that these contextual domains would better describe the stressful conditions of the 

IT/ITES industry as the information regarding these domains was directly collected from the 

professionals. These are time pressure, length of experience, shift work, job control, income, 

autonomy, appreciation of work, physical environment, work-environment and affect. The details 

regarding estimation of each domain is provided in chapter.2. The estimation of two domains is 

provided here as examples here. The autonomy domain of stress was estimated by calculating 

the weighted average of responses to questions on “who is in charge of deciding your work 

schedule?” “Who evaluates your work?” and “Is your work constantly monitored?” Here, each 

question had three responses. We calculated the sum of all three questions on a total of nine 

and multiplied by 100.  Appreciation of work was estimated by estimating the weighted average 

of responses to questions “Is your good work appreciated or recognized at your workplace?” and 

“has the credit for your work is taken by your supervisor?”. All the stress domains were coded 

such that for increasing order of contextual stress.   

 

Outcome measurement 

Peter Schnall and Karen Belkic have provided a detailed description of the importance of 

obtaining point estimates of blood pressure (BP) approximating ambulatory BP.(89) In their 

article, a new BP protocol is described for obtaining point estimates of BP while a subject is 

actually working (in contrast to the American Heart Association protocol for casual clinic BP 

recording, 1982).(90) We followed this protocol with slight modifications. (Panel -1) 

 

Blood Pressure classification is done based on 7th report of Joint National Commission (JNC-

VII).(10) According to this classification, normal subjects will have Systolic Blood Pressure 

(SBP) of less than 120 mm HG and Diastolic Blood Pressure (DBP) of less than 80 mm Hg.  

Subjects are assigned as Pre-hypertensives if their SBP falls within range 120-139 or DBP falls 
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within 80-89 mm HG. A diagnosis of Stage 1 Hypertension is done when the SBP is within range 

of 140-159 or DBP within 90-99 mm HG. Stage 2 Hypertension is diagnosed when SBP is equal 

or more than 160 mm HG or DBP is equal or more than 100 mm HG.  

 

 

Confounder measurement 

We collected details on variables that might be associated with exposure and outcome variables 

under each of the hypotheses. (Fig.1) The variables specific to potentially confound the 

association of job stress and hypertension were included in the model for analysis. These are 

dietary intake, physical activity, tobacco use (ever and current), socio economic status (91), 

alcohol intake, shift work and leg length(92). The detailed description regarding the 

measurements of these variables is provided in chapter.2: Methods.  We included these 

variables based on the literature review and contextual knowledge. Stress is known to be 

associated with dietary intake,(93) physical activity(94-96),  tobacco use (ever and current),(97, 

98) socio economic status,(99, 100) alcohol intake(101-103), shift work(104-107) and prenatal 

and childhood exposures.(108) The proxy for nutritional status is leg length as reflected in 

several studies. (92) Further, there have been number of studies that have established the 

association of these factors with hypertension.(2, 14, 17, 20, 26, 44, 66, 82, 92, 109-113)  
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Panel.1: Protocol for Obtaining a Point Estimate of Work-time BP* 
 
Part 1: Prior to obtaining point measurements at the workplace, we obtained informed 
consent, estimated whether our sphygmomanometers fit arm circumference of 
individuals, ensured that clothing wouldn’t interfere with reading (e.g., loose shirts, 
accessible arms), obtained information on medical history (whether hypertensive or 
not). We used simple accurate equipment—a carefully calibrated aneroid digital 
sphygmomanometer. 
 
Part 2: Protocol for obtaining two sets of point estimates. Conducted while individuals 
took time to attend the health check-up while working. 

1 Trained)observers)such)as)a)nurse)or)health)professionals)took)all)measurements.)
2 We)avoided)“clinic)atmosphere")and)hence)no)white)coats)were)used)or)in)principle,)

we)ensured)none)of)the)staff)at)research)kiosk)acted)like)clinicians.)
3 Our)general)aim)was)to)engage)in)informal)interactions)and)neutral)conversations)

by)specifically)avoiding)conversations)that)are)of)personal)relevance)to)the)
participant)and)also)avoiding)discussion)of)any)controversial)issues)during)BP)
collection.)

4 We)obtain)two)sets)of)point)estimates)in)one)workday)while)subject)was)at)usual)
work)activity.)

5 First)BP)estimate)was)obtained)near)start)time)at)beginning)of)shift)(workday).)
However,)due)to)the)anonymous)nature)of)the)study,)we)didn’t)write)down)
name)of)the)worker,)name)of)worksite)and)time)of)measurements.)All)the)
measurements)were)taken)while)the)subjects)were)sitting)as)the)protocol)
demands)that)BPs)to)be)determined)with)worker)in)same)position)as)at)work.)
The)second)BP)estimate)was)taken)later)in)same)workday.)

6 We)used)calibrated)aneroid)sphygmomanometer)after)determining)proper)cuff)size)
7 The)actual)point)estimate)measurements)were)taken)as)follows:Q)

a. First)set:)
i. Taken)at)workplace)in)similar)settings)of)their)workstation)with)
shortest)possible)interruption)of)work)process)

ii. one)reading)for)each)point)estimate**)
b. Second)set:)We)repeated)the)steps)as)above.)This)is)the)best)single)estimate)

because)subject)is)desensitized.)
c. We)did)not)average)first)and)second)readings)for)best)estimate)but)used)the)

second)estimate)as)our)best)estimate***)
d. We)provided)BP)results)to)subject)only)after)second)set)of)estimates)

obtained)
 
Modified from protocol suggested by Peter Schnall and Karen Belkic. 
** The earlier protocol suggests three readings but we took two readings due to practical 
feasibility and as per standard clinical practice in India. 
*** They earlier protocol suggests average of 1st and 2nd reading, we used only 2nd 
reading, as it was the best single point estimate  
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Analysis 
 
The data from the cross sectional survey was analyzed using SAS 9.1.3104(114).  
 
We followed the following data layout for planning statistical analysis for the current study. 
 
 

 
Table. 1: Analysis layout for cross sectional study 

 
 
 
 
 
 
 
 
 
 
 
Prevalence’s of Hypertension among those with high levels of job stress is given by P1=a/N1, 

with moderate levels of job stress is P2=b/N2 and low-exposed is given by P0=c/N0. Measures of 

prevalence association can be estimated assuming steady state kinetics, in which disease 

duration and incidence rate are constant. (115) The crude prevalence odds of hypertension is 

equal to the incidence rate (I) times average disease duration (D):                        

P/(1-P)=ID --------- (1) 
 
The prevalence odds in equation 1 is the basic outcome measure in the cross sectional study. 

We can use the equation 1 to calculate prevalence Odds ratio as follows. 

 
PO1= [(P1/ 1-P1)/ (P0/ 1-P0)] --------- (2) 

 
PO2= [(P2/ 1-P2)/ (P0/ 1-P0)] --------- (3) 

 
Where subscript 1 indicates exposed to high levels of job stress and 2 indicates being exposed 

to moderate levels of job stress and 0 is the reference level (low levels of job stress) 

 

Disease Exposed-High Exposed-
moderate 

Exposed-
Low 

Total 

Present a b c M1 

Absent d e f M0 

Total N1 N2 N0 T 



 

 111 

Restating the equation 2 and 3, we will have PO1=I1D1, PO2=I2D2 and PO0=I0D0, where I is crude 

incidence rate times the average duration D, 1 and 0 refer to highly exposed and low exposed 

workers. Alternatively, we can calculate prevalence ratio (109) as 

 
POR1=PO1/PO0=I1/ I0=IR1 --------- (4) 

 
POR2=PO2/PO0=I2/ I0=IR2--------- (5) 

We adjusted the equations for the confounders and reported adjusted prevalence odds ratio.  
 
The basic regression model was of the following form: 
 

Y=b0 + b1X1+ b2X2+. ………+ bkXk+e---- (6) 

We used ordinal logistic regression for all our estimates. For (k+l) ordered categories, these 

quantities are defined as follows                                 

 

P (Y≤i)= p1+p2+…..+pi--- (7) 

odds (Y≤i=i)= [(P(Y≤i) ⁄(1- P(Y≤i)]=[( p1+p2+…..+pi)/(pi+1+…+pk+1)] --- (8) 

logit (Y≤i=i)= ln[(P(Y≤i) ⁄(1- P(Y≤i)], i=1,...,k--- (9) 

There were four ordinal categories of blood pressure (outcome variable: Y), ordered as Normal, 

Pre-hypertension, Stage 1 and Stage 2 Hypertension (JNC-VII criteria). Instead of using 

polytomous logistic regression model, as this model does not make use of the information about 

the ordering, we used cumulative probabilities (interrelated to cumulative odds and cumulative 

logits, equations 10 & 11) model. (116) (117) 

The cumulative logistic model for outcomes arranged in ordinal categories is given by 

Logit (Y≤i=i) = a,+piX.+...+pimXm, i=l,...,k--- (10) 

The model is similar to the polytomous logistic regression model except that we have k model 

equations and one logistic coefficient βij, for each category/covariate combination. The general 



 

 112 

cumulative logistic regression model therefore contains a large number of parameters. A more 

parsimonious model can be thought of when the logistic coefficients do not depend on i and we 

have only one common parameter βij for each covariate. Based on this, the cumulative odds are 

given by                                 

Odds (Y≤i=i) = exp(α ,) exp(βiXi+...+ βmXm) , i=l,...,k--- (11) 

This model suggests that the k odds for each cut-off category i differ only with regard to the 

intercepts aI and known as “proportional odds model” (116) as the above model suggests that 

the odds are proportional. Where Y represents the Hypertension, Xi represents job stress 

categories and confounding variables, bi are their coefficients, and ‘e’, is the random error term. 

b0 is an intercept term that is the average value of hypertension for the entire group that would 

be detected if none of the exposure variables or confounder variables had any effect. The 

coefficients indicate the amount of change in the hypertension per unit change in the particular 

category of job stress or confounder compared for higher job stress domains with lower job 

stress. For example for workers with higher job stress, the odds ratio obtained from this equation 

represents the odds of getting hypertension for subjects with higher and moderate job stress 

compared to the participants with lower job stress. Similarly for workers with moderate job 

stress, the odds ratio represents the odds of getting hypertension for subjects moderate job 

stress compared to the participants with lower job stress.  

We made conscious efforts to detect collinearity, which occurs when certain predictors are 

highly correlated with each other. The implication of such collinearity is that it is very difficult to 

separate the effects of these variables statistically, and analyses yield regression coefficients 

with very large variances so that effect estimates may be very unstable and sometimes 

inaccurate. Collinearity whenever was detected, the variables were appropriately dealt with by 

keeping contextually specific variable in the model or based on evidence. (118) 
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Results 
 
We invited 1369 IT/ITES professionals to participate in the study; the refusal rate was 4.7% 

(n=64). Among the 1305 professionals who accepted the questionnaire for answering, 171 

(13%) didn’t return them. Among the people who returned the questionnaire (1134), we found 51 

(4.6%) to be ineligible based on the inclusion criteria (duration less than one year). There were 

12 subjects with missing data on inclusion criteria who were included for analysis. By treating 

non-responders as refusals, the refusal rate is 22%.  If we exclude non-responders, the refusal 

rate is 18%. Among the eligible subjects (1071), we conducted the analysis regarding Job stress 

and Hypertension that included 599 IT professionals and 472 ITES professionals.   

 
Descriptive analysis 
 
Lifestyle determinants: One third of our sample population were ever or current tobacco users 

(353, 32%), and more than half of them moderately drink alcohol (592, 55%) with very few into 

drugs (5%). Nearly two thirds of IT/ITES professionals don't perform any type of physical 

exercise (62%, 625) with an average weight of 71.6 kgs and body mass index 24.49. The 

average waist circumference is 88.95 cms, hip circumference 98.43 cms and average waist by 

hip ratio 0.91.  (Table.1) 

 
Prevalence of Hypertension: The mean SBP (first) reading was 127.28 mm Hg and DBP was 

80.34 mm Hg. The average height was 170.9 cms and average leg length was 99.55 cms. The 

mean age was 28.52 and mean socio economic status was 2.22. (Table-1)  

After two readings and according to the JNC-VII classification, (10) the prevalence of pre 

hypertension (SBP: 120-139 mm HG OR DBP: 80-89 mm HG) was 45.7 %, of stage 1 was 

25.43 % and stage 2 was 5 %.  (Table.2). By considering binary classification, the prevalence of 

hypertension was 31% with 26% of IT/ITES professionals in stage.1 and around 5% in stage.2 

(severe with SBP more than 160 mm Hg). (Table.2). 
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The prevalence of pre-hypertension in the age group of 19 -25 Years was 45.9 %, 46.5% in 26 -

30 Years group, 46% in 31-35 years and 32% in the age group of 36- 55 Years. The prevalence 

of stage-1 hypertension in the age group of 19 -25 Years was 18%, 23% in 26 -30 Years group, 

37% in 31-35 years and 31% in the age group of 36- 55 Years. The prevalence of stage-2 

hypertension in the age group of 19 -25 Years was 5%, 3% in 26 -30 Years group, 8% in 31-35 

years and 13% in the age group of 36- 55 Years. (Table-3)  

 
Socio-Demographic characteristics 
 
The study sample comprised 1071 IT/ITES professionals, 65% male and 35% female 

participants. (M 700, F 371) 74% of the workforce were less than 30 years of age (49% in 26-30 

age group 19-25: 266 25%, 31-35:217 20%). (Table.4) 56% of the professionals belonged to the 

IT industry while the remainder belonged to the ITES industry.  Nine percent of the IT/ITES 

professionals were working at entry level (0-2 years), 33% were in junior level (3-7 years), well 

educated (648, 77% professional degree or higher), 45% were in middle level management (8-

12 years) and 12% were in senior level (13+ years) (Table.4) 

 
More than half of the professionals were well paid  (More than ` 30000 / $500: 541, 64%), 1/3rd 

of them had ever used tobacco (353, 32%), half of them were current alcohol users (592, 55%) 

and very few were currently into drugs (5%). Two thirds of the professionals do not perform any 

regular exercise (62%, 625). The proportion of married professionals is 43%.  Professionals 

belonging to upper castes constitute the majority of the study workforce (545, 60%) and are 

generally well educated (648, 77% professional degree or higher). The workforce is relatively 

well paid with their monthly income being $1000 or more for 54% of the study participants.  

Around 36% of the sample had positive family history of hypertension, 4% were already 

diagnosed with hypertension and 2% with diabetes. (Table.5) 
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Working conditions 
Around 96% of the employees were full time employees and 88% of them had worked for less 

than 7 years. Approximately 58% of IT/ITES professionals take around 2-7 hours to reach office 

from their home and 67% of the entire sample people feel stressed about it.  Our results indicate 

that more than 71% of professionals work more than eight hours in a day with 28% of the 

sample not taking breaks in between work as required. With this, the work would continue as 

60% of them receiving even extend answer calls regularly while 32% receive occasionally. (Only 

8% of professionals don’t answer calls at home). Only 35% of the sample did shift work with 

18% of them not receiving any free days or less than one day after night shift. The results also 

indicate that 20% of the total sample working for more than 8 night shifts per month. (Table.6) 

 
Job stressors  
 
We analyzed the Occupational stress index both as a continuous score (mean= 53.5, Table.1) 

and used tertiles of scores. The tertiles of OSI were distributed such that 34.5% had low levels 

of stress as indicated by OSI, 43 % had moderate and 22% high stress levels.  As per the 

results from descriptive analysis: 45% have strict deadlines on daily basis, 28% do not have 

enough information to do their work, 18% do not get support for facing difficult situations, 18% 

had to face abuses of power, 21% were blamed for someone else's mistake, 40% had to endure 

humiliation (comparison with others), 20% of workers had to bear abusive communication, 25% 

had to face discrimination (mostly based on region, gender, race or caste). While 15% of 

professionals decide their own schedule, 39% decided with permission of supervisor but had still 

had some say in it and 17% had absolutely no control over it.  (Table.7).  

 

Thirty four percent of professionals had low, 43% had moderate and 22% high stress levels, 

45% have strict deadlines on daily basis, 28% do not have enough information to do their work, 

18% do not get support for facing difficult situations, 18% had to face abuses of power, 21% 
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were blamed for someone else's mistake, 20% of workers have to bear abusive communication, 

25% have to face discrimination (mostly based on region, gender, race or caste). (Table.7).  

 
 
Non-stressor Determinants of Hypertension 
 
The stratified distribution of socio-demographic indicators with stages of hypertension is 

provided in table.8.  Among the hypertensives (stage 1 and stage 2), 13% had a family history of 

high blood pressure while 18.9% had no parent or siblings with hypertension. Other 

professionals were either normotensives or were pre-hypertensives.  Among the professionals 

who were diagnosed to have high blood pressure, Males constituted 21.5% and females 10.4%, 

Single, never Married 17.3% and married were 14%. Hypertension in other upper castes was 

16% followed by backward castes (5.7%). Barring PhD holders (due to small number), the 

relation between educational qualifications and hypertension was inverse with 12.9% of 

hypertensives among post graduates, 9.3% in professional degrees, 8.1% in general degree 

and 1.6% for pre-degree holders.  These percentages do not add up to 100 here because the 

remaining distribution of normotensives and pre-hypertensives is not described here in the text.  

 

Among the professionals diagnosed with hypertension, most of them were working in middle 

management positions (14.4%) followed by those in junior positions (10.5%) and around 3% at 

either entry level or senior management positions. Among the hypertensives, most of them 17% 

had worked between 2-7 years followed by 11% had worked less than 2 years. The percentage 

of hypertensives among workers who had completed 7 to 12 years was 3% and in those who 

worked for more than 13 years was less than 1%. (Table.8) 

 

The odds of getting hypertension for professionals who have worked for 2 to 7 years is 2.2 times 

higher and for professionals who have worked for less than 2 years is 2.6 times higher 

compared to professionals who worked for more than 12 years. Conversely, if the total duration 
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of occupation was more than 13 years, then odds of having hypertension were 62% lower 

compared to those who had less than 2 years of experience. (Table.9)  

 

Similar to stratified analysis, the crude estimates indicated that the odds of having hypertension 

are 33% higher if none of the family members were diagnosed with hypertension. Regarding 

level of educational attainment, compared to persons with pre-degree, the odds of having 

hypertension for persons with professional degree was 139% higher and for post graduates was 

127% higher. (Table.9)  

 

The odds of getting hypertension for those who have used tobacco in their lifetime is 40% higher 

and current smokers had 50% higher odds compared to those who had never used tobacco. 

The odds of getting hypertension for those who consume alcohol rarely is 41% lower, for those 

who consume alcohol occasionally is 28% lower and for those who consume alcohol frequently 

is 49% lower compared to those who never consume alcohol. (Table.9) 

 

 

The odds of getting hypertension for people who warm up & stretch sometimes during the 

course of work was 27% lower and who pause to relax by stopping work for sometime is 24% 

lower compared to for those who do not adopt these coping mechanisms (Table.10) 

 
 
Job stressors and Hypertension  
 
The stratified distribution of contextual stress domains with stages of hypertension is provided in 

table.7. Among the professionals who had hypertension (stage 1 and stage 2), 21.2 % had 

moderate or higher level of occupational stress (74). Affect was a prominent stressor with 19.1% 

of professionals who had moderate level or higher emotional stressors having hypertension. 

Similarly, 17% had moderate or higher level of Time pressure, 19% had moderate or higher Job 
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Control stressors, 14% had similar degree of income stressors, 14.9% had autonomy stressors, 

16% had appreciation related stressors, and 16.4% had work environment related stressors. 

(Table.11) 

 

The results of the logistic regression estimating total unadjusted prevalence association 

between contextual stress domains with hypertension are presented in (Table 12.) Participants 

with moderate stress regarding experience related stress had 34% higher odds of suffering from 

JNC -VII whereas persons with higher stress regarding this had 12% lower. Participants with 

moderate stress regarding autonomy had 39% higher odds of suffering from JNC -VII whereas 

persons with higher stress regarding this had 14% lower. Participants with higher physical 

environment stress had 45% higher odds of having hypertension. (Table 12)  

 

Keeping 19 to 25 years as the reference group, the odds of getting hypertension for 31- to 35 

years old professionals was 48% lower and for 36 to 55 Years was 60% lower. (Table.13) 

 

On adjusting for age, gender, waist by hip circumference, family history of high blood pressure, 

socio-economic status, marital status, tobacco ever use, regular exercises for at least 20 

minutes daily and alcohol use, the results for higher stress for contextual domains were 

statistically significant for autonomy and work environment , whereas results for other 

contextual stress domains were not statistically significant. People with moderate autonomy had 

40% higher and with high work environment stressors had 48% chances of having hypertension 

compared to lower level of stress. (Table.14) 

 
 
Discussion 
 
There is very high prevalence of hypertension in the study population. It is alarming that around 

31% of IT/ITES professionals are hypertensive with approximately 5% having malignant levels 
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of hypertension. South Asians are predisposed to be hypertensive a decade earlier compared 

the developed countries.(2-4) Our study suggests that hypertension in IT/ITES professionals 

occurs a decade earlier compared to the rest of India and 2 decades earlier compared to 

developed countries.(1-4) This suggests that if untreated, these professionals would go on to 

develop cardiovascular diseases at an early age. The results also indicated that 46% of 

professionals were in prehypertension. According to the JNC-7 classification, prehypertension is 

not a disease category but a designation chosen to identify individuals at high risk of developing 

hypertension. (10) These individuals will have to change their lifestyle to prevent a progressive 

rise in BP using the recommended lifestyle modifications.(10)  

 

Cardiovascular diseases (CVD) are a major cause of mortality and disease in the Indian 

subcontinent, causing more than 25% of deaths. It has been predicted that these diseases will 

increase rapidly in India and this country will be the locale of more than half the cases of heart 

disease in the world within the next 15 years. High blood pressure is the predominant risk factor 

for CVD and evidence indicates that there is high prevalence in both urban and rural areas. 

Indian urban population-based studies using WHO guidelines for diagnosis have shown 

increasing hypertension among adults aged 20 years from about 5% in the 1960–70s to 11–15% 

in the late 1990s. (5, 119) There were several studies done in India suggesting increasing trends 

in the prevalence of hypertension in urban subjects over the last four decades compared to the 

people in rural areas. (65-68, 120)[19, (61),(34, 63, 64, 121) (5, 122) Our results are in 

conformity with earlier results in general population but suggest that IT/ITES professionals are at 

higher risk to get hypertension and are affected a decade earlier compared to earlier available 

evidence.  

 

The results from this study indicates, that there is higher prevalence of hypertension among 

professionals in the early years of joining IT/ITES sectors compared to professionals who 
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worked for more than 12 years. It was seen that that the longer the professionals work, lower is 

the odds of getting hypertension. It is counterintuitive to have lower prevalence of hypertension 

with increase in experience in IT/ITES professionals. The reason for this can be that the 

interplay of cardiovascular risk factors and job stress might result in the IT/ITES professionals 

getting hypertension in earlier years, as soon as they join the workforce. However in due course 

of time, it might be possible that the professionals with hypertension leave the workforce. We 

cannot also rule out the likelihood of survivor bias as the professionals with hypertension might 

have developed CHD or changed jobs or might have succumbed to death. It might also be 

possible that workers who prefer to stay back in the organizations might gradually adapt to 

better coping mechanisms.  

 

Specifically, subjects with autonomy related stress and higher work environment related 

stresses were found to have higher prevalence of having Hypertension compared to the 

participants with their corresponding lower levels of stress. The autonomy domain of stress 

was estimated by calculating the weighted average of responses to questions on “who is in 

charge of deciding your work schedule?” “Who evaluates your work?” and “Is your work 

constantly monitored?”  

 

In our study, the autonomy stressor domain comprised information on work schedule, 

evaluation of work and monitoring of the work. Earlier studies support these findings. 

(123,124) (110) Our results are in conformity with evidence linking work schedule and 

hypertension. (125-128) Further, there are results supporting the stressor role of 

performance monitoring, done either electronically(129) or by supplementary 

techniques.(130-133) The term “monitoring” reflects collective practices of work to note 

data about functioning of employee and has the potential to create distress in them.(131, 

134, 135) Brewer defines evaluation apprehension as extent to which checking of a task 
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enhances awareness of the performance-reward likelihood for the given task.(136) This 

can be influenced by perception of workers (135), extent to which suppression occurs 

(137) and generalized positive or negative feelings about monitoring (138, 139). Evidence 

indicates that such psychosocial stressors can also affect individuals with prehypertension 

and accelerate the development of cardiovascular diseases.(140-142)  

 

Occupational stress research has predominantly focused on issues of work environment. This 

domain elicited responses to questions on encountering dilemmas during work, help received 

thereafter, assessment of defined way of solving problems at work and its efficiency, knowledge 

to perform work and comparison to other colleagues at the work place. All the components of 

this domain have been found to be associated with health impacts in earlier studies. (140-142)  

Our results indicate that the odds of getting hypertension for those who have used tobacco in 

their lifetime was 43% higher compared to those who had never used tobacco. Similar results 

were obtained for current tobacco users. According to National Family Health Survey-3, (143) 

tobacco use is fairly common in India, particularly for men, and there are subgroups of the 

population among whom use of tobacco is particularly common. (143) (144) There is a strong 

correlation between urbanization and increase in the risk of non-communicable diseases such 

as cardiovascular disease in Indian subjects. (67, 112)  

 

The odds of getting hypertension for those who consume alcohol in any form (occasional or 

regular) was lower compared to those who never consume alcohol. It is widely known that light 

and moderate alcohol intake are associated with decreased risk of incident  

cardiovascular disease (62, 111, 145, 146) However, due to the possibility of reverse causation 

due to temporal ambiguity, we cannot make any recommendations regarding this. Hence, this 

finding has to be taken cautiously given that the professionals also do not exercise but do use 

tobacco.  
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Notwithstanding some of the important findings, caution will have to be applied before 

conclusive inferences can be drawn. This is due to some limitations in the study including 

selection bias, measurement error and confounding.  

 

Selection Bias: One of the limitations of cross-sectional study such as ours is that a one time 

study of health related factors is governed by several selection factors. It is important to explore 

factors that might lead to selection bias and to examine whether this selection bias might have 

changed our estimation of pre-hypertension and hypertension. The details regarding the 

selection factors and details are given in methods paper (Flow-chart). (69) The specific reasons 

for selection factors that might have caused bias and whether these factors might have 

influenced the estimates to go either upward or downward and are described here.  

 

First, It has to be noted that not all companies were located in the identified IT parks. We 

conducted the study in confined areas of the IT parks, wherein several companies of IT sector 

are located. It is possible that there might be other companies that are outside the park and 

hence could not be in the sampling frame of our study. The core-functions of IT companies is 

very specifically defined and it is very hard to imagine that companies would differ greatly within 

Bengaluru merely because they were outside the IT park. Most of the big IT Companies have 

their office in the vicinity of IT Park. We argue that stress levels in small IT companies might be 

more compared to larger companies.(147) Hence, by limiting the chances of IT companies to 

get included, if at all the changes have taken place, might have resulted in under-estimation of 

job-stress and hypertension. However, we do understand that the bias might have had any 

direction.  
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Second, not all companies conduct health check ups or arrange for “health-talks”. We conducted 

the study by utilizing the opportunities of health camps, health-talks and kiosks placed at places 

where lunch is served. It is possible that only people that some companies do not conduct 

health-camps and do not arrange for talks by experts on chosen health topics. However, it is 

very unlikely that the proportion of such companies is large within IT park. One might expect 

more cases of occupational stress & Hypertension if there were no health check-ups done at all 

or if there is greater proportion of professionals who are not aware of hypertension. Hence, we 

would have only detected greater prevalence of hypertension and occupational stress (cannot 

predict about this) by inclusion of such companies. Hence, our estimates might still be modest.  

 

Third, not all workers visit health check up camps. It is described that people who are conscious 

of their health, those with disease or symptoms are the ones who might be more interested to 

learn more about their healthy behavior. Even if were to assume that all the people who walked 

into health check-up camps were “health-conscious”, our estimates of pre-hypertension are 

alarming and indicate that the scenario might be even bad if we were to include people who are 

not so health conscious. Participation in health check-up camps and attendance at health talks 

was voluntary. People who volunteered were to seek appointments from HR for these health 

check-ups. In case of health talks, no confirmation of appointments was needed.  

 

Fourth, not all those who visit health check up camps turn into research kiosk: Among the 

people who visited health check-up camps, almost every person has gone through kiosk of 

research as all the kiosks were in serial order and the research kiosk was placed either in last or 

last but one position. We cannot rule out a very small proportion of professionals who might not 

have visited the research kiosk at all. We argue that these people might be in hurry to complete 

their assigned tasks and might be having more job-stress and hypertension compared to the 
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ones who attended the research kiosk (as they might be confident that they could manage the 

work schedule even if they get delayed by another 15-20 minutes).  

 

Fifth, not all those who visit research kiosk agree to participate: Out of the people who visited 

research kiosk, 64 (5.7%) people didn’t want to participate in the study. We asked them whether 

they would at least get their blood pressure measured. All of them cited they didn’t have time for 

it and hence didn’t participate. It is possible that these people might either be normal or 

hypertensive and our estimates might have changed in any direction based on this.   

 

Sixth, not all those who agree to participate actually participate: Among the professionals who 

agreed to participate (n=1305) but informed that they will return the questionnaire later (n=107), 

only 56 people returned the questionnaire and were part of the study. Other 51 people didn’t 

return the questionnaire (25 in IT sector and 26 in ITES sector) (professionals who took the 

questionnaire and informed that they would return either on the same day or next day but didn’t 

return the questionnaire.) It is possible that these people might either be normal or hypertensive 

and our estimates might have changed in any direction based on this.  We assume that health-

conscious people would generally have returned back to seek more information on 

hypertension. Those who didn’t return to submit filled questionnaire were either having more 

work against shorter deadlines (more occupational stress) and who might have also greater 

chance of either having pre-hypertension or hypertension.  

 

Finally, there is possibility of bias due to Healthy worker effect. Several studies have concluded 

that “lower mortality and morbidity in occupational groups is observed” which is termed as 

Healthy worker effect (148, 149) (113). There are two possible mechanisms that cause Healthy 

worker effect namely better health profile of subjects responsible for getting into the workforce 

(Type-1 HWE) and sicker workers getting out of workforce. (Type-2 HWE). Type-1 HWE is 
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considered to be a confounding variable while type-2 HWE is considered to be selection bias if it 

is also associated with outcome of interest.  Being a cross sectional study, bias from healthy 

worker survivor effect can be possible. 

Measurement error and confounding: OSI doesn’t discriminate between missing values and no 

values. There is a possibility that information was misclassified. We are studying prevalent 

cases of Hypertension and hence might underestimate the effects of job stress if it truly causes 

Hypertension but also causes subjects to leave the job. The same bias can occur if instead of 

terminating the employment, those who are affected by job stress transfer into occupation that 

do not have much stress. Hence, workers moving out of IT/ITES workforce can explain the 

negative or no association.  

Also, cuff size of the sphygmomanometer relative to the diameter of the arm is crucial. Error can 

be expected if the cuff size is too small, resulting in overestimation of blood pressure. Using a 

large, adult sized cuff for all except the skinniest arms can reduce error. (150, 151) BP 

measurements also are influenced by the position of the arm.  Observer bias can occur while 

measuring BP due to differences in auditory acuity and digit preference. The average BP values 

recorded by trained persons can vary by 5-10 mm Hg.(152) Other sources of measurement error 

can be due to difference in rate if cuff inflation and deflation and other technical sources such as 

mercury columns in different instruments. Hence we used automatic sphygmomanometers to 

avoid observer bias, provided funding is available.  

We followed the method of tertiles to analyze the stress domains and hence some residual 

confounding might have be left without controlling. We ran the analysis on continuous and 

categorical boundaries to cross check. The results did not change much.  

Finally, no causal inference can be drawn since we cannot establish temporality in the 

association through our study design.  
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Summary of findings and recommendations 

We found a high prevalence of hypertension in the study population. The hypertensive 

professionals need to be followed up to prevent cardio vascular diseases (CVD). There is a 

great opportunity for the primary prevention of (CVD) through creation of awareness among 

IT/ITES professionals. The message to these professionals should focus on making lifestyle 

changes and continuously monitor blood pressure.  It is important to educate the professionals 

to engage in habits, which reduce the risk of hypertension such as regular exercises and 

necessary dietary modifications to prevent the onset of serious, life threatening complications. 

Further, effective preventive programs will have to be designed to prevent hypertension in high-

risk groups in India. The policymakers should be urged to provide resources to pilot intervention 

programs addressing primary prevention of hypertension.  

The positive impacts on health of working professionals can be achieved through working and 

collaborating with workers and employers. It would be in the best interest of the companies to 

focus on the long-term sustainable approaches and to urge engage employees to adjust healthy 

lifestyles to achieve reduction of NCDs. The employers of IT/ITES should realize that small 

investments made in preventive activities will translate to saving expenses for the company and 

better health, thereby sustained productivity of their employees.  

The association of autonomy and work-environment with hypertension suggests that our results 

are in conformity with research on social determinants of health. Future research should focus 

on delineating the exposure and health status contrasts between two or more occupational 

groups. Attention should be paid towards prospective examination of the variance in induction 

periods and pathways connecting health outcomes and behaviors. Concurrently, worksite 

interventions can be piloted that aim at reducing psychosocial aspects of work environment and 

autonomy domains including professional help on stress-management.  
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The paucity of research exploring the association between job stressors and hypertension in 

India necessitates the replication of these results in other occupational groups including IT/ITES 

professionals. In particular, further exploration is necessary to understand how stress factors are 

related to overarching social determinants and how this might be related to their health status.  
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Table.1: Descriptive statistics: Continuous variables in the study 
 

Variables N Mean SE! 95% C.I 
SBP-1st reading 1071 127.3 0.4 (126.5 - 128.2) 
DBP-1st reading 1071 80.3 0.4 (79.6 - 81.1) 
SBP-2nd reading 763 127.1 0.5 (126.1 - 128.2) 
DBP-2nd reading 763 78.7 0.5 (77.9 - 79.7) 
Height 1071 170.9 0.2 (170.5 - 171.4) 
Weight 1071 71.6 0.4 (71.0 - 72.3) 
BMI 1071 24.5 0.1 (24.3 - 24.7) 
Waist Circumference 1071 89.0 0.3 (88.4 - 89.6) 
Hip Circumference 1071 98.4 0.3 (97.9 - 99) 
Waist by Hip Ratio 1071 0.9 0.0 (0.9 - 1.0) 
Leg Length 1071 99.6 0.2 (99.1 - 100.1) 
Calories 1071 576.5 20.0 (537.4 - 615.8) 
Age 1056 28.5 0.1 (28.3 - 28.8) 
Socio Economic Status 1071 2.2 0.0 (2.2 - 2.3) 
Length of experience* 824 69.1 0.3 (68.5 - 69.8) 
Time pressure* 915 67.4 0.3 (66.9 - 68.0) 
Shift work* 902 39.6 0.7 (38.3 - 40.9) 
Job Control*  959 61.7 0.4 (61.0 - 62.5) 
Autonomy * 1013 73.2 0.5 (72.3 - 74.2) 
Appreciation*  1007 48.9 0.6 (47.7 - 50.1) 
Physical environment* 979 54.0 0.3 (53.4 - 54.6) 
Work environment* 957 51.6 0.4 (50.9 - 52.4) 
Affect* 992 48.1 0.5 (47.2 - 49.0) 

 
Abbreviations: N:Total sample size, n:sample size in the particular strata %:Percentage; SBP: 
Systolic Blood Pressure; DBP: Diastolic Blood Pressure; BMI: Body Mass Index; SE: Standard 
error; CI: Confidence interval 
 
 
*Contextual stress domains were estimated based on our qualitative study, which have specific 
questions describing the stressful conditions of the IT/ITES industry collected from the 
professionals.  
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Table.3: Distribution of Age groups and prevalence of Hypertension in 
IT/ITES professionals 

 
Age-group Normal 

n (%) 
Pre Hypertensive 

n (%) 
Stage 1 
n (%) 

Stage 2 
n (%) 

Total 
n (%) 

 Hypertension, JNC VII classification, First reading  
 

19 to 25 
Years 

67 
(25.2) 

122 
(45.9) 

61 
(22.9) 

16 
(6.0) 

266 
(24.8) 

26 to 30 
Years 

124 
(23.4) 

246 
(46.5) 

132 
(25.0) 

27 
(5.1) 

529 
(49.4) 

31 to 35 
Years 

43 
(19.8) 

100 
(46.1) 

58 
(26.7) 

16 
(7.4) 

217 
(20.3) 

36 to 55 
Years 

9 
(15.3) 

19 
(32.2) 

22 
(37.3) 

9 
(15.3) 

59 
(5.5) 

 Hypertension, JNC VII classification, Second reading 
 

19 to 25 
Years 

46 
(25.7) 

91 
(50.8) 

33 
(18.4) 

9 
(5.0) 

179 
(23.5) 

26 to 30 
Years 

94 
(24.5) 

188 
(49.1) 

89 
(23.2) 

12 
(3.1) 

383 
(50.2) 

31 to 35 
Years 

35 
(22.4) 

51 
(32.7) 

58 
(37.2) 

12 
(7.7) 

156 
(20.5) 

36 to 55 
Years 

6 
(13.3) 

19 
(42.2) 

14 
(31.1) 

6 
(13.3) 

45 
(6.0) 

 
 
 

N: Total sample size=1071 
 n: sample size in the particular strata  
Percentage: Percentage of Hypertension in sample;  
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Table.4: Socio-Demographic characteristics of Study population  
Variable (N)  Levels     (n)  %   S. E       95% C.I 

Gender 1071 
Male 700 65.4 1.5 ( 62.6 - 68.3) 
Female 371 34.6 1.5 ( 31.8 - 37.5) 

Age 1071 

19 to 25 Age 266 24.8 1.0 ( 23.0 - 28.0) 
26 to 30 Age 529 49.4 2.0 ( 47.0 - 53.0) 
31 to 35 Age 217 20.3 1.0 ( 18.0 - 23.0) 
36 to 55 Age 59 5.5 1.0 ( 5.0 - 7.0) 

Marital Status 1069 

Married 455 42.6 1.5 ( 39.6 - 45.6) 
Single, Never Married 599 56.0 1.5 ( 53.1 - 59.1) 
Single, Divorced 9 0.8 0.3 ( 0.3 - 1.4) 
Single, Widow            6 0.6 0.2 ( 0.2 - 1.1) 

Caste 1071 

Brahmin 159 14.9 1.1 ( 12.8 - 17.0) 
Upper Caste 486 45.4 1.5 ( 42.4 - 48.4) 
Backward caste           200 18.7 1.2 ( 16.4 - 21.1) 
Scheduled caste 32 3.0 0.5 ( 2.0 - 4.1) 
Scheduled tribe 11 1.0 0.3 ( 0.5 - 1.7) 
Decline to provide 183 17.1 1.2 ( 14.9 - 19.4) 

Educational qualifications* 840 

Pre-Degree  29 3.5 0.6 ( 2.3 - 4.7) 
General Degree  163 19.4 1.4 ( 16.8 - 22.1) 
Professional Degree  305 36.3 1.7 ( 33.1 - 39.6) 
Post Graduate  341 40.6 1.7 ( 37.3 - 44) 
PhD 2 0.2 0.2 ( 0.0 - 0.6) 

Income per month (post-
tax in Indian Rupees) 1071 

<10000  23 2.6 0.5 ( 1.6 - 3.7) 
>10001 and <30000  393 43.8 1.7 ( 40.6 - 47.1) 
=>30001 and <50000  295 32.9 1.6 ( 29.9 - 36.0) 
=>50001 per month 186 20.7 1.4 ( 18.1 - 23.4) 

Own a House 1071 
Yes 329 31.4 1.4 ( 28.6 - 34.2) 
No 720 68.6 1.4 ( 65.9 - 71.5) 

Domicile resident of 
Bangalore 1071 

Yes 265 24.7 1.3 ( 22.2 - 27.4) 
No 720 67.2 1.4 ( 64.5 - 70.1) 
Others 86 8.0 0.8 ( 6.4 - 9.7) 

Parents or siblings With 
Hypertension 1071 

Yes 384 35.9 1.5 ( 33.0 - 38.8) 
No 687 64.2 1.5 ( 61.3 - 67.1) 

Already diagnosed with 
Hypertension 1071 

Yes 48 4.5 0.6 ( 3.3 - 5.8) 
No 1023 95.5 0.6 ( 94.3 - 96.8) 

Already diagnosed with 
Diabetes Mellitus 1071 

Yes 16 1.5 0.4 ( 0.8 - 2.3) 
No 1055 98.5 0.4 ( 97.8 - 99.3) 

N: Total sample size; n: sample size in the particular strata  
Percentage: Percentage of Hypertension in sample;  
SE: Standard error of the percentage;  
CI: Confidence interval 
Educational qualifications: Pre-Degree : PUC, any diplomas without bachelor’s degree; General Degree: 
Any undergraduate degree such as BA, BCom, BBM etc.; Professional Degree: BE, B.Tech;  Post 
Graduate: MBA, M.Tech, MCA etc.  
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Table.5: Descriptive statistics: Confounder distribution in the study 
Variable (N) Variable (n)  % SE [95% C.I] 
Ever Tobacco use 1071 Yes 353 33.0 1.4 ( 30.2 - 35.8) 

Ever Tobacco use 1071 
Yes 353 33.0 1.4 ( 30.2 - 35.8) 
No 718 67.0 1.4 ( 64.3 - 69.9) 

Current Tobacco use 1071 
Yes 282 26.3 1.4 ( 23.7 - 29.0) 
No 789 73.7 1.4 ( 71.1 - 76.4) 

Number of Cigarettes 278 

Less than 10 per day 257 92.5 1.6 ( 89.4 - 95.6) 
11 to 20 per day 18 6.5 1.5 ( 3.6 - 9.4) 
21 to 30 per day 1 0.4 0.4 ( 0.0 - 1.1) 
>31 to 150 per day 2 0.7 0.5 ( 0.0 - 1.8) 

Alcohol 1071 

Never 459 42.9 1.5 ( 39.9 - 45.9) 
Rarely 233 21.8 1.3 ( 19.3 - 24.3) 
Occasionally 315 29.4 1.4 ( 26.7 - 32.2) 
Frequently 64 6.0 0.7 ( 4.6 - 7.4) 

Frequency Alcohol 600 

Daily 30 5.0 0.9 ( 3.3 - 6.8) 
Weekly Once 122 20.3 1.6 ( 17.2 - 23.6) 
Weekly twice 70 11.7 1.3 ( 9.1 - 14.3) 
Monthly 126 21.0 1.7 ( 17.8 - 24.3) 
Occasionally 252 42.0 2.0 ( 38.1 - 46.0) 

Physical Exercises for 20 
Minutes 1020 

Yes 395 38.7 1.5 ( 35.8 - 41.8) 
No 625 61.3 1.5 ( 58.3 - 64.3) 

Physical Exercises for 20 
minutes 1013 

Yes 379 37.4 1.5 ( 34.5 - 40.4) 
No 634 62.6 1.5 ( 59.7 - 65.6) 

Exercise at moderate intensity 901 
Yes 638 70.8 1.5 ( 67.9 - 73.8) 
No 263 29.2 1.5 ( 26.3 - 32.2) 

Regular Aerobics  1071 
Yes 292 27.3 1.4 ( 24.6 - 30) 
No 779 72.7 1.4 ( 70.1 - 75.5) 

 
 
Legend: 
IT: Information Technology professionals 
ITES: Professionals in Information Technology Enabled Services 
N: Total sample size, n: sample size in the particular strata  
%: Percentage; 
SE: Standard error of the percentage;  
CI: Confidence interval 
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Table.6: Characteristics of working environment, Hours and Duration of Work  

Variable (N)  Level (n) % SE 95% C.I 

Sector of work 1071 I.T industry 599 55.9 1.5 (53.0 - 59.0) 
ITES 472 44.1 1.5 (41.1 - 47.1) 

Current level in management 835 

Entry level 79 9.5 1.0 (7.5 - 11.5) 
Junior level 274 32.8 1.6 (29.7 - 36.1) 
Middle level 378 45.3 1.7 (41.9 - 48.7) 
Senior level 104 12.5 1.1 (10.3 - 14.7) 

Type of work 1055 Full time position 1014 96.1 0.6 (95.0 - 97.3) 
Part time position 41 3.9 0.6 (2.8 - 5.1) 

Total work experience 987 

0.0 - 2.0 Years 197 20.0 1.3 (17.5 - 22.5) 
2.1 - 7.0 Years 577 58.5 1.6 (55.4 - 61.6) 
7.1 - 12.0 Years 180 18.2 1.2 (15.9 - 20.7) 
13.1 - 28.0 Years 33 3.3 0.6 (2.3 - 4.5) 

Time taken to travel to Office 1062 

< 1 hours 537 50.6 1.5 (47.6 - 53.6) 
1-2 hours   409 38.5 1.5 (35.6 - 41.5) 
> 6 hours 78 7.3 0.8 (5.8 - 9) 
3-4 hours 38 3.6 0.6 (2.5 - 4.7) 

Stress due to Traffic 1053 Yes 702 66.7 1.5 (63.9 - 69.6) 
No 351 33.3 1.5 (30.5 - 36.2) 

Working Hours 1004 

< = 08.00 hrs 294 29.3 1.4 (26.5 - 32.2) 
08.01 – 10  hrs 598 59.6 1.6 (56.6 - 62.7) 
10.01 – 13  hrs 97 9.7 0.9 (7.9 - 11.5) 
13.01 - 16.30 hrs 15 1.5 0.4 (0.8 - 2.3) 

Answer Call at home 1020 

Never 83 8.1 0.9 (6.5 - 9.9) 
Rarely 326 32.0 1.5 (29.1 - 34.9) 
Occasionally 387 37.9 1.5 (35.0 - 41.0) 
Frequently 224 22.0 1.3 (19.5 - 24.6) 

Taking Breaks  1046 

Regularly 255 24.4 1.3 (21.8 - 27.0) 
Occasionally 491 46.9 1.5 (44.0 - 50.0) 
Rarely 261 25.0 1.3 (22.4 - 27.6) 
Never 39 3.7 0.6 (2.6 - 4.9) 

Shift work 1052 No 682 64.8 1.5 (62 - 67.8) 
Yes 370 35.2 1.5 (32.3 - 38.1) 

Schedule of Night Shifts 982 

No Shift Work 682 69.5 1.5 (66.6 - 72.4) 
Fixed Monthly  126 12.8 1.1 (10.8 - 15) 
Fixed Fortnightly  101 10.3 1.0 (8.4 - 12.2) 
Fixed Weekly  38 3.9 0.6 (2.7 - 5.1) 

Frequency of Night Shifts 941 

Unpredictable,  35 3.6 0.6 (2.5 - 4.8) 
No Shift Work 682 72.5 1.5 (69.7 - 75.4) 
< 7 Nights per Month 80 8.5 0.9 (6.8 - 10.3) 
8 - 14 Nights per Month 80 8.5 0.9 (6.8 - 10.3) 
15 - 30 Nights per Month 99 10.5 1.0 (8.6 - 12.5) 

Free Days after Night shifts 938 No Shift Work 682 72.7 1.5 (69.9 - 75.6) 
  2 or more free Days 189 20.2 1.3 (17.6 - 22.8) 
  1 or less free Day 67 7.1 0.8 (5.5 - 8.8) 
Take time off from work 1014 Not at all 135 13.3 1.1 (11.3 - 15.5) 
  A Little 336 33.1 1.5 (30.3 - 36.1) 
  Somewhat 351 34.6 1.5 (31.7 - 37.6) 
  Very Much 192 18.9 1.2 (16.6 - 21.4) 
In charge of deciding work schedule 1029 Totally up-to me 156 15.2 1.1 (13.0 - 17.4) 
  Flexible. 405 39.4 1.5 (36.4 - 42.4) 
  Depends on others. 292 28.4 1.4 (25.7 - 31.2) 
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Legend: N: Total sample size, n: sample size in the particular strata; %: Percentage; SE: 
Standard error of the percentage; CI: Confidence interval 
 

  No control 176 17.1 1.2 (14.8 - 19.5) 
Work from Home 1051 Regularly 71 6.8 0.8 (5.3 - 8.3) 
  Occasionally 213 20.3 1.2 (17.9 - 22.8) 
  Rarely 237 22.6 1.3 (20.1 - 25.1) 
  Never 530 50.4 1.5 (47.5 - 53.5) 
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T
able.7: D

eterm
inants of Stressors at w

ork am
ong IT

/IT
E

S professionals 
V

ariable 
(N

) 
L

evel 
(n) 

%
 

95%
 C

.I 

Strict deadlines for w
ork 

1055 

N
ever 

90 
8.5 

( 6.9 - 10.3) 
R

arely 
199 

18.9 
( 16.5 - 21.3) 

O
ccasionally 

286 
27.1 

( 24.5 - 29.8) 
Frequently 

480 
45.5 

( 42.5 - 48.6) 

H
ave control over speed of w

ork 
1051 

A
bsolute control 

468 
44.5 

( 41.6 - 47.6) 
R

elative control 
267 

25.4 
( 22.8 - 28.1) 

V
ery little control 

241 
22.9 

( 20.4 - 25.5) 
N

o control 
75 

7.1 
( 5.6 - 8.7) 

Possess adequate inform
ation about w

ork 
1061 

A
lw

ays. 
425 

40.1 
( 37.2 - 43.1) 

U
sually 

323 
30.5 

( 27.7 - 33.3) 
Som

e%
 not. 

241 
22.7 

( 20.3 - 25.3) 
M

ost of the inform
ation is unclear 

71 
6.7 

( 5.2 - 8.3) 

R
esponse to dilem

m
a at w

ork 
1039 

C
an alw

ays postpone a decision 
266 

25.6 
( 23.0 - 28.3) 

I can usually postpone a decision 
278 

26.8 
( 24.1 - 29.5) 

Som
e%

 can't postpone the decision. 
383 

36.9 
( 34.0 - 39.9) 

A
lw

ays cannot postpone the decision. 
112 

10.8 
( 8.9 - 12.7) 

Support during difficult w
ork situations 

1056 

Y
es, I can nearly alw

ays count on it. 
506 

47.9 
( 44.9 - 51.0) 

Y
es, m

ore often than not. 
361 

34.2 
( 31.4 - 37.1) 

C
an’t really count on getting help. 

142 
13.5 

( 11.4 - 15.6) 
R

arely or never do I get the help 
47 

4.5 
( 3.3 - 5.7) 

K
now

ledge to perform
 

1062 

Y
es, I alw

ays possess the know
ledge 

694 
65.4 

( 62.5 - 68.3) 
Y

es, m
ore often than not. 

238 
22.4 

( 19.9 - 25.0) 
Som

e%
 not, but help available 

115 
10.8 

( 9.0 - 12.8) 
N

ever and don’t get the help 
15 

1.4 
( 0.8 - 2.2) 

M
onotony and L

ack of creative tasks 
1048 

N
ot at all. 

342 
32.6 

( 29.8 - 35.5) 
M

ainly no 
377 

36.0 
( 33.1 - 38.9) 

Som
e tasks are m

onotonous 
262 

25.0 
( 22.4 - 27.7) 

M
ost tasks are m

onotonous 
67 

6.4 
( 5.0 - 7.9) 

Solution to problem
s at w

ork is done 
 

1001 

Frequently 
289 

28.9 
( 26.1 - 31.7) 

O
ccasionally 

55 
5.5 

( 4.1 - 7.0) 
R

arely 
329 

32.9 
( 30.0 - 35.8) 

N
ever 

328 
32.8 

( 29.9 - 35.7) 

E
fficiency of solution resolutions 

669 
Y

es 
545 

81.5 
( 78.6 - 84.5) 

N
o 

124 
18.5 

( 15.6 - 21.5) 
A

buses of Pow
er or V

iolation or N
orm

s of behavior 
1037 

N
ever 

492 
47.4 

( 44.5 - 50.5) 
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R
arely 

362 
34.9 

( 32.1 - 37.9) 
O

ccasionally 
155 

15.0 
( 12.8 - 17.2) 

Frequently 
28 

2.7 
(1.8 - 3.7) 

B
lam

ed for som
eone else's m

istakes 
1042 

N
ever 

445 
42.7 

(39.7 - 45.8) 
R

arely 
378 

36.3 
(33.4 - 39.3) 

O
ccasionally 

187 
18.0 

(15.7 - 20.3) 
Frequently 

32 
3.1 

(2.1 - 4.2) 

C
redit taken by supervisor for the w

ork done by em
ployee 

1033 

N
ever 

423 
41.0 

(38.0 - 44.0) 
Y

es, O
nly once 

267 
25.9 

(23.2 - 28.6) 
Y

es, tw
ice 

66 
6.4 

(4.9 - 7.9) 
Y

es, m
ore than tw

ice 
277 

26.8 
(24.2 - 29.6) 

T
ransparency at w

orkplace 
1039 

V
ery transparent 

396 
38.1 

(35.2 - 41.1) 
Transparent, but unclear at %

 
399 

38.4 
(35.5 - 41.4) 

D
oubtful transparency 

184 
17.7 

(15.4 - 20.1) 
N

ot transparent at all 
60 

5.8 
(4.4 - 7.2) 

C
om

parison w
ith others (hum

iliation) 
1054 

N
ever 

309 
29.3 

(26.6 - 32.1) 
R

arely 
327 

31.0 
(28.3 - 33.9) 

O
ccasionally 

256 
24.3 

(21.7 - 26.9) 
Frequently 

162 
15.4 

(13.2 - 17.6) 

Involved in escalation at w
ork 

1047 

N
ever 

330 
31.5 

(28.7 - 34.4) 
R

arely 
373 

35.6 
(32.8 - 38.6) 

O
ccasionally 

256 
24.5 

(21.9 - 27.1) 
Frequently 

88 
8.4 

(6.8 - 10.1) 

B
ear abusive com

m
unication 

1042 

N
ever 

516 
49.5 

(46.5 - 52.6) 
R

arely 
323 

31.0 
(28.2 - 33.9) 

O
ccasionally 

146 
14.0 

(12.0 - 16.2) 
Frequently 

57 
5.5 

(4.1 - 6.9) 

D
iscrim

ination at w
ork 

1034 
N

o 
770 

74.5 
(71.9 - 77.2) 

Y
es 

264 
25.5 

(22.9 - 28.2) 

Factor for D
iscrim

ination 
301 

G
ender 

62 
20.6 

(16.1 - 25.2) 
R

ace 
55 

18.3 
(13.9 - 22.7) 

C
aste 

22 
7.3 

(4.4 - 10.3) 
R

egion from
 w

hich I belong to 
110 

36.5 
(31.1 - 42.1) 

O
thers 

52 
17.3 

(13.0 - 21.6) 
L

egend: 
  N

: Total sam
ple size, n: sam

ple size in the particular strata; %
: Percentage; SE: Standard error of the percentage; C

I: C
onfidence interval 



  
137 

T
able.8: D

escription of first reading of H
ypertension, (JN

C
 V

II criteria) stratified on socio-econom
ic indicators 

  
 

N
orm

al 
Pre-hypertensive 

Stage-1 
Stage-2 

T
otal 

# 
%

 
C

I 
# 

%
 

C
I 

# 
%

 
C

I 
# 

%
 

C
I 

# 
%

 
C

I 
B

lood 
Pressure 

in 
fam

ily  
Y

es 
81 

7.6 
(6#$#9.2)#

164 
15.3 

(13.2#
$#

17.5)#
102 

9.5 
(7.8#

$#
11.3)#

37 
3.5 

(2.4#
$#

4.6)#
384 

35.9 
(33#

$#
38.8)#

N
o 

162 
15.1 

(13#$#17.3)#
323 

30.2 
(27.5#

$#
33)#

171 
16.0 

(13.8#
$#

18.2)#
31 

2.9 
(1.9#

$#
4)#

687 
64.2 

(61.3#
$#

67.1)#
Total 

243 
22.7 

(20.2#$#25.3)#
487 

45.5 
(42.5#

$#
48.5)#

273 
25.5 

(22.9#
$#

28.2)#
68 

6.4 
(4.9#

$#
7.9)#

1071 
100 

##

G
ender 

M
ale 

146 
13.6 

(11.6#$#15.7)#
324 

30.3 
(27.5#

$#
33.1)#

184 
17.2 

(15#
$#

19.5)#
46 

4.3 
(3.1#

$#
5.6)#

700 
65.4 

(62.6#
$#

68.3)#
Fem

ale 
97 

9.1 
(7.4#$#10.8)#

163 
15.2 

(13.1#
$#

17.4)#
89 

8.3 
(6.7#

$#
10)#

22 
2.1 

(1.3#
$#

3)#
371 

34.6 
(31.8#

$#
37.5)#

Total 
243 

22.7 
(20.2#$#25.3)#

487 
45.5 

(42.5#
$#

48.5)#
273 

25.5 
(22.9#

$#
28.2)#

68 
6.4 

(4.9#
$#

7.9)#
1071 

100 
##

M
arital status 

M
arried 

93 
8.7 

(7.1#$#10.4)#
212 

19.8 
(17.5#

$#
22.3)#

118 
11.0 

(9.2#
$#

13)#
32 

3.0 
(2#

$#
4.1)#

455 
42.6 

(39.6#
$#

45.6)#
Single, 

N
ever 

M
arried 

145 
13.6 

(11.6#$#15.7)#
269 

25.2 
(22.6#

$#
27.8)#

149 
13.9 

(11.9#
$#

16.1)#
36 

3.4 
(2.3#

$#
4.5)#

599 
56.0 

(53.1#
$#

59.1)#
Single, D

ivorced 
3 

0.3 
(0#$#0.6)#

4 
0.4 

(0.1#
$#

0.8)#
2 

0.2 
(0#$#0.5)#

0 
  

(0#$#0)#
9 

0.8 
(0.3#

$#
1.4)#

Single, W
idow

 
2 

0.2 
(0#$#0.5)#

1 
0.1 

(0#$#0.3)#
3 

0.3 
(0#$#0.6)#

0 
  

(0#$#0)#
6 

0.6 
(0.2#

$#
1.1)#

Total 
243 

22.7 
(20.3#$#25.3)#

486 
45.5 

(42.5#
$#

48.5)#
272 

25.4 
(22.9#

$#
28.1)#

68 
6.4 

(4.9#
$#

7.9)#
1069 

100 
##

N
o 

of 
C

hildren 
at 

hom
e 

Less than 4 Y
ears 

O
ld 

38 
12.3 

(8.7#$#16.1)#
98 

31.8 
(26.6#

$#
37.1)#

58 
18.8 

(14.5#
$#

23.3)#
6 

2.0 
(0.4#

$#
3.6)#

200 
64.9 

(59.6#
$#

70.3)#
4 to  12 Y

ears 
O

ld 
15 

4.9 
(2.5#$#7.3)#

31 
10.1 

(6.7#
$#

13.5)#
22 

7.1 
(4.3#

$#
10.1)#

10 
3.3 

(1.3#
$#

5.3)#
78 

25.3 
(20.5#

$#
30.3)#

13 
to 

18 
Y

ears 
O

ld 
1 

0.3 
(0#$#1)#

4 
1.3 

(0.1#
$#

2.6)#
2 

0.7 
(0#$#1.6)#

0 
  

(0#$#0)#
7 

2.3 
(0.6#$#4)#

A
bove 19 Y

ears 
O

ld 
5 

1.6 
(0.3#$#3.1)#

9 
2.9 

(1.1#
$#

4.9)#
5 

1.6 
(0.3#

$#
3.1)#

4 
1.3 

(0.1#
$#

2.6)#
23 

7.5 
(4.6#

$#
10.5)#

Total 
59 

19.2 
(14.8#$#23.6)#

142 
46.1 

(40.6#
$#

51.8)#
87 

28.3 
(23.2#

$#
33.4)#

20 
6.5 

(3.8#
$#

9.3)#
308 

100 
##
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C
aste 

B
rahm

in 
37 

3.5 
(2.4#$#4.6)#

78 
7.3 

(5.8#
$#

8.9)#
35 

3.3 
(2.3#

$#
4.4)#

9 
0.8 

(0.3#
$#

1.4)#
159 

14.9 
(12.8#

$#
17)#

O
ther 

upper 
castes 

103 
9.6 

(7.9#$#11.4)#
212 

19.8 
(17.5#

$#
22.2)#

142 
13.3 

(11.3#
$#

15.3)#
29 

2.7 
(1.8#

$#
3.7)#

486 
45.4 

(42.4#
$#

48.4)#
B

ackw
ard caste 

35 
3.3 

(2.3#$#4.4)#
104 

9.7 
(8#

$#
11.5)#

46 
4.3 

(3.1#
$#

5.6)#
15 

1.4 
(0.7#

$#
2.2)#

200 
18.7 

(16.4#
$#

21.1)#
Scheduled caste 

8 
0.8 

(0.3#$#1.3)#
12 

1.1 
(0.5#

$#
1.8)#

11 
1.0 

(0.5#
$#

1.7)#
1 

0.1 
(0#

$#
0.3)#

32 
3.0 

(2#$#4.1)#

Scheduled tribe 
2 

0.2 
(0#$#0.5)#

6 
0.6 

(0.2#
$#

1.1)#
3 

0.3 
(0#$#0.6)#

0 
  

(0#$#0)#
11 

1.0 
(0.5#

$#
1.7)#

D
ecline 

to 
provide 

58 
5.4 

(4.1#$#6.8)#
75 

7.0 
(5.5#

$#
8.6)#

36 
3.4 

(2.3#
$#

4.5)#
14 

1.3 
(0.7#

$#
2)#

183 
17.1 

(14.9#
$#

19.4)#
Total 

243 
22.7 

(20.2#$#25.3)#
487 

45.5 
(42.5#

$#
48.5)#

273 
25.5 

(22.9#
$#

28.2)#
68 

6.4 
(4.9#

$#
7.9)#

1071 
100.0 

##

E
ducation* 

Pre-D
egree  

3 
0.4 

(0#$#0.8)#
13 

1.6 
(0.8#

$#
2.4)#

8 
1.0 

(0.3#
$#

1.7)#
5 

0.6 
(0.1#

$#
1.2)#

29 
3.5 

(2.3#
$#

4.7)#
G

eneral D
egree 

39 
4.6 

(3.3#$#6.1)#
56 

6.7 
(5#$#8.4)#

52 
6.2 

(4.6#
$#

7.9)#
16 

1.9 
(1#

$#
2.9)#

163 
19.4 

(16.8#
$#

22.1)#
Professional 
D

egree 
63 

7.5 
(5.8#$#9.3)#

164 
19.5 

(16.9#
$#

22.3)#
67 

8.0 
(6.2#

$#
9.9)#

11 
1.3 

(0.6#
$#

2.1)#
305 

36.3 
(33.1#

$#
39.6)#

Post G
raduate  

87 
10.4 

(8.3#$#12.5)#
146 

17.4 
(14.9#

$#
20)#

88 
10.5 

(8.5#
$#

12.6)#
20 

2.4 
(1.4#

$#
3.5)#

341 
40.6 

(37.3#
$#

44)#
PH

D
 

1 
0.1 

(0#$#0.4)#
1 

0.1 
(0#$#0.4)#

0 
  

(0#$#0)#
0 

  
(0#$#0)#

2 
0.2 

(0#$#0.6)#
Total 

193 
23.0 

(20.2#$#25.9)#
380 

45.2 
(41.9#

$#
48.7)#

215 
25.6 

(22.7#
$#

28.6)#
52 

6.2 
(4.6#

$#
7.9)#

840 
100.0 

##

O
w

n a house 
Y

es 
71 

6.8 
(5.3#$#8.3)#

141 
13.4 

(11.4#
$#

15.6)#
98 

9.3 
(7.6#

$#
11.2)#

19 
1.8 

(1.1#
$#

2.7)#
329 

31.4 
(28.6#

$#
34.2)#

N
o 

170 
16.2 

(14#$#18.5)#
337 

32.1 
(29.3#

$#
35)#

165 
15.7 

(13.6#
$#

18)#
48 

4.6 
(3.4#

$#
5.9)#

720 
68.6 

(65.9#
$#

71.5)#
Total 

241 
23.0 

(20.5#$#25.6)#
478 

45.6 
(42.6#

$#
48.6)#

263 
25.1 

(22.5#
$#

27.7)#
67 

6.4 
(5#

$#
7.9)#

1049 
100.0 

##

O
ccupation 

Entry 
24 

2.9 
(1.8#$#4.1)#

29 
3.5 

(2.3#
$#

4.8)#
23 

2.8 
(1.7#

$#
3.9)#

3 
0.4 

(0#
$#

0.8)#
79 

9.5 
(7.5#

$#
11.5)#

Junior 
68 

8.1 
(6.3#$#10.1)#

118 
14.1 

(11.8#
$#

16.5)#
63 

7.5 
(5.8#

$#
9.4)#

25 
3.0 

(1.9#
$#

4.2)#
274 

32.8 
(29.7#

$#
36.1)#
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M
iddle 

M
anagem

ent 
82 

9.8 
(7.8#$#11.9)#

176 
21.1 

(18.4#
$#

23.9)#
104 

12.5 
(10.3#

$#
14.7)#

16 
1.9 

(1#
$#

2.9)#
378 

45.3 
(41.9#

$#
48.7)#

Senior 
M

anagem
ent 

21 
2.5 

(1.5#$#3.6)#
54 

6.5 
(4.8#

$#
8.2)#

24 
2.9 

(1.8#
$#

4.1)#
5 

0.6 
(0.1#

$#
1.2)#

104 
12.5 

(10.3#
$#

14.7)#
Total 

195 
23.4 

(20.5#$#26.3)#
377 

45.2 
(41.8#

$#
48.6)#

214 
25.6 

(22.7#
$#

28.6)#
49 

5.9 
(4.3#

$#
7.5)#

835 
100.0 

##

W
ork T

im
e 

Full tim
e position 

232 
22.0 

(19.5#$#24.5)#
456 

43.2 
(40.3#

$#
46.3)#

261 
24.7 

(22.2#
$#

27.4)#
65 

6.2 
(4.8#

$#
7.7)#

1014 
96.1 

(95#
$#

97.3)#
Part tim

e position 
11 

1.0 
(0.5#$#1.7)#

18 
1.7 

(1#$#2.5)#
9 

0.9 
(0.3#

$#
1.5)#

3 
0.3 

(0#
$#

0.7)#
41 

3.9 
(2.8#

$#
5.1)#

Total 
243 

23.0 
(20.5#$#25.6)#

474 
44.9 

(42#$#48)#
270 

25.6 
(23#

$#
28.3)#

68 
6.5 

(5#$#8)#
1055 

100.0 
##

E
xperience in current 

occupation  
13.1 - 28.0 Y

ears 
3 

0.3 
(0#$#0.7)#

2 
0.2 

(0#$#0.5)#
6 

0.6 
(0.2#

$#
1.1)#

3 
0.3 

(0#
$#

0.7)#
14 

1.3 
(0.7#

$#
2.1)#

7.1 - 12.0 Y
ears 

17 
1.6 

(0.9#$#2.4)#
29 

2.8 
(1.8#

$#
3.8)#

24 
2.3 

(1.4#
$#

3.2)#
6 

0.6 
(0.2#

$#
1.1)#

76 
7.2 

(5.7#
$#

8.8)#
2.1 - 7.0 Y

ears 
124 

11.8 
(9.9#$#13.8)#

283 
26.8 

(24.2#
$#

29.6)#
144 

13.7 
(11.6#

$#
15.8)#

36 
3.4 

(2.4#
$#

4.6)#
587 

55.6 
(52.7#

$#
58.7)#

0.0 - 2.0 Y
ears 

97 
9.2 

(7.5#$#11)#
165 

15.6 
(13.5#

$#
17.9)#

94 
8.9 

(7.2#
$#

10.7)#
22 

2.1 
(1.3#

$#
3)#

378 
35.8 

(33#
$#

38.8)#
Total 

241 
22.8 

(20.4#$#25.4)#
479 

45.4 
(42.4#

$#
48.5)#

268 
25.4 

(22.8#
$#

28.1)#
67 

6.4 
(4.9#

$#
7.9)#

1055 
100.0 

##

T
obacco E

ver U
se 

Y
es 

67 
6.3 

(4.9#$#7.8)#
155 

14.5 
(12.4#

$#
16.6)#

101 
9.4 

(7.7#
$#

11.2)#
30 

2.8 
(1.9#

$#
3.8)#

353 
33.0 

(30.2#
$#

35.8)#
N

o 
176 

16.4 
(14.3#$#18.7)#

332 
31.0 

(28.3#
$#

33.8)#
172 

16.1 
(13.9#

$#
18.3)#

38 
3.6 

(2.5#
$#

4.7)#
718 

67.0 
(64.3#

$#
69.9)#

Total 
243 

22.7 
(20.2#$#25.3)#

487 
45.5 

(42.5#
$#

48.5)#
273 

25.5 
(22.9#

$#
28.2)#

68 
6.4 

(4.9#
$#

7.9)#
1071 

100.0 
##

C
urrent T

obacco U
se 

Y
es 

53 
5.0 

(3.7#$#6.3)#
121 

11.3 
(9.4#

$#
13.2)#

84 
7.8 

(6.3#
$#

9.5)#
24 

2.2 
(1.4#

$#
3.2)#

282 
26.3 

(23.7#
$#

29)#
N

o 
190 

17.7 
(15.5#$#20.1)#

366 
34.2 

(31.4#
$#

37.1)#
189 

17.7 
(15.4#

$#
20)#

44 
4.1 

(3#
$#

5.3)#
789 

73.7 
(71.1#

$#
76.4)#

Total 
243 

22.7 
(20.2#$#25.3)#

487 
45.5 

(42.5#
$#

48.5)#
273 

25.5 
(22.9#

$#
28.2)#

68 
6.4 

(4.9#
$#

7.9)#
1071 

100.0 
##

A
lcohol 

N
ever 

124 
11.6 

(9.7#$#13.5)#
216 

20.2 
(17.8#

$#
22.6)#

93 
8.7 

(7#
$#

10.4)#
26 

2.4 
(1.6#

$#
3.4)#

459 
42.9 

(39.9#
$#

45.9)#
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R
arely 

43 
4.0 

(2.9#$#5.2)#
99 

9.2 
(7.6#

$#
11)#

76 
7.1 

(5.6#
$#

8.7)#
15 

1.4 
(0.7#

$#
2.2)#

233 
21.8 

(19.3#
$#

24.3)#
O

ccasionally 
66 

6.2 
(4.8#$#7.7)#

144 
13.5 

(11.4#
$#

15.5)#
85 

7.9 
(6.4#

$#
9.6)#

20 
1.9 

(1.1#
$#

2.7)#
315 

29.4 
(26.7#

$#
32.2)#

Frequently 
10 

0.9 
(0.4#$#1.6)#

28 
2.6 

(1.7#
$#

3.6)#
19 

1.8 
(1#$#2.6)#

7 
0.7 

(0.2#
$#

1.2)#
64 

6.0 
(4.6#

$#
7.4)#

Total 
243 

22.7 
(20.2#$#25.3)#

487 
45.5 

(42.5#
$#

48.5)#
273 

25.5 
(22.9#

$#
28.2)#

68 
6.4 

(4.9#
$#

7.9)#
1071 

100.0 
##

E
xercise for 20 m

ins 
Y

es 
84 

8.2 
(6.6#$#10)#

181 
17.8 

(15.4#
$#

20.1)#
106 

10.4 
(8.6#

$#
12.3)#

24 
2.4 

(1.5#
$#

3.3)#
395 

38.7 
(35.8#

$#
41.8)#

N
o 

146 
14.3 

(12.2#$#16.5)#
284 

27.8 
(25.1#

$#
30.6)#

154 
15.1 

(12.9#
$#

17.3)#
41 

4.0 
(2.9#

$#
5.3)#

625 
61.3 

(58.3#
$#

64.3)#
Total 

230 
22.6 

(20#$#25.2)#
465 

45.6 
(42.6#

$#
48.7)#

260 
25.5 

(22.9#
$#

28.2)#
65 

6.4 
(4.9#

$#
7.9)#

1020 
100.0 

##

R
egular E

xercise 
Y

es 
85 

8.4 
(6.7#$#10.2)#

177 
17.5 

(15.2#
$#

19.9)#
94 

9.3 
(7.5#

$#
11.1)#

23 
2.3 

(1.4#
$#

3.2)#
379 

37.4 
(34.5#

$#
40.4)#

N
o 

144 
14.2 

(12.1#$#16.4)#
287 

28.3 
(25.6#

$#
31.2)#

162 
16.0 

(13.8#
$#

18.3)#
41 

4.1 
(2.9#

$#
5.3)#

634 
62.6 

(59.7#
$#

65.6)#
Total 

229 
22.6 

(20.1#$#25.2)#
464 

45.8 
(42.8#

$#
48.9)#

256 
25.3 

(22.6#
$#

28)#
64 

6.3 
(4.9#

$#
7.9)#

1013 
100.0 

##

 Legend: 
#: Sam

ple size in the corresponding strata  
%

: Percentage of H
ypertension in sam

ple;  
SE: Standard error of the percentage;  
C

I: C
onfidence interval 

*Educational qualifications: Pre-D
egree : PU

C
, any diplom

as w
ithout bachelor’s degree; G

eneral D
egree: A

ny undergraduate degree such as 
B

A
, B

C
om

, B
B

M
 etc; Professional D

egree: B
E, B

.Tech;  Post G
raduate: M

B
A

, M
.Tech, M

C
A

 etc  
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Table.9: Crude Prevalence Estimates of Hypertension with socio-demographic indicators 
 

Name of the variable Levels Odds Ratio 95% Confidence  
interval 

P Value 

Sector IT Reference     
ITES 1.07 (0.86 - 1.34) 0.57 

Income per month <10000 Reference     
>10001 and <30000 1.30 (0.6 - 2.83) 0.51 
=>30001 and <50000 1.06 (0.49 - 2.31) 0.90 
=>50001 per month 0.85 (0.39 - 1.89) 0.69 

Blood Pressure in the family members Yes Reference     
No 1.33 (1.06 - 1.68) 0.02 

Diagnosed blood pressure earlier Yes Reference     
No 11.08 (6.28 - 19.56) <.0001 

Gender Male Reference     
Female 1.23 (0.97 - 1.55) 0.09 

Marital Status Married Reference     
Single, Never Married 1.17 (0.93 - 1.46) 0.20 
Single, Divorced 1.89 (0.56 - 6.44) 0.32 
Single, Widow 0.96 (0.22 - 4.22) 0.95 

No of Children at home Less than 4 Years Old Reference     
4 to  12 Years Old 0.70 (0.43 - 1.14) 0.16 
13 to 18 Years Old 1.01 (0.25 - 4.1) 0.99 
Above 19 Years Old 0.73 (0.33 - 1.63) 0.45 

Caste Brahmin Reference     
Other upper castes 0.80 (0.57 - 1.11) 0.17 
Backward caste 0.81 (0.55 - 1.19) 0.27 
Scheduled caste 0.85 (0.42 - 1.71) 0.64 
Scheduled tribe 0.95 (0.31 - 2.95) 0.93 
Decline to provide 1.23 (0.83 - 1.82) 0.31 

Education Pre-Degree * Reference     
General Degree ** 1.61 (0.78 - 3.32) 0.21 
Professional Degree *** 2.39 (1.18 - 4.82) 0.02 
Post Graduate **** 2.27 (1.13 - 4.56) 0.03 
PHD 8.79 (0.55 - 142.29) 0.13 

Own a house Yes Reference     
No 1.20 (0.95 - 1.53) 0.14 

Occupation Entry Reference     
Junior 0.84 (0.53 - 1.34) 0.46 
Middle Management 0.83 (0.53 - 1.31) 0.42 
Senior Management 0.88 (0.51 - 1.5) 0.63 

Work Time Full time position Reference     
Part time position 1.17 (0.66 - 2.08) 0.61 

Duration of current occupation  13.1 - 28.0 Years Reference     
7.1 - 12.0 Years 2.60 (0.91 - 7.43) 0.08 
2.1 - 7.0 Years 3.22 (1.21 - 8.54) 0.02 
0.0 - 2.0 Years 3.59 (1.34 - 9.6) 0.02 

Total duration 0.0 - 2.0 Years Reference     
2.1 - 7.0 Years 0.99 (0.74 - 1.34) 0.95 
7.1 - 12.0 Years 0.77 (0.53 - 1.11) 0.16 
13.1 - 28.0 Years 0.38 (0.2 - 0.75) 0.01 

Tobacco Ever Use Yes Reference     
No 1.43 (1.13 - 1.81) 0.01 

Current Tobacco Use  Yes Reference     
No 1.45 (1.13 - 1.87) 0.01 

 
Alcohol 

 
Never 

Reference     

Rarely 0.59 (0.44 - 0.79) 0.01 
Occasionally 0.72 (0.55 - 0.94) 0.02 
Frequently 0.51 (0.31 - 0.82) 0.01 

Exercise for 20 mins Yes Reference     
No 1.09 (0.87 - 1.38) 0.48 
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Table.10: Crude Prevalence Estimates of Hypertension with coping mechanisms 
 
 

Stress domain Levels Odds 
Ratio 

95% 
Confidence  

Interval 

P 
Value 

Help to handle heavy 
object 

Almost Always Reference     
Some % 0.70 (0.49 - 1.01) 0.06 
Almost Never 0.75 (0.52 - 1.09) 0.13 

Modified posture Almost Always Reference     
Some % 0.86 (0.66 - 1.12) 0.26 
Almost Never 0.96 (0.68 - 1.34) 0.79 

Use different parts of 
body 

Almost Always Reference     
Some % 0.82 (0.58 - 1.17) 0.27 
Almost Never 0.76 (0.54 - 1.08) 0.13 

Warm up & stretch Almost Always Reference     
Some % 0.73 (0.55 - 0.98) 0.04 
Almost Never 0.81 (0.59 - 1.11) 0.19 

Pause regularly Almost Always Reference     
Some % 0.78 (0.59 - 1.05) 0.10 
Almost Never 0.88 (0.63 - 1.23) 0.44 

Adjust height Almost Always Reference     
Some % 1.03 (0.8 - 1.33) 0.85 
Almost Never 1.02 (0.74 - 1.41) 0.92 

Change Techniques Almost Always Reference     
Some % 0.85 (0.64 - 1.13) 0.25 
Almost Never 0.83 (0.6 - 1.16) 0.27 

Stop Working Almost Always Reference     
Some % 0.76 (0.58 - 1) 0.05 
Almost Never 0.84 (0.61 - 1.15) 0.27 
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T
able.11: H

ypertension, (First reading, JN
C

 V
II criteria) stratified on contextual stress factors 
 

 
 

N
orm

al 
Pre-H

ypertensive 
Stage-1 

Stage-2 
T

otal 
 

 
 

 
 

 
 

 
 

# 
%

 
C

I 
# 

%
 

C
I 

# 
%

 
C

I 
# 

%
 

SE
 

C
I 

# 
%

 
C

I 

O
SI 

Low
 

80 
7.5 

(5.9%&%9.1)%
176 

16.4 
(14.3%&%18.7)%

93 
8.7 

(7%&%10.4)%
21 

2.0 
0.4 

(1.2%&%2.8)%
370 

34.6 
(31.7%&%37.4)%

M
oderate 

99 
9.2 

(7.6 - 11) 
217 

20.3 
(17.9 - 22.7) 

122 
11.4 

(9.5 - 13.3) 
27 

2.5 
0.5 

(1.6 - 3.5) 
465 

43.4 
(40.5 - 46.4) 

H
igh 

64 
6.0 

(4.6 - 7.4) 
94 

8.8 
(7.1 - 10.5) 

58 
5.4 

(4.1 - 6.8) 
20 

1.9 
0.4 

(1.1 - 2.7) 
236 

22.0 
(19.6 - 24.6) 

Total 
243 

22.7 
(20.2 - 25.3) 

487 
45.5 

(42.5 - 48.5) 
273 

25.5 
(22.9 - 28.2) 

68 
6.4 

0.8 
(4.9 - 7.9) 

1071 
100.0 

  

T
im

e pressure  

Low
 

142 
13.3 

(11.3 - 15.3) 
263 

24.6 
(22 - 27.2) 

123 
11.5 

(9.6 - 13.4) 
36 

3.4 
0.6 

(2.3 - 4.5) 
564 

52.7 
(49.7 - 55.7) 

M
oderate 

73 
6.8 

(5.4 - 8.4) 
173 

16.2 
(14 - 18.4) 

116 
10.8 

(9 - 12.7) 
20 

1.9 
0.4 

(1.1 - 2.7) 
382 

35.7 
(32.8 - 38.6) 

H
igh 

28 
2.6 

(1.7 - 3.6) 
51 

4.8 
(3.5 - 6.1) 

34 
3.2 

(2.2 - 4.3) 
12 

1.1 
0.3 

(0.5 - 1.8) 
125 

11.7 
(9.8 - 13.6) 

Total 
243 

22.7 
(20.2 - 25.3) 

487 
45.5 

(42.5 - 48.5) 
273 

25.5 
(22.9 - 28.2) 

68 
6.4 

0.8 
(4.9 - 7.9) 

1071 
100.0 

  

L
ength of experience  

Low
 

188 
17.6 

(15.3 - 19.9) 
376 

35.1 
(32.3 - 38) 

223 
20.8 

(18.4 - 23.3) 
58 

5.4 
0.7 

(4.1 - 6.8) 
845 

78.9 
(76.5 - 81.4) 

M
oderate 

51 
4.8 

(3.5 - 6.1) 
95 

8.9 
(7.2 - 10.6) 

43 
4.0 

(2.9 - 5.2) 
8 

0.8 
0.3 

(0.3 - 1.3) 
197 

18.4 
(16.1 - 20.8) 

H
igh 

4 
0.4 

(0.1 - 0.8) 
16 

1.5 
(0.8 - 2.3) 

7 
0.7 

(0.2 - 1.2) 
2 

0.2 
0.1 

(0 - 0.5) 
29 

2.7 
(1.8 - 3.7) 

Total 
243 

22.7 
(20.2 - 25.3) 

487 
45.5 

(42.5 - 48.5) 
273 

25.5 
(22.9 - 28.2) 

68 
6.4 

0.8 
(4.9 - 7.9) 

1071 
100.0 

  

Shift w
ork 

Low
 

202 
18.9 

(16.6 - 21.3) 
379 

35.4 
(32.6 - 38.3) 

215 
20.1 

(17.7 - 22.5) 
55 

5.1 
0.7 

(3.9 - 6.5) 
851 

79.5 
(77.1 - 81.9) 

M
oderate 

2 
0.2 

(0 - 0.5) 
6 

0.6 
(0.2 - 1.1) 

6 
0.6 

(0.2 - 1.1) 
1 

0.1 
0.1 

(0 - 0.3) 
15 

1.4 
(0.7 - 2.2) 

H
igh 

39 
3.6 

(2.6 - 4.8) 
102 

9.5 
(7.8 - 11.3) 

52 
4.9 

(3.6 - 6.2) 
12 

1.1 
0.3 

(0.5 - 1.8) 
205 

19.1 
(16.8 - 21.6) 

Total 
243 

22.7 
(20.2 - 25.3) 

487 
45.5 

(42.5 - 48.5) 
273 

25.5 
(22.9 - 28.2) 

68 
6.4 

0.8 
(4.9 - 7.9) 

1071 
100.0 

  

Job C
ontrol  

Low
 

86 
8.0 

(6.4 - 9.7) 
205 

19.1 
(16.8 - 21.6) 

114 
10.6 

(8.8 - 12.5) 
25 

2.3 
0.5 

(1.5 - 3.3) 
430 

40.2 
(37.3 - 43.1) 

M
oderate 

113 
10.6 

(8.8 - 12.4) 
217 

20.3 
(17.9 - 22.7) 

122 
11.4 

(9.5 - 13.3) 
31 

2.9 
0.5 

(1.9 - 4) 
483 

45.1 
(42.2 - 48.1) 

H
igh 

44 
4.1 

(3 - 5.3) 
65 

6.1 
(4.7 - 7.6) 

37 
3.5 

(2.4 - 4.6) 
12 

1.1 
0.3 

(0.5 - 1.8) 
158 

14.8 
(12.7 - 16.9) 

Total 
243 

22.7 
(20.2 - 25.3) 

487 
45.5 

(42.5 - 48.5) 
273 

25.5 
(22.9 - 28.2) 

68 
6.4 

0.8 
(4.9 - 7.9) 

1071 
100.0 

  

Incom
e 

Low
 

123 
11.5 

(9.6 - 13.4) 
257 

24.0 
(21.5 - 26.6) 

148 
13.8 

(11.8 - 15.9) 
43 

4.0 
0.6 

(2.9 - 5.2) 
571 

53.3 
(50.4 - 56.4) 

M
oderate 

83 
7.8 

(6.2 - 9.4) 
170 

15.9 
(13.7 - 18.1) 

81 
7.6 

(6 - 9.2) 
23 

2.2 
0.4 

(1.3 - 3.1) 
357 

33.3 
(30.6 - 36.2) 

H
igh 

37 
3.5 

(2.4 - 4.6) 
60 

5.6 
(4.3 - 7) 

44 
4.1 

(3 - 5.3) 
2 

0.2 
0.1 

(0 - 0.5) 
143 

13.4 
(11.4 - 15.4) 

Total 
243 

22.7 
(20.2 - 25.3) 

487 
45.5 

(42.5 - 48.5) 
273 

25.5 
(22.9 - 28.2) 

68 
6.4 

0.8 
(4.9 - 7.9) 

1071 
100.0 

  

A
utonom

y  

Low
 

104 
9.7 

(8 - 11.5) 
228 

21.3 
(18.9 - 23.8) 

152 
14.2 

(12.1 - 16.3) 
29 

2.7 
0.5 

(1.8 - 3.7) 
513 

47.9 
(45 - 50.9) 

M
oderate 

121 
11.3 

(9.4 - 13.2) 
223 

20.8 
(18.4 - 23.3) 

97 
9.1 

(7.4 - 10.8) 
29 

2.7 
0.5 

(1.8 - 3.7) 
470 

43.9 
(41 - 46.9) 

H
igh 

18 
1.7 

(1 - 2.5) 
36 

3.4 
(2.3 - 4.5) 

24 
2.2 

(1.4 - 3.2) 
10 

0.9 
0.3 

(0.4 - 1.6) 
88 

8.2 
(6.6 - 9.9) 

Total 
243 

22.7 
(20.2 - 25.3) 

487 
45.5 

(42.5 - 48.5) 
273 

25.5 
(22.9 - 28.2) 

68 
6.4 

0.8 
(4.9 - 7.9) 

1071 
100.0 

  

A
ppreciation  

Low
 

123 
11.5 

(9.6 - 13.4) 
258 

24.1 
(21.6 - 26.7) 

132 
12.3 

(10.4 - 14.3) 
35 

3.3 
0.5 

(2.3 - 4.4) 
548 

51.2 
(48.2 - 54.2) 

M
oderate 

75 
7.0 

(5.5 - 8.6) 
154 

14.4 
(12.3 - 16.5) 

93 
8.7 

(7 - 10.4) 
20 

1.9 
0.4 

(1.1 - 2.7) 
342 

31.9 
(29.2 - 34.8) 

H
igh 

45 
4.2 

(3 - 5.5) 
75 

7.0 
(5.5 - 8.6) 

48 
4.5 

(3.3 - 5.8) 
13 

1.2 
0.3 

(0.6 - 1.9) 
181 

16.9 
(14.7 - 19.2) 

Total 
243 

22.7 
(20.2 - 25.3) 

487 
45.5 

(42.5 - 48.5) 
273 

25.5 
(22.9 - 28.2) 

68 
6.4 

0.8 
(4.9 - 7.9) 

1071 
100.0 

  

Physical environm
ent 

Low
 

150 
14.0 

(12 - 16.1) 
308 

28.8 
(26.1 - 31.5) 

184 
17.2 

(15 - 19.5) 
42 

3.9 
0.6 

(2.8 - 5.1) 
684 

63.9 
(61 - 66.8) 

M
oderate 

53 
5.0 

(3.7 - 6.3) 
116 

10.8 
(9 - 12.7) 

61 
5.7 

(4.4 - 7.1) 
19 

1.8 
0.4 

(1 - 2.6) 
249 

23.3 
(20.8 - 25.8) 

H
igh 

40 
3.7 

(2.6 - 4.9) 
63 

5.9 
(4.5 - 7.3) 

28 
2.6 

(1.7 - 3.6) 
7 

0.7 
0.3 

(0.2 - 1.2) 
138 

12.9 
(10.9 - 14.9) 

Total 
243 

22.7 
(20.2 - 25.3) 

487 
45.5 

(42.5 - 48.5) 
273 

25.5 
(22.9 - 28.2) 

68 
6.4 

0.8 
(4.9 - 7.9) 

1071 
100.0 

  
W

ork environm
ent  

Low
 

108 
10.1 

(8.3 - 11.9) 
226 

21.1 
(18.7 - 23.6) 

136 
12.7 

(10.8 - 14.7) 
30 

2.8 
0.5 

(1.9 - 3.8) 
500 

46.7 
(43.7 - 49.7) 
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N
orm

al 
Pre-H

ypertensive 
Stage-1 

Stage-2 
T
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# 
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C

I 
# 
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C
I 

# 
%

 
C

I 
# 

%
 

SE
 

C
I 

# 
%

 
C

I 
M

oderate 
84 

7.8 
(6.3 - 9.5) 

184 
17.2 

(15 - 19.5) 
94 

8.8 
(7.1 - 10.5) 

17 
1.6 

0.4 
(0.9 - 2.4) 

379 
35.4 

(32.6 - 38.3) 
H

igh 
51 

4.8 
(3.5 - 6.1) 

77 
7.2 

(5.7 - 8.8) 
43 

4.0 
(2.9 - 5.2) 

21 
2.0 

0.4 
(1.2 - 2.8) 

192 
17.9 

(15.7 - 20.3) 
Total 

243 
22.7 

(20.2 - 25.3) 
487 

45.5 
(42.5 - 48.5) 

273 
25.5 

(22.9 - 28.2) 
68 

6.4 
0.8 

(4.9 - 7.9) 
1071 

100.0 
  

A
ffect 

Low
 

94 
8.8 

(7.1 - 10.5) 
230 

21.5 
(19.1 - 24) 

114 
10.6 

(8.8 - 12.5) 
23 

2.2 
0.4 

(1.3 - 3.1) 
461 

43.0 
(40.1 - 46.1) 

M
oderate 

84 
7.8 

(6.3 - 9.5) 
171 

16.0 
(13.8 - 18.2) 

108 
10.1 

(8.3 - 11.9) 
25 

2.3 
0.5 

(1.5 - 3.3) 
388 

36.2 
(33.4 - 39.2) 

H
igh 

65 
6.1 

(4.7 - 7.6) 
86 

8.0 
(6.4 - 9.7) 

51 
4.8 

(3.5 - 6.1) 
20 

1.9 
0.4 

(1.1 - 2.7) 
222 

20.7 
(18.3 - 23.2) 

Total 
243 

22.7 
(20.2 - 25.3) 

487 
45.5 

(42.5 - 48.5) 
273 

25.5 
(22.9 - 28.2) 

68 
6.4 

0.8 
(4.9 - 7.9) 

1071 
100.0 

  
 

#: Sam
ple size in the corresponding strata  

%
: Percentage of H

ypertension in sam
ple;  

SE: Standard error of the percentage;  
C

I: C
onfidence interval 
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Table.12: Crude estimates of Hypertension with contextual stress domains 
 
 

Stress domain Levels Odds 
Ratio 

95% 
Confidence  

interval 

P 
Value 

Occupational Stress 
Index 

Low Reference     
Moderate 0.97 (0.75 - 1.24) 0.77 
High 1.05 (0.78 - 1.42) 0.77 

Time related stress 
factors 

Low Reference     
Moderate 0.74 (0.58 - 0.94) 0.02 
High 0.73 (0.51 - 1.05) 0.09 

Duration related stress 
factors 

Low Reference     
Moderate 1.34 (1.01 - 1.79) 0.05 
High 0.88 (0.45 - 1.74) 0.71 

Shift related stress 
factors 

Low Reference     
Moderate 0.56 (0.22 - 1.43) 0.23 
High 0.92 (0.69 - 1.22) 0.54 

Control related stress 
factors 

Low Reference     
Moderate 1.10 (0.86 - 1.39) 0.48 
High 1.23 (0.88 - 1.72) 0.25 

Income related stress 
factors 

Low Reference     
Moderate 1.17 (0.92 - 1.5) 0.21 
High 1.22 (0.87 - 1.72) 0.26 

Autonomy related 
stress factors 

Low Reference     
Moderate 1.39 (1.1 - 1.76) 0.01 
High 0.86 (0.57 - 1.31) 0.48 

Appreciation related 
stress factors 

Low Reference     
Moderate 0.94 (0.73 - 1.2) 0.60 
High 0.97 (0.72 - 1.33) 0.85 

Physical related stress 
factors 

Low Reference     
Moderate 1.00 (0.76 - 1.3) 0.95 
High 1.45 (1.03 - 2.03) 0.04 

Work environment 
related stress factors 

Low Reference     
Moderate 1.13 (0.89 - 1.45) 0.34 
High 1.06 (0.78 - 1.45) 0.71 

Emotional related 
stress factors 

Low Reference     
Moderate 0.91 (0.71 - 1.17) 0.45 
High 1.13 (0.84 - 1.52) 0.44 

 
*Contextual stress domains were estimated based on our qualitative study, which contained 
Specific questions describing the stressful conditions of the IT/ITES industry collected from  
the IT/ITES Professionals 
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Table.13: Crude estimates for age groups with Hypertension in IT/ITES professionals 
 

 

Age-group Normal 
n (%) 

Pre Hypertensive 
n (%) 

Stage 1 
n (%) 

Stage 2 
n (%) 

Total 
n (%) 

OR 
 95% CI P Value 

  Hypertension, JNC VII classification, First reading  

19 to 25 Years 67 
(25.19) 

122 
(45.86) 

61 
(22.93) 

16 
(6.02) 

266 
(24.84) Ref - - 

26 to 30 Years 124 
(23.44) 

246 
(46.5) 

132 
(24.95) 

27 
(5.1) 

529 
(49.39) 0.94 

(0.72 - 1.24) 
0.67 

31 to 35 Years 43 
(19.82) 

100 
(46.08) 

58 
(26.73) 

16 
(7.37) 

217 
(20.26) 0.77 

(0.55 - 1.07) 
0.12 

36 to 55 Years 9 
(15.25) 

19 
(32.2) 

22 
(37.29) 

9 
(15.25) 

59 
(5.51) 0.38 

(0.23 - 0.65) 
0.00 

  Hypertension, JNC VII classification, Second reading 

19 to 25 Years 46 
(25.7) 

91 
(50.84) 

33 
(18.44) 

9 
(5.03) 

179 
(23.46) Ref - - 

26 to 30 Years 94 
(24.54) 

188 
(49.09) 

89 
(23.24) 

12 
(3.13) 

383 
(50.2) 0.92 (0.67 - 1.29) 0.64 

31 to 35 Years 35 
(22.44) 

51 
(32.69) 

58 
(37.18) 

12 
(7.69) 

156 
(20.45) 0.52 (0.35 - 0.77) 0.00 

36 to 55 Years 6 
(13.33) 

19 
(42.22) 

14 
(31.11) 

6 
(13.33) 

45 
(5.9) 0.40 (0.22 - 0.73) 0.00 
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Table.14: Adjusted Estimates of Hypertension (JNC VII, 2nd readings) with 
contextual domains of Job Stress 

 

Variable Levels OR 95% CI P Value 
Occupational Stress Index 1 1.01 (1 - 1.03) 0.17 
          
Occupational Stress Index (tertiles) Low Reference   

Moderate 1.02 (0.75 - 1.4) 0.90 
High 1.16 (0.8 - 1.69) 0.44 

          
Time related stress factors Low Reference   

Moderate 0.92 (0.68 - 1.24) 0.57 
High 0.81 (0.54 - 1.25) 0.34 

Duration related stress factors Low Reference   
Moderate 1.19 (0.85 - 1.68) 0.32 
High 0.56 (0.27 - 1.16) 0.11 

Shift related stress factors Low Reference   
Moderate 1.29 (0.44 - 3.76) 0.65 
High 0.90 (0.64 - 1.29) 0.57 

Income related stress factors Low Reference   
Moderate 0.99 (0.74 - 1.34) 0.94 
High 1.29 (0.84 - 1.99) 0.25 

Autonomy related stress factors Low Reference   
Moderate 1.40 (1.06 - 1.87) 0.02 
High 1.11 (0.67 - 1.86) 0.68 

Appreciation related stress factors Low Reference   
Moderate 1.06 (0.78 - 1.44) 0.72 
High 1.06 (0.73 - 1.56) 0.75 

Work environment related stress 
factors 

Low Reference   
Moderate 1.31 (0.97 - 1.77) 0.09 
High 1.48 (1.02 - 2.17) 0.04 

Control related stress factors Low Reference   
Moderate 1.05 (0.78 - 1.43) 0.74 
High 1.11 (0.74 - 1.68) 0.61 

Emotional related stress factors Low Reference   
Moderate 1.12 (0.83 - 1.53) 0.47 
High 1.10 (0.77 - 1.58) 0.63 

#Adjusted for age, gender, waist by hip circumference, family history of high blood pressure, 
socio-economic status, marital status, tobacco ever use, regular exercises for at least 20 minutes 
daily and alcohol use. 
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Fig.2:'Diagram'depic0ng'OR'of'Hypertension'with'number'of'years'of'work'
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Chapter.5. Determinants of sexual behaviour and their association with occupational stress 
among IT/ITES professionals of Bengaluru, India 

 
Abstract 

 
Objective: There are several studies reporting spread of HIV/AIDS and other sexually 

transmitted diseases (STDs) in India and their association with high-risk sexual activities. Little 

information has been available about sexual behavior in specialized occupational groups such 

as IT/ITES professionals in India. Studies identifying high-risk sexual behaviors are needed to 

formulate effective prevention programs. 

 

Methods: A cross-sectional study was done to estimate occupational stress and its association 

with high-risk sexual behavior using a mixed sampling method. The study was anonymous and 

confidentiality was assured to volunteers. Participants completed a self-administered 

questionnaire on high-risk sexual behaviors including sexual intercourse with irregular partners 

and multiple partners, paying for sexual intercourse and not using condoms.  

 

Results: In total, 1071 subjects completed the questionnaire. The proportion of IT/ITES 

workers who had irregular sexual partners was 8% (out of 884) and multiple partners was 5% 

(out of 914). Among the 964 workers who answered the question, only 4% reported having paid 

for sex in the last 3 months. Among 619 participants who responded to the condom usage 

question, 74.3% reported not using a condom during their last vaginal intercourse with their 

wife/husband/regular partner. Regression estimates indicated that workers with high physical 

stressors had 6 times higher odds of having paid for sex in last 3 months, and those with 

moderate level of income related stress had 1.5 times higher likelihood of not using condom 

during the last sexual intercourse with their wife/husband/regular partner. 

 

Conclusions: There is scope for starting prevention programs among young professionals in 

the IT/ITES sector to mitigate their possible risk behaviors. As a first step towards this, 

improving awareness in promoting safe sex practices and promoting knowledge in alleviating 

high-risk behaviors in IT/ITES might be useful. 
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Chapter.5. Determinants of sexual behaviour and their association with occupational stress 
among IT/ITES professionals of Bengaluru, India 

 

Introduction 

 
Targeted intervention programs to prevent the transmission of Human Immunodeficiency 

Virus (HIV) among high-risk groups such as female sex workers (FSWs) and men who have 

sex with men (MSM) have been scaled up considerably over the past few years in India. (1, 

2) In addition to this, the National AIDS Control Program in India has also been expanded to 

target clients of Female Sex Workers (FSWs). (2) The HIV epidemic in India has undergone 

many changes since the diagnosis of the first case in 1986. The epidemic is now gradually 

spreading into the general population and how much this spread has already taken place is 

difficult to assess accurately due to the lack of systematic HIV estimation methodology involving 

the general population of India.  Unlike sex workers and attendees of the clinics for sexually 

transmitted infections (STI), different occupational groups have not yet been targeted for HIV 

risk reduction programs in India. In order to reduce the risk of HIV among these occupational 

groups, it is very important to understand the patterns of their sexual behaviour. As sexual 

contact with their husbands is considered to be the most important risk factor for most married 

Indian women, having husbands residing away from home for months due to occupational 

requirements may also be associated with increased risk for the transmission of HIV to their 

wives. (3-6) Although commercial sex workers and health care workers are considered to be at 

higher risk of HIV acquisition, the risks for other occupational groups remain understudied. 

Workers in different Occupations will be affected heterogeneously and the estimation of the risk 

of HIV acquisition of these groups requires detailed study of the sexual behavior patterns of 

them. 

 

Liu et al (7) suggest that in the US, an HIV-infected worker would cost an employer $37,320 for 
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asymptomatic individuals and $US 50,374 for symptomatic individuals per person-year in 2002. 

The authors mention that costs to businesses are mostly due to higher costs for insurance 

premiums, welfare benefits, less productivity, new recruitment and training, and downsized 

economies and labor markets. (7). Rosen et al write in their review that “It is evident that AIDS 

has raised both risks and costs of doing business in South Africa, but the threat it poses to 

companies in other developing countries like China and India has so far been ignored” (8). It is 

evident that identifying high risk behavioural patterns in specific occupational groups and 

planning HIV prevention programs targeting those groups based on those risk behavior patterns 

may be the most cost-effective way for dealing with the threat of HIV in terms of improvement 

and sustenance of the productivity of the working sector. Data on HIV prevention costs from the 

"Prevent AIDS: Network for Cost-Effectiveness Analysis" (PANCEA) project in five low and 

middle-income countries including India suggests that unit costs for prevention programs would 

decrease with increasing scale across a wide range of service types. (9, 10) 

 

The actual prevalence of other STIs might also vary across occupations, as some groups may 

be at higher risk than others. In India, evidence suggests that jobs with high mobility are likely to 

be at high risk. Long distance truck drivers and their assistants, apart from being at higher risk, 

are also found to have important roles in the transmission of HIV. (11-13) Results of a study 

involving workers of various private sectors in Karnataka (10)  did show that workers engaged in 

mining, garment/textile, sugar, construction/infrastructure, and fishing industries were at high-

risk of HIV acquisition. A study on the sexual behavior of garment/textile workers in the southern 

Indian state of Tamil Nadu has also documented risky behavior among them.(14) In a study 

conducted among 995 men workers, aged 15-24 years from a knit city in south India, the results 

indicated that higher income and having more girl friends were associated with greater likelihood 

for engaging in risky sexual behaviors. (15) In a study involving 3008 men recruited from 11 

cities across Indonesia in 2009, the potential for HIV/AIDS transmission was found to vary 
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across occupational groups. (16) Higher HIV prevalence in comparison with other occupational 

groups have been documented among the workers of the mining sector in South Africa (17-19) 

and sugar sector in Malawi (20) and South Africa. (21)Similarly, fishermen have been 

considered a high-risk group for HIV, based on studies from Goa in India (22), Uganda (23) and 

Tanzania. (24, 25). It is important to note that not many studies have targeted professional 

workers and those who do specialized work such as software professionals.   

 

In the year 2012, the approximate number of professionals employed directly in the Information 

Technology (IT) and Information Technology Enabled Services (ITES) in India was expected 

to reach 2.8 million. In 1998, these two sectors contributed 1.2 per cent of the national GDP of 

India and in 2012 it is estimated to have reached 7.5 per cent. The share of total Indian exports 

held by these two sectors increased from less than 4 per cent in the 1998 financial year to about 

25 per cent in 2012 financial year (26) The majority of the employees in ITES sector are young 

undergraduates from low to middle income families who earn around $200-$400 per month. 

Among the employees in I.T industries, the age varies between 22 and 30 years, 60-70% were 

male and earn typically around INR $600-$1000 per month. (27-29). Factors like income, 

younger age, staying away from family may influence sexual behaviors of the young workers.  

 

The current study was designed to study the occupational groups of workers in the I.T and 

I.T.E.S. sectors in Bengaluru, India. We hypothesized that; workers in these two sectors 

exhibit specific sexual behavior patterns. Proper understanding of these behavioural 

patterns thus can be considered as an initial step for designing future intervention efforts. In 

this context, the current study offers a model for assessing the sexual behavior patterns and 

their determinants among IT/ITES professionals in Bengaluru, capital city of Karnataka. In 

specific, our study is aimed at understanding high-risk sexual behaviour and safe sex 

practices among IT/ITES professionals.  
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Methods 
 
We conducted a cross sectional study of IT/ITES professionals in Bengaluru, the capital city of 

Karnataka. The source population comprised all I.T/I.T.E.S professionals aged 20-59 years 

working in “technical functions” in twenty-one selected worksites (units) of I.T/I.T.E.S sector and 

willing to join the study. By “technical functions”, we mean all job categories involved in a 

human-computer interface within the four companies selected for the study. IT is a broad 

discipline, which uses computer technology in managing and processing information, especially 

in large organizations. In particular, IT deals with the use of electronic computers and computer 

software to convert, store, protect, process, transmit and retrieve information. ITES is a form of 

outsourced service, which has emerged due to the involvement of IT in various fields such as 

banking and finance, telecom, insurance and others. Some of the examples of ITES are medical 

transcription, business process activities such as accounting, insurance claims and credit card 

processing etc.  

 
Eligibility criteria and Selection of subjects:  We included workers in IT and ITES industry 

who were 20-59 years and were working as “technical workers”. A technical worker is any 

person who belongs to a designated job classification as per the revised Indian National 

Classification of Occupations (NCO) - 2004 (30), and in specific, we defined “Technical worker” 

as a worker whose primary work/designation involves specific job codes (30, 31)   

 

We excluded workers aged less than 20 years and older than 59 years, management and 

support staff workers, who were not directly involved in I.T/I.T.E.S sector (white collar workers) 

and workers whose job designation did not fall in the codes listed in the inclusion criteria (eg:- 

drivers, security guard) and workers who have worked for less than 1 year at the time of the 

interview. 
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Sample size: To calculate the sample size for a single proportion, we used the formula: 

 n = [Z1-α/2]2 p(1-p)/d2,  
(Where α = significance level: 0.05 p = expected prevalence of Hypertension, d = desired 

precision which is half of the 95% CI) provided by Daniel et al, (32) and estimated the sample 

size using a sample size calculator. (33). We included 1071 subjects in our study of whom 509 

were from the IT sector and 472 subjects were from the ITES sector. These subjects were 

volunteers who approached our research staff and agreed to participate. The details of the 

sample size calculation and method of recruitment is mentioned in the general methods section. 

(34) 

 

The study was anonymous and did not collect identifying information from the volunteers. In 

addition, confidentiality was assured with respect to the collection of information and for 

restricted use of it only for the analysis of the study. After understanding all the required 

information, participants completed a self-administered questionnaire as part of the cross-

sectional study in which sexual behaviour was assessed by a series of questions. The detailed 

questionnaire is attached in appendix.1. A detailed description of measures for the socio-

demographic and general behavior of the participating professionals is described in the methods 

section. (34) In this study, we describe the measures related to sexual behavior. 

 
Measures: 
 
Information on high risk sexual behaviour was collected by seeking categorical answers yes or 

no for “Other than your wife or husband or partner, do you have another regular sexual partner 

whom you don’t pay to have sex?”, “Currently, do you have multiple partners for Sex?” and “In 

last 3 months, did you pay to have sexual intercourse with another person (male of female)?”. 

Also frequency of vaginal intercourse in last 3 months with other sexual partner (other than 

wife/husband/regular partner) whom the participants didn’t pay to have sex was enquired. 
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Number of vaginal intercourses with other sexual partners in last 3 months was reclassified as: 

0=none, 1-6=occasional, 7-21=sometimes and >21=often. History of same sex intercourse was 

also enquired for seeking categorical answer, yes or no. 

 

Safe sex practices were assessed by asking whether one used condom the last time he/she had 

vaginal intercourse with wife/partner/husband, who made the decision to use/not use the 

condom at that time and what was the reason for not using condoms every time he/she had 

vaginal intercourse with their wife/partner/husband.  

 

Details of the measures related to contextual domains of occupational stress are described in 

detail in the methods section. (34) Job Stressors are defined as “working conditions that may 

lead to Acute Reactions, or strains in the worker.” (34) We used “contextual stress domains” (34)  

developed as a result of qualitative study to assess job stress.(35)  

 
Data Analysis 
 
The collected data were entered in MS excel and cleaned. The data from the cross sectional 

survey was analyzed using SAS 9.1.3104(36). Descriptive analysis was done to determine the 

distribution of the socio-demographic and general behavioral characteristics of the participants, 

occupation stress and sexual behaviors. In the descriptive analyses of the categorical variables, 

frequencies, proportions and corresponding 95% confidence intervals were calculated using the 

survey frequency estimation method to incorporate the design effect associated with our cross-

sectional collection of data.  

 

Means and corresponding 95% confidence intervals of the continuous variables like age at 

marriage and age while having paid for sex for the first time in life were also derived. We used 
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logistic regression to calculate unadjusted estimates for the association of the sexual behaviors 

with socio-demographic and general characteristics and occupational stressors.  

 

Next we repeated our logistic regression analyses for each of these associations while 

controlling for gender, marital status, ever use of tobacco, regular physical exercise and habit of 

drinking alcohol as from prior information based on literature review.(10, 11, 15, 17-19, 27, 28, 

34, 37-52) These confounders were included in the model based on assumptions that are borne 

out of literature. While performing regressions using models for frequency of vaginal intercourse 

with irregular partner in last 3 months, cumulative logistic regressions were used for efficient 

analyses as these outcome variables had more than 2 categories. 

 
Results 
 
Information regarding 1071 voluntary participants was included in our analysis. The number of 

responses varied across interview questions and different questions were not applicable to 

different participants. Hence in both our descriptive and associational analyses numbers of 

included observations did vary for different variables of interest. The socio-demographic and 

general characteristics and occupational stress are described in the paper on methods.  

 

Refusals: We invited 1369 IT/ITES professionals to participate in the study. The refusal rate was 

4.7% (n=64). Further, 13% of professionals didn’t return the questionnaires after they took them. 

Among the people who returned the questionnaire (1134), we found 51 to be ineligible, as they 

had worked less than one year. An additional 12 subjects with missing data on inclusion criteria 

were not included in the analysis. Hence the non-participation rate was 18%.  

 
Completeness: Among 1071 eligible subjects, the percentage of completeness on sensitive 

questions varied. The completeness for some of the questions was good such as the questions 

related to marital status (99.8% answered it), Paid for sex (90%), Married More Than Once 
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(85.7%), multiple Sex Partner (85.3%), same sex intercourse (85.6%), frequency of intercourse 

in the last 3 months with irregular partner (82.5) and frequency of intercourse in the last month 

(77.6). However, the completeness of answering some questions was poor such as condom 

Usage (57.8%). In particular, the completeness for reasons why people do not use condoms 

was poor. Only 30-40% of the participants chose each of the reasons listed for not using 

condoms. [Decision to use condoms (30.7%), Condom Not necessary with wife (40.1%), don’t 

like using condom (38.2%), Condom reduces pleasure (35.4%), want to have a child (36.4%), 

wife is pregnant (34.4%), don’t have condom at the time of sex (35.4%), did not think about 

using condom (34.8%), use other contraceptives (35.3%) and other reasons (4.4%)] 

 

Distribution of the sexual behaviour and related factors are presented in table 1a (categorical 

variables), condom use in Table.1b and continuous variables are presented in Table 1b. Out of 

1069 subjects for whom we had the information on marital status, 42.6% of male and 42.2% of 

female professional were married. Among 918 subjects who answered the question regarding 

number of marriages, only 3.2% males and 4.2% of females were married more than once. Out 

of 434 subjects who answered the question regarding who usually initiates sex among the 

partners, around 74% of males and females reported that both husband and wife take the 

decision together. (Table-1a) 

 

The mean age at marriage of among male professionals was 27.1 years and for females was 

26.7 years. (Table-1c) 

 

The results of descriptive, crude analysis and adjusted estimates are presented based on the 

type of outcome. The determinants of sexual risk behaviors assessed were of sexual intercourse 

with irregular partner, multiple partners, paid for sex and same sex intercourse. We assessed 

safe sex practices by examining the condom use among participants. We present the results 
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based on each of the outcome and examine their relation with each domain of occupational 

stress domains.  

 
Sexual intercourse with irregular partners  
 
Descriptive analysis: 884 subjects answered the question regarding the frequency of having 

vaginal intercourse in last 3 months with other (other than wife/husband /regular partner) sexual 

partners whom they didn’t pay to have sex. 79.7% of males and 69.4% of females reported not 

having intercourse with such a partner in the last 3 months whereas 6% of males and 13% 

females reported often having intercourse with irregular partner in last 3 months. Only 4.2% of 

males indicated that they occasionally have sexual intercourse with non-paid irregular partners 

while this proportion was 14% among females. (Table-1a) 

 

Crude analysis: Divorced professionals were 70% more likely to have frequent sexual 

intercourse with irregular partners in last 3 months. Participants earning more than $950 per 

month were 80% less likely to have higher frequency of intercourse in last 3 months with 

irregular partners compared to those earning less than $200. ITES workers were 80% more 

likely, occasional users of alcohol drinkers were 30% less likely and frequent users of alcohol 

drinkers were 40% less likely to have higher frequency of intercourse in last 3 months with 

irregular partners. Participants with high job control stressors were 60% more likely and high 

autonomy were 10% less likely to have higher frequency of sexual acts in last 3 months with 

irregular partners. (Table 2a) 

 

Adjusted estimates: Participants with moderate level of stress related to length of experience 

were 70% less likely, and high level of shift related stress were 60% less likely to have higher 

frequency of sexual intercourse with their irregular partner in last 3 months. (Table 3a) 

 
Multiple partners  



 

 167 

 
Descriptive analysis: Among 914 subjects who answered the question, only 6.4% of males and 

3.6% of females reported having multiple sexual partners. (Table-1a) 

 

Crude analysis: Single workers were 50% less likely to have multiple partners than those who 

were married. Non-users of tobacco had 70% lower likelihood for ever use and 80% lesser 

likelihood of current use of having multiple partners. Workers with moderate levels of income 

related stress were 60% less likely to have multiple partners and appreciation related stress 

were twice that of their respective low levels of stress. (Table-2b) 

 

Adjusted estimates:. The results for adjusted estimates were not statistically significant for any 

of the stressors (Table 3b) 

 
 
Paid for sex 
 
Descriptive analysis: 964 subjects answered the question regarding having paid for sex in last 3 

months. Only 5% males and 2% females reported having paid for sex in the last 3 months. 

(Table-1a) 59 males and 4 female workers reported that they had ever paid to have sex with a 

mean age at first paid for sex of 24.9 and 27.7 years respectively. (Table-1a)  

 

Crude analysis: Females and singles were 60% less likely, singles, participants who never used 

and who currently do not use tobacco were 70% less likely of having had paid for sex in the last 

3 months. Participants from outside Bengaluru, occasional users of injectable drugs and non-

injectable drug users were more likely of having paid for sex in the last 3 months. (Table-2c) 

  

Adjusted estimates: Workers who had high level of physical stressors compared to those with 

lower levels had 6 times higher odds of having paid for sex in last 3 months. (Table-3c) 
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Same sex intercourse 
 
Descriptive analysis: Of the 917 participants who chose to answer the question; only 7% male 

and 3% female professionals mentioned having same sex intercourse. (Table-1a) 

 

Crude analysis: Among the participating IT/ITES workers, those with professional degree had 

80% lesser likelihood with reference to those with pre-degree level of education; never users 

and current non-users of tobacco had 60% lower odds of having same sex intercourse.  

Frequent alcohol drinkers had thrice-higher likelihood, rare users of injectable drugs and non-

injectable drugs had higher likelihood of having same sex intercourse. (Table-2d) 

Adjusted estimates: The results for adjusted estimates were not statistically significant for any of 

the stressors  (Table-3d) 

 
Condom use 
 
Descriptive analysis: Among 619 participants who responded to the condom usage question, 

74% (both male and female workers) reported not using a condom during their last vaginal 

intercourse with their wife/husband/regular partner. 329 interviewees chose to answer the 

question regarding who makes the decision of using condom or not. 59% males and 50% 

female mentioned that both the participant and his/her partner together made the decision, while 

only 18% males and 16% females reported the decision being taken by the partner alone. Out of 

the 430 persons who responded the question on reason for not using condoms every time, 60% 

both male and female professionals said it is not necessary; out of 409, 45% males 42% female 

professionals said that they don’t like using condom; out of 379, 52% of male and 46% female 

said that a condom reduces pleasure; out of 390, 50% of both genders mentioned that they want 

a child; among 369, 21% males stated that wife was pregnant. Among 379, 35% of male and 

female mentioned that they didn’t have condom at the time of sex; among 373, 32% males and 
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35% females did not think of using a condom whereas out of 378, 25% males and 36% females 

informed that they adopt other contraceptives, so did not use condom. (Table-1b) 

 

Crude analysis: Single subjects had 100%, ITES workers had 117% higher, and never users of 

tobacco had 80% higher odds of not using condom during the last intercourse with their 

wife/partner/husband. (Table-2e)  Professional with high OSI, moderate and high time pressure, 

moderate job control stressors, high levels of work environment stressors and emotional job 

stresses were more likely to use condom during last coitus with wife/husband/partner. (Table-

2e) 

 

Adjusted estimates: Moderate level of income related stress compared to the corresponding low 

level was found to be associated with 2.4 times higher likelihood of not using condom during the 

last sexual intercourse with their wife/husband/regular partner. Subjects with high level of shift 

work had 60% lower odds. The numbers in the strata are too low to have precise estimates 

(Table-3e) 

 
Discussion 
 
Evidence regarding sexual behaviour studied across occupational groups and designing 

intervention programs based on the same is relatively scarce and is limited to only HIV 

prevention in a few geographical areas. (50, 53-58) It is reported that male sexual activity 

outside of marriage is an influential factor for the Indian HIV/STI epidemic. (40) Also, sexually 

Transmitted Infections including HIV mainly affect sexually active young people. (59) Young 

adults aged 15-29 years, account for 32% of AIDS cases reported in India and the number of 

young women living with HIV/AIDS is twice that of young men. (59) Most of the earlier studies 

done among IT/ITES professionals explored only physical health such as musculoskeletal 

symptoms, sleeping disorders, ear problems, and digestive and eye diseases.(27, 29, 60-62) 
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One study reported quality of life in ITES professionals.(63) To our knowledge, this is the first 

study to examine stress and sexual behaviour in IT and ITES professionals in India. Our study 

comprised young professionals, who were well paid and had a better quality of life compared to 

many other occupational groups. (27, 28, 64),(29) .  

 

In our study population, we found some statistically significant associations between high stress 

levels and some sexual behaviors. Participants with moderate level of stress related to length of 

experience were 70% less likely, and high level of shift related stress were 60% less likely to 

have higher frequency of sexual intercourse with their irregular partner in last 3 months. Workers 

who had high level of physical stressors had higher likelihood of having paid for sex in the recent 

past. Income stress had higher likelihood of not using condom during the last sexual intercourse 

with their wife/husband/regular partner. Our study also reported inverse association duration of 

experience stressors and shift work with sexual intercourse with their irregular partner in the last 

3 months. The study also reported that income stressors had higher and shift work had lower 

odds of using a condom during last sexual intercourse. There is scarce evidence available on 

stressors as determinants of sexual behaviour, specifically under occupational settings. (65, 66) 

In a study done by Bodenmann et al (2006), the results indicate that the relation between stress 

and sexual problems is incremental in nature even after adjusting for psychological symptoms 

and relationship quality.(67) Further, several studies suggest that stress levels are inversely 

proportional to satisfaction in relations. (68-71). This may result in poor or deviated sexual 

behaviors in the short term and deterioration of marriage leading to divorce in long term. (72-74) 

In Andhra Pradesh, India, results from a study showed that several stress factors were found to 

be important resulting in inconsistent condom use, acceptance of more money for sex without a 

condom, and experience of client violence. 

 

The result from this study exploring association of occupational stress and sexual high-risk 
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behavior has some limits. First, the adjusted estimates about sexual risk behavior namely sexual 

intercourse with irregular partners, paid for sex, multiple partner and not using condoms were 

imprecise. The likely reason is that very few participants contributed information towards these 

risk behaviors. Even when information was largely complete (with completeness rate more than 

80%), very few participants acknowledged or proceeded with further questions exploring high-

risk behavior. There are studies done in India suggestive of conservative approach towards 

revealing information related to their sexuality.(38, 75-79) Hence, despite being assured of 

confidentiality and understanding the anonymous nature of the study, the participants might be 

reluctant to divulge any information which they may view as very sensitive and they aren’t 

comfortable answering this. Second, we are not in a position to discuss further about systematic 

error including selection bias, confounding and measurement error when the estimates are not 

precise. The reason for this is whether these systematic errors or random error alone that is 

operating in these estimates.  

 

In a study done near Bangalore, only a small proportion (3.5% of patients and 8% of controls) of 

subjects used condoms consistently. (80) Other studies done in Karnataka also suggest the 

same pattern. (81, 82) Inconsistent and poor condom use was reported from a study done 

among tea plantation workers of North Bengal in India. (83)  

 

Our questionnaire didn’t measure coping and hence the association with only some stress 

domains with lower odds of condom use might be because of unmeasured coping mechanisms. 

Further, there is considerable evidence that availability of condoms at workplaces for sale or 

free distribution has been significant factors for determination of condom use and in prevention 

of STI/HIV in developing countries.(84, 85) A study done by faculty at University of California 

Los Angeles (UCLA) showed that greater likelihood for consistent use of condoms was 
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determined by whether or not women had access to condoms.(86) It may be advisable to 

provide condoms at workplaces as a general rule.  

 
 
Limitations 
 
Our study had some limitations. There might be several reasons why the response rates for 

answering individual sensitive questions of the sexual behavior questionnaire were poor. The 

response rates for sexual behaviour questionnaire varied across different questions, with few 

questions answered by all the participants while only few people answered some sensitive 

questions. In Karnataka state, Bradley et al reported that young people rarely discuss about 

healthy sexuality and safe sex practices. (87) One of the predominant reasons for this is stigma 

about discussing sex and sexuality issues among young people.(38, 76-78) Another possible 

reason due to misconception that engaging in high-risk sexual activity is notional of masculinity 

amongst some subsets of youth (88-90). Our study did not have adequate power to detect and 

report some of the determinants contributing to high-risk behaviors. 

 

Comprehensive stress assessment was beyond the scope of this study as its determinants 

extend beyond stress at the workplace but also includes stress from neighbourhood, outside 

world, financial stress and social stress. We included job stress, as a proxy to reflect most if not 

all components of external stress. Hence, all components of stress may not be well reflected 

and we might have underestimated stress. As it is cross sectional study, temporal ambiguity is 

also another limitation.  

 
 
Conclusions and future directions 
 
Our study explored the distribution and determinants of sexual behavior in a highly economically 

productive occupational setting. Findings of our study can be useful towards designing larger 

studies that may help in the planning of intervention programs specifically focused in this 
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workplace. The relation of stress and sexual behaviour is not unexpected and this study 

provides two positive associations towards this. Physical environment stressors were associated 

with paid sex in the recent past. Income stress had higher likelihood of not using condom during 

the last sexual intercourse with their wife/husband/regular partner. These findings calls in for 

closer examination of these factors in larger sample and further plan suitable interventions to 

address contextual stressors. 

 

The study found some other positive associations, indicating greater sexual activity among 

divorced and single persons. It is necessary to target worksites to reach these persons. Such 

interventions would yield greater results if providing information and awareness targeted to 

single, divorced and widowed younger persons. It is important to concentrate on the subgroup 

with multiple partners, who might also share other risk behaviors who can be potential 

transmitters of STI’s.  

 

In conclusion, there is scope for improving awareness in promoting safe sex practices such as 

condom use and knowledge about alleviating high-risk behaviors in IT/ITES professionals. 



  
174 

T
able.1.a: D

istribution of sexual behavior m
easured as categorical variables in IT

/IT
E

S professionals 

  
  

  
M

ales 
Fem

ales 
 

V
a

ria
b

le
s

 
T

o
ta

l 
(N

) 
L

e
v

e
ls

 o
f v

a
ria

b
le

s
 

F
re

q
. 

%
 

[9
5

%
 

C
o

n
f. 

In
te

rv
a

l] 
F

re
q

. 
%

 
[9

5
%

 
C

o
n

f. 
In

te
rv

a
l] 

M
a

rita
l s

ta
tu

s
 

1
0

6
9

 
M

arried 
298 

42.6 
(38.9-46.3) 

156 
42.2 

(37.1-47.2) 
S

ingle 
401 

57.4 
(53.7-61.0) 

214 
57.8 

(52.8-62.9) 

S
e

x
u

a
l D

e
b

u
t 

5
8

1
 

E
arly 

29 
7.0 

(4.5-9.5) 
4 

2.4 
(0.1-4.7) 

N
orm

al 
247 

59.8 
(55.0-64.5) 

120 
71.4 

(64.5-78.3) 
Late 

137 
33.2 

(28.6-37.7) 
44 

26.2 
(19.5-32.9) 

M
a

rrie
d

 
M

o
re

 
T

h
a

n
 

O
n

c
e

 
9

1
8

 
Y

es 
19 

3.2 
(1.8-4.7) 

14 
4.2 

(2.0-6.4) 
N

o 
566 

96.8 
(95.3-98.2) 

319 
95.8 

(93.6-97.9) 

W
h

o
 in

itia
te

s
 s

e
x

 o
fte

n
 

4
3

4
 

Y
ou  

47 
16.0 

(11.8-20.3) 
18 

12.8 
(7.2-18.3) 

Y
our w

ife/partner/husband
 

30 
10.2 

(6.7-13.7) 
18 

12.8 
(7.2-18.3) 

B
oth 

you 
and 

your 
w

ife/husband/partner 
216 

73.7 
(68.6-78.8) 

105 
74.5 

(67.2-81.7) 
Q

u
a

lity
 

o
f 

s
e

x
u

a
l 

life
 

(a
s

 
ra

te
d

 
b

y
 

th
e

 
p

a
rtic

ip
a

n
t) 

4
6

5
 

P
oor 

78 
25.1 

(20.2-29.9) 
28 

18.2 
(12.0-24.3) 

G
ood 

145 
46.6 

(41.0-52.1) 
91 

59.1 
(51.2-66.9) 

E
xcellent 

88 
28.3 

(23.3-33.3) 
35 

22.7 
(16.0-29.4) 

V
a

g
in

a
l in

te
rc

o
u

rs
e

 in
 

th
e

 la
s

t o
n

e
 m

o
n

th
 

8
8

7
 

Y
es 

219 
39.7 

(35.5-43.8) 
114 

34.0 
(28.9-39.1) 

N
o 

333 
60.3 

(56.2-64.4) 
221 

66.0 
(60.8-71.1) 

F
re

q
u

e
n

c
y

 
o

f 
in

te
rc

o
u

rs
e

 
in

 
th

e
 

la
s

t 
m

o
n

th
 

8
3

1
 

N
one 

333 
66.3 

(62.2-70.5) 
221 

67.2 
(62.1-72.3) 

O
ccasionally 

36 
7.2 

(4.9-9.4) 
16 

4.9 
(2.5-7.2) 

S
om

etim
es 

49 
9.8 

(7.1-12.4) 
39 

11.8 
(8.3-15.4) 

O
ften 

84 
16.7 

(13.5-20.0) 
53 

16.1 
(12.1-20.1) 

M
u

ltip
le

 S
e

x
 P

a
rtn

e
r 

9
1

4
 

Y
es 

37 
6.4 

(4.4-8.4) 
12 

3.6 
(1.57-5.54) 

N
o 

540 
93.6 

(91.6-95.6) 
325 

96.4 
(94.4-98.4) 

F
re

q
u

e
n

c
y

 
o

f 
in

te
rc

o
u

rs
e

 in
 th

e
 la

s
t 3

 
m

o
n

th
s

 
w

ith
 

irre
g

u
la

r 
p

a
rtn

e
r 

8
8

4
 

N
one 

439 
79.7 

(76.3-83.0) 
231 

69.4 
(64.4-74.3) 

O
ccasionally 

58 
10.5 

(7.9-13.1) 
14 

4.2 
(2.0-6.4) 

S
om

etim
es 

23 
4.2 

(2.5-5.9) 
45 

13.5 
(9.8-17.2) 

O
ften 

31 
5.6 

(3.7-7.6) 
43 

12.9 
(9.3-16.5) 

P
a

id
 fo

r s
e

x
 

9
6

4
 

Y
es 

31 
4.9 

(3.2-6.6) 
6 

1.8 
(0.3-3.2) 

N
o 

596 
95.1 

(93.3-96.7) 
331 

98.2 
(96.8-99.6) 

S
a

m
e

 S
e

x
 In

te
rc

o
u

rs
e

 
9

1
7

 
Y

es 
41 

6.9 
(4.8-8.9) 

9 
2.8 

(0.9-4.6) 
N

o 
555 

93.1 
(91.1-95.1) 

312 
97.19 

(95.4-99.0) 

 
Legend: N

: Total num
ber in the study sam

ple;  Freq: num
ber in the sub sam

ple of gender; 95%
 C

onf. Interval: 95%
 confidence interval 



  
175 

  
T

able.1.b: C
ondom

 use in IT
/IT

E
S professionals 

  
  

  
M

ales 
Fem

ales 
 

V
ariables 

(N
) 

Levels of variables 
Freq. 

%
 

[95%
 

C
onf. 

Interval] 
Freq. 

%
 

[95%
 

C
onf. 

Interval] 

C
ondom

 U
sage 

6
1

9
 

Y
es 

113 
25.6 

(21.5-29.6) 
46 

25.9 
(9.4-32.5) 

N
o 

329 
74.4 

(70.3-78.5) 
131 

74 
(7.4-80.5) 

C
ondom

 D
ecision 

3
2

9
 

Y
ou 

54 
23.0 

(17.6-28.4) 
32 

34 
(24.3-43.8) 

Y
our w

ife / partner / husband 
43 

18.3 
(13.3-23.4) 

15 
15.9 

(8.4-23.5) 
B

oth you and your w
ife/husband/partner 

138 
58.7 

(52.4-65.1) 
47 

50 
(39.7-60.2) 

C
ondom

 
N

ot 
necessary 

w
ith 

w
ife/husband 

4
3

0
 

Y
es 

189 
59.8 

(54.4-65.2) 
68 

59.6 
(50.5-68.8) 

N
o 

127 
40.2 

(34.7-45.6) 
46 

40.3 
(31.2-49.5) 

D
on’t 

Like 
using 

condom
 

4
0

9
 

Y
es 

130 
44.8 

(39.1-50.5) 
49 

41.2 
(32.2-50.1) 

N
o 

160 
55.2 

(49.4-60.9) 
70 

58.8 
(49.8-67.7) 

C
ondom

 
reduces 

pleasure 
3

7
9

 
Y

es 
144 

52.4 
(46.4-58.3) 

48 
46.1 

(36.4-55.8) 
N

o 
131 

47.6 
(41.7-53.6) 

56 
53.8 

(44.1-63.5) 

W
ant to have a child 

3
9

0
 

Y
es 

139 
50.4 

(44.4-56.3) 
57 

50 
(40.6-59.3) 

N
o 

137 
49.6 

(43.7-55.6) 
57 

50 
(40.6-59.3) 

W
ife is pregnant 

3
6

9
 

Y
es 

55 
21.3 

(16.3-26.3) 
39 

35.1 
(26.1-44.1) 

N
o 

203 
78.7 

(73.6-83.7) 
72 

64.8 
(55.8-73.8) 

D
on’t 

have 
condom

 
at the tim

e of sex 
3

7
9

 
Y

es 
95 

35.3 
(29.6-41.1) 

39 
35.4 

(26.3-44.5) 
N

o 
174 

64.7 
(58.9-70.4) 

71 
64.5 

(55.4-73.6) 
D

id 
not 

think 
about 

using condom
 

3
7

3
 

Y
es 

85 
32.7 

(26.9-38.4) 
39 

34.5 
(25.6-43.4) 

N
o 

175 
67.3 

(61.6-73.0) 
74 

65.4 
(56.5-74.3) 

U
se 

other 
contraceptives  

3
7

8
 

Y
es 

66 
25.4 

(20.0-30.7) 
43 

36.4 
(27.6-45.2) 

N
o 

194 
74.6 

(69.3-79.9) 
75 

63.5 
(54.7-72.3) 

 Legend: 
N

: num
ber in the sub sam

ple of gender 
95%

 C
L: 95%

 confidence lim
its 



 

 176 

 
 

Table.1.c. Distribution of the sexual behavioral that were measured as continuous variables 
among participating IT/ITES professionals 

 

  
Male   Female 

Variable N Mean Variance 95% CL N Mean Variance 95% CL 
Sexual Debut 413 27.1 15.8 (26.7 - 27.5) 168 26.7 8.7 (26.2-27.2) 
Age of Marriage 244 28 8.1 (27.7 - 28.4) 134 26.9 6.3 (26.6-27.4) 
Age at first paid for sex 59 24.9 11.3 (24.0 - 25.8) 4 27.7 17.5 (21.1-34.4) 

 
 
 
Legend: 
N: number in the sub sample of gender 
95% CL: 95% confidence limits
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Table 2a. Association of the general characteristics and occupational stress with frequency of intercourse in 
the last 3 months with irregular partner 
 
Variable Levels O R CI  P Value 

Gender Male   !! Reference!
Female 0.5 (0.4 - 0.7) 0.89 

Marital Status 

Married     Reference 
Single 12 (7.9 - 18.3) 0.24 
Divorced 1.7 (0.4 - 7.3) 0.04 
Widow 3.8 (0.4 - 37) Reference 

Age of the children 

Less than 4 Years Old     Reference 
4 to  12 Years Old 1 (0.6 - 1.8) 0.3 
13 to 18 Years Old >999 (<0.001 - >999) 0.59 
Above 19 Years Old 5.9 (1.3 - 25.9) 0.31 

Caste 

Brahmin     Reference 
Other upper castes 1.2 (0.8 - 1.9) 0.7 
Backward caste 1.4 (0.8 - 2.4) 0.64 
Scheduled caste 1.3 (0.5 - 3.4) 0.5 
Scheduled tribe 0.6 (0.2 - 2.5) 0.39 
Decline to provide 1.2 (0.7 - 1.9) 0.66 

Education 

Pre-Degree *     Reference 
General Degree ** 1.4 (0.6 - 3.4) 0.77 
Professional Degree 
*** 1.6 (0.7 - 3.8) 0.46 

Post Graduate **** 1.2 (0.5 - 2.8) 0.64 
PHD >999 (<0.001 - >999) 0.98 

Income per month (in rupees) 

<10000     Reference 
>10000 and ≤ 30000 0.5 (0.1 - 2.1) 0.08 
>30000 and ≤ 50000 0.4 (0.1 - 1.7) 0.01 
>50000  0.2 (0 - 1) 0.02 

Sector IT     Reference 
ITES 1.8 (1.3 - 2.5) 0.05 

Occupation 

Entry     Reference 
Junior 1 (0.5 - 2) 0.4 
Middle Management 0.8 (0.4 - 1.4) 0.76 
Senior Management 0.7 (0.3 - 1.4) 0.64 

Domicile Resident of 
Bengaluru 

Yes     Reference 
No 2 (1.4 - 2.7) 0.48 
Others 3.5 (1.6 - 7.8) 0.8 

Shift work Yes     Reference 
No 1.5 (1.1 - 2.2) 0.62 

Tobacco Ever Use Yes     Reference 
No 1 (0.7 - 1.4) 0.4 

Current Tobacco Use  Yes     Reference 
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No 0.9 (0.6 - 1.3) 0.46 

Alcohol 

Never     Reference 
Rarely 0.6 (0.4 - 0.9) 0.1 
Occasionally 0.7 (0.5 - 1.1) 0.02 
Frequently 0.6 (0.3 - 1.1) 0 

Injectable Drugs 

Never     Reference 
Rarely 1.1 (0.5 - 2.3) 0.07 
Occasionally 1.1 (0.3 - 3.9) 0.09 
Frequently >999 (<0.001 - >999) Reference 

Occupational Stress Index 
Low     Reference 
Moderate 1 (0.7 - 1.4) 0.25 
High 1 (0.6 - 1.4) 0 

Time Pressure 
Low     Reference 
Moderate 0.8 (0.6 - 1.1) 0.55 
High 0.9 (0.5 - 1.5) 0.17 

Length of experience 
Low     Reference 
Moderate 0.6 (0.4 - 0.8) 0.6 
High 1 (0.4 - 2.5) 0.68 

Shift work 
Low     Reference 
Moderate 1.4 (0.4 - 5.1) 0.6 
High 1.2 (0.8 - 1.7) 0.52 

Job Control 
Low     Reference 
Moderate 1 (0.7 - 1.4) 0.3 
High 1.6 (1 - 2.6) 0.02 

Income stressors 
Low     Reference 
Moderate 1.3 (0.9 - 1.8) 0.65 
High 1.2 (0.7 - 1.9) 0.92 

Autonomy 
Low     Reference 
Moderate 1 (0.7 - 1.4) 0.09 
High 0.9 (0.5 - 1.5) 0.01 

Appreciation of work 
Low     Reference 
Moderate 0.7 (0.5 - 1.1) 0.55 
High 0.7 (0.5 - 1.1) 0.7 

Physical environment 
Low     Reference 
Moderate 1.3 (0.9 - 1.8) 0.1 
High 1.1 (0.7 - 1.7) 0.18 

Work environment 
Low     Reference 
Moderate 0.8 (0.5 - 1.1) 0.9 
High 1 (0.7 - 1.6) 0.44 

Affect 

Low     Reference 
Moderate 1.2 (0.8 - 1.6) 0.46 
High 1 (0.7 - 1.5) 0.67 
Moderate 0.9 (0.6 - 1.2) 0.82 
High 1.2 (0.8 - 1.8) 0.88 
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Table 2b. Association of the general characteristics and occupational stress with having 
multiple sexual partners 
 
Variable Levels O R CI  P Value 
Gender Male   !! Reference!

Female 0.5 (0.3 - 1.1) 0.07 
Marital Status Married     Reference 

Single 0.5 (0.3 - 0.9) 0.02 
Divorced <0.001 (<0.001 - >999) 0.99 
Widow <0.001 (<0.001 - >999) 0.99 

Age of the children Less than 4 Years Old     Reference 
4 to  12 Years Old 0.6 (0.2 - 1.8) 0.36 
13 to 18 Years Old <0.001 (<0.001 - >999) 0.99 
Above 19 Years Old <0.001 (<0.001 - >999) 0.97 

Caste Brahmin     Reference 
Other upper castes 0.8 (0.4 - 1.8) 0.55 
Backward caste 0.9 (0.4 - 2.2) 0.77 
Scheduled caste <0.001 (<0.001 - >999) 0.98 
Scheduled tribe <0.001 (<0.001 - >999) 0.99 
Decline to provide 0.8 (0.3 - 2) 0.58 

Education Pre-Degree *     Reference 
General Degree ** 1 (0.2 - 4.8) 1 
Professional Degree 
*** 

0.5 (0.1 - 2.5) 0.42 

Post Graduate **** 0.8 (0.2 - 3.5) 0.74 
PHD <0.001 (<0.001 - >999) 0.99 

Income per month (in rupees) <10000     Reference 
>10000 and ≤ 30000 0.4 (0.1 - 1.9) 0.25 
>30000 and ≤ 50000 0.3 (0.1 - 1.6) 0.17 
>50000  0.5 (0.1 - 2.5) 0.4 

Sector IT     Reference 
ITES 1.2 (0.7 - 2.2) 0.51 

Occupation Entry     Reference 
Junior 1 (0.3 - 3) 0.94 
Middle Management 0.9 (0.3 - 2.6) 0.78 
Senior Management 0.7 (0.2 - 2.9) 0.65 

Domicile Resident of 
Bengaluru 

Yes     Reference 
No 1.1 (0.5 - 2.2) 0.81 
Others 1.9 (0.7 - 5.4) 0.21 

Shift work Yes     Reference 
No 0.9 (0.5 - 1.7) 0.71 

Tobacco Ever Use Yes     Reference 
No 0.3 (0.2 - 0.6) <.0001 

Current Tobacco Use  Yes     Reference 
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No 0.2 (0.1 - 0.4) <.0001 
Alcohol Never     Reference 

Rarely 1.6 (0.7 - 3.6) 0.31 
Occasionally 2 (0.9 - 4.1) 0.07 
Frequently 5.5 (2.2 - 13.4) 0 

Injectable Drugs Never     Reference 
Rarely 2.5 (0.8 - 7.3) 0.1 
Occasionally 1.8 (0.2 - 14.3) 0.58 
Frequently <0.001 (<0.001 - >999) 0.99 

Non Injectable Drugs Never     Reference 
Rarely 5 (2.2 - 11.6) 0 
Occasionally 2.9 (0.6 - 12.9) 0.18 

Occupational Stress Index Low     Reference 
Moderate 0.5 (0.3 - 1) 0.06 
High 0.8 (0.4 - 1.7) 0.56 

Time Pressure Low     Reference 
Moderate 0.7 (0.4 - 1.4) 0.31 
High 0.3 (0.1 - 1.2) 0.08 

Length of experience Low     Reference 
Moderate 0.9 (0.4 - 1.9) 0.77 
High <0.001 (<0.001 - >999) 0.98 

Shift work Low     Reference 
Moderate <0.001 (<0.001 - >999) 0.99 
High 0.5 (0.2 - 1.2) 0.12 

Job Control Low     Reference 
Moderate 0.4 (0.2 - 0.8) 0 
High 0.5 (0.2 - 1.3) 0.14 

Income stressors Low     Reference 
Moderate 0.4 (0.2 - 0.9) 0.02 
High 1.9 (1 - 3.7) 0.07 

Autonomy Low     Reference 
Moderate 0.7 (0.4 - 1.3) 0.27 
High <0.001 (<0.001 - >999) 0.97 

Appreciation of work Low     Reference 
Moderate 2.1 (1.1 - 4) 0.03 
High 1.7 (0.8 - 3.9) 0.18 

Physical environment Low     Reference 
Moderate 0.5 (0.2 - 1.1) 0.09 
High 1.5 (0.7 - 3.1) 0.28 

Work environment Low     Reference 
Moderate 0.7 (0.4 - 1.4) 0.28 
High 1.3 (0.6 - 2.6) 0.5 

Affect Low     Reference 
Moderate 1.2 (0.6 - 2.2) 0.66 
High 1.1 (0.5 - 2.4) 0.75 
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Table 2c. Association of the general characteristics and occupational stress with having 
paid for sex in last 3 months 
Variable Levels O R CI  P Value 
Gender Male   !! Reference!

Female 0.4 (0.2 - 0.9) 0.02 
Marital Status Married     Reference 

Single 0.4 (0.2 - 0.9) 0.02 
Divorced <0.001 (<0.001 - >999) 0.99 
Widow <0.001 (<0.001 - >999) 0.99 

Age of the children Less than 4 Years Old     Reference 
4 to  12 Years Old 0.9 (0.3 - 3) 0.89 
13 to 18 Years Old <0.001 (<0.001 - >999) 0.99 
Above 19 Years Old <0.001 (<0.001 - >999) 0.98 

Caste Brahmin     Reference 
Other upper castes 0.8 (0.3 - 2) 0.62 
Backward caste 0.5 (0.2 - 1.7) 0.27 
Scheduled caste 0.6 (0.1 - 5.3) 0.66 
Scheduled tribe 2.3 (0.3 - 21.4) 0.45 
Decline to provide 0.6 (0.2 - 1.9) 0.39 

Education Pre-Degree *     Reference 
General Degree ** 1.3 (0.2 - 11.3) 0.79 
Professional Degree 
*** 

0.7 (0.1 - 5.9) 0.74 

Post Graduate **** 1.4 (0.2 - 11) 0.75 
PHD <0.001 (<0.001 - >999) 0.99 

Income per month (in rupees) <10000     Reference 
>10000 and ≤ 30000 0.4 (0.1 - 3.5) 0.42 
>30000 and ≤ 50000 0.8 (0.1 - 6.6) 0.84 
>50000  0.7 (0.1 - 5.8) 0.72 

Sector IT     Reference 
ITES 1.3 (0.7 - 2.6) 0.39 

Occupation Entry     Reference 
Junior 2.8 (0.4 - 22.4) 0.33 
Middle Management 2.9 (0.4 - 22.2) 0.31 
Senior Management 2.2 (0.2 - 21.4) 0.5 

Domicile Resident of 
Bengaluru 

Yes     Reference 
No 1.6 (0.6 - 3.8) 0.34 
Others 3.5 (1.1 - 11.1) 0.04 

Shift work Yes     Reference 
No 1.5 (0.8 - 3.1) 0.24 

Tobacco Ever Use Yes     Reference 
No 0.3 (0.2 - 0.6) 0 

Current Tobacco Use  Yes     Reference 
No 0.3 (0.2 - 0.6) 0 
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Alcohol Never     Reference 
Rarely 1.2 (0.5 - 2.7) 0.73 
Occasionally 0.9 (0.4 - 2) 0.72 
Frequently 1.8 (0.6 - 5.7) 0.3 

Injectable Drugs Never     Reference 
Rarely 2.4 (0.7 - 8.1) 0.17 
Occasionally 5.6 (1.2 - 26.9) 0.03 
Frequently <0.001 (<0.001 - >999) 0.99 

Non Injectable Drugs Never     Reference 
Rarely 3.1 (1.1 - 9.4) 0.04 
Occasionally 4.1 (0.9 - 18.7) 0.07 

Occupational Stress Index Low     Reference 
Moderate 0.5 (0.2 - 1) 0.05 
High 0.7 (0.3 - 1.6) 0.37 

Time Pressure Low     Reference 
Moderate 1 (0.5 - 2.1) 0.96 
High 0.7 (0.2 - 2.3) 0.52 

Length of experience Low     Reference 
Moderate 0.5 (0.2 - 1.5) 0.2 
High <0.001 (<0.001 - >999) 0.98 

Shift work Low     Reference 
Moderate <0.001 (<0.001 - >999) 0.99 
High 0.8 (0.3 - 1.8) 0.54 

Job Control Low     Reference 
Moderate 0.7 (0.3 - 1.4) 0.26 
High 0.7 (0.3 - 2) 0.56 

Income stressors Low     Reference 
Moderate 0.1 (0 - 0.5) 0 
High 0.8 (0.3 - 2) 0.63 

Autonomy Low     Reference 
Moderate 0.6 (0.3 - 1.1) 0.1 
High 0.5 (0.1 - 2.1) 0.32 

Appreciation of work Low     Reference 
Moderate 1.8 (0.9 - 3.8) 0.11 
High 1.5 (0.6 - 3.8) 0.38 

Physical environment Low     Reference 
Moderate 0.3 (0.1 - 1) 0.06 
High 1.5 (0.7 - 3.5) 0.3 

Work environment Low     Reference 
Moderate 0.6 (0.3 - 1.4) 0.22 
High 1.3 (0.6 - 2.9) 0.57 

Affect Low     Reference 
Moderate 1.1 (0.5 - 2.3) 0.84 
High 1.1 (0.5 - 2.6) 0.85 
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Table 2d. Association of the general characteristics, occupational stress and quality of life 
with being engaged in same sex intercourse  
 
Variable Levels O R CI  P Value 
Gender Male   !! Reference!

Female 0.4 (0.2 - 0.8) 0.01 
Marital Status Married     Reference 

Single 0.2 (0.1 - 0.4) <.0001 
Divorced <0.001 (<0.001 - >999) 0.99 
Widow <0.001 (<0.001 - >999) 0.99 

Age of the children Less than 4 Years Old     Reference 
4 to  12 Years Old 0.8 (0.3 - 1.9) 0.6 
13 to 18 Years Old <0.001 (<0.001 - >999) 0.98 
Above 19 Years Old <0.001 (<0.001 - >999) 0.97 

Caste Brahmin     Reference 
Other upper castes 2.1 (0.8 - 5.4) 0.14 
Backward caste 0.9 (0.3 - 3.2) 0.92 
Scheduled caste 2 (0.4 - 11) 0.41 
Scheduled tribe 2.9 (0.3 - 27.9) 0.35 
Decline to provide 1.1 (0.3 - 3.6) 0.9 

Education Pre-Degree *     Reference 
General Degree ** 0.7 (0.2 - 2.8) 0.63 
Professional Degree 
*** 

0.2 (0 - 0.7) 0.01 

Post Graduate **** 0.6 (0.2 - 2.3) 0.47 
PHD <0.001 (<0.001 - >999) 0.99 

Income per month (in rupees) <10000     Reference 
>10000 and ≤ 30000 0.2 (0.1 - 1.2) 0.08 
>30000 and ≤ 50000 0.3 (0.1 - 1.7) 0.19 
>50000  0.6 (0.1 - 2.7) 0.46 

Sector IT     Reference 
ITES 0.9 (0.5 - 1.5) 0.58 

Occupation Entry     Reference 
Junior 0.6 (0.2 - 1.9) 0.35 
Middle Management 1.2 (0.4 - 3.5) 0.77 
Senior Management 1.3 (0.4 - 4.5) 0.73 

Domicile Resident of 
Bengaluru 

Yes     Reference 
No 1.1 (0.5 - 2.1) 0.87 
Others 1.1 (0.3 - 3.4) 0.92 

Shift work Yes     Reference 
No 1.5 (0.9 - 2.8) 0.15 

Tobacco Ever Use Yes     Reference 
No 0.4 (0.2 - 0.6) 0 

Current Tobacco Use  Yes     Reference 
No 0.4 (0.2 - 0.6) 0 
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Alcohol Never     Reference 
Rarely 2 (0.9 - 4.2) 0.09 
Occasionally 1.6 (0.8 - 3.4) 0.2 
Frequently 3 (1.1 - 8) 0.03 

Injectable Drugs Never     Reference 
Rarely 4.5 (1.9 - 10.9) 0 
Occasionally <0.001 (<0.001 - >999) 0.99 
Frequently <0.001 (<0.001 - >999) 1 

Non Injectable Drugs Never     Reference 
Rarely 4.2 (1.8 - 9.6) 0 
Occasionally <0.001 (<0.001 - >999) 0.99 

Occupational Stress Index Low     Reference 
Moderate 1.1 (0.6 - 2) 0.81 
High 0.6 (0.2 - 1.4) 0.24 

Time Pressure Low     Reference 
Moderate 0.8 (0.4 - 1.6) 0.6 
High 1.9 (0.9 - 4) 0.11 

Length of experience Low     Reference 
Moderate 1.1 (0.5 - 2.3) 0.8 
High 0.6 (0.1 - 4.7) 0.65 

Shift work Low     Reference 
Moderate 2.8 (0.6 - 13.1) 0.18 
High 0.8 (0.4 - 1.7) 0.5 

Job Control Low     Reference 
Moderate 1 (0.5 - 1.8) 0.93 
High 0.4 (0.1 - 1.2) 0.09 

Income stressors Low     Reference 
Moderate 0.7 (0.4 - 1.3) 0.27 
High 0.5 (0.2 - 1.4) 0.2 

Autonomy Low     Reference 
Moderate 0.8 (0.5 - 1.5) 0.49 
High 0.2 (0 - 1.5) 0.11 

Appreciation of work Low     Reference 
Moderate 0.9 (0.5 - 1.8) 0.75 
High 1.5 (0.7 - 3) 0.28 

Physical environment Low     Reference 
Moderate 1.6 (0.8 - 3) 0.16 
High 0.8 (0.3 - 2.1) 0.64 

Work environment Low     Reference 
Moderate 1.4 (0.7 - 2.5) 0.34 
High 0.9 (0.4 - 2.1) 0.75 

Affect Low     Reference 
Moderate 1.9 (1 - 3.6) 0.06 
High 1.4 (0.6 - 3.2) 0.42 
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Table 2e. Individual association of the general characteristics, occupational stress and quality of life 
with not using condom during last sexual intercourse with wife/husband/regular partner 
 
 Variable Levels O R CI  P Value 
Gender Male !! !! Reference 

Female 1 (0.7 - 1.5) 0.91 
Marital Status Married     Reference 

Single 2 (1.4 - 3) 0 
Divorced 1.1 (0.3 - 5.8) 0.91 
Widow >999 (<0.001 - >999) 0.99 

Age of the children Less than 4 Years Old     Reference 
4 to  12 Years Old 1.2 (0.7 - 2.4) 0.58 
13 to 18 Years Old >999 (<0.001 - >999) 0.99 
Above 19 Years Old 1 (0.4 - 3.5) 0.97 

Caste Brahmin     Reference 
Other upper castes 1.5 (1 - 2.6) 0.1 
Backward caste 1.2 (0.7 - 2.2) 0.56 
Scheduled caste >999 (<0.001 - >999) 0.98 
Scheduled tribe 0.9 (0.3 - 3.9) 0.89 
Decline to provide 1.1 (0.7 - 2) 0.76 

Education Pre-Degree *     Reference 
General Degree ** 0.8 (0.3 - 2.6) 0.65 
Professional Degree *** 0.6 (0.2 - 1.8) 0.32 
Post Graduate **** 0.7 (0.3 - 2.1) 0.49 
PHD >999 (<0.001 - >999) 0.99 

Income per month (in rupees) <10000     Reference 
>10001 and <30000 1 (0.3 - 3.8) 0.99 
=>30001 and <50000 0.5 (0.2 - 1.8) 0.28 
=>50001 per month 0.7 (0.2 - 2.7) 0.63 

Sector IT     Reference 
ITES 2.7 (1.9 - 4.1) <.0001 

Occupation Entry     Reference 
Junior 0.5 (0.3 - 1.4) 0.2 
Middle Management 0.5 (0.2 - 1.2) 0.09 
Senior Management 0.4 (0.2 - 1.1) 0.06 

Domicile Resident of Bengaluru Yes     Reference 
No 1.2 (0.8 - 1.8) 0.44 
Others 1.4 (0.7 - 2.9) 0.38 

Shift work Yes     Reference 
No 1.1 (0.8 - 1.6) 0.68 

Tobacco Ever Use Yes     Reference 
No 1.8 (1.3 - 2.6) 0 

Current Tobacco Use  Yes     Reference 
No 1.8 (1.3 - 2.7) 0 

Alcohol Never     Reference 
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Rarely 0.7 (0.4 - 1.2) 0.12 
Occasionally 0.3 (0.3 - 0.6) <.0001 
Frequently 0.3 (0.2 - 0.6) 0 

Injectable Drugs Never     Reference 
Rarely 0.8 (0.4 - 1.9) 0.59 
Occasionally 0.3 (0.1 - 1.1) 0.05 
Frequently >999 (<0.001 - >999) 0.99 

Non Injectable Drugs Never     Reference 
Rarely 0.8 (0.4 - 1.9) 0.64 
Occasionally 0.2 (0.1 - 0.7) 0.01 

Occupational Stress Index Low     Reference 
Moderate 0.7 (0.5 - 1.1) 0.09 
High 0.6 (0.4 - 0.9) 0.02 

Time Pressure Low     Reference 
Moderate 0.7 (0.5 - 1) 0.03 
High 0.5 (0.4 - 1) 0.03 

Length of experience Low     Reference 
Moderate 0.7 (0.5 - 1.1) 0.1 
High 0.6 (0.2 - 2.6) 0.53 

Shift work Low     Reference 
Moderate 2.8 (0.4 - 22.7) 0.33 
High 1 (0.7 - 1.7) 0.9 

Job Control Low     Reference 
Moderate 0.7 (0.5 - 1) 0.03 
High 0.9 (0.6 - 1.6) 0.73 

Income stressors Low     Reference 
Moderate 1.2 (0.9 - 1.9) 0.35 
High 0.9 (0.6 - 1.6) 0.77 

Autonomy Low     Reference 
Moderate 1.4 (40910 - 0) 0.11 
High 1.1 (0.6 - 2.2) 0.85 

Appreciation of work Low     Reference 
Moderate 0.8 (0.6 - 1.3) 0.35 
High 0.9 (0.6 - 1.6) 0.75 

Physical environment Low     Reference 
Moderate 0.8 (0.6 - 1.3) 0.38 
High 0.7 (0.4 - 1.2) 0.13 

Work environment Low     Reference 
Moderate 0.9 (0.6 - 1.4) 0.52 
High 0.6 (0.4 - 1) 0.05 

Affect Low     Reference 
Moderate 1.1 (0.8 - 1.8) 0.54 
High 0.6 (0.4 - 0.9) 0.01 
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Table 3a. Adjusted estimates for the association of occupational stress and the frequency 
of sexual intercourse with irregular partner in last 3months 
 

Variables Levels OR 95% CI P Value 
Occupational Stress Index !! 1 (1 - 1.1) 0.39 

Time Pressure 
Low Reference !! !!
Moderate 0.7 (0.4 - 1.3) 0.20 
High 1.7 (0.6 - 5.1) 0.34 

Length of experience 
Low Reference !! !!
Moderate 0.3 (0.2 - 0.6) 0.00 
High 1.4 (0.2 - 10.9) 0.73 

Shift work 
Low Reference !! !!
Moderate 0.7 (0.2 - 4.1) 0.69 
High 0.4 (0.2 - 0.8) 0.01 

Income stressors 
Low Reference !! !!
Moderate 0.6 (0.4 - 1.2) 0.16 
High 0.7 (0.3 - 1.6) 0.33 

Autonomy 
Low Reference !! !!
Moderate 0.8 (0.5 - 1.5) 0.47 
High 0.9 (0.4 - 2.5) 0.79 

Appreciation of work 
Low Reference !! !!
Moderate 1 (0.6 - 1.9) 0.99 
High 1 (0.5 - 2.2) 0.96 

Physical related Stress Factor 
Low Reference !! !!
Moderate 1.1 (0.6 - 2.2) 0.80 
High 1 (0.5 - 2.4) 0.98 

Work environment 
Low Reference !! !!
Moderate 1.2 (0.7 - 2.2) 0.59 
High 2.1 (1 - 5) 0.09 

Job Control 
Low Reference !! !!
Moderate 0.6 (0.4 - 1.2) 0.11 
High 1.3 (0.6 - 3.3) 0.53 

Emotion related stress factors 
Low Reference !! !!
Moderate 1.2 (0.7 - 2.4) 0.57 
High 0.9 (0.5 - 1.8) 0.73 

 
Adjusted for gender, marital status, ever use of tobacco, regular physical exercise and habit of 
drinking alcohol 
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Table. 3b. Adjusted estimates for the association of occupational stress and having 
multiple sexual partners 
 

Variables Levels OR 95% CI P Value 
Occupational Stress Index - 1 (1 - 1.1) 0.76 

Time Pressure 
Low Reference !! !!
Moderate 1.4 (0.5 - 4.1) 0.51 
High 0.5 (0.1 - 4.3) 0.52 

Length of experience 
Low Reference !! !!
Moderate 0.6 (0.2 - 2.4) 0.47 
High <0.001 (<0.001 - >999) 0.98 

Shift work 
Low Reference !! !!
Moderate <0.001 (<0.001 - >999) 0.98 
High 0.7 (0.3 - 2.4) 0.55 

Income stressors 
Low Reference !! !!
Moderate 0.6 (0.2 - 2.5) 0.50 
High 2.7 (0.8 - 9.2) 0.11 

Autonomy 
Low Reference !! !!
Moderate 0.5 (0.2 - 1.6) 0.25 
High <0.001 (<0.001 - >999) 0.97 

Appreciation of work 
Low Reference !! !!
Moderate 0.9 (0.3 - 2.6) 0.79 
High 0.5 (0.1 - 2.3) 0.33 

Physical related Stress Factor 
Low Reference !! !!
Moderate 0.4 (0.1 - 2.1) 0.28 
High 2.1 (0.6 - 7.6) 0.25 

Work environment 
Low Reference !! !!
Moderate 1.1 (0.4 - 3.4) 0.83 
High 0.7 (0.2 - 3.8) 0.69 

Job Control 
Low Reference !! !!
Moderate 0.4 (0.2 - 1.2) 0.09 
High 0.2 (0.1 - 1.8) 0.15 

Emotion related stress factors 
Low Reference !! !!
Moderate 1.2 (0.4 - 3.9) 0.78 
High 1.2 (0.4 - 4.4) 0.79 

 
Adjusted for gender, marital status, ever use of tobacco, regular physical exercise and habit of 
drinking alcohol 
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Table 3c. Adjusted estimates for the association of occupational stress and 
having paid for sex in last 3 months 
 
 

Variables Levels OR 95% CI P Value 
Occupational Stress Index - 1 (1 - 1.1) 0.41 

Time Pressure 
Low Reference !! !!
Moderate 1.6 (0.5 - 5.2) 0.48 
High 1.1 (0.2 - 6.6) 0.91 

Length of experience 
Low Reference !! !!
Moderate 0.2 (0.1 - 2) 0.18 
High <0.001 (<0.001 - >999) 0.98 

Shift work 
Low Reference !! !!
Moderate <0.001 (<0.001 - >999) 0.98 
High 1.4 (0.4 - 5.4) 0.61 

Income stressors 
Low Reference !! !!
Moderate 0.2 (0.1 - 1.7) 0.13 
High 2.4 (0.6 - 9.8) 0.22 

Autonomy 
Low Reference !! !!
Moderate 0.4 (0.1 - 1.3) 0.10 
High <0.001 (<0.001 - >999) 0.96 

Appreciation of work 
Low Reference !! !!
Moderate 1 (0.3 - 3.2) 0.94 
High <0.001 (<0.001 - >999) 0.95 

Physical related Stress Factor 
Low Reference !! !!
Moderate 0.7 (0.2 - 4) 0.68 
High 6 (1.5 - 24.5) 0.01 

Work environment 
Low Reference !! !!
Moderate 0.8 (0.3 - 2.8) 0.69 
High 0.9 (0.2 - 4.8) 0.85 

Job Control 
Low Reference !! !!
Moderate 1.5 (0.5 - 5.6) 0.53 
High 1 (0.2 - 6.2) 0.98 

Emotion related stress factors 
Low Reference !! !!
Moderate 0.6 (0.2 - 2.3) 0.48 
High 0.5 (0.1 - 2.7) 0.39 

 
Adjusted for gender, marital status, ever use of tobacco, regular physical exercise and habit of 
drinking alcohol 
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Table 3d. Adjusted estimates for the association of occupational stress and 
having intercourse with persons of same sex 
 
 

Variables Levels OR 95% CI P Value 
Occupational Stress Index - 1 (1 - 1.1) 0.56 

Time Pressure 
Low Reference !! !!
Moderate 0.8 (0.3 - 2.4) 0.66 
High 3 (0.9 - 10.5) 0.08 

Length of experience 
Low Reference !! !!
Moderate 1.5 (0.5 - 4.7) 0.49 
High 8.4 (0.8 - 98.3) 0.09 

Shift work 
Low Reference !! !!
Moderate 6.7 (1 - 46.4) 0.06 
High 0.7 (0.2 - 2.6) 0.61 

Income stressors 
Low Reference !! !!
Moderate 1.3 (0.5 - 3.8) 0.61 
High 0.6 (0.2 - 3.1) 0.54 

Autonomy 
Low Reference !! !!
Moderate 1 (0.4 - 2.7) 0.97 
High 0.6 (0.1 - 5.3) 0.65 

Appreciation of work 
Low Reference !! !!
Moderate 0.6 (0.3 - 2) 0.44 
High 1.3 (0.4 - 4.4) 0.72 

Physical related Stress Factor 
Low Reference !! !!
Moderate 1.5 (0.5 - 4.7) 0.49 
High 1.1 (0.3 - 5.7) 0.91 

Work environment 
Low Reference !! !!
Moderate 2 (0.8 - 5.7) 0.19 
High 0.7 (0.2 - 3.9) 0.67 

Job Control 
Low Reference !! !!
Moderate 1.1 (0.5 - 3.2) 0.80 
High 0.3 (0.1 - 2.6) 0.26 

Emotion related stress factors 
Low Reference !! !!
Moderate 2.3 (0.7 - 7.8) 0.17 
High 2.8 (0.8 - 10.4) 0.11 

 
 
Adjusted for gender, marital status, ever use of tobacco, regular physical exercise and habit of 
drinking alcohol 
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Table 3e. Adjusted estimates for the association of occupational stress and not 
using condom during the last sexual intercourse with wife/husband/regular 
partner 
 
 

Variable Levels OR 95% CI P Value 
Occupational Stress Index !! 1 ( 1 - 1) 0.09 

Time Pressure 
Low Reference !! !!
Moderate 1 ( 0.6 - 2.1) 0.93 
High 1.4 ( 0.5 - 4.4) 0.60 

Length of experience 
Low Reference !! !!
Moderate 0.6 ( 0.3 - 1.2) 0.15 
High >999 (<0.001 - >999) 0.99 

Shift work 
Low Reference !! !!
Moderate 0.5 ( 0.1 - 5.3) 0.58 
High 0.4 ( 0.3 - 1) 0.04 

Income stressors 
Low Reference !! !!
Moderate 2.4 ( 1.1 - 5.4) 0.04 
High 0.9 ( 0.4 - 2.1) 0.76 

Autonomy 
Low Reference !! !!
Moderate 1 ( 0.5 - 2) 0.97 
High 1.6 ( 0.4 - 6.4) 0.52 

Appreciation of work 
Low Reference !! !!
Moderate 0.8 ( 0.4 - 1.7) 0.57 
High 1.3 ( 0.6 - 3.2) 0.60 

Physical related Stress Factor 
Low Reference !! !!
Moderate 0.7 ( 0.4 - 1.5) 0.36 
High 0.5 ( 0.2 - 1.4) 0.18 

Work environment 
Low Reference !! !!
Moderate 0.8 ( 0.4 - 1.6) 0.51 
High 0.6 ( 0.3 - 1.6) 0.31 

Job Control 
Low Reference !! !!
Moderate 0.6 ( 0.3 - 1.2) 0.13 
High 1.1 ( 0.4 - 3.4) 0.85 

Emotion related stress factors 
Low Reference !! !!
Moderate 1.3 ( 0.6 - 2.9) 0.53 
High 0.6 ( 0.3 - 1.4) 0.22 

 
Adjusted for gender, marital status, ever use of tobacco, regular physical exercise and habit of 
drinking alcohol 
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Appendix.1: Questionnaire on Sexual behavior among IT/ITES professionals 

 

The following questions refer to your sex life. Please note that they are sensitive questions. 

Including the answers here, none of answers mentioned in the entire questionnaire CANNOT be 

associated with any NAME or any other identifying information. (Please circle the answer) 
 

Question 

 

Answers 

How old were you when you first had sexual intercourse? Age in completed years: 

Don’t remember 

How old were you when you first got married? Age (in completed years): 

Don’t remember 

Have you been married more than once? Yes                   No 

How old were you when you got married to your current wife/husband? Age (in completed years): 

Don’t remember 

Generally, who decides if the two of you have sexual intercourse? You 

Your wife/partner/husband 

Both you and your 

wife/husband 

On a scale from 0 to 4, with 0 as “worst” and 4 as “excellent” how would 

you rate your sexual relationship with your wife/partner/husband? 

Scale: 00  01  02  03  04  

‘Vaginal intercourse means inserting penis in vagina’ 

Did you have vaginal intercourse with your wife/partner/Husband in the 

last 30 days?  

 

Yes 

No 

How many times did you have vaginal intercourse with your 

wife/partner/husband in the last 30 days? 

No. of times:  

Other than your wife or husband or partner, do you have another regular 

sexual partner who you don’t pay to have sex? 

No  

Yes                      

Currently, do you have multiple partners for Sex? Yes 

No 

 

How many times did you have sexual intercourse with this regular partner 

in the last 3 months?  

No. of sexual intercourse:  

How old were when you first paid another person to have sexual Age in completed years: 
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intercourse with you? Don’t remember 

In last 3 months, did you pay to have sexual intercourse with another 

person (male of female)? 

No  

Yes  

Where do you most often pick up paid for sex partner? 

Select one from the options (READ ALL RESPONSES) 

 

Bar/ Public place (street / 

park / railway station)  

/Agent/  Brothel/ 

Hotel/Lodge / Near Home/ 

Dhaba 

The last time you had vaginal intercourse with your wife/partner, was a 

condom used? 

No  

Yes  

Who made the decision to use/not use the condom at that time? You 

Your wife/Partner 

Both you and your 

wife/partner together 

What is the reason for not using condoms every time you have vaginal 

intercourse with your wife/partner? 

Please say “yes” or “no” for each of the following reasons 

 Condom not necessary with wife/ regular partner 

 You don’t like using condom  

Condom reduces pleasure  

 You want to have a child 

Wife is 

pregnant 

You did not have a condom at the time of sex 

The thought of using condom did not occur  

 Use other contraceptives/ wife operated 

Other reasons 
 

 

 

 

Yes No 

Yes No 

Yes No 

Yes No 

Yes No 

Yes No 

Yes No 

Yes No 

Yes No 

Yes No 

Yes No 
 

Thank you for your time 
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Chapter 6: Quality of Life and Musculoskeletal symptoms among IT/ITES 
professionals 

Introduction 

There have been several attempts in public health to measure health and disease focusing on 

impairment of routine activities [1], perceived health measures, [2] disability measures [3], the 

burden of disease such as disability adjusted life years [4], quality adjusted life years[5] and 

health-adjusted years of life [6]. Nonetheless, none of these methods assess quality of life and 

assess only how illnesses affect life. The researchers in social sciences did not address quality 

of life, which Fallowfield declared as “The missing measurement in health care.”[6] Hence, the 

development of a “Quality of Life [7]” measurement by the World Health Organization (W.H.O) 

was an effort in shifting from mechanistic models of biomedical research to concentrating on 

overall well-being status of individuals.[8]  

 

Quality of life is defined as the “individuals' perceptions of their position in life in the context of 

the culture and value systems in which they live and in relation to their goals, expectations, 

standards and concerns.”[7, 9] Hence, quality of life denotes subjective contexts of physical, 

psychological, cultural, social and environmental perceptions in holistic perspective. WHOQOL-

100, a detailed assessment of quality of life was developed through evaluation in 15 culturally 

diverse field centers.[7, 9] Subsequently, the WHOQOL-BREF was developed as a shorter 

version to assess quality of life by examining only four domains but nonetheless provides a 

reliable comprehensive assessment of each facet relating to quality of life.[7, 9-11]  

 

WHOQOL-BREF is a widely used instrument to assess several diseases such as HIV,[12] 

psychiatric conditions [8, 13, 14], liver transplantation,[15] chronic fatigue syndrome[16],  

physiological status such as in older adults[17] and stressful events[18]. Information from QoL 

indicators can be useful to compare different occupational groups and the same occupational 
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group in different regions and countries. [19] A limited number of studies done in India have 

ascertained the quality of life in professionals working in Information Technology (IT) and 

Information Technology Enabled Services (ITES) professionals.[20, 21]  

 

Human beings endeavor to attain better quality of life by using their skills, available resources 

and by constantly working harder. Hence, workers subject themselves to greater degrees of 

pressure to achieve a better quality of life. However, there have been no attempts in India to 

explore psychosocial determinants such as how much job stress might have to be endured to 

reach a higher quality of life. This study aims to examine several domains of job stress among 

IT/ITES professionals and estimate how much stress IT/ITES professionals have to endure to 

reach positive levels of quality of life. 

 

This study also looked at musculoskeletal symptoms among IT/ITES professionals. Work-

related Musculoskeletal Symptoms (WMS) are defined as symptoms related to lesions of the 

muscles, tendons, ligaments, peripheral nerves, joints, cartilage, bones and/or supporting blood 

vessels in the upper or lower extremities or back, which is caused or aggravated by exposure to 

risk factors in the workplace and is not the result of acute or instantaneous events.[22] WMS are 

common in computer users involving muscle, fascia, tendon and/or neurovascular structures in 

any part of the body.[23] [24] Work related Musculoskeletal Symptoms (WMS) are a group of 

symptoms common in computer users involving muscle, fascia, tendon and/or neurovascular 

structures in any part of the body.[23]  

 
Methods 
 
The study population comprised 1071 IT/ITES professionals including 509 in the IT sector and 

472 in the ITES sector, [25] A detailed description of methods including sample size, method of 

recruitment is provided in chapter.2.[25] In brief, the study area was Bengaluru, known as the 
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“silicon valley” of India. We included workers in IT and ITES industry who were 20-59 years and 

were working as “technical workers”. A technical worker is any person who belongs to a 

designated job classification as per the revised Indian National Classification of Occupations 

[26] - 2004 [27], and in specific, we defined “Technical worker” as a worker whose primary 

work/designation involves specific job codes [27, 28]  We excluded workers aged less than 20 

years and older than 59 years, management and support staff workers, who were not directly 

involved in I.T/I.T.E.S sector (white collar workers) and workers whose job designation did not 

fall in the codes listed in the inclusion criteria (For example:- drivers, security guard) and 

workers who have worked for less than 1 year at the time of the interview. 

 

The study was anonymous and we did not collect identifying information from the volunteers. In 

addition, confidentiality was assured with respect to the collection of information and restricted 

use of it only for the analysis of the study. After understanding all the required information, 

participants completed a questionnaire that contained self-reported quality of life questions and 

stressors. The detailed questionnaire is attached in appendix.1. A detailed description of 

measures for the socio-demographic and general behavior of the participating professionals is 

described in the methods section. [29] In this study, we describe the measures related to Quality 

of Life (QoL) and musculoskeletal symptoms. 

 
Measures 
 
Quality of Life 
 
The original questionnaire developed by WHO, WHOQOL-100 is a thorough evaluation of 

individual facets relating to quality of life.[10, 11, 19] The WHOQOL- BREF is shorter version of 

quality of life assessment that looks at Domain level profiles, The WHOQOL-BREF contains 26 

question with one item from each from the 24 facets in the WHOQOL-100, one item to assess 

overall quality of Life and one item to examine general health facet. The WHOQOL-BREF 
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estimates quality of life through four domain scores. The four domain scores denote an 

individual’s perception of quality of life in each particular domain, with higher scores denoting 

higher quality of life. The mean score of items within each domain is used to calculate the 

complete domain score.  The scores are multiplied by 4 to obtain domain scores similar to 

WHOQOL-100.  

 

Table-1 describes the domains, facets incorporated within each domain. For detailed questions, 

refer to annexure.1: QOL questionnaire.  The WHOQOL six domain scores denote an 

individual’s perception of quality of life in the following domains: Physical, Psychological, Level 

of Independence, Social Relationships, Environment, and Spirituality. Individual items are rated 

on a Likert scale where 1 indicates low, negative perceptions and 5 indicates high, positive 

perceptions. As an example, an item in the positive feeling facet asks “How much do you enjoy 

life?” and the available responses are 1 (not at all), 2 (a little) 3 (a moderate amount), 4 (very 

much) and 5 (an extreme amount).  As such, domain and facet scores are scaled in a positive 

direction where higher scores denote higher quality of life. Some facets (Pain and Discomfort, 

Negative Feelings, Dependence on Medication, Death and Dying) are not scaled in a positive 

direction, but in a reverse direction. We calculated quality of life using SPSS syntax file, which 

we obtained from the WHOQOL SRPB Coordinator, Mental Health: Evidence and Research, 

Department of Mental Health and Substance Dependence, CH-1211 Geneva 27, Switzerland. 

The WHO-QoL,[30] a generic measure of health-related quality of life which will be used to 

assess health status of workers according to job titles held by them. 

 

The domain of physical quality of life assesses physical health through questions (3 , 4 , 10 ,  15, 

 16 , 17,   18,  19  and 26) relating to dependence on medicinal substances and medical aids, 

energy and fatigue, ease of mobility, bodily pain and discomfort, sleep and rest and work 

capacity. The psychological domain assesses psychological quality of life through question (5, 6 
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, 7 , 11, 1) addressing negative feelings , positive feelings, self-esteem, beliefs about spirituality / 

religion and thinking, learning, memory and concentration. The social quality of life is assessed 

by social domain through questions (20-22) on personal relationships, social support and sexual 

activity. The environmental quality of life is assessed by scoring (questions 8-9, 12-14, and 23- 

25) financial resources, freedom, physical safety and security, accessibility and quality of health 

and social care, environment at home, opportunities for acquiring new information and skills, 

participation in and opportunities for recreation or leisure activities, physical environment 

(pollution / noise / traffic/ climate) and transport. A detailed description of questions is provided 

in appendix.2. 

 

Job stress 
 
 

Job stress was calculated by combining different combinations of some or all of the job stressors 

used in the study. “Job Stressors” are defined as “working conditions that may lead to Acute 

Reactions, or strains in the worker.” We used two different sets of job stress indicators. The First 

set was the Occupational Stress Index (OSI). [31-42] This index is based on an additive burden 

model that focuses on work stressors and integrates essentials of Job Strain Model [43] with an 

attempt to capture stress at work. [31-42] [44]  

 

The second types of stress domain examined were based on the results from qualitative 

study.[45] The stress domains comprised Time pressure, length of experience, Shift, Income, 

job Control, Autonomy, Appreciation, Physical environment, Work Environment and Emotional 

stressors. A detailed description of job stressors is provided in earlier chapters on methods and 

qualitative study.[25, 45]  
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Musculoskeletal symptoms 
 
We used the standardized Nordic questionnaire[46, 47] for assessing musculoskeletal 

symptoms.[48] This standardized questionnaire contains items identifying areas of the body 

causing musculoskeletal problems. Symptoms in nine sites of the body were assessed, ; neck, 

shoulders, upper back, elbows, low back, wrist/hands, hips/thighs, knees and ankles/feet. 

Respondents had to answer if they have had any musculoskeletal trouble in the last 12 months 

preventing their normal activity, which were defined as chronic musculoskeletal symptoms. 

Similarly the responses to musculoskeletal symptoms in the last 7 days were termed as acute 

musculoskeletal symptoms. This questionnaire has been validated in several countries including 

India and the studies have concluded that this was acceptable as a screening tool. [49-56] 

Existing information was used to classify the severity of chronic and acute musculoskeletal 

symptoms of head, eye, neck, shoulder, elbow, wrist, upper and lower back, hip, knee and 

ankle.  

 

We also calculated composite chronic musculoskeletal score that combines chronic 

musculoskeletal symptoms for all the parts mentioned above and a composite acute score that 

combines acute musculoskeletal symptoms for all parts. We illustrate recoding of chronic score 

for one part, the head, here. The questionnaire contained three questions regarding symptoms 

related to head. The first question asked whether the worker at any time during the last 12 

months had trouble (such as ache, pain, discomfort, numbness) in their head. The second 

question inquired whether during the past 12 months, they had been prevented from carrying 

out normal activities (housework, hobbies, work) because of this trouble. The third question 

asked whether during the past 12 months, they had seen a physician for this condition. If the 

answer to all three questions on headache was yes, then it will be recoded as level 5, reflecting 

severity. If there was as ache, pain, discomfort, numbness and the person had to see a doctor 

for it, (yes to 1 and 3 but no to 2), then it is coded as 4. If answer to first two questions is yes and 
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third is no, then it is coded as 3.  If the answer to first question is yes and no to next two 

questions, then it is coded as 2. The code 1 is given who said no to all three questions.   

Finally chronic and acute musculoskeletal scores were calculated by combing the scores of all 

the parts to a total combined score of 100. The formula is as given below 

 

 
 
 
 
 
Confounders 

We included waist by hip circumference, past medical history, gender, age (continuous), socio 

economic status (continuous), marital status, tobacco use, alcohol and regular exercises for at 

least 20 minutes as confounders. A detailed description of the measures about confounders is 

provided in earlier chapters on methods. [25, 53] 

 

Analysis:  

 

Initially, variables were recoded in increasing order of contextual stress increases if they are 

concerned with stress, increased musculoskeletal symptom, increasing quality of life across 

their respective gradations.  Newly coded variables were created in the dataset for further 

analysis. The data from the cross sectional survey was analyzed using SAS 9.1.3104[57]  A 

detailed analysis plan is explained in Chapter.2. [53, 57] We present brief details pertaining to 

this chapter. The data from the cross sectional survey was analyzed using SAS 9.1.3104[57]  

 

We used ordinal logistic regression in this study. For this purpose, we had created tertiles of 

stress domains (Y) as ordinals, Low, Moderate and High levels of stress. We didn’t use 

polytomous logistic regression, as this model does not make use of the information about the 

Chronic musculoskeletal score = (Sum of chronic score for all eleven parts/11)* 20 
Acute musculoskeletal score = (Sum of acute score for all eleven parts/11)* 20 
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ordering. Hence, alternatively, to take account of the ordering obtained from contextual stress 

domains and data management, we used cumulative probabilities (interrelated to cumulative 

odds and cumulative logits) model.[58] [59] 

 

For (k+l) ordered categories, these quantities are defined as follows                                 

P (Y≤ i )= p1+p2+…..+pi 
odds (Y≤ i= i)= [(P(Y≤ i )  ⁄ (1- P(Y≤ i ) ]=[(p1+p2+…..+pi)/(p i+1+…+pk+1)]  
logit  (Y≤ i= i)= ln[(P(Y≤ i )  ⁄ (1- P(Y≤ i ) ] ,  i=1,.. . ,k  

 
The cumulative logistic model for outcomes arranged in ordinal categories is given by 

Logit (Y≤ i=i) = α,+piX.+...+pimXm, i=l,...,k  
 
The model has k model equations and one logistic coefficient bij, for each category/covariate 

combination. The general cumulative logistic regression model therefore contains a large 

number of parameters. A more parsimonious model can be thought of when the logistic 

coefficients do not depend on i and we have only one common parameter bij for each covariate. 

Based on this, the cumulative odds are given by                                 

Odds (Y≤ i=i) = exp(α,) exp(βiXi+...+ βmXm) ,  i=l,...,k 
 
This model suggests that the k odds for each cut-off category i differ only with regard to the 

intercepts αi.  

 
Results 
 

1369 IT/ITES professionals were invited to participate in the study. The refusal rate was 4.7% 

(n=64). The details of selection and completeness are provided in chapter.4. In brief, 13% 

professionals didn’t return the questionnaire a further 4.6% were found ineligible based on the 

inclusion criteria. The total refusal rate was 18%. Among the eligible subjects (1071), we 

conducted the analysis regarding Job stress and Quality of Life that included 599 IT 

professionals and 472 ITES professionals.   
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Descriptive analyses of domains of quality of life among workers are presented inTable.1. Out of 

1071 participants, 55% of them reported of having moderate quality of physical life. Nearly 40% 

rated their quality of psychological life as moderate and 35% rated it as poor. Regarding quality 

of environmental life, 46% and 40% of the participants had moderate and poor quality of 

environmental life respectively.  60% of the subjects had rated their quality of social life as 

moderate.  

 

Distributions of musculoskeletal symptoms as reported by participants are presented in Table.2. 

Out of 1071 workers, the proportion with chronic symptoms at moderate or higher level for head 

was 24%, chronic eye symptoms 19% and chronic neck symptoms 18%. The proportion of 

moderate or higher level of chronic symptoms for shoulders was 15%, elbow was 56% and 

wrists was 56%. The proportion of moderate or higher level of chronic symptoms for upper back 

was 56%, lower back was 19%, hips was 56%, knees was 57% and ankles was 56%. 

On estimating the chronic Musculo-skeletal score, it was found that 70% had low score, 21% 

had moderate chronic symptom score and 9% had high score. However, a greater proportion of 

IT/ITES professionals had acute musculoskeletal scores with moderate degree being 44% and 

high level at 12%.  

 

Descriptive analyses of coping mechanisms for relieving musculoskeletal symptoms as 

mentioned by workers are presented in Table.3. Nearly 50% of the workers reported that they 

would attempt seeking help sometimes during handling heavy objects, 55% modified their 

position/posture sometimes in order to get relief from musculoskeletal symptom, only 15% 

almost always used a different part of his/her body to do a skilled job, 48% did some warm up or 

stretches sometimes before performing some strenuous activity while 30% almost never did, 

54% sometimes paused regularly while working, 48% adjusted the height of the chair 
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sometimes before starting work, 53% workers adapted techniques sometimes that did not 

aggravate symptoms and 48% sometimes stopped work if it caused or aggravated pain.  

Unadjusted and adjusted associations of quality of life and higher occupational stress index 

(OSI) are presented in Table.4. In the unadjusted model, participants with moderate and good 

levels of physical quality of life were found to be associated with higher occupational stress 

index. These associations became stronger when we adjusted for gender, marital status, ever 

use of tobacco, alcohol drinking, exercise habit, socio-economic condition, nutritional status and 

family history for chronic illnesses. Subjects with good level of psychological quality of life had 

93% and 71% higher odds of having higher occupational stress index in unadjusted and 

adjusted models respectively. Those with moderate and good environmental and social quality 

of life were more likely to have higher occupational stress index in both unadjusted and adjusted 

models  

 

In the adjusted model, subjects with a good level of environmental quality of life had 49% higher 

odds of suffering from higher occupational stress related to time pressure. (Table.5) There was 

no association between any domain of quality of life and occupational stress related to longer 

duration of experience. (Table.6) 

 

Crude and adjusted associations of quality of life and higher shift related stress factors are 

presented in Table.7. Subjects having good physical quality of life were found to be associated 

with higher occupational stress related to shift factors both in unadjusted and adjusted analysis. 

In adjusted model, participants with good psychological quality of life had 62% higher odds of 

having higher shift related stress factors. There was a crude association between workers 

reporting moderate environmental quality of life and higher shift related stress factors, which 

was also observed after adjustment.  
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Unadjusted and adjusted associations of quality of life and higher income related stress factors 

are presented in Table.8. Subjects with good psychological quality of life were more likely to 

have higher occupational stress related to income, which was also observed after adjustment. 

Those with moderate and good environmental and social quality of life were more likely to have 

higher income related stress factors in both unadjusted and adjusted models. 

 

Unadjusted and adjusted associations of quality of life and higher job control related stress 

factors are presented in Table.9. Participants reporting good quality of physical life were more 

likely to have higher occupational stress related to job control. Having moderate and good 

environmental quality of life was found to be associated with higher stress related to job control 

and these associations remained same on adjustment for moderate. Subjects with good social 

quality of life had 93% higher odds of having higher job control related stress and when we did 

adjustment, both moderate and good social quality of life were found to associated with higher 

job control related stress. 

 

Crude and adjusted analyses between quality of life and higher autonomy related stress factors 

are presented in Table. 10. Subjects reporting good physical and psychological quality of life 

were found to be associated with higher occupational stress related to autonomy in both 

unadjusted and adjusted models. In addition, participants with moderate and good quality of 

environmental life were more likely to have higher autonomy related stress and on adjustment 

we got similar results. Having moderate and good social quality of life was found to be 

associated with higher autonomy related job stress and on adjustment only good social quality 

of life showed positive association with higher autonomy related job stress.  

 

Table.11 shows unadjusted and adjusted associations of quality of life and higher job stress 

related to appreciation. In comparison to subjects with corresponding poor level of QOL, those 
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having moderate and good physical and environmental quality of life were more likely to suffer 

from higher appreciation related stress in crude analysis and adjusted models. Participants with 

good quality of psychological quality of life were 2.19 times likely to suffer from higher 

appreciation related occupational stress and we got almost similar results on adjustment. In 

addition, subjects with moderate and good social quality of life were found to be associated with 

higher appreciation related stress but on adjustment only good social quality of life was found to 

be associated with higher appreciation related job stress.    

 

Table. 12 provide results of crude and adjusted analyses of associations between quality of life 

and higher job stress related to physical environment. In comparison to workers reporting poor 

QOL, workers having moderate and good physical, psychological, environmental and social 

QOL, all were found to have positive associations with higher occupational stress related to 

physical environment in both unadjusted and adjusted models.  

 

Unadjusted and adjusted associations between quality of life and occupational stress related to 

work environment are presented in Table. 13. Participants with moderate and good physical and 

environmental quality of life had higher odds of suffering from higher appreciation related stress 

in crude analysis and adjusted models. Subjects reporting good psychological quality of life 

were 1.49 times likely to suffer from higher job stress related to work environment but on 

adjustment no association was observed. Having moderate and good quality of social life were 

found to be associated with higher occupational stress related to work environment and when 

we did adjusted analysis, only subjects having good quality of social life showed positive 

association.  

 

Table 14 provides results of crude and adjusted analyses of associations between quality of life 

and occupational stress related to emotion. In comparison to workers reporting poor QOL, 
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workers having moderate and good physical, psychological for moderate and crude, 

environmental and social QoL, all were found to have positive associations with higher 

occupational stress related to emotion in both unadjusted and adjusted models. 

The pattern of association between all the domains of stress and all the domains of quality of life 

is provided in figure.1. The moderate levels of stress in the domains of work environment, 

income, affect, job control are strongly associated with better quality of life in that order. The 

strongest association between quality of life is seen with high work environment stressors, OSI 

and physical environmental stressors. The strength of relationship decreases with higher levels 

of autonomy stressors, job control and income stressors.  

Discussion 
 
 
The association between computer work environment and health has been studied earlier. [60-

64] Mostly, these studies focused on assessing physical and mental health in work settings. [65-

68] There is not enough literature available on association between job stress and quality of life. 

[69] This study explored to investigate the musculoskeletal symptoms and quality of life in 

software industry of Bangalore.  

 

In a study done among computer professionals in Delhi, nearly three-fourths of the respondents 

had musculoskeletal problems.[26] This study also showed that visual problems were directly 

related to average computer hours per day. Visual problems were less in persons using an 

antiglare screen, and those with adequate lighting in the room. This could mean that putting 

emphasis on ergonomic conditions under which computer-related work is being performed, can 

go a long way in reducing the burden of visual problems. Musculoskeletal problems were 

greater in professionals working for a longer time per day, and were found to be significantly 

lesser among those using cushioned chairs and soft keypad. [26] In a study done by Sharma et 
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al,[70], the common symptoms were pain (55%) and stiffness (14.8%) and common sites 

affected were neck (44%), low back (30.5%), wrist/hand (19%) and shoulders (12.5%).  

 

With reference to acute musculoskeletal symptoms, the results from our study are in conformity 

with Indian studies by Sharma et al,[70] who reported 93% of the subjects having one or more 

than one MS (musculoskeletal symptoms ), Shah et al [71] where 94% software professionals, 

had one or more problems. From international evidence, our results are in agreement with study 

done by Peper and Gibney [72], who reported 97% if college students reporting some discomfort 

while, Sjogren-Rouka et al [73] reported 92%. In a meta-analysis done by Lim et al [74, 75] and 

WHO suggest the prevalence proportion of Work related musculoskeletal symptoms (WMS) is 

between 14-75%. This wide range in the prevalence proportion of MSS may be due to 

heterogeneity of work environment, proportion of people doing regular exercise, level of 

knowledge, attitude and practice towards MSS by IT/ITES professionals. Our study results are 

consistent with the study by Talwar [26] and Bhatt.[76]  

 

The prevalence of various WMS involving human-computer interface are determined by several 

factors. These include type of profession, work environment,  

posture adopted, exercises and relaxation techniques.[21, 77, 78] Further, the evidence from 

earlier studies suggests that position of monitor & keyboard, exhaustion, overuse, and lack of 

ergonomic knowledge also play an important role. [21, 79] One of the most important 

determinant in alleviating musculoskeletal symptoms is physical activity and IT/ITES 

professionals work tasks involve little or no physical activity.[65] Earlier studies have concluded 

that the high prevalence of WMS is due to lack of ergonomics principles to improve efficiency 

and comfort.[80],[81] We found that more than half of subjects suffer from some acute 

musculoskeletal symptom. More than half of IT/ITES professionals had chronic symptoms for 

elbows, wrists, upper back, knees and ankle. 
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Our results indicated all the domains (physical, psychological, social and environmental) of 

quality of life showed statistically significant positive associations with increasing stress domains 

of autonomy, physical infrastructure, work environment and emotional factors. Barring 

psychological domain of QoL, all the other domains were associated with job control. There was 

positive association seen in the relation between environmental domain with time pressure and 

appreciation stressors. All domains except social QoL were affected stress related to shift work 

and all the domains except physical QoL affected income related stress. In summary, our results 

indicated that higher quality of life was associated with moderate to high levels of stress. There 

can be several possible reasons for these findings.   

 

First, “Yerkes-Dodson law” states that “As the difficultness of discrimination is increased the 

strength of that stimulus which is most favorable to habit formation approaches the 

threshold.”[82-85] An interpretation of this law suggests that there is an inverted U relationship 

between quality of life achieved through efficiency of coping and arousal due to stress. [82-85] 

Deducing this logic, the peak accomplishment of quality of life probably happens by stimulus of 

moderate-high levels of job stressors, which facilitate transformation. [82-85] Also, very low 

levels of job stress might lead mix-up of extraneous and pertinent cues and hence there may not 

be any change towards better quality of life. [82] In support of the above, Hans Selye coined the 

term “Eustress” or “good stress”,[86] indicating common benefit accrued by stress till certain 

levels. After crossing threshold level, stress would turn into “distress”.[87-89]  

 

Second, it is possible that workers experiencing high levels of stress dropped out of the study 

and therefore survivor bias might have affected the results. Those who could handle stress well 

continue to work and advance to higher levels.  
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Third, the cause of stress (eustress of distress) is not a simple consequence to exposure to 

stressors alone, as the perception of stressor by individuals plays a greater role.[90-92] “Sense 

of coherence” (SOC) is a term used as an explanation why individual perceive stresses 

differently.  According to Antonovsky, the term SOC is defined as “a global orientation that 

expresses the extent to which one has a pervasive, enduring though dynamic feeling of 

confidence” that the world is meaningful, understandable, and manageable.[93, 94] The 

confidence gained through confronting the stressors may have been reflected through the 

positive subjective affirmation of the domains of quality of life.[90, 95]  

 

Fourth, it is possible that extraneous variables connecting job stress and quality of life might be 

responsible for the observed association. The three possible domains that have bearing on 

determining the quality of life in individuals are health of individuals, their general level of 

satisfaction, personal values, income and aspirations. Health of the individual in terms of their 

physical, mental, social and emotional well-being. Perceptions about their quality of life is 

another determinant as one may be perfectly healthy and still feel sick either because of inability 

to appreciate the healthiness of self. Similarly, perceptual differences might make the feel based 

on what they believe in is true, which might be different than objective status in their life. This 

domain can be called as satisfaction with objective attainments. In general, the professionals 

working in IT/ITES industry appear to be satisfied with their life.  

 

Fifth, personal values and aspirations also play a greater role in determining quality of life.[96-

99] Professionals who reach the top or perform well are those who cope successfully with work 

pressures. As a result, they will have better quality of life in most aspects. Job insecurity and 

constant need to upgrade skills are two of such factors found in literature.  [100] Job insecurity is 

a condition wherein employees lack the assurance that their jobs will remain stable and is 
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characterized by the uncertainty around keeping the job.[101],[102-106] Employees engaged in 

IT/ITES sector have to work at their best for lowering their job insecurity. [107-109],[14-18]  

 

There is evidence that the work involved in IT/ITES sector involves greater innovation resulting 

in engagement with creative tasks, which are associated with both stressors and with physical 

domain, social domain and emotional domains with quality of life.[14, 19, 20, 23, 110-112] The 

age of the professionals included in the study were very young and contained predominately 

males. This finding is similar to other studies done in India.[65, 66] Jha et al reported age as 

most important predictor associated with all domains of quality of life among software 

professionals.[6] The authors also inferred that the reason for better QoL among IT 

professionals could be explained by their length of experience within the industry professionals 

that could have better acclimatized to the work environment.  

 

Finally, protective family, social and psychosocial environment might be the reason for 

correlation with both higher stress and quality of life. There is evidence suggesting that social 

support may reduce conflict, time pressure and ambiguity.[113] Parental demands, satisfaction 

in marital relations and family conflicts interact with job stressors and influence overall 

satisfaction with life.[114] [115, 116].   

 
Strengths and Limitations 
 
 

The strengths of this study are that the sample size was large, captured most aspects of socio-

demographic characteristics, used validated questionnaire for assessing occupational stress 

and quality of life. Our study indicated that there is a strong relationship between higher quality 

of life and moderate-high levels of stress. This relationship was evident for all the four domains 

of quality of life.  
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Nonetheless, there are some limitations in the study. Due to cross sectional nature of the study, 

the positive associations do not suggest causality, as temporal ambiguity cannot be ruled out. 

Also, our study did not measure coping mechanisms such as sense of coherence and 

personality characteristics, which mediate the pathway of stress and quality of life. As inherent 

to any cross sectional study, we cannot rule out selection bias and confounding playing their role 

in causing some bias in the reported association. Also, all the measurements were based on 

self-reporting of IT/ITES professionals, and the direction of their assessment might have taken 

the bias in any direction.  

 
Summary and Future Directions  
 
Most of the evidence regarding QoL including ours has been based out of cross-sectional 

studies. Hence, temporal ambiguity is a major limitation. Prospective examination through 

cohort studies will aid in establishing temporality of this association. Due caution will have to be 

exercised while interpreting our results or in applying to other occupational settings. 

 

Notwithstanding the limitations, our research provides a rare insight into an extremely 

unexplored, yet demanding, occupational setting. Job stress is associated with higher income, 

higher control job categories which pay better. The respondents clearly found the trade off of 

higher stress to be acceptable for the increased quality of life they enjoyed. It is also possible 

that eustress might actually be responsible for improvements in quality of life either directly or 

through mediation of variables such as personal values and aspirations, personality 

characteristics, income and others. Only future studies can provide conclusive evidence towards 

this.  

 

Our study also found high prevalence of musculoskeletal symptoms in IT/ITES professionals. It 

is important to delineate the ergonomic characteristics at workplace and how these are related 
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to musculoskeletal problems. There is a need for introduction of better ergonomic approach 

while designing the workspaces and incorporating regular exercises as part of the routine 

activity.  Reductions in stress levels and musculoskeletal symptoms should be the priority of 

employers and most efficient way of doing this can be through integrating prevention into 

industrial practices. 
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Tables 

Table.1.Descriptive Table of domains of quality of life 
 

Domains of quality of Life Sample 
size Levels of QoL Freq. % 95% Conf. 

Interval 

Physical Quality of Life 1071 
Good 303 28.29 (25.59 – 31.0) 
Moderate 589 55.00 (52.02 - 57.98) 
Poor 179 16.71 (14.48 - 18.96) 

Psychological Quality of Life 
 1071 

Good 377 35.20 (32.34 - 38.07) 
Moderate 432 40.34 (37.4 - 43.28) 
Poor 262 24.46 (21.89 - 27.05) 

Environmental Quality of Life 
 1071 

Good 432 40.34 (37.4 - 43.28) 
Moderate 496 46.31 (43.33 - 49.31) 
Poor 143 13.35 (11.32 - 15.4) 

Social Quality of Life 
 1071 

Good 280 26.14 (23.51 - 28.78) 
Moderate 643 60.04 (57.1 - 62.98) 
Poor 148 13.82 (11.75 - 15.89) 
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Table.2.Description of musculoskeletal symptoms 

Musculoskeletal symptoms Number Levels of 
symptoms Frequency % [95%Conf.Interval] 

Chronic symptoms of Head  1071 
Low 812 75.82 (73.25 - 78.39) 
Moderate 145 13.54 (11.49 - 15.6) 
High 114 10.64 (8.8 - 12.5) 

Chronic symptoms of Eye  1071 
Low 874 81.61 (79.29 - 83.93) 
Moderate 113 10.55 (8.71 - 12.4) 
High 84 7.84 (6.24 - 9.46) 

Chronic symptoms of Neck  1071 
Low 878 81.98 (79.68 - 84.29) 
Moderate 138 12.89 (10.88 - 14.9) 
High 55 5.14 (3.82 - 6.46) 

Chronic symptoms of Shoulders  1071 
Low 909 84.87 (82.73 - 87.03) 
Moderate 112 10.46 (8.63 - 12.3) 
High 50 4.67 (3.41 - 5.94) 

Chronic symptoms of Elbows  1071 
Low 469 43.79 (40.82 - 46.77) 
Moderate 535 49.95 (46.96 - 52.96) 
High 67 6.26 (4.81 - 7.71) 

Chronic symptoms of Wrists / 
Hands  1071 

Low 468 43.70 (40.73 - 46.68) 
Moderate 482 45.00 (42.03 - 47.99) 
High 121 11.30 (9.4 - 13.2) 

Chronic symptoms of Upper 
Back  1071 

Low 470 43.88 (40.91 - 46.87) 
Moderate 469 43.79 (40.82 - 46.77) 
High 132 12.32 (10.36 - 14.3) 

Chronic symptoms of Lower 
Back  1071 

Low 859 80.21 (77.82 - 82.6) 
Moderate 144 13.45 (11.4 - 15.5) 
High 68 6.35 (4.89 - 7.82) 

Chronic symptoms of Hips  1071 
Low 473 44.16 (41.19 - 47.15) 
Moderate 533 49.77 (46.77 - 52.77) 
High 65 6.07 (4.64 - 7.51) 

Chronic symptoms of Knees  1071 
Low 466 43.51 (40.54 - 46.49) 
Moderate 499 46.59 (43.6 - 49.59) 
High 106 9.90 (8.11 - 11.69) 

Chronic symptoms of ankles  1071 
Low 475 44.35 (41.38 - 47.34) 
Moderate 521 48.65 (45.65 - 51.65) 
High 75 7.00 (5.48 - 8.54) 

Chronic Musculo-Skeletal score 1071 
Low 748 69.84 (67.09 - 72.6) 
Moderate 225 21.01 (18.57 - 23.46) 
High 98 9.15 (7.43 - 10.88) 

Acute Musculo-Skeletal score 1071 
Low 471 43.98 (41.01 - 46.96) 
Moderate 467 43.60 (40.63 - 46.58) 
High 133 12.42 (10.44 - 14.4) 
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Table.3.Descriptive Table of coping mechanisms for relieving musculoskeletal symptoms 
Coping mechanisms Sample 

size Tabulation Almost 
Always Some Times Almost Never 

Will receive some help to handle a 
heavy object 1005 

Freq & % 126 (12.54) 494 (49.16) 385 (38.31) 
95% CI (10.49 - 14.59) (46.06 - 52.26) (35.3 - 41.32) 
Std. Err. 1.05 1.58 1.53 

Modify one’s position or posture 1026 
Freq & % 271 (26.42) 557 (54.29) 198 (19.3) 
95% CI (23.72 - 29.12) (51.24 - 57.35) (16.88 - 21.72) 
Std. Err. 1.38 1.56 1.23 

Use a different part of my body to 
do a skilled Job 992 

Freq & % 146 (14.72) 425 (42.85) 421 (42.44) 
95% CI (12.51 - 16.93) (39.76 - 45.93) (39.36 - 45.53) 
Std. Err. 1.13 1.57 1.57 

Warm up and stretch before 
performing strenuous activity 1010 

Freq & % 230 (22.78) 478 (47.33) 302 (29.91) 
95% CI (20.19 - 25.37) (44.25 - 50.42) (27.08 - 32.73) 
Std. Err. 1.32 1.57 1.44 

Pause regularly while working 992 
Freq & % 226 (22.79) 529 (53.33) 237 (23.9) 
95% CI (20.17 - 25.4) (50.22 - 56.44) (21.24 - 26.55) 
Std. Err. 1.33 1.58 1.35 

Adjust height of chair before 
starting work 1014 

Freq & % 336 (33.14) 479 (47.24) 199 (19.63) 
95% CI (30.24 - 36.04) (44.17 - 50.32) (17.18 - 22.08) 
Std. Err. 1.48 1.57 1.25 

Adapt techniques that do not 
aggravate symptoms 1003 

Freq & % 242 (24.13) 528 (52.65) 233 (23.24) 
95% CI (21.48 - 26.78) (49.55 - 55.74) (20.62 - 25.85) 
Std. Err. 1.35 1.58 1.33 

Stop a work if it causes or 
aggravates discomfort 1024 

Freq & % 261 (25.49) 491 (47.95) 272 (26.57) 
95% CI (22.82 - 28.17) (44.89 - 51.02) (23.86 - 29.28) 
Std. Err. 1.36 1.56 1.38 
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Table. 4: Estimates of quality of life and Occupational Stress Index 
 

Physical QOL 

Unadjusted OR 
Poor Reference     
Moderate 1.40# (1.08 - 1.85) 0.01 
Good 1.89 (1.32 - 2.72) 0.00 

Adjusted * OR 
Poor Reference    
Moderate 1.45 (1.12 - 1.88) 0.00 
Good 2.05 (1.45 - 2.91) <.0001 

Psychological QOL 

Unadjusted 
Poor Reference     
Moderate 1.11 (0.85 - 1.45) 0.46 
Good 1.93 (1.41 - 2.64) <.0001 

Adjusted* 
Poor Reference    
Moderate 1.06 (0.82 - 1.37) 0.68 
Good 1.71 (1.28 - 2.31) 0.00 

Environmental QOL 

Unadjusted 
Poor Reference     
Moderate 2.07 (1.6 - 2.67) <.0001 
Good 3.18 (2.18 - 4.66) <.0001 

Adjusted* 
Poor Reference    
Moderate 2.06 (1.62 - 2.63) <.0001 
Good 3.37 (2.34 - 4.86) <.0001 

Social QOL 

Unadjusted 
Poor Reference     
Moderate 1.37 (1.05 - 1.81) 0.02 
Good 2.12 (1.43 - 3.16) 0.00 

Adjusted* 
Poor Reference    
Moderate 1.37 (1.06 - 1.78) 0.02 
Good 2.33 (1.6 - 3.41) <.0001 

 
*Adjusted estimates obtained after controlling for gender, marital status, ever use of 
tobacco, alcohol drinking, exercise habit, socio-economic condition, nutritional status 
and family history for chronic illnesses  
# Odds of having a higher level of occupational stress index
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Table. 5: Estimates of quality of life and Time pressure 

 

Physical QOL 

Unadjusted 
Poor Reference     
Moderate 0.98# (0.75 - 1.3) 0.90 
Good 1.01 (0.7 - 1.47) 0.95 

Adjusted* 
Poor Reference    
Moderate 1.06 (0.82 - 1.39) 0.65 
Good 1.08 (0.76 - 1.54) 0.69 

Psychological QOL 

Unadjusted 
Poor Reference     
Moderate 0.99 (0.75 - 1.31) 0.93 
Good 1.08 (0.79 - 1.49) 0.64 

Adjusted* 
Poor Reference    
Moderate 0.98 (0.75 - 1.28) 0.87 
Good 1.06 (0.78 - 1.44) 0.73 

Environmental QOL 

Unadjusted 
Poor Reference     
Moderate 0.97 (0.75 - 1.26) 0.83 
Good 1.39 (0.94 - 2.06) 0.10 

Adjusted* 
Poor Reference    
Moderate 1.05 (0.82 - 1.35) 0.71 
Good 1.49 (1.03 - 2.17) 0.04 

Social QOL 

Unadjusted 
Poor Reference     
Moderate 1.18 (0.9 - 1.57) 0.24 
Good 1.16 (0.78 - 1.75) 0.47 

Adjusted* 
Poor Reference    
Moderate 1.20 (0.92 - 1.57) 0.19 
Good 1.20 (0.82 - 1.77) 0.35 

 
*Adjusted estimates obtained after controlling for gender, marital status, ever use of 
tobacco, alcohol drinking, exercise habit, socio-economic condition, nutritional status 
and family history for chronic illnesses  
# Odds of having a higher level of occupational stress index 
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Table. 6: Estimates of quality of life and length of experience 

 

Physical QOL 

Unadjusted 
Poor Reference     
Moderate 0.97# (0.68 - 1.39) 0.87 
Good 1.05 (0.65 - 1.7) 0.85 

Adjusted* 
Poor Reference    
Moderate 0.96 (0.69 - 1.35) 0.82 
Good 1.15 (0.73 - 1.83) 0.55 

Psychological QOL 

Unadjusted 
Poor Reference     
Moderate 0.96 (0.69 - 1.37) 0.83 
Good 1.37 (0.9 - 2.1) 0.14 

Adjusted* 
Poor Reference    
Moderate 0.97 (0.7 - 1.36) 0.88 
Good 1.34 (0.9 - 2) 0.15 

Environmental QOL 

Unadjusted 
Poor Reference     
Moderate 1.18 (0.85 - 1.65) 0.32 
Good 1.17 (0.72 - 1.9) 0.53 

Adjusted* 
Poor Reference    
Moderate 1.24 (0.91 - 1.7) 0.18 
Good 1.14 (0.72 - 1.8) 0.59 

Social QOL 

Unadjusted 
Poor Reference     
Moderate 1.05 (0.74 - 1.51) 0.79 
Good 0.96 (0.58 - 1.6) 0.87 

Adjusted* 
Poor Reference    
Moderate 1.05 (0.75 - 1.48) 0.78 
Good 0.96 (0.6 - 1.56) 0.88 

 
*Adjusted estimates obtained after controlling for gender, marital status, ever use of 
tobacco, alcohol drinking, exercise habit, socio-economic condition, nutritional status 
and family history for chronic illnesses  
# Odds of having a higher level of occupational stress index 
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Table. 7: Estimates of quality of life and Shift related stress factors 
 

Physical QOL 

Unadjusted 
Poor Reference     
Moderate 1.11# (0.79 - 1.59) 0.55 
Good 1.80 (1.07 - 3.04) 0.03 

Adjusted* 
Poor Reference    
Moderate 1.10 (0.79 - 1.54) 0.58 
Good 1.74 (1.07 - 2.86) 0.03 

Psychological QOL 

Unadjusted 
Poor Reference     
Moderate 0.95 (0.68 - 1.36) 0.79 
Good 1.42 (0.92 - 2.2) 0.11 

Adjusted* 
Poor Reference    
Moderate 1.01 (0.73 - 1.4) 0.98 
Good 1.62 (1.08 - 2.46) 0.02 

Environmental QOL 

Unadjusted 
Poor Reference     
Moderate 1.62 (1.16 - 2.28) 0.00 
Good 1.46 (0.9 - 2.4) 0.13 

Adjusted* 
Poor Reference    
Moderate 1.58 (1.15 - 2.17) 0.01 
Good 1.49 (0.93 - 2.39) 0.10 

Social QOL 

Unadjusted 
Poor Reference     
Moderate 1.15 (0.81 - 1.65) 0.44 
Good 1.46 (0.86 - 2.52) 0.17 

Adjusted* 
Poor Reference    
Moderate 1.13 (0.81 - 1.59) 0.47 
Good 1.44 (0.87 - 2.41) 0.16 

 
*Adjusted estimates obtained after controlling for gender, marital status, ever use of 
tobacco, alcohol drinking, exercise habit, socio-economic condition, nutritional status 
and family history for chronic illnesses  
# Odds of having a higher level of occupational stress index 
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Table. 8: Estimates of quality of life and Income related stress factors 

 

Physical QOL 

Unadjusted 
Poor Reference     
Moderate 1.05# (0.8 - 1.38) 0.75 
Good 1.23 (0.85 - 1.8) 0.27 

Adjusted* 
Poor Reference    
Moderate 1.01 (0.78 - 1.32) 0.96 
Good 1.19 (0.83 - 1.7) 0.35 

Psychological QOL 

Unadjusted 
Poor Reference     
Moderate 1.22 (0.93 - 1.6) 0.16 
Good 1.81 (1.31 - 2.51) 0.00 

Adjusted* 
Poor Reference    
Moderate 1.20 (0.92 - 1.56) 0.18 
Good 1.63 (1.2 - 2.22) 0.00 

Environmental QOL 

Unadjusted 
Poor Reference     
Moderate 1.62 (1.26 - 2.1) 0.00 
Good 2.01 (1.36 - 2.98) 0.00 

Adjusted* 
Poor Reference    
Moderate 1.51 (1.18 - 1.94) 0.00 
Good 1.90 (1.31 - 2.77) 0.00 

Social QOL 

Unadjusted 
Poor Reference     
Moderate 1.42 (1.08 - 1.87) 0.01 
Good 2.14 (1.42 - 3.25) 0.00 

Adjusted* 
Poor Reference    
Moderate 1.32 (1.02 - 1.73) 0.04 
Good 1.88 (1.27 - 2.79) 0.00 

 
*Adjusted estimates obtained after controlling for gender, marital status, ever use of 
tobacco, alcohol drinking, exercise habit, socio-economic condition, nutritional status 
and family history for chronic illnesses  
# Odds of having a higher level of occupational stress index 



 

 226 

 
Table. 9: Estimates of quality of life and job Control stress  

Physical QOL 

Unadjusted 
Poor Reference     
Moderate 1.22# (0.93 - 1.61) 0.16 
Good 1.66 (1.15 - 2.4) 0.01 

Adjusted* 
Poor Reference    
Moderate 1.20 (0.92 - 1.56) 0.18 
Good 1.66 (1.17 - 2.37) 0.00 

Psychological QOL 

Unadjusted 
Poor Reference     
Moderate 1.02 (0.78 - 1.35) 0.87 
Good 1.24 (0.91 - 1.7) 0.18 

Adjusted* 
Poor Reference    
Moderate 0.94 (0.72 - 1.22) 0.61 
Good 1.15 (0.86 - 1.55) 0.36 

Environmental QOL 

Unadjusted 
Poor Reference     
Moderate 1.54 (1.19 - 1.99) 0.00 
Good 2.60 (1.77 - 3.84) <.0001 

Adjusted* 
Poor Reference    
Moderate 1.62 (1.27 - 2.07) 0.00 
Good 2.65 (1.83 - 3.83) <.0001 

Social QOL 

Unadjusted 
Poor Reference     
Moderate 1.25 (0.95 - 1.65) 0.12 
Good 1.93 (1.3 - 2.9) 0.00 

Adjusted* 
Poor Reference    
Moderate 1.32 (1.02 - 1.73) 0.04 
Good 2.03 (1.39 - 2.98) 0.00 

 
*Adjusted estimates obtained after controlling for gender, marital status, ever use of 
tobacco, alcohol drinking, exercise habit, socio-economic condition, nutritional status 
and family history for chronic illnesses  
# Odds of having a higher level of occupational stress index 



 

 227 

 
Table. 10: Estimates of quality of life and Autonomy stressors 

Physical QOL 

Unadjusted 
Poor Reference     
Moderate 1.26# (0.95 - 1.67) 0.11 
Good 1.45 (1 - 2.12) 0.05 

Adjusted* 
Poor Reference    
Moderate 1.29 (0.99 - 1.68) 0.07 
Good 1.50 (1.05 - 2.15) 0.03 

Psychological QOL 

Unadjusted 
Poor Reference     
Moderate 1.05 (0.8 - 1.4) 0.71 
Good 1.83 (1.33 - 2.55) 0.00 

Adjusted* 
Poor Reference    
Moderate 0.98 (0.76 - 1.29) 0.90 
Good 1.67 (1.23 - 2.29) 0.00 

Environmental QOL 

Unadjusted 
Poor Reference     
Moderate 2.06 (1.58 - 2.69) <.0001 
Good 2.57 (1.73 - 3.81) <.0001 

Adjusted* 
Poor Reference    
Moderate 1.98 (1.54 - 2.55) <.0001 
Good 2.54 (1.74 - 3.7) <.0001 

Social QOL 

Unadjusted 
Poor Reference     
Moderate 1.39 (1.05 - 1.84) 0.02 
Good 1.95 (1.29 - 2.95) 0.00 

Adjusted* 
Poor Reference    
Moderate 1.27 (0.98 - 1.67) 0.08 
Good 1.88 (1.27 - 2.78) 0.00 

 
*Adjusted estimates obtained after controlling for gender, marital status, ever use of 
tobacco, alcohol drinking, exercise habit, socio-economic condition, nutritional status 
and family history for chronic illnesses  
# Odds of having a higher level of occupational stress index 
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Table. 11: Estimates of quality of life and Appreciation stressors 

Physical QOL 

Unadjusted 
Poor Reference     
Moderate 1.54# (1.18 - 2.03) 0.00 
Good 1.75 (1.21 - 2.54) 0.00 

Adjusted* 
Poor Reference    
Moderate 1.50 (1.16 - 1.95) 0.00 
Good 1.69 (1.19 - 2.42) 0.00 

Psychological QOL 

Unadjusted 
Poor Reference     
Moderate 1.19 (0.91 - 1.57) 0.21 
Good 2.19 (1.58 - 3.04) <.0001 

Adjusted* 
Poor Reference    
Moderate 1.17 (0.9 - 1.52) 0.24 
Good 2.04 (1.5 - 2.79) <.0001 

Environmental QOL 

Unadjusted 
Poor Reference     
Moderate 1.37 (1.07 - 1.78) 0.01 
Good 2.34 (1.57 - 3.5) <.0001 

Adjusted* 
Poor Reference    
Moderate 1.36 (1.07 - 1.74) 0.01 
Good 2.52 (1.71 - 3.71) <.0001 

Social QOL 

Unadjusted 
Poor Reference     
Moderate 1.34 (1.03 - 1.77) 0.04 
Good 2.39 (1.57 - 3.64) <.0001 

Adjusted* 
Poor Reference    
Moderate 1.25 (0.97 - 1.63) 0.09 
Good 2.28 (1.54 - 3.4) <.0001 

 
*Adjusted estimates obtained after controlling for gender, marital status, ever use of 
tobacco, alcohol drinking, exercise habit, socio-economic condition, nutritional status 
and family history for chronic illnesses  
# Odds of having a higher level of occupational stress index 
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Table. 12: Estimates of quality of life and Physical environment Stressors 

Physical QOL 

Unadjusted 
Poor Reference     
Moderate 1.50# (1.13 - 2) 0.01 
Good 1.88 (1.26 - 2.82) 0.00 

Adjusted* 
Poor Reference    
Moderate 1.41 (1.07 - 1.86) 0.02 
Good 1.69 (1.16 - 2.49) 0.01 

Psychological QOL 

Unadjusted 
Poor Reference     
Moderate 1.39 (1.05 - 1.85) 0.03 
Good 2.21 (1.56 - 3.15) <.0001 

Adjusted* 
Poor Reference    
Moderate 1.35 (1.03 - 1.78) 0.03 
Good 2.14 (1.53 - 3) <.0001 

Environmental QOL 

Unadjusted 
Poor Reference     
Moderate 2.13 (1.62 - 2.8) <.0001 
Good 2.49 (1.63 - 3.83) <.0001 

Adjusted* 
Poor Reference    
Moderate 2.07 (1.6 - 2.7) <.0001 
Good 2.41 (1.6 - 3.63) <.0001 

Social QOL 

Unadjusted 
Poor Reference     
Moderate 1.47 (1.1 - 1.96) 0.01 
Good 2.24 (1.43 - 3.51) 0.00 

Adjusted* 
Poor Reference    
Moderate 1.44 (1.1 - 1.91) 0.01 
Good 2.05 (1.34 - 3.13) 0.00 

 
*Adjusted estimates obtained after controlling for gender, marital status, ever use of 
tobacco, alcohol drinking, exercise habit, socio-economic condition, nutritional status 
and family history for chronic illnesses  
# Odds of having a higher level of occupational stress index 
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Table. 13: Estimates of quality of life and Work Environment stressors 

Physical QOL 

Unadjusted 
Poor Reference     
Moderate 1.54# (1.18 - 2.02) 0.00 
Good 1.87 (1.3 - 2.7) 0.00 

Adjusted* 
Poor Reference    
Moderate 1.50 (1.16 - 1.95) 0.00 
Good 1.83 (1.29 - 2.6) 0.00 

Psychological QOL 

Unadjusted 
Poor Reference     
Moderate 1.15 (0.88 - 1.5) 0.33 
Good 1.49 (1.09 - 2.04) 0.01 

Adjusted* 
Poor Reference    
Moderate 1.04 (0.81 - 1.35) 0.76 
Good 1.34 (1 - 1.81) 0.06 

Environmental QOL 

Unadjusted 
Poor Reference     
Moderate 1.88 (1.46 - 2.43) <.0001 
Good 2.07 (1.42 - 3.04) 0.00 

Adjusted* 
Poor Reference    
Moderate 1.85 (1.45 - 2.36) <.0001 
Good 2.14 (1.49 - 3.08) <.0001 

Social QOL 

Unadjusted 
Poor Reference     
Moderate 1.38 (1.05 - 1.81) 0.02 
Good 2.15 (1.44 - 3.23) 0.00 

Adjusted* 
Poor Reference    
Moderate 1.26 (0.98 - 1.64) 0.08 
Good 2.19 (1.49 - 3.24) <.0001 

 
*Adjusted estimates obtained after controlling for gender, marital status, ever use of 
tobacco, alcohol drinking, exercise habit, socio-economic condition, nutritional status 
and family history for chronic illnesses  
# Odds of having a higher level of occupational stress index 
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Table. 14: Estimates of quality of life and Emotional Stressors 

Physical QOL 

Unadjusted 
Poor Reference     
Moderate 1.55# (1.19 - 2.03) 0.00 
Good 1.61 (1.12 - 2.31) 0.01 

Adjusted* 
Poor Reference    
Moderate 1.45 (1.13 - 1.88) 0.00 
Good 1.67 (1.18 - 2.36) 0.00 

Psychological QOL 

Unadjusted 
Poor Reference     
Moderate 1.36 (1.04 - 1.78) 0.03 
Good 1.94 (1.42 - 2.66) <.0001 

Adjusted* 
Poor Reference    
Moderate 1.31 (1.02 - 1.7) 0.04 
Good 1.86 (1.38 - 2.51) <.0001 

Environmental QOL 

Unadjusted 
Poor Reference     
Moderate 1.76 (1.37 - 2.27) <.0001 
Good 1.89 (1.3 - 2.75) 0.00 

Adjusted* 
Poor Reference    
Moderate 1.78 (1.4 - 2.27) <.0001 
Good 2.05 (1.44 - 2.95) <.0001 

Social QOL 

Unadjusted 
Poor Reference     
Moderate 1.38 (1.06 - 1.82) 0.02 
Good 1.98 (1.34 - 2.96) 0.00 

Adjusted* 
Poor Reference    
Moderate 1.34 (1.03 - 1.74) 0.03 
Good 2.00 (1.37 - 2.93) 0.00 

 
*Adjusted estimates obtained after controlling for gender, marital status, ever use of 
tobacco, alcohol drinking, exercise habit, socio-economic condition, nutritional status 
and family history for chronic illnesses  
# Odds of having a higher level of occupational stress index 
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Figure.1: Summary of positive associations between Job-stress and Quality of Life in the 
Study.  
Legend for figure.1:  
Stress Domains 
Moderate Work env: Moderate Work environment; Moderate Income: Income stressors; Moderate Affect; Moderate Job Con: 
Moderate Job control; High shift: High shift stress; Moderate OSI: Moderate Occupational Stress Index; Moderate Aut: Moderate 
Autonomy stressors; Moderate Appr: Moderate appreciation stressors; Moderate Phy env: Moderate Physical environment 
stressors; High Appr: High appreciation stressors; High Work env: High work environment stressors; High OSI: High level of 
Occupational Stress Index; High Phy env; High level of Physical environment stressors; High Affect; High Aut: High level of 
autonomy stressors; High Job Con: High level of job control stressors; High Income: High level of income stressors 
 
Domains of Quality of Life 
Blue color: Phy QoL: Physical domain of Quality of Life 
Brown: Psy QoL: Psychological domain of Quality of Life 
Green: Soc QoL: Social domain of Quality of Life 
Violet: Env QoL: Environmental domain of Quality of Life 
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Appendix.1. Interview Guide For Qualitative Study -  Phase 1 

 
Introduction 
1. Greet the participant.  
2. Introduce yourself.  
3. Emphasize the confidentiality and importance of the responses, and let people know that the 

names of respondents or any identifying information are not recorded. Explain that we want 
to know about their work environment and how it affects them, and that this information is 
not available anywhere else. When asking questions, prompt for more information at times 
by asking “anything else?” 

4. Explain that their answers will remain anonymous and that the information will be combined 
with other answers only in statistical summaries. 

5. Take “informed consent”, and specifically request permission to record the interview.  
6. Thank the person for having agreed to participate.  
 
I .  Socio-demographic Information 

1 What is your gender? 

Male 1 

Female 2 

2A What is your birth date?     

2B 
How old were you on your 
last birthday? [in years]   

3 What is your marital status? 

Married 1 

Single, never married 2 

Single, divorced 3 

Single, widowed 4 

4 

If you have children living at 
home, how many are in each 
of the following age groups: 

Less than 4 years old 1 

  4 through 12 years old 2 

  13 through 18 years old 3 

  19 and over 4 

5 

What is the highest grade of 
education you have 
completed to date? 

Intermediate 
1 

  Undergraduate 2 

  Post-graduate 3 

  Other 4 

 
 I I .  Experience as IT/ITES professional  
1. What is your current job title? 
 
2. How long have you been working as an IT/ITES professional?   
 
3. What do you like about your job as an IT/ITES professional? 
  
4. What do you dislike about your job as an IT/ITES professional?  
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I I I .  Quali ty of Work Environment 

1.  How do you feel about your job? (Time Pressure at Work, Mode of Payment)  

2. Can you provide description of your work tasks at your Job? 

3.  What factors in the physical environment (such as air, noise, lighting, chairs, 
temperature) affect your health or ability to work in your workplace? 

4.  Do you face any conflicts in the workplace? If so, with whom (by title, not name e.g. 
supervisor, fellow employee)? 

5.  How do you spend your free time during office hours? (Work hours and 
scheduling  )  

6.  How much control do you have on your job?  (Problems, Constraints and 
Inf luence at Work) 

7.  What do you think about the job opportunities that are suitable for your 
experience/profile? (Upgrading Possibi l i t ies and Evaluation of your Work) 

8.  How many hours do you normally work per week in your job? 

9.  What factors do you think contribute to work-related discomforts or injuries? 

 
 
IV. Individual’s Experience with Stress  
 
1. According to your colleagues, what factors cause stress at the work place?  
 
2. According to you, what factors cause stress at work place? 
 
3. According to your colleagues, what factors cause stress at the other places (other than 

work place)?  
 
4. According to you, what factors cause stress at the other places (other than work place)?  
 
  
V.  Individual’s Working and Non-working Environments 

 
1.  How do you feel about your job? (hint: Work hours and scheduling) 
 
2. How do you feel about yourself?  
 
3. What are the mental demands required by your job? 
 
4. How do you feel about your workload and responsibility at work place?  
 
5. What are your activities outside of work? 
 
6. How would you rate your quality of life? 
 
7. What do you think about the support for your work you receive from your 

colleagues/supervisor at your workplace? 
 
8. What do you think of about the support for your work you receive from your family 



 

 235 

members/ friends?’ 
 
9. What do you feel about positive attributes related to your work?  
 
10. How do you feel about negative attributes related to your work? 
 
11. What do you think about your future with your job? 

 
VI. Health Information 
 
1. During the past month, have you experienced any of the following: 

a. Diagnosed hypertension or high blood pressure? 
b. Diagnosed heart disease? 
c. Problems related to neck/shoulder/elbows/wrists/knees/ankles/back 

 
2. If you had any of those problems, in your opinion, how did you come to have them? What 

did you do about it the last time you that/those symptom(s)?   
 

3. Have you or your friends experienced any work-related pain or discomfort? 
 
4. On an average day, how many of your friends smoke cigarettes and how many? Do you 

smoke?  
 
5. On an average week, how many of your friends drink Alcohol ? Do you drink?  How much 

they do drink per week? 
6. Whether some of your friends use recreational drug use  (Hint:-both injecting and non-

injecting) 
7.  
 
8. How would you rate your health? 

9. "In your opinion what caused the health problem?" 

 
VII.  “Risks to Health” Perceptions and Knowledge  
1. Are your friends concerned about having hypertension? What makes you think so? 
  
2. Are your friends concerned about having other health problems? What makes you think so? 
 
3. Are you concerned about having hypertension? What makes you think you might have it?  
 
4. Are you concerned about having other health problems? What makes you think you might 

have them? 
 
5. Are your friends aware of health risks such as hypertension and where to seek treatment? 
 
6. Are you aware of health risks such as hypertension and where to seek treatment?  
 
7. Are you aware of problems with sex behavior of your colleagues? Do you think people at 

work might have multiple partners or abnormal sexual problems? Are they aware of sexually 
transmitted diseases? 
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Annexure.2: Research Questionnaire   
Prevalence of risk factors and estimation of General Health Profile including Hypertension 

among Professionals in Information Technology sector, Bengaluru, India 
 

SECTION.1: BACKGROUND INFORMATION 
 

We want to know about your work environment and how it affects you including on 
Hypertension (High Blood Pressure).  
DO NOT PUT YOUR NAME ON ANY OF THE FORMS PROVIDED.  
Your answers are to remain anonymous. 

1 Height __________CMS 

2 Weight __________kgs 

3 Calculated BMI  

4 Waist circumference  

5 Hip circumference  

6 Leg length   

7 Blood Pressure: 1ST READING SBP=  DBP= 

8 Blood Pressure: 2ND READING SBP=  DBP= 

9 
Were any of your parents or siblings diagnosed with 
Hypertension (High BP)? 

Yes  No 

10 Do you suffer from Hypertension (High BP)? Yes  No 

11 Do you suffer from Diabetes Mellitus? Yes  No 

 
 

We want to know about your work environment and how it affects you including on 
Hypertension (High Blood Pressure).  
DO NOT PUT YOUR NAME ON ANY OF THE FORMS PROVIDED.  
Your answers are to remain anonymous 

1 Gender 1) Male  2) Female 

2 
How old were you on your last birthday?  
[in years] 

_______Age  

3.A What is your current marital status 

1) Married 
2)  Single, Never Married  
3) Single, Divorced 
4) Single, Widow  

3.B 
If you have children living at home, how many are 
in each of the following age groups: 

1) Less than 4 years old 
2) 4 through 12 years old 
3) 13 through 18 years old  
4) 19 and over  

4.A Caste 

1) Brahmin                      2) Other 
upper castes 
3) Backward caste          4) 
Scheduled caste 
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5) Scheduled tribe           
6)Decline to provide 

4.B Highest Educational qualification Please write ____________ 

4.C How much do you earn per month after taxes? INR___________ 

4.D Do you own a house? 1) Yes  2) No 

4.E 
Are you born in Bengaluru or a domicile resident 
of Bengaluru city? 

1) Yes  2) No 

4.F 
If you answered No to 4.E, to which state you 
belong to? ______________State 

4.G Do you own a car? 1) Yes  2) No 

 

SECTION.2: DETAILS ABOUT YOUR WORK PLACE 

A. WORKING HOURS, DURATION AND WORK PATTERN 
 

5 In what sector do you work?  

1) I.T industry 
2) ITES- Voice based 

3) ITES- Non Voice based 
4) Others  please specify: 
__________________ 

6 
What is your current job title? (Please be as 
precise as possible) ________________________ 

7 
How long have you worked at your current job at 
the present site? _______________Years  

8 In which capacity are you employed? 

1) Full time position 
2) Part time position 

3) Temporary capacity 
4) Other capacity, please specify: 
_________________ 

9 
What is the total number of years that you have 
worked in your current occupation? _______________Years  

10 
How long altogether have you been employed (in 
any type of work)? _______________Years 

11 
On an average, how many hours of work you do 
in one day?    __________ Hours 

12 Do you ever work longer than that? 1) Yes  2) No 

13 
If yes in Q 11, how many extra days per month 
(usually)? 
For how many hours/day? 

____________No of Days 

____________No of Hours 

14 How many days do you work per week? 

1) 3 Days 
2) 4 Days 
3) 5 Days 
4) 6 Days 
5) 7 Days 
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15 
How long do you take to travel to your workplace 
from where you stay? ( in hours per day ) (add 
both onward and return journeys) 

1) < 1 hours   
2) 1-2 hours   
3) 3-4 hours    
4) > 6 hours  

16 How do you travel to Office from residence? 

1) company provided vehicle 
2)Self driven vehicle-car 
3)self driven-two wheeler 
4) car pooling 
5) Others, please specify 
_______________ 

17 
Do you feel stressful to travel to office and travel 
back due to traffic congestion, bad roads or poor 
vehicle? 

1) Yes  2) No 

18 
According to your work-schedule, when do 
usually you begin work?   

Start work: _______  

End work: _______ 

19 
Do you answer calls when you are at home 
regarding your work and/or do you work from 
Home even after working at work-place? 

1) Never 
2) Rarely 
3) Occasionally 
4) Frequently 

20 Do you take breaks during your workday? 

1) Never 
2) Rarely 
3) Occasionally 
4) Frequently 

21 If you do have some breaks, are these usually: 
1) less than 15 minutes 
2) At least 30 minutes  

22 Do you work in shifts (shift-work)? 1) Yes  2) No 

23 What is the nature of shift-work you do? 

1) constant shift works (such as 
all nights or all dawns covering 
day) 

2) Rotating shift work (changing 
schedules of shift work) that 
 

24 
If rotating in Q 23, how frequently does the 
schedule of night shifts for you changes?  

1) Unpredictable but can change 
every week  
2) changes every week 
3)changes every fortnight (15 
days)  
4) changes every month 

25 
How many nightshifts do you usually work per 
month? 

____  no of Nightshifts per month 

26 
How many free days do you usually have after 
working a rotating night shift? ____________ Days 

27 
How difficult is it for you to take time off from 
work? 

1) Not at all 
2) A little 
3) Somewhat 
4) Very much 
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28 
Who is in charge of deciding your work 
schedule? 

 1) It is completely up-to me. 
 2)I decide on my work schedule 

with permission from 
supervisor. 

 3) My work schedule depends on 
others, or is decided by 
others. 

 4) My work schedule depends on 
others or is decided by others, 
and I have no say about it. 

29 Do you perform work for your job at home? 

1) Never 
2) Rarely 
3) Occasionally 
4) Frequently 

30 
If 3 or 4 in Q 26, Have you included this in total 
number of hours while answering Qn.no, 11? 

1) Yes  2) No 

31 
Are you allowed to work from home instead of 
visiting the worksite? 

1) Yes, and I do so regularly 
2) The option exists, but I don’t 

often do so for the following 
reason(s): ____ 

3) No, I must be physically 
present in the office during 
work hours. 

 
B. EVALUATION OF WORK- EMOTIONAL ENVIRONMENT 

 

 32 
My pay is: 
 

 1) Based upon how much I 
myself work. 

 2) Based upon how much my 
group or collective, as a 
whole, works. 

 3) Fixed. 

33 My salary: 

 1) Covers substantially more than 
my basic needs and those of 
my family. 

 2) Covers a bit more than my 
basic needs and those of my 
family. 

 3) Just barely covers my basic 
needs and those of my family. 

 4) Totally inadequate to meet my 
basic needs and those of my 
family. 

34 
Are there possibilities for you to upgrade your job 
title/advance your career?    

1) Yes  2) No 
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35 
If yes, do you receive support and 
encouragement to do so? 
 

 1) Definitely yes. 
 2) Yes, to some extent. 
 3) Not really, but there is no 

active opposition to such 
efforts. 

 4) No, there is active opposition 
to such efforts. 

36 Who evaluates your work? 

 1) No one but me evaluates my 
work. 

 2) By a supervisor with rigid or 
strtict standards of evaluation 

 3) By a supervisor with flexible 
or relaxed standards of 
evaluation 

37 Is your work constantly monitored? 1) Yes  2) No 

38 If yes in Q37 , please check all that apply: 

1) My telephone conversations 
are monitored 
2) My email communication is 
monitored 
3) There is a camera monitoring 
me during work 
4) Other type of monitoring, 
please describe: 
________________________ 

39 
Is your good work appreciated or recognized at 
your workplace? 

1) Definitely yes 
2) Yes, to some extent. 
3) Not very much 
4) Not at all.  

 
C. PHYSICAL ENVIRONMENT 

 

40 
Do you have special seating arrangements suited 
for your needs at work-place 

1) Yes  2) No 

41 
What is your body position and activity during 
work? (such as sitting, standing) 
 

1) I am constantly in motion, with 
no fixed body position. 
2) I mainly work in a single 
position, but I am free to move 
about 
3) My body position is fixed 
during work, and my motion is 
restricted. 

42 How is the ventilation in your work area?   
1) Adequate 
2) Inadequate 

43 How is the lighting in your work area?   

1) Adequate and comfortable 
2) Too bright 
3)Too dark 
4)Others__ please specify 

44 Is the keyboard placed comfortably to operate? 1) Yes  2) No 
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D. OTHER DETERMINANTS AT WORKPLACE 
 

45 
Do you have a deadline by which a given job or 
task must be completed? 

1) Never 
2) Rarely 
3) Occasionally 
4) Frequently 

46 
Can you control the speed at which you work? 
 

1) Absolutely, since I work 
completely independently. 

2) Mainly yes, since the speed 
at which I work doesn’t affect 
others very much. 

3) Only partially, since the 
speed at which I work affects 
the work of others in my work 
group. 

4) No, not at all.  I work on an 
assembly line or other paced 
system, and have no control 
over the speed at which I must 
work. 

47 
In general, do you receive clear instructions 
and/or information concerning your work? 

1) Always 
2) Usually 
3) Sometimes not. 
4) Frequently work instructions or 
needed information are unclear. 

48 
If you encounter some dilemma during work, and 
are not certain how to proceed: 

1) I can always postpone a 
decision until the situation is 
clarified. 

2) I can usually postpone a 
decision until the situation is 
clarified. 

3) Sometimes I must act based 
upon the information I have at 
a given moment, and can't 
postpone the decision. 

4) Usually or always I must act 
based upon the information I 
have at a given moment, and 
can't postpone the decision. 

49 
Can you get help for handling difficult situations 
or dilemmas? 

1) Yes, I can nearly always count 
on such help. 
2) Yes, more often than not. 
3) I can’t really count on getting 
such help. 
4) Rarely or never do I get the 
help, which I need. 

50 
In general, do you have knowledge to perform 
your work? 
 

1) Yes, I always possess the 
knowledge I need to work, 
2) Yes, more often than not. 
3) Sometimes No, But I can 
count on getting help from 
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colleagues/supervisor. 
4) Never and I don’t get the help I 
need from colleagues/supervisor. 

 51 
Are your work tasks monotonous and lacks new 
or creative tasks frequently? 

1) Not at all. 
2) Mainly no, a given task 

usually has its particular 
qualities, so it's not exactly the 
same. 

3) Some of my tasks are 
monotonous, the same thing 
over and over again. 

4) Most of my tasks are 
monotonous, the same thing 
over and over again. 

52 
Is there a defined way of solving problems in your 
work? 

1) Not at all.  I must think up the 
strategy myself in order to 
solve problems, and that 
always requires imagination 
and creativity. 

2) Basically not.  I must often 
come up with a strategy on my 
own. 

3) Pretty much so. There are a 
few variations, but the basic 
strategy has already been 
defined. 

4) Very much so. There is a 
strictly defined strategy, which 
I must follow to solve 
problems for my work. 

53  
If yes, does such system work efficiently at your 
workplace? 1) Yes  2) No 

54 
Are there abuses of power or violations of norms 
of behavior at work? 

1) Never 
2) Rarely 
3) Occasionally 
4) Frequently 

55 
Are you blamed for someone else’s mistakes at 
workplace? 

1) Never 
2) Rarely 
3) Occasionally 
4) Frequently 

56 
Has the credit for your work is taken by your 
supervisor? 

1) Never      
2) Yes, Only once        
3) Yes, twice      
4) Yes, more than twice 

57 
How do you feel about transparency at your 
work-place? 

1) Very transparent  
2) Transparent, but unclear 

about some issues 
3) Doubtful transparency 
4) Not transparent at all 

58 
Are you compared to other colleagues for the 
work done at work-place? 

1) Never 
2) Rarely 
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3) Occasionally 
4) Frequently 

59 
Have you been involved in escalations from 
problems at your end? 

1) Never 
2) Rarely 
3) Occasionally 
4) Frequently 

60 
Do you get to bear abusive communication at 
work place either from customer or supervisor? 

1) Never 
2) Rarely 
3) Occasionally 
4) Frequently 

61 
Do you feel that you are discriminated against 
because of any factor? 

1) Yes  2) No 

62 
If Yes, what do you think is the factor for such 
discrimination? 

1) Gender  
2)Race  
3)Caste  
4)Region from which I belong to  
5) Others___ (please specify)  

 
E. LIFESTYLE DETERMINANTS 

 

63 
Have you ever used Tobacco in any form such as 
chewing tobacco, cigarettes, and bidis (hand-
rolled cigarettes). 

Yes No 

64 
During the last 30 days, did you (chew tobacco in 
any form?) (smoke one or more bidis?) (smoke 
one or more cigarettes?)”. 

Yes No 

If you have answered yes to 63 or 64, please answer 65-67, or else go to 68.  
 

On an average day,  how many of each of the following do you do? 

65 Cigarettes ______________No’s 
66 Cigars ______________No’s 
67 Pipefuls of Tobacco ______________No’s 

 
 

68 

Do you drink Alcohol? 

1) Never      
2) Rarely        
3) Occasionally      
4) Frequently 
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69 

If yes, what is the frequency? 

1)Daily  
2)Weekly once   
3)Weekly twice  
4)Monthly  
5)Occasionally 

70 

Do you take any injectible drugs? 

1) Never      
2) Rarely        
3) Occasionally      
4) Frequently 

71 

Do you take any non-injectible drugs? 

1) Never      
2) Rarely        
3) Occasionally      
4) Frequently 

72 Do you do physical exercises for at least 20 
minutes on every day? 1) Yes      2) No 

 
 
72A Do you perform regular exercise program, or 

accumulate 20 minutes+  of moderate physical 
activity at least 5 days per week? 

1) Yes   2) No 

72B Do you exercise at a moderate intensity (e.g., 
brisk walking) or vigorous intensity (e.g., 
jogging)? 

1) Moderate 
2) Vigorous 

 

72C Do you currently engage in regular aerobic/cardio 
activities such as fitness walking, jogging, 
swimming, cardio equipment, aerobics 
classes or videos, etc? If yes: 

1) Yes   2) No 

72D 

What are the current goals of exercises you 
perform (Indicate all that apply)? 

 

1) Establish Exercise habit 
2) Sports conditioning: 
3) Improve cardiovascular 

fitness 
4) Injury Rehabilitation 
5) Improve muscle tone 
6) Increase strength and 

endurance 
7) Increase muscle mass 
8) Improve flexibility 
9) Train for a triathlon 
10) Train for bicycle event 
11) Train for running event, i.e. 

5k, 10k, marathon 
 

73 Has your weight changed in the last 1 year? 1) Yes   2) No 

74 
If yes, how has the change in weight been? 1) Gained by  _____ kgs 

2) Lost _____ kgs 
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75. Please list any food or drink with calories you have had consumed in the past 24 hours: 
 Meal or Snack  Time  Place  What and how much?  

A Breakfast or 1st meal       
B Snack    
C Lunch or 2nd meal     
D Snack    
E Evening or 3 meal     
F Snack    
G Other    

 

SECTION.3: DETAILS ABOUT YOUR HEALTH 

F.MUSCULOSKELETAL SYMPTOMS and GENERAL HEALTH PROFILE 
 
 
 76 Have you ever experienced work-related pain or 

discomfort in any part of you body that lasted for 
more than 3 days in the last 12 months? 

1) Yes   2) No 
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Consider all the work- related problems you have experienced and indicate the location? 
77. Please note that this part of the questionnaire should be answered, even if you have never 
had trouble in any parts of the body. 
 

Sl 
No 

Part of the body 

Have you at 
any time 

during the 
last 12 

months had 
trouble (such 

as ache, 
pain, 

discomfort, 
numbness) 

in 

During the 
past 12 
months, 
have you 

been 
prevented 

from carrying 
out normal 
activities 

(housework, 
hobbies, 

work) 
because of 
this trouble 

During the 
past 12 
months, 
have you 

seen a 
physician for 
this condition 

Have you at 
any time 

during the 
last 7 days 
had trouble 

(such as 
ache, pain, 
discomfort, 
numbness) 

in 

1 Head Yes No Yes No Yes No Yes No 

2 Eye Yes No Yes No Yes No Yes No 

3 Neck Yes No Yes No Yes No Yes No 

4 Shoulders Yes No Yes No Yes No Yes No 

5 Elbows Yes No Yes No Yes No Yes No 

6 Wrists/hands Yes No Yes No Yes No Yes No 

7 Upper back Yes No Yes No Yes No Yes No 

8 
Lower back (small of the 
back) 

Yes No Yes No Yes No Yes No 

9 
One or both 
hips/buttocs/thighs 

Yes No Yes No Yes No Yes No 

10 One of both knees Yes No Yes No Yes No Yes No 

11 One of both ankles/feet Yes No Yes No Yes No Yes No 
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78.   In order to reduce the strain on my body when working 

Sl 
No 

Strategies 
Almost 
Always 

Some 
times 

Almost 
Never 

1 I get someone else to help me handle a heavy 
object 

1 2 3 

2 I modify my position, posture 1 2 3 

3 I use a different part of  my body to do a skilled job 
(like using left hand instead of right hand) 

1 2 3 

4 I warm up and stretch before performing strenuous 
work. 

1 2 3 

6 I pause regularly so I can stretch and change 
posture. 

1 2 3 

7 I adjust height of chair before starting to work or 
during working hours 

1 2 3 

8 I select techniques that will not aggravate or 
provoke my discomfort. 

1 2 3 

9 I stop a work if it causes or aggravate my 
discomfort 

1 2 3 

 
79. Please read each question, assess your feelings, and circle the number on the scale that 
gives the best answer for you for each question. (Please circle the number) 

1) How would you rate your quality of life? 

Very 
poor 

Poor 

Neithe
r poor 

nor 
good 

Good 
Very 
Good 

1 2 3 4 5 

 

2) How satisfied are you with your health? 

Very 
dissati
sfied 

Dissati
sfied 

Neithe
r 

satisfie
d nor 

dissati
sfied 

Satisfi
ed 

Very 
satisfie

d 

1 2 3 4 5 
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80. The following questions ask about how much you have experienced certain things in the last 
two weeks. (Please circle the number) 
 

 
Not at  

all 
A little 

Moder
ately 

Very 
much 

Extrem
ely 

3) To what extent do you feel that physical pain 
prevents you from doing what you need to 
do? 

1 2 3 4 5 

4) How much do you need any medical 
treatment to function in your daily life? 

1 2 3 4 5 

5) How much do you enjoy life? 1 2 3 4 5 

6) To what extent do you feel your life to be 
meaningful? 

1 2 3 4 5 

 
( Please circle the number) 

 
Not at 

all 
Slightl

y 
Moder
ately 

Very 
much 

Extrem
ely 

7) How well are you able to concentrate? 1 2 3 4 5 

8) How safe do you feel in your daily life? 1 2 3 4 5 

9) How healthy is your physical environment? 1 2 3 4 5 

 
81. The following questions ask about how completely you experience or were able to do certain 
things in the last two weeks. (Please circle the number) 

 
Not at 

all 
A little 

Moder
ately 

Mostly 
Compl
etely 

10)  Do you have enough energy for everyday 
life? 

1 2 3 4 5 

11)  Are you able to accept your bodily 
appearance? 

1 2 3 4 5 

12)  Have you enough money to meet your 
needs? 

1 2 3 4 5 

13) How available to you is the information that 
you need in your day-to-day life? 

1 2 3 4 5 

14) To what extent do you have the opportunity 1 2 3 4 5 



 

 249 

for leisure activities? 

(Please circle the number) 

 

Very 
poor 

Poor Neithe
r poor 

nor 
well 

Well Very 
well 

15) Do you have enough energy for everyday 
life? 

1 2 3 4 5 

 
82. The following questions ask you to say how good or satisfied you have felt about various 
aspects of your life over the last two weeks. (Please circle the number) 
 

 
Very 

dissati
sfied 

Dissati
sfied 

Neither 
satisfie
d nor 

dissatisf
ied 

Satisfi
ed 

Very 
satisfie

d 

16) How satisfied are you with your sleep? 1 2 3 4 5 

17) How satisfied are you with your ability to 
perform your daily living activities? 

1 2 3 4 5 

18) How satisfied are you with your capacity 
for work? 

1 2 3 4 5 

19) How satisfied are you with your abilities? 1 2 3 4 5 

20) How satisfied are you with your personal 
relationships? 

1 2 3 4 5 

21) How satisfied are you with your sex life? 1 2 3 4 5 

22) How satisfied are you with the support you 
get from your friends? 

1 2 3 4 5 

23) How satisfied are you with the conditions of 
your living place? 

1 2 3 4 5 

24) How satisfied are you with your access to 
health services? 

1 2 3 4 5 

25) How satisfied are you with your mode of 
transportation? 

1 2 3 4 5 

26) How satisfied are you with your energy 
levels on Friday evening? 

     

27) How satisfied are you with your energy 1 2 3 4 5 
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levels on Friday evening? 

28) How satisfied are you with your energy 
levels on Monday morning? 

1 2 3 4 5 

 
83. The following question refers to how often you have felt or experienced certain things in the 
last two weeks. (Please circle the number) 
 

 Never 
Seldo

m 
Quite 
often 

Very 
often 

Always 

29) How often do you have negative feelings, 
such as blue mood, despair, anxiety, 
depression? 

1 2 3 4 5 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 251 

References: 
1. Bergner, M., et al., The Sickness Impact Profile: development and final revision 

of a health status measure. Medical care, 1981: p. 787-805. 
2. Hunt, S.M., et al., The Nottingham Health Profile: subjective health status and 

medical consultations. Social Science & Medicine. Part A: Medical Sociology, 
1981. 15(3): p. 221-229. 

3. Ware, J., et al., SF-36 health survey manual and interpretation guide. New 
England Medical Center. The Health Institute, Boston, MA, 1993. 

4. Anand, S. and K. Hanson, Disability-adjusted life years: a critical review. Journal 
of health economics, 1997. 16(6): p. 685-702. 

5. La Puma, J. and E.F. Lawlor, Quality-adjusted life-years. JAMA: the journal of the 
American Medical Association, 1990. 263(21): p. 2917-2921. 

6. Wolfson, M.C., Health-adjusted life expectancy. Health Reports-Statistics 
Canada, 1996. 8: p. 41-45. 

7. Group, W., Development of the WHOQOL: Rationale and current status. 
International Journal of Mental Health, 1994. 23(3): p. 24-56. 

8. Stengler-Wenzke, K., et al., Quality of life in obsessive-compulsive disorder: the 
different impact of obsessions and compulsions. Psychopathology, 2007. 40(5): 
p. 282-289. 

9. Group, W., The development of the World Health Organization quality of life 
assessment instrument (the WHOQOL). Quality of life assessment: international 
perspectives. Heidelberg: Springer Verlag, 1994: p. 41-60. 

10. Skevington, S.M., M. Lotfy, and K.A. O'Connell, The World Health Organization's 
WHOQOL-BREF quality of life assessment: psychometric properties and results 
of the international field trial. A report from the WHOQOL group. Quality of Life 
Research, 2004. 13(2): p. 299-310. 

11. Saxena, S., et al., The WHO quality of life assessment instrument (WHOQOL-
Bref): the importance of its items for cross-cultural research. Quality of Life 
Research, 2001. 10(8): p. 711-721. 

12. Chandra, P.S., et al., Relationship of psychological morbidity and quality of life to 
illness-related disclosure among HIV-infected persons. Journal of Psychosomatic 
Research, 2003. 54(3): p. 199-203. 

13. Noerholm, V., et al., Quality of life in the Danish general population–normative 
data and validity of WHOQOL-Bref using Rasch and item response theory 
models. Quality of Life Research, 2004. 13(2): p. 531-540. 

14. Herrman, H., G. Hawthorne, and R. Thomas, Quality of life assessment in people 
living with psychosis. Social psychiatry and psychiatric epidemiology, 2002. 
37(11): p. 510-518. 

15. O'Carroll, R., et al., A comparison of the WHOQOL-100 and the WHOQOL-BREF 
in detecting change in quality of life following liver transplantation. Quality of Life 
Research, 2000. 9(1): p. 121-124. 

16. Van Heck, G.L. and J.D. Vries, Quality of life of patients with chronic fatigue 
syndrome. Journal of Chronic Fatigue Syndrome, 2002. 10(1): p. 17-35. 

17. Chachamovich, E., C. Trentini, and M.P. Fleck, Assessment of the psychometric 
performance of the WHOQOL-BREF instrument in a sample of Brazilian older 
adults. International Psychogeriatrics, 2007. 19(04): p. 635-646. 



 

 252 

18. Amir, M. and R. Lev-Wiesel, Time does not heal all wounds: Quality of life and 
psychological distress of people who survived the Holocaust as children 55 years 
later. Journal of Traumatic Stress, 2003. 16(3): p. 295-299. 

19. Skevington, S.M. and F.M. McCrate, Expecting a good quality of life in health: 
assessing people with diverse diseases and conditions using the WHOQOL-
BREF. Health Expectations, 2012. 15(1): p. 49-62. 

20. Jha, A., et al., Exploring the quality of life (QOL) in the Indian software industry: a 
public health viewpoint. International journal of public health, 2011: p. 1-11. 

21. Kesavachandran, C., et al., Working conditions and health among employees at 
information technology-enabled services: A review of current evidence. Indian 
Journal of Medical Sciences, 2006. 60(7): p. 300. 

22. Sigman, A., Personnel Management, 1992. 24: p. 24. 
23. Be, B., Musculoskeletal disorders and workplace factors: a critical review of 

epidemiologic evidence for work-related musculoskeletal disorders of neck, 
upper extremity, and low back. 1997. 

24. Foster, J.H., et al., Quality of life measures in alcohol dependent subjects and 
changes with abstinence and continued heavy drinking. Addiction Biology, 1998. 
3(3): p. 321-332. 

25. Giridhara R Babu, R.D., Chapter.2. Methods of IT/ITES study in Bengaluru, India, 
in Department of Epidemiology, The UCLA Jonathan and Karin Fielding School 
of Public Health.2012, University of California Los Angeles: Los Angeles. p. 41. 

26. Fischer, J.E., et al., Experience and endocrine stress responses in neonatal and 
pediatric critical care nurses and physicians. Critical care medicine, 2000. 28(9): 
p. 3281. 

27. India, G.o., National classification of occupations: occupational titles with 
definitions2004: Directorate General of Employment & Training (DGET), Ministry 
of Labour & Employment. 

28. Babu, G.R., Chapter.2. Methods of IT/ITES study in Bengaluru, India, in 
Epidemiology2012, University of California Los Angeles: Los Angeles. p. 41. 

29. Giridhara R Babu, R.D., Chapter.2. Methods of IT/ITES study in Bengaluru, India, 
in Epidemiology2012, University of California Los Angeles: Los Angeles. p. 41. 

30. (WHO), W.H.O., WHOQOL: measuring quality of life, 1997, Division of Mental 
Health and Prevention of Substance Abuse, World Health Organization. 

31. Murphy, L.R., Job stress research at NIOSH: 1972–2002. 2002. 
32. Belkic, K., The occupational stress index: an approach derived from cognitive 

ergonomics and brain research for clinical practice2003: Cambridge International 
Science Pub. 

33. Emdad, R., et al., Work environment, neurophysiologic and psychophysiologic 
models among professional drivers with and without cardiovascular disease: 
Seeking an integrative neurocardiologic approach. Stress Medicine, 1997. 13(1): 
p. 7-21. 

34. Belkic, K. and C. Savic, The occupational stress index--An approach derived 
from cognitive ergonomics applicable to clinical practice. Scandinavian Journal of 
Work, Environment & Health, 2008. 34(6): p. 169. 



 

 253 

35. Belkić, K., et al., Event-related potentials in professional city drivers: Heightened 
sensitivity to cognitively relevant visual signals. Physiology & behavior, 1992. 
52(3): p. 423-427. 

36. Belkic, K., Occupational Stress Index: An introduction. Scan. J. Work Environ. 
Health, 2000: p. 73-86. 

37. Hannerz, H., et al., Occupational factors and 5-year weight change among men 
in a danish national cohort. Health Psychology, 2004. 23(3): p. 283. 

38. Nedić, O., et al., Work stressors among physicians with and without the acquired 
cardiovascular disorders: Assessment using the Occupational Stress Index. 
Medicinski pregled, 2008. 61(5-6): p. 226-234. 

39. Schnall, P., K. Belkic, and T. Pickering, Assessment of the cardiovascular system 
at the workplace. Occup Med, 2000. 15(1): p. 189-212. 

40. Nedić, O., et al., Job stressors among female physicians: relation to having a 
clinical diagnosis of hypertension. International journal of occupational and 
environmental health, 2010. 16(3): p. 330-340. 

41. Ugljesic, M., et al., Exercise testing of young, apparently healthy professional 
drivers. Scandinavian Journal of Work Environment and Health, 1996. 22: p. 211-
215. 

42. Belki, K., Occupation-specific versus general self-report measures to assess 
psychosocial workplace exposures-dilemmas and potential solutions to bridge 
the gap. ARBETE OCH HALSA VETENSKAPLIG SKRIFTSERIE, 2001(10): p. 
258-260. 

43. Karasek Jr, R.A., Job demands, job decision latitude, and mental strain: 
Implications for job redesign. Administrative science quarterly, 1979: p. 285-308. 

44. Landsbergis, P., et al., Measurement of psychosocial workplace exposure 
variables. Occupational medicine (Philadelphia, Pa.), 2000. 15(1): p. 163. 

45. Giridhara R Babu, R.D., Chapter.3. A Qualitative study about work-environment 
of software professional in Bengaluru, India, in Department of Epidemiology, The 
UCLA Jonathan and Karin Fielding School of Public Health.2012, University of 
California Los Angeles: Los Angeles. p. 47. 

46. Crawford, J.O., The Nordic musculoskeletal questionnaire. Occupational 
medicine, 2007. 57(4): p. 300-301. 

47. Kuorinka, I., et al., Standardised Nordic questionnaires for the analysis of 
musculoskeletal symptoms. Applied Ergonomics, 1987. 18(3): p. 233-237. 

48. Dickinson, C., et al., Questionnaire development: an examination of the Nordic 
Musculoskeletal Questionnaire. Applied Ergonomics, 1992. 23(3): p. 197-201. 

49. Hoy, D.G., et al., A systematic review of the global prevalence of low back pain. 
Arthritis & Rheumatism, 2012. 

50. Das, B. and T. Ghosh, Assessment of Ergonomical and Occupational Health 
Related Problems Among VDT Workers of West Bengal, India. Asian Journal of 
Medical Sciences, 2011. 1(2): p. 26-31. 

51. Das, B. and S. Gangopadhyay, Prevalence of Musculoskeletal Disorders and 
Physiological Stress Among Adult, Male Potato Cultivators of West Bengal, India. 
Asia-Pacific Journal of Public Health, 2012. 

52. Raj, P., A. Narayan, and S. Ganesan, Comparision of Musculoskeletal 
Symptoms Among Adult Female Caregivers of Physically Challenged Children 



 

 254 

and Normal Children. Indian Journal of Physiotherapy and Occupational 
Therapy-An International Journal, 2011. 5(4): p. 146-149. 

53. Borle, A., et al., Musculoskeletal morbidities among bus drivers in city of Central 
India. Age (Years), 2012. 46(06.69): p. 28-57. 

54. Gangopadhyay, S., et al., Prevalence of Musculoskeletal Disorders among pre-
adolescent agricultural workers of West Bengal, India. Ergonomics SA, 2006. 
18(1): p. 14-21. 

55. Gangopadhyay, S., et al., Prevalence of upper limb musculo skeletal disorders 
among brass metal workers in West Bengal, India. Industrial Health, 2007. 45(2): 
p. 365-370. 

56. Palmer, K., et al., Repeatability and validity of an upper limb and neck discomfort 
questionnaire: the utility of the standardized Nordic questionnaire. Occupational 
medicine, 1999. 49(3): p. 171-175. 

57. Institute, S., SAS software: version 9.1, 2002, SAS Institute Cary, NC. 
58. McCullagh, P., Regression models for ordinal data. Journal of the royal statistical 

society. Series B (Methodological), 1980: p. 109-142. 
59. Altman, D.G., Statistics in medical journals: developments in the 1980s. Statistics 

in medicine, 1991. 10(12): p. 1897-1913. 
60. Griffiths, K.L., M.G. Mackey, and B.J. Adamson, The impact of a computerized 

work environment on professional occupational groups and behavioural and 
physiological risk factors for musculoskeletal symptoms: a literature review. 
Journal of Occupational Rehabilitation, 2007. 17(4): p. 743-765. 

61. Saiyed, H.N. and R.R. Tiwari, Occupational health research in India. Industrial 
Health, 2004. 42(2): p. 141-148. 

62. Sharma, L., Call centers-The sun shine sector. Employment News, 2005: p. 1. 
63. Morrison, W.E., et al., Noise, stress, and annoyance in a pediatric intensive care 

unit. Critical care medicine, 2003. 31(1): p. 113. 
64. Choudhary, S., S. Sapur, and P. Deb, Awkward posture and development of RSI 

(Repetitive strain injury) in computer professionals. Indian J Occup Environ Med, 
2002. 6: p. 10-2. 

65. Commissaris, D., et al. Recommendations for sufficient physical activity at work. 
2007. 

66. Work, E.A.f.S.a.H.a., Health and safety at work in Europe (1999–2007): A 
statistical portrait, 2010, European Union: Luxembourg. p. 97. 

67. Bhattacharya, S. and J. Basu, Distress, wellness and organizational role stress 
among IT professionals: Role of life events and coping resources. Journal of the 
Indian Academy of Applied Psychology, 2007. 33(2): p. 169-178. 

68. Chaturvedi, S., et al., Detection of stress, anxiety and depression in IT/ITES 
professionals in the Silicon Valley of India: a preliminary study. Primary Care and 
Community Psychiatry, 2007. 12(2): p. 75-80. 

69. Albrecht, G.L. and P.J. Devlieger, The disability paradox: high quality of life 
against all odds. Social science & medicine, 1999. 48(8): p. 977-988. 

70. Parekh KJ, S.A., Sarkar P, Sharma RP. Symptoms in computer users and 
ergonomics solutions. . in Proceedings of 56th National conference on 
occupational health, safety and environment. IAOH. 2006. Jamshedpur, India. 



 

 255 

71. Seppala, P., Experience of stress, musculoskeletal discomfort, and eyestrain in 
computer-based office work: a study in municipal workplaces. International 
Journal of Human-Computer Interaction, 2001. 13(3): p. 279-304. 

72. Bergqvist, U., et al., Musculoskeletal disorders among visual display terminal 
workers: individual, ergonomic, and work organizational factors. Ergonomics, 
1995. 38(4): p. 763-776. 

73. Davies, S., Unique demands of Visual Display Unit (VDU) operation in finance-
auditing type tasks: a case study. Ergonomics SA, 2001. 13: p. 40-45. 

74. Ferreira, M. and P.H.N. Saldiva, Computer-telephone interactive tasks: predictors 
of musculoskeletal disorders according to work analysis and workers' perception. 
Applied Ergonomics, 2002. 33(2): p. 147-153. 

75. Halford, V. and H.H. Cohen, Technology use and psychosocial factors in the self-
reporting of musculoskeletal disorder symptoms in call center workers. Journal of 
Safety Research, 2003. 34(2): p. 167-173. 

76. Rocha, L.E., et al., Risk factors for musculoskeletal symptoms among call center 
operators of a bank in Sao Paulo, Brazil. Industrial Health, 2005. 43(4): p. 637-
646. 

77. Sudhashree, V., K. Rohith, and K. Shrinivas, Issues and concerns of health 
among call center employees. Indian Journal of Occupational and Environmental 
Medicine, 2005. 9(3): p. 129. 

78. Bakhtiar, C.S. and R. Vijaya, Attitude alters the risk for development of RSI in 
software professionals. Indian Journal of Occupational and Environmental 
Medicine, 2003. 7(1): p. 7. 

79. Woods, V., Musculoskeletal disorders and visual strain in intensive data 
processing workers. Occupational medicine, 2005. 55(2): p. 121-127. 

80. Sillanpää, J., et al., Effect of work with visual display units on musculo‚Äêskeletal 
disorders in the office environment. Occupational medicine, 2003. 53(7): p. 443-
451. 

81. Yu, I.T. and T.W. Wong, Musculoskeletal problems among VDU workers in a 
Hong Kong bank. Occup Med (Lond), 1996. 46(4): p. 275-80. 

82. Teigen, K.H., Yerkes-Dodson: A law for all seasons. Theory & Psychology, 1994. 
4(4): p. 525-547. 

83. Broadhurst, P., The interaction of task difficulty and motivation: The Yerkes-
Dodson law revived. Acta Psychologica, 1959. 16(26): p. 321-338. 

84. Winton, W.M., Do introductory textbooks present the Yerkes-Dodson Law 
correctly? American Psychologist; American Psychologist, 1987. 42(2): p. 202. 

85. Broadbent, D.E., A REFORMULATION OF THE YERKES�DODSON LAW. 
British Journal of Mathematical and Statistical Psychology, 1965. 18(2): p. 145-
157. 

86. Selye, H., On the real benefits of eustress. Psychology Today, 1978. 11: p. 60-
70. 

87. Selye, H., The nature of stress. Basal Facts, 1985. 7(1): p. 3-11. 
88. Selye, H., Forty years of stress research: principal remaining problems and 

misconceptions. Canadian Medical Association Journal, 1976. 115(1): p. 53. 
89. Selye, H., Stress and distress. Comprehensive therapy, 1975. 1(8): p. 9. 



 

 256 

90. Fevre, M.L., J. Matheny, and G.S. Kolt, "Eustress, distress, and interpretation in 
occupational stress", . Journal of Managerial Psychology, 2003. 18(7): p. 726 - 
744. 

91. Selye, H., Confusion and controversy in the stress field. Journal of Human 
Stress, 1975. 1(2): p. 37-44. 

92. Selye, H., Selye's guide to stress research. Vol. 2. 1983: Van Nostrand Reinhold 
Company. 

93. Antonovsky, A., Health, stress, and coping1979: Jossey-Bass San Francisco. 
94. Delgado, C., Sense of coherence, spirituality, stress and quality of life in chronic 

illness. Journal of Nursing Scholarship, 2007. 39(3): p. 229-234. 
95. Landis, B., Uncertainty, spiritual well-being, and psychosocial adjustment to 

chronic illness. Issues in Mental Health Nursing, 1996. 17(3): p. 217-231. 
96. Parmenter, T., An analysis of the dimensions of quality of life for people with 

physical disabilities. Quality of life for handicapped people, 1988: p. 7-36. 
97. Baker, F. and J. Intagliata, Quality of life in the evaluation of community support 

systems. Evaluation and program planning, 1982. 5(1): p. 69-79. 
98. Felce, D. and J. Perry, Quality of life: Its definition and measurement. Research 

in developmental disabilities, 1995. 16(1): p. 51-74. 
99. Karakaya, M.G., et al., Functional Mobility, Depressive Symptoms, Level of 

Independence, and Quality of Life of the Elderly Living at Home and in the 
Nursing Home. Journal of the American Medical Directors Association, 2009. 
10(9): p. 662-666. 

100. Esposito, A., et al., Health status of women at work: work risks and living 
conditions. G Ital Med Lav Ergon, 2007. 29(3 Suppl): p. -391. 

101. Sweet, S. Job Insecurity , a Sloan Work and Family Encyclopedia Entry. . 2006; 
Available from: 
http://wfnetwork.bc.edu/encyclopedia_entry.php?id=4136&area=academics. 

102. Chouinard, V., Women with disabilities' experiences of government employment 
assistance in Canada. Disability & Rehabilitation, 2010. 32(2): p. 148-158. 

103. Miller, A. and S. Dishon, Health-related quality of life in multiple sclerosis: The 
impact of disability, gender and employment status. Quality of Life Research, 
2006. 15(2): p. 259-271. 

104. Karazman, R., et al., Effects of ergonomic and health training on work interest, 
work ability and health in elderly public urban transport drivers. International 
Journal of Industrial Ergonomics, 2000. 25(5): p. 503-511. 

105. Hogg, M., et al., Work disability in adults with cystic fibrosis and its relationship to 
quality of life. Journal of Cystic Fibrosis, 2007. 6(3): p. 223-227. 

106. Vuletic, G. Health related quality of life and satisfaction with life in Croatia. 2006. 
107. D’Mello, M. and S. Sahay, “I am kind of a nomad where I have to go places and 

places”… Understanding mobility, place and identity in global software work from 
India. Information and Organization, 2007. 17(3): p. 162-192. 

108. Cheng, Y., et al., Job insecurity and its association with health among employees 
in the Taiwanese general population. Social science & medicine, 2005. 61(1): p. 
41-52. 



 

 257 

109. Agarwal, R. and J. Prasad, A field study of the adoption of software process 
innovations by information systems professionals. Engineering Management, 
IEEE Transactions on, 2000. 47(3): p. 295-308. 

110. Brand, R., et al., Effects of a physical exercise intervention on employees‚Äô 
perceptions of quality of life: a randomized controlled trial. Sozial-und 
Pr√§ventivmedizin/Social and Preventive Medicine, 2006. 51(1): p. 14-23. 

111. Laforge, R.G., et al., Stage of Regular Exercise and Health-Related Quality of 
Life* 1,* 2,* 3,* 4. Preventive medicine, 1999. 28(4): p. 349-360. 

112. Sunetra Bhattacharya, J.B., Distress, Wellness and Organizational Role Stress 
among IT Professionals: Role of Life Events and Coping Resources. Journal of 
the Indian Academy of Applied Psychology., 2007. 33(2): p. 169-178. 

113. Carlson, D.S. and P.L. Perrewé, The role of social support in the stressor-strain 
relationship: An examination of work-family conflict. Journal of Management, 
1999. 25(4): p. 513-540. 

114. Bedeian, A.G., B.G. Burke, and R.G. Moffett, Outcomes of work-family conflict 
among married male and female professionals. Journal of Management, 1988. 
14(3): p. 475-491. 

115. Allen, T.D., et al., Consequences associated with work-to-family conflict: A 
review and agenda for future research. Journal of occupational health 
psychology, 2000. 5(2): p. 278. 

116. Netemeyer, R.G., T. Brashear-Alejandro, and J.S. Boles, A cross-national model 
of job-related outcomes of work role and family role variables: A retail sales 
context. Journal of the Academy of Marketing Science, 2004. 32(1): p. 49-60. 

 

 
 

 
 
 

 
 
 




