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A B S T R A C T

A Search for Supersymmetry in Events with a Z Boson, Jets, and
Missing Transverse Energy in pp Collisions with

√
s=13 TeV with the

ATLAS Detector

by

Tova Ray Holmes

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Beate Heinemann, Chair

A search for new phenomena in final states containing a Z bo-
son decaying to electrons or muons, jets, and large missing trans-
verse momentum is presented. This search uses proton–proton colli-
sion data collected during 2015 and 2016 at a center of mass energy√

s = 13 TeV by the ATLAS detector at the Large Hadron Collider,
which correspond to an integrated luminosity of 14.7 fb−1. The search
targets the pair production of supersymmetric particles, squarks or
gluinos, which decay via jets and a Z boson to the lightest Super-
symmetric particle, which does not interact with the ATLAS detector.
Results are interpreted in simplified models of gluino-pair (squark-
pair) production, and provide sensitivity to gluinos (squarks) with
masses as large as 1.3 (1.0) TeV.
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1
I N T R O D U C T I O N

In 2010, the Large Hadron Collider (LHC) began colliding high energy
protons in its 27 km ring, taking its place as the most powerful in a
long line of accelerators aimed at uncovering the fundamental rules
that govern particle physics. Its primary goal was to complete the
Standard Model of particle physics by discovering the Higgs boson,
the last remaining particle that was predicted by this model but not
yet observed. With its presence, the Standard Model would be consis-
tent, explaining every observed interaction of known particles, with
a complete mathematic framework to describe each feature. However,
even with a Higgs boson, the Standard Model contained hints that
it might be incomplete, suspicious features that suggested that at a
higher energy, there might be something more.

In 2012, the ATLAS (A Toroidal LHC Apparatus) and CMS (Compact
Muon Solenoid) Experiments discovered the Higgs boson, leaving the
LHC physics community without a single primary goal, but rather a
host of theories to explore, each extending the Standard Model in a
different way. Each theory attempts to solve one of the mysteries left
by the Standard Model, providing an explanation for Dark Matter,
suggesting a mechanism that could explain gravity’s weakness, or ex-
plaining the Higgs boson’s mass value. For decades, the most popular
of these has been Supersymmetry, which proposes a fermionic sym-
metry and requires a menagerie of new Supersymmetric particles,
none of which has yet been observed.

Supersymmetry simultaneously solves more of the Standard Mo-
del’s problems than any other theory, making it appealing to theorists
and experimentalists alike. But in order to do this, Supersymmetric
particles must appear with masses of approximately 1 TeV, precisely
the range of energies the LHC is capable of exploring. In 2015, after
a three-year shutdown, the LHC nearly doubled the center-of-mass
energy of its collisions. This opened up new territory to be explored
by analyzers, and provided data that could be used to either discover
or exclude many Supersymmetric models.

The analysis presented in this thesis searches for Supersymmetry,
seeking to find events in which Supersymmetric particles are pro-
duced in proton-proton collisions, then decay via a Z boson to a
chargeless Supersymmetric particle which escapes ATLAS without de-
tection. A similar ATLAS search, performed with data from the lower-
energy collisions 2012, observed a 3σ excess of events over the ex-
pected Standard Model background [1].
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introduction

The excess generated interest in this channel, and re-investigating
it became a top priority when the upgraded LHC turned on in 2015.

This thesis describes a search for Supersymmetry performed in this
channel using data taken by the ATLAS detector in 2015 and 2016,
including an explanation of the theory and motivation behind the
search, and a description of the LHC and the ATLAS detector. The re-
maining chapters are laid out as follows:

chapter 2 outlines the Standard Model of Particle Physics and
the benefits of extending it to include Supersymmetry, then continues
on to introduce the specific models used in the search presented in
later chapters.

chapter 3 describes the LHC and its operation, including the mag-
net system, the preaccelerator complex, and the phenomenology of
proton-proton collisions at 13 TeV.

chapter 4 contains descriptions of the many components of the
ATLAS detector, and how they serve to detect particles coming from
LHC collisions. ATLAS’s magnet and trigger systems are also discussed.
This chapter also provides an overview of the process of generating
MC for use in the ATLAS experiment.

chapter 5 discusses the tracking system in the ATLAS detector,
which forms patterns corresponding to particle trajectories out of the
many energy deposits left in the detector. This chapter focuses on
a neural network designed to improve tracking in the ATLAS Pixel
Detector, and describes the benefits of its implementation.

chapter 6 details the rest of the process of reconstruction, the
procedure by which the signals in the ATLAS detector are interpreted
as particles to be used for analysis.

chapter 7 lists the main backgrounds for the Supersymmetry
search described in this thesis, and provides general ideas of how
they can be reduced.

chapter 8 outlines how objects are identified and selected for this
analysis, referencing many of the working points defined in Chapter
6.

chapter 9 explains the analysis’s search strategy, defining signal,
control, and validation regions, and briefly describing how each is
used in the search.
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introduction

chapter 10 describes how estimates of the Standard Model con-
tributions to the signal region are performed for each of the back-
grounds listed in Chapter 7.

chapter 11 builds off of Chapter 10, and continues to detail how
the uncertainties on each estimate are assessed.

chapter 12 shows the results of the analysis, comparing expecta-
tions based on background estimates to the observed data.

chapter 13 provides interpretations of the results, and explains
the statistical procedure used to define exclusions on Supersymmetric
particles within the models described in Chapter 2.

chapter 14 concludes with a summary of the results, and an out-
look for future searches.
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Part II

T H E O RY A N D M O T I VAT I O N

This section describes the theoretical foundation for the
analysis presented in Part iv. It includes an overview of
the Standard Model, including its phenomenology in a pp
collider. The theory of Supersymmetry is explained, and
the motivation for extending the Standard Model to in-
clude it is presented. In addition, this section includes de-
tails about the specific form of Supersymmetry searched
for in this analysis.

5



2
T H E O RY A N D M O T I VAT I O N

The Standard Model (SM) of particle physics represents all particles
and interactions currently known. It is formulated using the princi-
ples of Quantum Field Theory, with the constraints of several sym-
metries and physical requirements to determine the rules for allowed
interactions [2]. Developed in the 1960s and 70s [3–5], it has been im-
mensely successful at predicting the existence of particles before their
discovery, and has held up to many high-precision tests. Despite this
success, it has several shortcomings. Though the SM is likely correct
at the energies thus far probed, it may be missing key components
that become more important at higher energies. Models supplement-
ing the SM with additional particles and interactions are referred to
as Beyond the Standard Model (BSM) theories.

One possible extension of the SM is Supersymmetry (SUSY), a the-
ory which postulates an additional symmetry between bosons and
fermions to the SM, creating a spectrum of SUSY particles (sparticles)
which interact with the particles of the SM. This theory motivates the
search performed in Part iv of this thesis, and its theoretical appeals
are discussed in this section, along with specific models considered
in the search.

2.1 the standard model

The SM of particle physics describes the interactions of all of the par-
ticles that have thus far been observed. It consists of matter parti-
cles and force carriers, as well as the Higgs boson, which belongs to
neither category. This model has been extraordinarily successful in
predicting new particles and phenomena, including the prediction of
the Higgs boson almost 50 years before its discovery in 2012, which
completed the SM.

The particles of the SM are divided into two categories: fermions
and bosons [2]. The fermions comprise all the matter described by
the SM, and are spin- 1

2 particles. The bosons are integer spin-particles,
most of which are spin-1. These particles provide a mechanism to
explain three of the four forces known to physics, with gravity still
lacking a quantum formulation. The Higgs boson, the only spin-0
particle in the SM, provides a mechanism for giving mass to the other
particles. All SM particles, with the addition of the hypothetical gravi-
ton, are presented in Figure 1.
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2.1 the standard model

Figure 1: The Standard Model particles, including all known bosons and
fermions, with the addition of the hypothetical graviton. [6]

2.1.1 Matter

The matter described by the SM is made up of fermions, spin- 1
2 par-

ticles which can be broken into two groups, quarks and leptons. The
leptons all interact weakly, while the quarks additionally interact
strongly. Half the leptons as well as all quarks are electromagnetically
charged.

2.1.1.1 Leptons

Leptons, as seen in the bottom left of Figure 1, exist in three genera-
tions, each labeled by a flavor: electron, muon, and tau. In the case of
the massive leptons, these flavors are mass eigenstates, and the gener-
ations are placed in an order based on increasing mass. Each massive
lepton is negatively electromagnetically charged and has a positively
charged anti-particle.

The three neutrinos exist in the same flavors as the massive lep-
tons, but these flavor eigenstates do not correspond exactly to mass
eigenstates [7]. As a consequence, neutrinos oscillate between flavors
as they propagate through space. These oscillations are the only ev-
idence of neutrino mass, which is bound from below by the mass
splittings determined from the oscillation and bound from above by
cosmological limits on the universe’s mass density [8]. Though it is
still uncertain if the masses of the neutrinos follow the same hierarchy
as the massive leptons, that expected ordering is slightly experimen-
tally preferred over the inverted hierarchy [9].

Unlike the massive leptons, the neutrinos are not electromagnet-
ically charged, and it is not yet known whether each neutrino has
a separate anti-particle, or if it is its own antiparticle. Because they
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2.1 the standard model

are not electromagnetically charged, they can only interact weakly,
making them extremely difficult to detect. As a consequence of their
ability to evade detection, neutrinos’ properties are nearly impossible
to study with general purpose particle detectors.

The SM conserves lepton number, L, which is defined as the number
of leptons minus the number of anti-leptons in a state, and can also
be defined for each lepton flavor. Though there are anomalies that ap-
pear in second order SM interactions which could provide very small
violations of this conservation, it holds to great precision in experi-
ment. µ → eγ branching ratios, for example, have been constrained
to 10−13 [10]. As a consequence of this conservation, the lightest mas-
sive lepton, the electron, is stable.

2.1.1.2 Quarks

Quarks, as seen in the top left of Figure 1, are also electromagnetically
charged particles that interact weakly, but are differentiated from the
leptons by their strong interactions. They are also organized in three
generations ordered by mass, and come in pairs of up-type and down-
type quarks, named after the lightest generation. In total, there are six
flavors of quarks, up, down, charm, strange, top, and bottom. Though
the up quark is lighter than the down, that rule is reversed in the
subsequent two generations. Up-type quarks are electromagnetically
charged + 2

3 e, while the down-type quarks are charged − 1
3 e. Quarks

are also charged under the strong interaction, whose three charges
are characterized by colors: red, green, and blue. Each quark has an
anti-particle with the opposite electric charge.

These fractional charges and individual colors are never seen in na-
ture because of the requirement (discussed further in Section 2.1.2.2)
that stable particle states be color-neutral. To accomplish this, quarks
can create two-particle bound states called mesons consisting of one
quark and one anti-quark with opposite color charges, or three-particle
bound states of quarks or anti-quarks with the three different color
charges, which are called baryons. The lightest color neutral state con-
taining only quarks, the proton (uud), is stable. Extremely unstable
bound states consisting of higher numbers of quarks can also exist,
such as the pentaquark discovered in 2015 at the LHC [11]. Collec-
tively, these multi-quark bound states are called hadrons.

Besides the proton, all hadrons are unstable, but their lifetimes have
a wide range. Neutrons, for example, have a lifetime of nearly fifteen
minutes, and are stable enough to be involved in the formation of
atoms. Charged pions (uū) and kaons (us̄) have lifetimes on the or-
der of 10 ns, which allows them to propagate several meters when
traveling close to the speed of light. Most other hadrons decay effec-
tively instantaneously when produced in a collision, with lifetimes
much too short to be resolved by a particle detector. B mesons are at
the boundary between these two regimes, with lifetimes of approx-
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2.1 the standard model

imately 1.5 ps, allowing them to propagate up to a few mm before
decaying.

Like leptons, the number of quarks in a state is conserved, up to
very small anomalies. However, because quarks cannot exist in an
isolated state, that conservation is described in terms of baryon num-
ber (B). Baryons are defined with B = 1, while anti-baryons have the
quantum number B = −1. Mesons have B = 0.

2.1.2 Forces

The fermions in the previous section interact via the electromagnetic,
weak, and strong forces. In a perturbative quantum field theory, inter-
actions via these forces are mediated bys bosons. These force carriers
interact only with particles charged with their corresponding force’s
quantum numbers. The photon, for example, interacts only with elec-
tromagnetically charged particles. Gluons, mediators of the strong
force, interact only with color charged particles, quarks and them-
selves. All fermions are weakly charged and interact with the weak
force’s mediators, the W and Z bosons.

The formulation for each of these forces is developed by requir-
ing that the SM Lagrangian be locally gauge invariant [7]. This can
be accomplished by adding gauge fields to the Lagrangian, whose
behavior under gauge transformations cancels out the gauge depen-
dence of the free Lagrangian. However, adding a mass term for these
fields reintroduces gauge dependence, so this mechanism only cre-
ates forces mediated by massless gauge bosons. The addition of the
Higgs field provides mass terms for the weak gauge bosons (as well
as other particles) without interfering with the gauge invariance.

The total gauged symmetry group for the SM is SUC(3)× SUL(2)×
UY(1), where C stands for color, the charge of the strong force, L
stands for left, because the weak force is left-handed, and Y is the
hypercharge quantum number, the charge of the unified electroweak
force.

2.1.2.1 The Electromagnetic Force

Electromagnetism provides the simplest example of a requirement of
local gauge invariance generating a Lagrangian description of a force.
Electromagnetism has one massless mediator, the photon, which in-
teracts with all electromagnetically charged particles. What follows
is a brief description of how enforcing this invariance generates a La-
grangian of the same form as the classical electromagnetic Lagrangian,
which can be incorporated into the SM.

9



2.1 the standard model

The particles in Section 2.1.1 are fermions, and so the Lagrangians
describing their free propagation are Dirac Lagrangians and all follow
the form

L = iψ̄γµ∂µψ−mψ̄ψ. (1)

Requiring that the free Lagrangians for these particles be invariant
under a U(1) local gauge transformation, eiqλ(x), can be accomplished
by adding a term to the Lagrangian which cancels the derivative term
arising from λ’s dependence on x:

L = iψ̄γµ∂µψ−mψ̄ψ− (qψ̄γµψ)Aµ (2)

where Aµ is a “gauge field” that transforms according to

Aµ → Aµ + ∂µλ. (3)

This vector field must also come with a free term,

L = − 1
16π

FµνFµν +
1

8π
m2

A Aν Aν. (4)

The mass term for this field would not itself be invariant under the
transformation, but the field can simply be made massless to avoid
this problem. The final Lagrangian, then, is

L = iψ̄γµ∂µψ−mψ̄ψ− 1
16π

FµνFµν − (qψ̄γµψ)Aµ (5)

which is precisely the original Lagrangian with the addition of terms
replicating the form of the Maxwell Lagrangian. In a quantized inter-
pretation, it describes a field that interacts with particles with non-
zero electromagnetic charge q via interactions with a massless spin-1
boson, the photon. This charge is dependent on the energy scale of
the interaction, µ, and the strength of the interaction is more typically
described by the electromagnetic coupling constant

αEM(µ) = q(µ)2/4π. (6)

For the purpose of succinct notation, this Lagrangian is often rewrit-
ten in terms of the covariant derivative

Dµ = ∂µ + iqλAµ (7)

which immediately cancels the gauge dependent term created by the
transformation. This mechanism is mathematically simple in the U(1)
case, but can be replicated for more complicated gauge transforma-
tions with perturbative approximations.

10



2.1 the standard model

2.1.2.2 The Strong Force

The strong force is generated by a similar process of requiring lo-
cal gauge invariance, but in this case, for an SU(3) transformation.
The interactions of the strong force are described by the theory of
Quantum Chromodynamics (QCD), which is given by the Lagrangian

Lstrong = −1
4

Gα
µνGαµν − 1

2
Q̄m /DQm (8)

where the α index runs from 1 to 8 and represents the eight force
carriers of the strong force, gluons with different color charges. m
indexes the three quark generations, and Gα

µν is the field strength
tensor, defined as

Gα
µν = ∂µGα

ν − ∂νGα
µ + gs f α

βγGβ
µGγ

ν (9)

where gs is a function of the energy scale of the interaction µ, and is
related to the strong coupling constant by

αs(µ) = gs(µ)
2/4π. (10)

The first term of the Lagrangian gives the gluon self-coupling inter-
actions, with terms involving 2, 3, and 4 gluon field terms. The 2-field
portion simply describes gluon propagation, but the other terms give
gluon self-interaction terms that can be described by the Feynman di-
agrams in Figure 2. Unlike photons, gluons are charged by the force
they carry, making self-interaction possible.

g

g

g

g

g

g

g

Figure 2: Gluon self coupling Feynman diagrams involving 3- and 4-gluon
interactions.

In the second term, /DQm is the covariant derivative acting on the
quark field. The quarks are charged under all three forces, strong,
electromagnetic, and weak, so the covariant derivative includes terms
to make each of the force’s Lagrangians gauge invariant. Thus this
term introduces quark-boson interactions of four types, seen in Fig-
ure 3. The quarks’ coupling to the gluon is the strongest, and the
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g

q

q

γ

q

q

W±

qd,u

qu,d

Z

q

q

Figure 3: Quark couplings to the different types of gauge bosons. The qu,d
labels represent any up- or down-type quarks.

other, weaker couplings occur at lower rates. The couplings to the W
and Z bosons are described in Section 2.1.2.3.

Quantum Field Theory assumes that particles are essentially free,
propagating without interaction, and considers all interactions as per-
turbations on a free theory. So long as multiple interactions are much
less likely than a single interaction, or put another way, so long as the
coupling constants for each force are much less than one, this pertur-
bative approximation is essentially correct. However, for the strong
coupling constant, αs, this assumption is not always valid. αs changes
as a function of the energy of an interaction according to its renormal-
ization group equation

µ2
R

dαs

dµ2
R
= β(αs) = −(b0α2

s + b1α3
s + b2α4

s + ...) (11)

where µ2
R gives the renormalization scale, and each bn gives a cor-

rection to the β-function based on diagrams with n loops [12]. The
overall negative sign produces the unique energy dependence of αs,
which becomes very small at high energy scales and asymptotically
increases at low energies. Figure 4 shows this effect translated to dis-
tance scales, demonstrating that αs � 1 at small distance scales, but
at large distance scales αs approaches 1, and a perturbative approxi-
mation can no longer be used. Instead, for distances larger than 10−16,
the colorless hadrons introduced in Section 2.1.1.2 must be used to
describe strong interactions.
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2.1 the standard model

Figure 4: The value of the strong coupling constant, αs, as a function of dis-
tance. [13]

The boundary between these regimes is referred to as ΛQCD and dif-
ferentiates energies at which QCD can be considered purbatively and
those at which it cannot. The LHC probes distances of about 10−19

m and is capable of producing individual high-energy quarks in its
hard-scattering interactions, but they lose energy as they radiate glu-
ons, eventually entering the energy regime below ΛQCD. The tran-
sition between these two regimes is complex, and dictates the way
that strongly charged particles appear in the ATLAS detector. This is
described in more detail in Section 2.1.3.1.

2.1.2.3 The Electroweak Force

A similar gauging process, using an SU(2) transformation, can pro-
duce a Lagrangian that would suffice to describe the W and Z bosons
of the SM, if only they were massless. However, they are not, so an
alternate mechanism is needed to generate massive force carriers.

Before a mechanism for their masses was understood, and before
they were discovered, the large masses of the W and Z bosons were
proposed in order to unify the electromagnetic and weak forces into
the electroweak force [7]. The large masses were crucial to explain the
discrepancy in the strength of the two forces.

The unified electroweak force is generated by a symmetry group
written as SU(2)L ×U(1)Y, where L refers to left-handed fields, and
Y is the quantum number for hypercharge. This new quantum number
is defined as

Y = 2(Q− T3) (12)

13



2.1 the standard model

where Q is the electromagnetic charge and T3 is the third compo-
nent of weak isospin T , the quantum number relating to the weak
interaction. In the unified theory, quark and lepton singlets interact
according to their hypercharge, and left-handed quarks and leptons,
grouped according to their generation, interact as doublets.

The gauge bosons resulting from this unified theory include a triplet,
W , with coupling gW , and a singlet field B, with coupling g′/2. How-
ever, the electroweak symmetry is broken, and mixing between these
states occurs. Rewritten in their mass basis, the standard electroweak
force carriers are produced: W±, two states with identical coupling
resulting from the first two states of the W triplet, the Z and the
photon field A resulting from the mixing of the last W state and B.

The electroweak Lagrangian is much more complicated than the
strong Lagrangian, and can be divided into several terms:

Lelectroweak = Lgauge + Lfermions + LHiggs + LYukawa. (13)

The first term can be written as follows

Lgauge = −
1
4

WaµνWa
µν −

1
4

BµνBµν (14)

where the a indices are numbered 1 through 3 and indicate the gen-
erators of SU(2) which are written

Wa
µν = ∂µWa

ν − ∂νWa
µ + gWεabcWb

µWc
ν . (15)

The gauge portion of the Lagrangian then generates interaction
terms between the gauge fields, which when rewritten in terms of
the mass-eigenstate basis, generates interactions between three gauge
bosons, like the ones in Figure 5, as well as interactions between four
gauge bosons.

Z

W+

W−

γ

W+

W−

Figure 5: Feynman diagrams of trilinear gauge couplings in the SM.

The fermion portion of the Lagrangian is written as

Lfermion =− 1
2

L̄m /DLm −
1
2

Q̄m /DQm

− 1
2

Ūm /DUm −
1
2

D̄m /DDm

− 1
2

Ēm /DEm

(16)
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2.1 the standard model

where L is the left-handed lepton doublet, Q is the left-handed quark
doublet, U is the right-handed singlet for up-type quarks, D is the
same for down-type quarks, and E is the right-handed singlet for
electrons, muons and taus. Each of these fields has an implicit index
running from 1 to 3 to represent the three generations. The covariant
derivative in each term includes terms involving all the gauge fields
the fermion is charged under.

Unlike the other forces, the weak force treats left- and right-handed
fermion fields differently; it only interacts with the left-handed fields,
so only the first two terms’ covariant derivatives include W terms.
The first term in this Lagrangian, for example, produces weak inter-
actions depicted in Figure 6. The Z bosons, because they represent a
mixing between the W and B fields, can interact with right-handed
leptons and quarks, but these interactions are different for the two
chiralities.

W+

lL

νlL

W−

lL

νlL

Z

l

l

Z

νl

νl

Figure 6: Feynman diagrams of weak couplings to leptons in the SM.

No right-handed term appears for the neutrino field, because only
left-handed neutrinos and right-handed anti-neutrinos have been ob-
served. However, because neutrinos have non-zero mass, their chiral-
ity can change with frame boosts, which complicates any claim that
right-handed neutrinos do not exist [2]. It is possible that neutrinos
are their own antiparticle, making the right-handed anti-neutrino the
solution to this problem. It’s also possible that very massive right-
handed neutrinos do exist, and simply haven’t been discovered yet.

The remaining two terms of the electroweak Lagrangian are related
to the Higgs field, which is the source of electroweak symmetry break-
ing.
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2.1 the standard model

2.1.2.4 The Higgs Mechanism

The Higgs mechanism presents a way to generate a mass term for the
electroweak gauge bosons. It is a scalar field, with a Lagrangian

LHiggs =
1
2
(∂µφ)∗(∂µφ) +

1
2

µ2φ∗φ− 1
4

λ4(φ∗φ)2 (17)

where φ is a complex scalar, φ = φ1 + iφ2. This looks very simi-
lar to a standard scalar field Lagrangian, but the signs on the mass
and interaction terms are reversed, implying an imaginary mass term.
However, this isn’t a good interpretation of the Lagrangian, because
it differs from all previously considered Lagrangians in one impor-
tant way: its ground state does not occur at φ = 0. Because quantum
field theory is perturbative, it is valid only when expanded around
a ground state, which, when calculated for this Higgs Lagrangian,
must satisfy

φ2
1 + φ2

2 =
µ2

λ4 . (18)

The original Lagrangian can then be rewritten in terms of a field
v + H(x) centered around the ground state with energy called the
vacuum expectation value defined as

v =
µ

λ2 . (19)

This rewriting produces a Lagrangian with a non-imaginary mass.
However, in an effect called spontaneous symmetry breaking, the orig-
inal SO(2) rotational symmetry of the Lagrangian is lost, resulting
only in a U(1) rotational symmetry; the Lagrangian is invariant un-
der a phase transformation.

As in Section 2.1.2.1, it is possible to make the Lagrangian invariant
under a local U(1) transformation, φ → eiθ(x)φ by adding a massless
gauge field Aµ and using the covariant derivative. Due to the many
cross terms from the non-zero ground state, terms for the mass of one
of the scalar bosons as well as the gauge field appear, leaving only
one massless scalar boson. This massless boson, it turns out, can be
completely removed from the theory via local U(1) transformations,
ultimately producing a theory with one massive scalar (the Higgs)
and a massive gauge field (W ).

The Higgs interaction with the weak gauge bosons also creates cou-
plings between the particles, which can be seen in Figure 7. There are
also Higgs self-interaction terms included in the Lagrangian, produc-
ing vertices describing 3- and 4-Higgs interactions.

The remaining piece of the Lagrangian, LYukawa describes the Higgs
field’s interactions with the fermions of the SM, and can be written as

LYukawa = −Γe
mn L̄mφEn − Γu

mnQ̄mφUn − Γd
mnQ̄mφDn + h.c. (20)
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H

W+

W−

H

Z

Z

H

H

W+

W−

H

H

Z

Z

Figure 7: Feynman diagrams demonstrating Higgs couplings to the weak
gauge bosons in the SM.

where h.c. is the hermitian conjugate term, and the Γ matrices are
indexed by generation, and, when diagonalized, are proportional to
the masses of the fermions. The Higgs field’s vacuum expectation
value produces terms that look like fermion mass terms. Additionally,
terms that couple the fermions to the Higgs field are produced, with
each fermion’s coupling proportional to its mass, according to

g f =
√

2
m f

v
(21)

where m f is the mass of the fermion. Feynman diagrams for lepton
and quark terms can be seen in Figure 8.

H

l

l

H

q

q

Figure 8: Feynman diagrams showing Higgs couplings to fermions in the
SM.
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2.1.3 Phenomenology of Proton-Proton Collisions

As discussed in Chapter 3, the LHC collides bunches of high-energy
protons, and the interactions of these protons’ constituent quarks and
gluons produce the wide array of particles seen in the ATLAS detector.
The LHC typically cites its energy in terms of

√
s, the center of mass

energy of protons in the two colliding beams, which in Run 2 is 13

TeV. However, because the proton is not fundamental, this energy is
divided among many particles that make up the proton.

To first order, a proton consists of three quarks: two up quarks and
one down quark, held together by gluons. However, a real quantum
mechanical system is much more chaotic; in addition to these three
quarks, called valence quarks, there are many others popping into
and out of existence. These additional quarks are called sea quarks
and can also carry fractions of the proton’s energy.

The particles inside the proton can have a wide range of energies
depending on the internal dynamics at the moment of the collision.
These cannot be predicted exactly, but probabilistic models called Par-
ton Distribution Functions (PDFs) describe the likelihood of any given
configuration. These functions are determined using data from hard
scattering experiments and give probabilistic estimates for how often
a given type of particle appears with a fraction x of the total proton
energy, as seen in Figure 9.

Figure 9: 2008 MSTW PDFs for various particle types given as a function of x
and Q2, the square of the parton-parton momentum transfer. [14]

A classical proton model would suggest that each valence quark
carries about one-third of the total proton energy. In practice, they
each typically account for less than a third of the total energy, with
the remaining energy divided among the many sea quarks and glu-
ons. Thus, in a proton-proton collision, the initial particles rarely have
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more than a third of the beam energy, and often have a much lower
energy resulting from the interaction of sea quarks.

These PDFs are used at the LHC to calculate the probability for a
given process to occur, or its cross-section. The cross-section for a pro-
cess to occur with a two-proton initial state is given by

σ(P1, P2 → X) = ∑
i,j

∫ 1

0
dx1 dx2 fi(x1, Q2) f j(x2, Q2) σ̂(x1P1, x2P2, Q2)

(22)

where i and j are indices representing the partons within proton 1

and 2 respectively, xi,j gives these partons’ momentum fraction, and
fi,j gives their PDFs. σ̂ gives the cross-section for a process going from
partons to X, also referred to as the matrix element, and Q2 gives the
energy scale of this hard scattering of partons.

Matrix elements, in an ideal world, would include every possi-
ble Feynman diagram that describes the initial partons producing
a given final state. In practice, the calculation of these diagrams can
become very difficult when the diagrams become more complicated.
The more complicated a diagram, the less it contributes to the total
cross-section; each additional vertex reduces the process’s likelihood
by a factor of α, the coupling constant of the force involved in the
vertex. The simplest calculations, which include diagrams with the
smallest possible order of α, are referred to as Leading Order (LO),
while calculations including diagrams with one additional level of
complexity are called Next to Leading Order (NLO), and additional
Ns can be added to describe even more complex calculations.

Figure 10 shows cross-sections for many SM processes as a function
of energy, demonstrating how processes involving high-mass objects
have increasingly large cross-sections as the energy of the collider in-
creases. In the analysis discussed in Part iv, the most important SM

backgrounds are from top quarks, Z bosons, and diboson processes
(ZZ, WW, and WZ). Though Z boson production has the highest
cross-section of those processes, it contributes the least to the back-
ground of the search because of the specific requirements made on
events designed to reduce SM backgrounds. Details on these back-
grounds and how they can appear as signal-like events are given in
Chapter 7.

2.1.3.1 Production of Jets in the ATLAS Detector

For most particles, the output of the hard scattering process is similar
to the objects observed by a detector; electrons, photons, and muons
emerging from final states are all observed as they pass through sen-
sitive materials. There are exceptions: particles can radiate energy
as they travel through the detector and photons can convert into
electron-positron pairs, but in most cases, these final state particles
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Figure 10: Cross-sections for many SM processes as a function of
√

s [15].

can be directly observed. For color-charged particles, however, this is
not the case.

As discussed in Section 2.1.2.2, quarks and gluons are strongly
charged, and the coupling constant of the strong force increases a-
symptotically at large distance scales. As a consequence, colored par-
ticles undergo a process called fragmentation. Rather than continuing
to propagate in a colored state, it is energetically preferable for high
energy quarks and gluons produced in hard scatterings to radiate ad-
ditional colored particles, which can then be used to form colorless
bound states. First, a process called parton showering occurs, in which
many new colored particles are radiated from the original, creating
a conic spray of particles along the original particle’s trajectory. This
process repeats until the particles’ energies reach the scale of hadronic
masses, about 1 GeV. Next, these particles hadronize, forming compos-
ite particles that can propagate without interacting strongly.

The resulting spray of hadrons is called a jet, and it is jets, rather
than individual quarks or gluons, that are observed by particle detec-
tors. Grouping these particles into a jet is a non-trivial process, which
is discussed in Section 6.4.
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Jets don’t always come directly from the hard scattering process;
collisions in the LHC often contain additional jets resulting from initial
and final state radiation. In these processes, either the initial partons
radiate energy (typically in the form of a gluon) or the products of
the hard scattering process radiate additional colored particles before
fragmentation occurs.

2.1.4 Problems in the Standard Model

Although the SM is a self-consistent theory that describes to great ac-
curacy all of the particles and forces it includes, it does have certain
shortcomings. The most glaring is the omission of gravity. Though
the force is well understood at large scales via the theory of General
Relativity, no satisfying quantum description of gravity has been ac-
cepted, much less proven. The Planck scale, the energy scale at which
gravitational interactions become large enough that no sound theory
can ignore gravity, is at about 1019 GeV, 16 orders of magnitude above
the electroweak scale. Because of this large discrepancy of scale, the
exclusion of gravity from the SM does not directly affect LHC physics.

Another clear omission of the SM is Dark Matter (DM), so named for
its lack of electromagnetic interactions. This type of matter was first
identified in 1933 through the observation of galactic rotation curves
[16]. The speed of rotation indicated both that there was more mass in
the system than could be accounted for by observations made directly
of the galaxy, and that this additional matter was distributed in a halo,
not a disk like the typical luminous matter. This effect can be seen in
Figure 11, which demonstrates that the observed galactic density as a
function of radius does not match the expected density from the lumi-
nous galactic disk. Since then, evidence for DM has been observed in
colliding clusters [17], measurements of the cosmic microwave back-
ground [18], and in many more rotational curves, but the particles
that form DM have never been directly detected or seen at a particle
accelerator. As a consequence, very few details are known about the
nature of this matter, only its density throughout the universe and
that it does not interact strongly or electromagnetically.

Beyond the omissions of gravity and DM, there are several aesthetic
problems with the SM - ones that could have no solution, but seem
to suggest that the current SM is missing some pieces. The first is the
sheer number of parameters in the SM. There are 26 independent pa-
rameters determining the mass of the particles and all the couplings
between them. Besides the rough grouping of fermions into genera-
tions, there seems to be no order to masses of particles, and no way
to predict many of the masses or couplings.

In the past, large numbers of seemingly unrelated parameters have
indicated that a theory has a more fundamental form at shorter dis-
tance scales. The large number of elements, it turned out, could be
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Figure 11: Galactic rotation curve of velocity as a function of radius in NGC
3198. Included is the observed data, as well as the expected ve-
locity distribution from a disk-shaped galaxy corresponding to
the expected density from electromagnetic observations. Another
curve corresponding to a halo-shaped matter distribution is su-
perimposed, and the halo and disk are summed and fit to the
data. [19]

explained by different groupings of three particles, the proton, neu-
tron, and electron. Later, the menagerie of hadrons became so large
that a similar re-imagining of what was fundamental took place, and
the theory of quarks gave an order to the many mesons and baryons
[20]. This pattern leaves physicists suspicious of any theory with too
many particles and free parameters, suggesting that perhaps, at a
higher energy, there is a simpler model that can unify many of the
seemingly disparate elements of the SM.

In addition, some of these seemingly independent parameters have
suspicious symmetry. The Higgs mass, for example, has been mea-
sured to be 125.7 ± 0.4 GeV [12]. This mass is the sum of the bare
mass, the one that appears in the Lagrangian, and quantum correc-
tions from interactions with other particles, which are proportional
to the square of energy at which these interactions occur. If no new
physics exists at energies lower than the Planck scale (when the SM

Lagrangian must change to account for gravity), these corrections
could be up to 35 orders of magnitude larger than the Higgs mass.
Though the bare mass could theoretically cancel out this massive cor-
rection, these parameters should be independent, and the odds that
they would be precisely the same to 35 digits are very, very small.
This near-exact canceling is often called fine-tuning, an undesirable
trait in a theory which suggests that some more fundamental symme-
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Names sparticles particles SU(3)C, SU(2)L, U(1)Y

squarks, quarks
Q (ũLd̃L) (uLdL) (3, 2, 1

6 )

ũ ũ∗R u†
R (3̄, 1,− 2

3 )

d̃ d̃∗R d†
R (3̄, 1, 1

3 )

sleptons, leptons
L (ν̃ẽL) (νeL) (1, 2,− 1

2 )

ē ẽ∗R e†
R (1, 1, 1)

Higgs, higgsinos
Hu (H̃+

u H̃0
u) (H+

u H0
u) (1, 2, 1

2 )

Hd (H̃0
d H̃−d ) (H0

d H−d ) (1, 2,− 1
2 )

gluino, gluon g̃ g (8, 1, 0)

winos, W bosons W̃±W̃0 W±W0 (1, 3, 0)

bino, B boson B̃0 B0 (1, 1, 0)

Table 1: Supermultiplets of supersymmetric and SM particles. Sfermions, on
the first five rows, are all spin-0. Higgsinos and gauginos are all
spin-1/2. Three sets of each fermion’s supermultiplet exist, one for
each generation. [24]

try has been missed. A natural solution, one with minimal fine-tuning,
is sought to resolve this SM problem.

2.2 supersymmetry

Supersymmetry (SUSY), a theory proposed and developed in the 1970s
[21–23], provides solutions for many of these SM shortcomings. The
theory works by introducing a fermionic symmetry to the SM, in addi-
tion to the usual spacetime symmetries of translations, rotations, and
changes of Lorentz frame. The combination of the usual spacetime
with this fermionic dimension is called a superspace. Rotations in this
dimension result in a particle’s spin changing by 1/2, turning a spin-
1/2 fermion into a spin-0 particle, for example. As a consequence, this
symmetry requires the existence of many new particles - a bosonic
sfermion for each fermion of the SM and a fermionic gaugino for each
of the gauge bosons. These superpartners of SM particles should have
identical quantum numbers to the original particle, except for their
spins. Table 1 shows the SM particles and their superpartners.

If the theory is symmetric under these fermionic rotations, these
particle-sparticle pairs can be described by a single superfield, which
simultaneously describes the behavior of both SM and SUSY particles
in the superspace. However, this completely symmetric behavior is
untenable given basic observations of matter in the universe. For ex-
ample, if there were a selectron (the superpartner of the electron, ẽ),
with identical mass to the electron, it would have been detected long
ago. In fact, such a particle would fundamentally change atomic struc-
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ture, with the bosonic selectrons capable of piling into the ground
state of an atom, and removing all the interesting valence-shell inter-
actions of electrons that determine molecular structure. Thus, if SUSY

does exist, the symmetry must be broken, so that the superpartners
have much higher masses than the original SM particles.

2.2.1 The Minimal Supersymmetric Standard Model

The Minimal Supersymmetric Standard Model (MSSM) was designed
to be the simplest supersymmetric extension of the SM that remains
self consistent, and it results in the particles seen in Table 1 [24]. The
formulation of the MSSM begins by introducing a second Higgs dou-
blet to account for the different masses of the sparticles. As with the
SM Higgs, electroweak symmetry breaking results in the loss of de-
grees of freedom, and only five of the original eight states remain,
the lightest of which, h0, can be interpreted as the SM Higgs already
discovered. There are two remaining neutral states, A0 and H0, as
well as two charged Higgses, H±.

The neutral Higgs states mix with the neutral gauge bosons, while
the charged Higgs states mix with the charged gauge bosons, pro-
ducing a series of states labeled only by their charge and the order
of their masses. The neutral states, collectively called the neutralinos,
are identified from lightest to heaviest, χ̃0

1, χ̃0
2, χ̃0

3, and χ̃0
4. The charged

states, referred to as charginos, are similarly called χ̃±1 and χ̃±2 .
The MSSM introduces many new interactions between SM particles

and sparticles. Though these don’t represent all possible interactions,
a general rule is that any SM vertex can have two interacting particles
replaced with their sparticle equivalents, and this vertex will be part
of the MSSM. Figure 12 gives two examples of such vertices.

g̃

q̃

q t̃

h0

t̃

Figure 12: Two example vertices allowed by the MSSM.

In addition to these interactions, there are several terms that ap-
pear in the MSSM Lagrangian that violate the B and L conservation
observed in the SM. In fact, these terms violate B− L, which, unlike B
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and L conservation individually, does not have even small violations
in the SM. These superpotential terms appear as follows

W∆L=1 =
1
2

λijkLiLj ēk + λ′ijkLiQjd̄k + µ′iLi Hu (23)

W∆B=1 =
1
2

λ′′ijkūid̄jd̄k. (24)

Because there are very strong limits on non-conservation of B− L
from proton decay experiments, these terms present a challenge for
the MSSM. It would be possible, of course, to simply tune the λ param-
eters to be small enough to fit within experimental constraints, but
these terms can also be eliminated by introducing a new conserved
quantity, R-parity. It is defined by

PR = −13(B−L)+2s (25)

where s is the spin of the particle. Requiring that all terms in the
Lagrangian have a multiplicative PR of 1 excludes the terms in Equa-
tion 24, removing the interactions that would lead to proton decay.
All SM particles are R-parity even, while the sparticles are R-parity
odd, so the conservation of R-parity can translate into a conservation
of number of sparticles minus the number of anti-sparticles. As a
consequence, sparticles must be produced in pairs, and massive spar-
ticles typically decay through a chain of lighter sparticles, emitting
SM particles along the way.

2.2.2 Solutions to Standard Model Problems

Perhaps the most compelling consequence of SUSY comes from R-
parity conservation, which, through the formation of a new quantum
number unique to sparticles, requires the Lightest Supersymmetric
Particle (LSP) to be stable. This stable particle, if it is not electromag-
netically charged charged, provides an excellent candidate DM par-
ticle. The lightest neutralino, for example, is a viable DM candidate
because it does not interact electromagnetically or strongly, a con-
straint required due to measurements of the relic density of DM in
the universe [25]. An interaction cross-section higher than what’s ex-
pected for weak interactions would have led the DM particle and its
anti-particle to annihilate at lower densities, leaving a much smaller
amount of DM in the universe than what is observed today.

Many believe that a complete SM should include a unification of
the three forces, as electromagnetism and the weak force have already
been unified. This requires that at some higher energy, the coupling
constants of all three forces merge. However, in the SM, the coupling
constants come close to aligning, but don’t perfectly cross. With the
addition of MSSM particles with masses at the TeV scale, the alignment
is near perfect, as shown in Figure 13. This may be a mathematical
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2.2 supersymmetry

coincidence, but it’s very compelling to those physicists who believe
that a Grand Unified Theory must exist.

Figure 13: Running of the strong (α1), electromagnetic (α2), and weak (α3)
coupling constants for the SM (left) and MSSM (right) as a function
of energy. [26]

SUSY also has the potential to solve the naturalness problem in the
SM. In the SM, fine tuning is required to cancel the quadratic correc-
tions to the Higgs mass that result from loops involving, most impor-
tantly, the top quark. In the MSSM, a similar loop involving the stop
quark (the vertex for which is depicted in Figure 12) contributes to
the Higgs mass corrections with the opposite sign, making it possible
to naturally cancel the corrections without fine tuning. However, the
larger the mass difference between the top quark and stop quark, the
larger the remaining correction when the two terms cancel. Conse-
quentially, to preserve a reasonable degree of naturalness (and here
the definition of “reasonable” is subject to some debate), the stop
quark should appear at masses not too much larger than the top’s, at
approximately the TeV scale.

This naturalness mass limit, as well as the unification of couplings,
make the argument for searching for SUSY at the LHC particularly com-
pelling, as the LHC is the first collider capable of producing particles
at the TeV scale. As new exclusions on SUSY are set, the remaining
phase space becomes slightly less natural. But there is no shortage of
new SUSY models with unexcluded parameters, which are continually
proposed as new limits are created.

2.2.3 Simplified Models of Supersymmetry

There are many different theorized models of SUSY, with different
mechanisms for breaking the symmetry. The MSSM has 120 free pa-
rameters, with complex interactions that determine the mass hierar-
chy and interaction rates of the sparticles. From an experimental point
of view, the details of these theories and the exact way the hierarchies
are generated are less relevant to a search than their outputs.

Simplified models, which are typically inspired by more complete
theories, are used to tune the observables of a model more directly.
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2.2 supersymmetry

These models each consist of one diagram describing the production
of sparticles and their subsequent decay, with the masses and branch-
ing ratios of the particles free to be tuned directly. In a more complete
theory, it is instead necessary to modify more fundamental parame-
ters like the symmetry breaking scale. A change like this impacts the
properties of all the sparticles, and the details of its impact are model
dependent. The simplified models allow for relatively model indepen-
dent interpretations that can be reinterpreted in the context of a more
complete SUSY theory [27].

In the analysis presented in Part iv, the simplified model depicted
in Figure 14 is used. This process begins with the pair production of
gluinos, which decay via a pair of quarks to the second lightest neu-
tralino, which in turn decays via a Z boson to the lightest neutralino.
Though the Z boson decays hadronically about 70% of the time, this
analysis targets the 7% of events in which it decays to electron or
muon pairs, with all-hadronic final states left to other searches [28].
The quarks emitted in the gluon decay are allowed to have flavors u,
d, c, and s, each with a 25% probability. A similar model involving
squark pair production is also considered, with the same breakdown
of quark flavors. A diagram of this process can be seen in Figure 15.
In these simplified models, the lightest neutralino is the LSP, and is
stable.
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Figure 14: Feynman diagram of pair produced gluinos decaying via jets and
a Z boson to the lightest neutralino.

Using this simplified model, the masses of the particles can be set
directly. This is very helpful for the generation of Monte Carlo simu-
lation (MC), discussed in Section 4.7, because a grid of different mass
values of the important sparticles involved in the decay can be gen-
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Figure 15: Feynman diagram of pair produced squarks decaying via a jet
and a Z boson to the lightest neutralino.

erated. Cross-section calculations are performed for each point on
these grids [29]. These simulated signals allow analyzers to make pre-
dictions of likely signals, and to exclude the simplified models as a
function of the mass of the sparticles in the case that no discrepancies
between predictions and observations are seen.

2.2.3.1 Context and Motivation

This simplified model is well motivated from a theoretical perspec-
tive. Production of strongly charged sparticles, shown in Figure 16,
is hypothesized to occur at much larger rates than the production of
other particles, due to the difference in coupling constants.

The specific decay considered in these simplified models does not
have the largest branching ratio of all possible decays; even consid-
ering only changes to the SM decays involved, a Z → qq decay is
roughly seven times more likely than Z → ``. However, processes
with higher branching ratios, like those producing an all-jet final state,
often have much higher SM backgrounds, making them difficult to
identify, even if they occur more frequently. This final state balances
SM backgrounds and branching ratios, and when compared to other
searches performed by the ATLAS collaboration, has competitive ex-
pected sensitivity to SUSY [31].

Processes similar to the one described by Figure 14 have been the
target of previous LHC searches. Both the CMS and ATLAS Experiments
performed searches for SUSY in the two-lepton channel with the 8

TeV data collected in 2012. The ATLAS search saw a 3σ excess, shown
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Figure 16: 13 TeV production cross-sections for sparticles, as a function of
sparticle mass [30].

in Figure 17 [1]. The CMS search saw no excess in a similarly moti-
vated signal region, albeit with different kinematic cuts than ATLAS’s
[32]. The CMS search followed up on a 7 TeV search in the same chan-
nel that also saw no excess [33].

Both searches also identified events with two leptons that weren’t
consistent with an on-shell Z decay, and in this region, an excess with
a local significance of 2.4σ was observed by CMS, shown in Figure 18.
No excess was observed by the ATLAS collaboration in a signal region
with identical kinematic cuts [1].

An all-hadronic ATLAS SUSY search released in 2016 targeted models
like those used in this search, with a Z boson decay to jets instead of
leptons [28]. This search saw no significant excess.
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Figure 17: Results of an 8 TeV search performed by the ATLAS collaboration
in a signal region targeting events like those in Figure 14. The
events in the signal region are displayed as a function of m``,
the invariant mass of the event’s leading leptons. The SM back-
grounds are shown with their full uncertainties based on data-
driven background estimations, and two signals with mg̃ = 700

and 900 GeVare superimposed on the distribution. The observed
data-points are higher than the expected background, with a total
excess of 3.0σ [1].
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Figure 18: Results of an 8 TeV search performed by the CMS collaboration in
a signal region including a broad range of m``. A 2.4σ local excess
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in the region with m`` consistent with an on-shell Z boson. The
data is fit based on a data driven estimate of the flavor symmetric
background (FS) and the Drell-Yan background (DY), with an
additional component for the signal [33].
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Part III

T H E E X P E R I M E N T

This section describes the LHC accelerator and the ATLAS

detector, which collectively provide the physical environ-
ment and the data collection for the analysis discussed
in Part iv. The process of Monte Carlo generation is dis-
cussed, including the modeling of hard-scattering processes
and the simulation of the detector. Reconstruction of events
in the ATLAS detector is also explained, with an empha-
sis on the reconstruction of tracks in the innermost part of
the detector.
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3
T H E L A R G E H A D R O N C O L L I D E R

The Large Hadron Collider (LHC) is unique in the world, producing
proton-proton collisions at energies nearly an order of magnitude
higher than any accelerator before it [34]. It provides unique envi-
ronments at its collision points where massive, unstable particles can
exist for an instant, then decay to the lighter, more stable SM parti-
cles normally obsesrved in the universe. It is the goal of the ATLAS

experiment to identify these short-lived particles, but the LHC’s work
of producing them is equally complex.

The LHC was built in a 26.7 km circular tunnel that straddles the
French-Swiss border outside of Geneva, originally built in 1989 for
the Large Electron-Positron (LEP) collider [35]. In the LHC, two beams
of protons are accelerated to 6.5 TeV, then focused and collided at
four points around the ring, which can be seen in Figure 19.

Figure 19: The LHC main collider ring and pre-accelerator SPS overlaid on a
map of Switzerland and France, with the four main LHC experi-
ments identified [36].

These points are each encased by particle detectors, which can ex-
amine the outputs of the collisions, and have different strengths and
goals. The two multipurpose detectors are ATLAS and CMS, which
have very complex detectors aimed at measuring as many SM par-
ticles as possible and discovering new processes [37, 38]. LHCb (Large
Hadron Collider beauty) examines processes related to the b quark
[39]. Meanwhile, ALICE (A Large Ion Collider Experiment) focuses on
special runs of the LHC which collide lead ions instead of protons,
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3.1 the injector complex

and seeks to understand the high energy densities resulting from the
collisions of such massive, complex particles [40].

3.1 the injector complex

The primary goal of the LHC is to provide high luminosity proton-
proton collisions at 13 TeV. To achieve this, it must be capable of
rapidly accelerating large numbers of protons and holding them at
a constant energy, and organizing them into bunches which can be
focused and collided at precise points and times. To do this, a com-
plex system of pre-accelerators is required, as well as a precisely en-
gineered sytem of magnets within the LHC. The full system of pre-
accelerators is shown in Figure 20.

Figure 20: The pre-accelerators of the LHC [41].

The chain begins with when hydrogen gas is stripped of its elec-
trons and injected in short pulses into Linac2, a linear accelerator
which uses Radiofrequency (RF) cavities, which use alternating posi-
tive and negative electric fields to simultaneously push and pull par-
ticles forward through the accelerator. This RF behavior keeps the
bunches of protons resulting from the original pulses separated, be-
ginning the formation of the bunch structure used for collisions. The
quadrupole magnets along the accelerator keep the beam focused. By
the end of this accelerator, protons have reached 50 MeV.

At the end of Linac2, the proton beam is injected into the Proton
Synchrotron Booster (PSB), the first circular accelerator in the pre-
accelerator chain. It increases its magnetic field as the protons in-
crease in speed, ultimately accelerating them to 1.4 GeV.

At this point the proton beam is injected into the Proton Synchrotron
(PS), a 600 m long circular accelerator that consists of RF cavities that
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3.2 operation of the large hadron collider

accelerate protons up to 25 GeV, as well as room-temperature electro-
magnets that bend the beam.

The last accelerator before injection into the LHC is the SPS, a 7 km
long ring which, long before the LHC tunnel was built, was used for
the discovery of the W and Z bosons. The SPS accelerates particles up
to 450 GeV before they are launched into the LHC.

Proton bunches are structured for ease of acceleration, with distinct
features resulting from each of the pre-accelerators. The PS produces
72 bunches separated by 25 ns, which are injected into the SPS. How-
ever, as the magnetic field directing these protons out of the PS loop
is turned on, there must be a gap in the bunch structure. Without
this gap, called the injection kicker rise time, the changing magnetic
field would direct particles out of the accelerator and produce high
amounts of unsafe radiation around the PS. A similar gap in bunch
structure is required for the injection from the SPS to the LHC. The
injection process is repeated until the LHC is completely filled with
over 2000 bunches, which takes about three minutes.

3.2 operation of the large hadron collider

The LHC consists of eight straight sections each connected by an arc.
In each straight section, RF cavities accelerate the protons, ultimately
bringing them up to 6.5 GeV. Between these straight sections, 8.4 T
dipole magnets bend the beams to maintain the approximately circu-
lar path. However, because the LHC is a proton-proton collider as op-
posed to a proton-antiproton collider, the two counter-rotating beams
must be housed in separate rings and be accelerated separately. To
achieve this, twin-bore superconducting magnets, one example of
which can be seen in Figure 21, surround the two rings and accel-
erate them both. Quadrupole magnets are used at the four collision
points to focus the beams, which cross at an interaction point at the
center of each detector. In total there are over 6000 superconducting
magnets in the LHC, which are kept below their critical temperature
of 1.9 K by liquid helium cooling.

When first injected into the LHC, the protons must be accelerated
with increasing RF frequencies over many turns through the machine.
AT the same time, the magentic field from the dipoles increases to
apply more force with which to bend the beam. Once the protons
have reached a maximum energy, a process called squeezing occurs.
The quadrupole magnets are used to reduce the total transverse area
of the beam and elongate the bunches slightly. The shape produced by
this process determines the beam spot for the ATLAS detector, the area
in which collisions occur within the detector. As shown in Figure 22,
the collisions mostly occur within 0.5 mm of one another in the x− y
plane, but have a spread of about 400 mm in the z direction1.

1 The coordinate system used here is discussed in Section 4.1.
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3.3 luminosity

Figure 21: Cross-section of a cryodipole magnet in the LHC [34].
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Figure 22: Beam spot in the ATLAS detector for one run in 2015. Distribu-
tions show only the highest pT vertex per event. Left is the x− y
distribution of vertices, while the right plot shows the x − z dis-
tribution [42].

Once the beams are at a stable energy and have been squeezed,
the LHC indicates that it is ready to provide collisions to the exper-
iments around the ring, and, after some additional checks by each
experiment, data-taking can begin. As collisons occur, the number of
protons in the beam decreases, and when it is sufficiently depleted
to require a new fill, or if any instability occurs, the beam is dumped
into a cavern filled with steel and concrete, which absorbs the energy.

3.3 luminosity

The goal of the collisions provided by the LHC is to produce SM

and BSM particles, which can be observed by the detectors. How fre-
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3.4 pile-up in proton-proton collisions

quently a given process could occur was a crucial consideration in its
design. The number of events of a given type is given by

Nevent =
∫

dt Lσevent (26)

where L is the luminosity delivered by the LHC and σevent is the cross-
section of the process in question. These cross-sections vary over
many orders of magnitude for different processes, as shown in Fig-
ure 10, which gives the cross-sections for many different SM cross-
sections as a function of energy. Because the higher-mass processes
are so rare, a large amount of luminosity is required to produce them,
and because other processes like jet production occur so much more
frequently, they must be produced at high enough rates that analyz-
ers have enough statistical power to differentiate them from more
common events.

The instantaneous luminosity at the LHC is given by

L =
N2

b nb frevγr

4πεnβ∗ F (27)

where Nb is the number of protons per bunch (∼ 1011), nb is the
number of bunches in each beam (∼ 103), frev is the number of times
per second that the beam travels around the ring ( 1 kHz), γr is the
relativistic gamma factor (∼ 7000), εn is the normalized transverse
beam emittance (∼ 4 mm µm), and β∗ is the β-function at the collision
point, which describes the transverse displacement of particles in the
beam (∼ 0.5m). F gives the reduction factor due to the geometry of
the beam crossings, and is given by

F = (1 + (
θcσz

2σ∗ )
2)−1/2 (28)

where θc is the crossing angle of the beams, σz is the RMS of the
bunch length in the z direction, and σ∗ is the same in the transverse
direction.

As the proton beams circulate and collide, Nb decreases, produc-
ing a falling instantaneous luminosity, as seen in a Run 1 example in
Figure 23. In Run 2, peak instantaneous luminosity was brought up
to 1.39× 1034 cm−2s−1. This high instantaneous luminosity and con-
sistent running resulted in much faster data collection than in Run 1.
The accumulation of luminosity for the two years of Run 1 and the
two years of Run 2 is depicted in Figure 24.

3.4 pile-up in proton-proton collisions

One consequence of the high instantaneous luminosity is pile-up, or
multiple simultaneously occurring interactions. Because the instanta-
neous luminosity is much larger than the total proton inelastic cross-
section, it is very likely that multiple protons will collide in the same
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3.4 pile-up in proton-proton collisions

Figure 23: Instantaneous luminosity of one fill of 7 TeVdata in 2011 [43].

Figure 24: ATLAS luminosity for Run 1 and Run 2, as of September 2016 [44].

bunch crossing. In fact, the average number of simultaneous interac-
tions in 13 TeV data, shown in Figure 25, is about twenty. For detec-
tors with read-out windows larger than the bunch spacing of the LHC,
out-of-time pile-up can also occur. In these cases, an event mistakenly
includes measurements of objects resulting from collisions in other
bunch crossings.

Pile-up is a difficult challenge for the ATLAS analyses because it
typically results in additional jets in an event, and can increase SM

backgrounds for analyses seeking to identify events with jets. It can
also add to the overall hadronic energy of an event, and that energy
can be mis-assigned to other objects. Fortunately, the multiple interac-
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3.4 pile-up in proton-proton collisions

Figure 25: Average number of interactions per crossing shown for 2015 and
2016 separately, as well as the sum of the two years [44].

tions occur at different points along the beam line, and the particles
emerging from each can be traced back to create vertices identifying
the location of the interactions. In most cases, it is possible to resolve
the different vertices that each proton-proton collision makes, and so
pile-up jets can be identified and rejected.
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4
T H E AT L A S D E T E C T O R

The ATLAS detector circumscribes the LHC’s beam pipe, enclosing the
collision point with a series of particle detecting layers, aimed at mak-
ing as many measurements of the particles leaving the collision point
as possible. Its goal is to get a precise measurement of all the sta-
ble or semi-stable particles flying from proton-proton collisions at its
center, allowing analyzers to fully reconstruct the kinematics of the
underlying processes.

The ATLAS detector is the largest detector of its kind, measuring 44

m in length and 25 m in height, as seen in Figure 26. The size is mainly
determined by the constraints of the Muon Spectrometer (MS), dis-
cussed in Section 4.4, which is the largest and outermost subsystem.
The MS is submerged in a spatially varying magnetic field provided
by three toroidal magnets, while the Inner Detector (ID) (Section 4.2)
is encased by a superconducting solenoid, which provides a uniform
2 T field throughout its volume [37]. A calorimeter system is located
between the MS and ID, with components to measure the energy of
electromagnetic and hadronic systems.

2008 JINST 3 S08003

Figure 1.1: Cut-away view of the ATLAS detector. The dimensions of the detector are 25 m in
height and 44 m in length. The overall weight of the detector is approximately 7000 tonnes.

The ATLAS detector is nominally forward-backward symmetric with respect to the interac-
tion point. The magnet configuration comprises a thin superconducting solenoid surrounding the
inner-detector cavity, and three large superconducting toroids (one barrel and two end-caps) ar-
ranged with an eight-fold azimuthal symmetry around the calorimeters. This fundamental choice
has driven the design of the rest of the detector.

The inner detector is immersed in a 2 T solenoidal field. Pattern recognition, momentum
and vertex measurements, and electron identification are achieved with a combination of discrete,
high-resolution semiconductor pixel and strip detectors in the inner part of the tracking volume,
and straw-tube tracking detectors with the capability to generate and detect transition radiation in
its outer part.

High granularity liquid-argon (LAr) electromagnetic sampling calorimeters, with excellent
performance in terms of energy and position resolution, cover the pseudorapidity range |h | < 3.2.
The hadronic calorimetry in the range |h | < 1.7 is provided by a scintillator-tile calorimeter, which
is separated into a large barrel and two smaller extended barrel cylinders, one on either side of
the central barrel. In the end-caps (|h | > 1.5), LAr technology is also used for the hadronic
calorimeters, matching the outer |h | limits of end-cap electromagnetic calorimeters. The LAr
forward calorimeters provide both electromagnetic and hadronic energy measurements, and extend
the pseudorapidity coverage to |h | = 4.9.

The calorimeter is surrounded by the muon spectrometer. The air-core toroid system, with a
long barrel and two inserted end-cap magnets, generates strong bending power in a large volume
within a light and open structure. Multiple-scattering effects are thereby minimised, and excellent
muon momentum resolution is achieved with three layers of high precision tracking chambers.
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Figure 26: Diagram of the ATLAS detector, with subsystems and magnets
identified [37].

4.1 coordinate system used in the atlas detector

The ATLAS detector is centered around the pp collision point, and is
built radially out from the beam pipe, maintaining as much rotational
symmetry around the beam pipe as possible. It is also symmetric in
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4.2 the inner detector

the forward-backward directions. A coordinate system using the colli-
sion point as the origin is used, with the beam line defining the z-axis
in the counter-clockwise direction. The positive x direction is defined
as pointing to the center of the LHC ring, while the positive y direc-
tion points upwards. For ease of reference, the side of the detector in
the positive-z direction is referred to as the A side, and the other side
is referred to as the C side.

Because of the cylindrical design of the detector, angular coordi-
nates are often used. The azimuthal angle φ defines the angle around
the beam pipe and the polar angle θ defines the angle from the beam
axis (z). However, a transformation of the polar angle called pseudo-
rapidity (η) is used more often, and is defined as

η = −ln(tan
θ

2
). (29)

η is used because the particle distribution from LHC collisions is
roughly uniform in this variable. Building on this definition, angu-
lar distance between objects is typically defined as

∆R =
√

∆η2 + ∆φ2. (30)

Often variables are defined purely in the transverse plane, which is
indicated by a subscripted T, as in pT, which gives an object’s trans-
verse momentum.

4.2 the inner detector

The Inner Detector (ID) is used for the measurement of tracks, esti-
mates of the paths charged particles take as they travel through the
detector. Collisions in the detector produce about 1000 particles, so
identifying and differentiating all the tracks resulting from a collision
is challenging.

The ID consists of three separate subdetectors, each of which has
multiple layers capable of producing an electrical signal, called a hit,
when a charged particle travels through its active material. ATLAS

tracking software considers all these hits and forms tracks, with the
goal of minimizing fake tracks due to random noise and maximizing
the efficiency of identifying a real particle. The details of this proce-
dure are discussed in Chapter 5. The full ID can be seen in Figure 27,
while a schematic in Figure 28 shows more detail on the placement
of each layer.

4.2.1 The Pixel Detector

The Pixel Detector lies closest to the beam pipe of the LHC, and has
four layers comprising 92 million pixels. There are three standard
layers, referred to as Layers 0-2 (L0, L1, L2), and an additional layer
added for the 2015 data-taking, called the Insertable B-Layer (IBL).
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Figure 1.2: Cut-away view of the ATLAS inner detector.

The layout of the Inner Detector (ID) is illustrated in figure 1.2 and detailed in chapter 4. Its
basic parameters are summarised in table 1.2 (also see intrinsic accuracies in table 4.1). The ID is
immersed in a 2 T magnetic field generated by the central solenoid, which extends over a length of
5.3 m with a diameter of 2.5 m. The precision tracking detectors (pixels and SCT) cover the region
|h | < 2.5. In the barrel region, they are arranged on concentric cylinders around the beam axis
while in the end-cap regions they are located on disks perpendicular to the beam axis. The highest
granularity is achieved around the vertex region using silicon pixel detectors. The pixel layers are
segmented in R�f and z with typically three pixel layers crossed by each track. All pixel sensors
are identical and have a minimum pixel size in R�f ⇥ z of 50⇥400 µm2. The intrinsic accuracies
in the barrel are 10 µm (R�f ) and 115 µm (z) and in the disks are 10 µm (R�f ) and 115 µm (R).
The pixel detector has approximately 80.4 million readout channels. For the SCT, eight strip layers
(four space points) are crossed by each track. In the barrel region, this detector uses small-angle
(40 mrad) stereo strips to measure both coordinates, with one set of strips in each layer parallel to
the beam direction, measuring R�f . They consist of two 6.4 cm long daisy-chained sensors with
a strip pitch of 80 µm. In the end-cap region, the detectors have a set of strips running radially and
a set of stereo strips at an angle of 40 mrad. The mean pitch of the strips is also approximately
80 µm. The intrinsic accuracies per module in the barrel are 17 µm (R�f ) and 580 µm (z) and in
the disks are 17 µm (R�f ) and 580 µm (R). The total number of readout channels in the SCT is
approximately 6.3 million.

A large number of hits (typically 36 per track) is provided by the 4 mm diameter straw tubes
of the TRT, which enables track-following up to |h | = 2.0. The TRT only provides R�f informa-
tion, for which it has an intrinsic accuracy of 130 µm per straw. In the barrel region, the straws are
parallel to the beam axis and are 144 cm long, with their wires divided into two halves, approxi-
mately at h = 0. In the end-cap region, the 37 cm long straws are arranged radially in wheels. The
total number of TRT readout channels is approximately 351,000.
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Figure 27: Diagram of the ATLAS Inner Detector, containing the Pixel, SCT,
and TRT subsystems [37].
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Figure 4.1: Plan view of a quarter-section of the ATLAS inner detector showing each of the major
detector elements with its active dimensions and envelopes. The labels PP1, PPB1 and PPF1
indicate the patch-panels for the ID services.

The above operating specifications imply requirements on the alignment precision which are
summarised in table 4.1 and which serve as stringent upper limits on the silicon-module build
precision, the TRT straw-tube position, and the measured module placement accuracy and stability.
This leads to:

(a) a good build accuracy with radiation-tolerant materials having adequate detector stability and
well understood position reproducibility following repeated cycling between temperatures
of �20�C and +20�C, and a temperature uniformity on the structure and module mechanics
which minimises thermal distortions;

(b) an ability to monitor the position of the detector elements using charged tracks and, for the
SCT, laser interferometric monitoring [62];

(c) a trade-off between the low material budget needed for optimal performance and the sig-
nificant material budget resulting from a stable mechanical structure with the services of a
highly granular detector.

The inner-detector performance requirements imply the need for a stability between alignment
periods which is high compared with the alignment precision. Quantitatively, the track precision
should not deteriorate by more than 20% between alignment periods.
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Figure 28: Diagram of one-quarter of the ATLAS Inner Detector in the R− z
plane, with lines drawn to indicate various η locations [37].

4.2.1.1 The Original Pixel Detector

The Pixel Detector consists of high-precision silicon chip pixel mod-
ules, 1744 in total, and each module is made up of 16 sensors each
with its own read-out system. Each sensor is identical, containing
47232 pixels, which are typically each 50×400 µm2, though pixels at
the edges of the sensors are slightly longer, at 50×600 µm2.

As shown in Figure 28, the central η region (barrel) is covered by
three concentric cylindrical layers of sensors with radii of 50.5 mm,
88.5 mm, and 122.5 mm. In the higher η region (endcap) is covered
by a series of three disks positioned in the x− y plane. Together, they
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4.2 the inner detector

give complete coverage out to |η| = 2.5, and a particle coming from
the collision point will typically produce hits in three layers.

The sensors are n-type silicon wafers with a voltage applied, and a
passing charged particle produces thousands of electron-hole pairs in-
side the material, which drift in the electric field towards the mounted
read-out system. A hit occurs when the resulting current becomes
large enough to pass a threshold designed to suppress noise. The
threshold is tuned per pixel such that its value is approximately 25

times the average noise for that pixel. A single particle typically pro-
duces a cluster of nearby hits.

A larger total charge deposit will result in the signal remaining
over the threshold for a longer period of time. Figure 29 shows the
relationship between charge and ToT, which is approximately linear.
This ToT is recorded along with the initial timing of the hit. This mea-
surement is spatially accurate in the barrel (endcap) to 10 µm in the
R− φ direction and 115 µm in the z (R) direction.
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Figure 29: Histogram of deposited charge versus ToT in the Pixel Detector
[45].

4.2.1.2 Addition of the IBL

In 2014, the IBL was added to the Pixel Detector. This layer is placed
directly on top of the beam pipe, inside barrel L0, providing a mea-
surement of particles only 3.3 cm away from the interaction point.
The IBL consists of 14 overlapping staves, each containing 16 modules,
the geometry of which can be seen in Figure 30. These modules con-
tain pixels measuring 50×250 µm2, and allow for particle detection
in 90% their area, as compared to the 70% possible with the original
pixel modules.

The IBL uses different electronics from the rest of the Pixel Detector,
and as a consequences, the signals in measures have different distri-
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4.2 the inner detector

Figure 30: Diagram in the x− y plane of the IBL and the innermost layer of
the Pixel Detector, L0 [46].

butions. Figure 31, for example, shows the charge distribution in the
IBL and the rest of the Pixel Detector for several different cluster sizes.
The charge distributions differ in both average value and tail length.
ATLAS software must be able to reinterpret these differing signals and
produce a consistent result.

The IBL’s addition provides greater precision for all track measure-
ments, but it is especially useful for the detection of B mesons, dis-
cussed in Section 2.1.1.2, whose lifetimes of about 1.5 ps allow them
to travel as much as a few mm before decaying. These decays lead
to secondary vertices in ATLAS events. The location of the IBL gives a
measurement closer to these secondary vertices, increasing the prob-
ability that these vertices can be resolved.

4.2.2 The Silicon Microstrip Tracker

The SCT employs a similar technology to the Pixel Detector, with
15912 sensors and 6.3 million readout channels. Its main difference
from the Pixel Detector is in the readout, which is performed by a
series of 12 cm long strips with a width of 80 µm. These layers are
paired, placed on top of one another at a small (40 mrad) angle to
allow for position determination in the φ and z directions. Together,
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Figure 31: Charge distribution in clusters in Layer 0 of the Pixel Detector
(left) and the IBL (right) split by cluster size [47].

these pairs of layers give four spatial measurements for each parti-
cle passing through the SCT. In the barrel, these strips run parallel to
the beam pipe, while in the endcap, they are arranged radially. These
strips provide a hit resolution in the barrel (endcap) of 17 µm in the
R− φ direction and 580 µm in the z (R) direction.

4.2.3 The Transition Radiation Tracker

The Transition Radiation Tracker (TRT) uses 4 mm diameter gas-filled
tubes, each with a high voltage wire suspended along the center of
the tube. The tubes run the length of the barrel, with a separate wire
in the positive and negative z direction. In the endcap, the tubes are
arranged radially. In total, there are about 351,000 readout channels
in the TRT. This detector makes measurements only in the R− φ di-
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4.3 the calorimeters

rection, where the resolution of each measurement is 130 µm, and
coverage extends to |η| = 2.0. Each particle typically creates about 36

hits as it passes through the TRT barrel.
Particles passing through the gas mixture of the TRT ionize the gas,

producing electrons which drift towards the wire due to a potential
difference applied between it and the tube. In addition, particles pass-
ing through the TRT produce radiation as they transition between ma-
terials, with larger amounts of radiation for lighter particles. This ra-
diation produces high-threshold signals in the TRT can be used to
differentiate electrons from other heavier charged particles, such as
pions.

4.3 the calorimeters

Unlike the tracking detectors, which aim to take measurements of
a particle with minimal alterations of its trajectory, the calorimeters
measure the energy of objects by stopping them entirely. Calorimeters
contain alternating layers of absorber, a material that causes incoming
particles to shower into lower-energy decay products, and an active
material, which detects passing particles, allowing for the reconstruc-
tion of these showers.

The ATLAS calorimeters, which can be seen in Figure 32, provide
coverage out to |η| < 4.9. High granularity electromagnetic mea-
surements are made within |η| < 2.5. In this range, high-pT elec-
trons have nearly straight tracks, making momentum measurement
through track curvature difficult, leaving the calorimeter as the pri-
mary energy measurement. The hadronic calorimeters, as well as the
higher |η| electromagnetic calorimeters, have a coarser granularity.

2008 JINST 3 S08003

Figure 1.3: Cut-away view of the ATLAS calorimeter system.

Calorimeters must provide good containment for electromagnetic and hadronic showers, and
must also limit punch-through into the muon system. Hence, calorimeter depth is an important
design consideration. The total thickness of the EM calorimeter is > 22 radiation lengths (X0)
in the barrel and > 24 X0 in the end-caps. The approximate 9.7 interaction lengths (l ) of active
calorimeter in the barrel (10 l in the end-caps) are adequate to provide good resolution for high-
energy jets (see table 1.1). The total thickness, including 1.3 l from the outer support, is 11 l
at h = 0 and has been shown both by measurements and simulations to be sufficient to reduce
punch-through well below the irreducible level of prompt or decay muons. Together with the large
h-coverage, this thickness will also ensure a good Emiss

T measurement, which is important for many
physics signatures and in particular for SUSY particle searches.

1.3.1 LAr electromagnetic calorimeter

The EM calorimeter is divided into a barrel part (|h | < 1.475) and two end-cap components
(1.375 < |h | < 3.2), each housed in their own cryostat. The position of the central solenoid in
front of the EM calorimeter demands optimisation of the material in order to achieve the de-
sired calorimeter performance. As a consequence, the central solenoid and the LAr calorimeter
share a common vacuum vessel, thereby eliminating two vacuum walls. The barrel calorimeter
consists of two identical half-barrels, separated by a small gap (4 mm) at z = 0. Each end-cap
calorimeter is mechanically divided into two coaxial wheels: an outer wheel covering the region
1.375 < |h | < 2.5, and an inner wheel covering the region 2.5 < |h | < 3.2. The EM calorimeter is
a lead-LAr detector with accordion-shaped kapton electrodes and lead absorber plates over its full
coverage. The accordion geometry provides complete f symmetry without azimuthal cracks. The
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Figure 32: The calorimeter system of the ATLAS detector [37].
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4.3 the calorimeters

Besides measuring the energy of passing particles, another task
of the calorimeter system is to limit punch-through to the MS, de-
scribed in Section 4.4. All other particles must be fully stopped by
the calorimeters to allow for clean signals from muons, and to mea-
sure the total energy of the particle. This requirement sets a minimum
number of interaction lengths for each of the calorimeters.

the lar electromagnetic calorimeter uses liquid argon
as its active detector medium alternating with layers of lead acting as
the absorber. Signals are read out with capacitively coupled copper
plates. The layers are shaped like accordions, which allows for com-
plete coverage with multiple layers of active material, three in central
η (0 < |η| < 2.5) and two at higher η (2.5 < |η| < 3.2). Figure 33

shows the layout of a central η module, including this accordion-like
layering. At |η| < 1.8, an instrumented liquid argon presampler pro-
vides a measurement of energy lost prior to reaching the calorimeters.
The total energy resolution for this detector is about 10%/

√
E, with

an additional constant term of 0.2%.

Figure 33: Layout of the LAr calorimeter module at central η [37].

the tile calorimeter is a hadronic calorimeter which is placed
outside of the LAr Calorimeter. It uses layers of steel as its absorber
with scintillating tiles as the active material between them, which are
read out by photomultiplier tubes. The Tile Calorimeter covers |η| <
1.7 with a typical energy resolution of about 50%/

√
E with a constant

term of 5%.
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4.4 the muon spectrometer

the lar hadronic endcap calorimeter covers the hadronic
calorimetery for higher η. It uses liquid argon active material and
copper plate absorbers, resulting in an energy resolution of approxi-
mately 70%/

√
E with a constant term of 5%. This calorimeter covers

1.5 < |η| < 3.2, overlapping with the hadronic calorimeters in either
direction of its η range.

the fcal or forward calorimeter provides electromagnetic and
hadronic coverage at very high η (3.1 < |η| < 4.9). This calorimeter
also uses liquid argon as its active material, and uses copper-tungsten
as the absorber. Its energy resolution is about 70%/

√
E with a con-

stant term of 3%.

4.4 the muon spectrometer

The Muon Spectrometer (MS) measures charged particles that pene-
trate the calorimeter system. Because the calorimeters are designed
to completely absorb electrons, photons, and hadrons, the MS mainly
detects muons, which pass through the calorimeter with very little
loss of energy. The goal of the MS is to give a high-precision measure-
ment of these muons, and also to be able to quickly identify events
with muons for the sake of triggering, discussed in Section 4.6. The
layout of the MS can be seen in Figures 34 and 35. Muons can be mea-
sured for all |η|<2.7, and they can be triggered on for |η|<2.4. The
entire system is about 24 m tall and 40 m long.

To achieve these goals, the MS has several subsystems. The system
responsible for precision measurement is called the Monitored Drift
Tubes (MDTs). This subdetector consists of chambers of three to eight
layers of tubes, with three layers of chambers covering both the bar-
rel and endcap regions. In the barrel, these chambers are arranged
in layers concentric cylinders with small overlaps between adjacent
chambers. The chambers are oriented such that the drift tubes are
parallel to the beam line. In the endcap, the chambers form disks
with drift tubes approximately aligned in the R direction.

The tubes each contain an Ar/CO2 gas mixture and a single high
voltage wire which runs at its center along its length. Charged parti-
cles excite the gas as they pass through it, producing electrons which
drift towards the high voltage wire. The resulting electric signal is
read out, and the magnitude and timing of the signals are both used
to differentiate particle traces from noise.

Though very effective at giving a precise measurement, the MDTs

have two shortcomings. The first is that the measurement is only pre-
cise in the direction perpendicular to the tubes; in the direction par-
allel to them, the resolution is not much better than the length of the
drift tube, which are typically several meters long. The resolution in
the perpendicular direction is about 35 µm with the combined mea-
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4.4 the muon spectrometer

Figure 34: An x-y view of the MS. The three barrel layers are visible, as well
as the overlapping, differently sized chambers. The outer layer of
the MS is about 20m in diameter [37].

Figure 35: An r-z view of the MS. The three layers of the barrel and endcap
MS are visible [37].

surement of all the tubes in a chamber. The second major shortcoming
is that the MDTs are slow, with a maximum drift time of about 700 ns.

The slow drift time means that muons from sequential collisions
can appear in the same event, and that the signals from the MDTs

are received too late to be used for triggering. To solve the former
problem, another detector called the Cathode-Strip Chambers (CSCs)
is used in high-rate regions of the MS. This detector consists of multi-
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4.5 the magnet system

wire proportional chambers which have cathode strips on either side
of the anode in orthogonal directions, providing a 40 µm resolution
in one direction and 5mm resolution in the other. Their drift times are
much shorter than those of the MDTs, at about 40 ns. They are placed
in the forward region of the detector (2<|η|<2.7) where the incident
particle rates are highest.

To achieve responses fast enough to be used for triggering, Resistive
Plate Chambers (RPCs) and Thin Gap Chambers (TGCs) are used. These
chambers both take less than 25 ns to produce a signal. The RPCs are
used in the barrel and are made up of two high-resistance plastic
plates with a gas mixture under an electric field between them. Pass-
ing particles ionize this gas, and the resulting signal is read out via
metallic strips mounted to the plastic plates. The TGCs used in the
endcap are a form of multi-wire proportional chambers, like the CSCs.
Unlike the CSCs, the cathode is placed extremely close to the wires,
speeding up its operation.

The massive MS is subject to deformations due to gravity and the
magnetic field. To achieve a high precision alignment, these defor-
mations are constantly monitored in each MDT chamber with a set
of four optical alignment rays, which give alignment information at
the precision of <30 µm. In addition, a sag-adjustment system can
use this information to re-align any wires that droop under gravity’s
pull. Lastly, the MS can be aligned using the tracks made from hits it
measures, discussed more in Section 6.3.

4.5 the magnet system

The ATLAS magnet system consists of four superconducting magnets:
an inner solenoid, a barrel toroid, and two endcap toroids. Collec-
tively, they are 22m in diameter and 26m long, and their basic layout
can be seen in Figure 36.

The solenoid is inside the calorimeter volume and provides a uni-
form 2 T magnetic field for particles traveling through the ID. This
axial field causes the trajectories of charged particles to bend in the
x− y plane, and measurements of the curvature of these trajectories
give the most accurate pT measurement for many particles according
to the equation

pT = qBρ (31)

where q is the charge of the particle, B is the magnetic field in the
z direction, and ρ is the radius of curvature. For negatively charged
particles, the curvature is negative, so the pT value obtained from this
calculation is always positive.

Because the solenoid is placed between the tracking system and
the calorimeter, it is important that it interfere minimally with parti-
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4.6 the trigger system and data acquisition

Figure 36: The magnet system of the ATLAS detector. The inner cylinder
shows the solenoid which gives a uniform magnetic field in the ID.
Outside of that are the barrel and endcap toroids, which provide
a non-uniform magnetic field for the MS [37].

cles in order to allow the calorimeter to measure their full energies.
The solenoid is placed inside the same vacuum chamber as the LAr
calorimeter and is made of Al-stabilized NbTi superconductor with
aluminum casing, giving it a total thickness of about 0.66 radiation
lengths.

The barrel toroid is outside the calorimeters and provides the mag-
netic field for the barrel MS, which varies from 0.2–2.5 T. The endcap
toroids have a magnetic field range of 0.2-3.5 T. All three toroid mag-
nets are made with Al-stabilized Nb/Ti/Cu superconducting coils
supported by Al-alloy struts.

The magnets are cooled with liquid helium, and take up to a month
to be brought down to operating temperatures, about 4.5 K. All mag-
nets have cold masses surrounding them to absorb heat in the event
of a quench.

The B-field resulting from this magnet system can be seen in Fig-
ure 37. The plot on top demonstrates the relatively constant field rate
within the barrel which drops steeply at |z|=2. The bottom plot shows
the field integral in the MDTs as a function of |η|, demonstrating the
good coverage out to |η|<2.6 excluding a transition region between
the barrel and endcap, where the field changes rapidly, making pre-
cise pT construction difficult.

4.6 the trigger system and data acquisition

The LHC provides proton bunch crossings every 25 ns, and each of
these events contains about one MB of data, corresponding to 40
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Figure 37: Plots of the magnetic field within the ATLAS detector. Top is the
field (broken into its R and z components) as a function of z for
several different values of R. Bottom is the field integral through
the MDTs as a function of |η| for two different φ values [37].

TB/s1, a completely unmanageable amount of data. In addition to
this concern, many of ATLAS’s subdetectors like the Pixel Detector,
the LAr Calorimeter, and MDTs take much longer than 25 ns to read
out, making keeping up with the bunch crossing rate impossible. To
reduce the total data read out and allow for selective reading out of
the slower detectors’ buffers, a triggering system is used.

The trigger system uses fast detectors to get a coarse picture of an
event’s topology, which is then compared to a trigger menu, which
lists the types of events that are interesting enough to keep. Overall,

1 This number is actually an overestimate, as not all bunches are filled due to the gaps
produced by the LHC’s injector complex, discussed in Section 3.1.
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the trigger system reduces the 40 million events a second to about
1000 to be fully read out from the ATLAS detector.

This filtering of events is done in two steps: the L1 trigger is imple-
mented in hardware and reduces the initial 40MHz to 100kHz, while
the HLT is implemented in software, further reducing the rate to 1kHz
[48]. The L1 trigger uses coarse granularity information from the fast
read-out subdetectors: the calorimeters, the RPCs and TGCs.

The coarse grained calorimeter information used for the L1 trigger
decision is referred to as L1 Calorimeter Trigger (L1Calo) and uses in-
formation from all calorimeter systems. L1Calo is responsible for all
triggers excluding muons, meaning it must be capable of identifying
a large number of different objects and event topologies, including
high-pT objects, Emiss

T , and large amounts of hadronic energy. The trig-
ger can also identify isolated objects, objects with very few calorime-
ter deposits from other objects near them.

For muon triggers, the trigger algorithm looks for patterns of hits
from the RPC and TGC that are consistent with high-pT muons with
origins at the interaction point.

An example of the L1 trigger rates for different types of events can
be seen in Figure 38 for one run in July 2016. The common features
to all rates are due to LHC luminosity changes, deadtimes due to de-
tector inefficiency, and adjustment of trigger rates to optimize band-
width.

Figure 38: L1 trigger rates for for a run in July 2016 as a function of luminos-
ity block, an approximately 60-second long period of data-taking.
The total rate is lower than the combined stack because of over-
lapping triggers [49].

All of this information is analyzed by the Central Trigger Processor
(CTP), which uses a trigger menu identifying all types of events to be
kept to return a trigger decision. Due to the limited size of detector

53



4.6 the trigger system and data acquisition

buffers, the event must be processed in about 2.5 µs. This ensures that
the information to be read out has not yet been overwritten when the
trigger decision is made. This decision is passed to the Trigger Timing
and Control (TTC), which communicates with all subdetectors. Upon
receiving a L1 trigger, the subdetectors read out all the information
they’ve stored about the event and place it on their Read Out Boards
(ROBs).

The HLT takes the data from particular Region of Interests (RoIs),
areas containing interesting objects that caused the L1 trigger. With
a more complete picture of the hits observed by the detector, tracks
are formed, and the HLT can use all of this information to determine
whether or not the event is still interesting enough to keep. This pro-
cess has its own trigger menu with dedicated L1 seeds for each item.
HLT triggers typically have slightly higher thresholds than their cor-
responding L1 triggers to ensure that events that would pass the HLT

requirements are very likely to have passed the L1 requirements. Fig-
ure 39 shows the HLT rates for the same run in July. In addition to the
event types seen in Figure 38, the HLT can also identify events with b-
jets, differentiate between electrons and photons, and identify events
interesting for B-physics.

Figure 39: HLT trigger rates for for a run in July 2016 as a function of lu-
minosity block, an approximately 60-second long period of data-
taking. The total rate is lower than the combined stack because of
overlapping triggers [49].

Events passing the HLT trigger are written to disk to be analyzed.
An example of the total trigger efficiency for single electron triggers
is shown in Figure 40.

Events types that occur very frequently, such that it would require
too much of the total trigger bandwidth to record all events passing a
given threshold, are prescaled. Events passing these triggers are only
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4.7 monte carlo event generation

recorded a fraction of the time, and these prescaling rates are used
to weight events passing these triggers when they are analyzed. For
example, the lowest unprescaled single electron trigger in 2016 data-
taking required an electron with pT of 60 GeV. A trigger requiring
electrons with pT of only 10 GeV also exists, but only one in ten events
passing this trigger is recorded.
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Figure 40: Photon trigger efficiency as a function of ET for four different
HLT triggers with photon pT requirements of 25, 35, 120, and 140

GeV [50].

4.7 monte carlo event generation

The complex events of the LHC are difficult to model, but modeling
them is crucial to analyzers’ understanding of SM backgrounds and
potential signals. To simplify the modeling process, particle interac-
tions are broken down into very small steps, each with associated
probabilities of various outcomes. This modeling method is called
Monte Carlo simulation (MC), and, at the LHC it is broken into several
larger steps which are each handled by different software.

The first step, discussed in Section 2.1.3, is to determine the en-
ergies of the initial particles in a collision, which are provided by
several different PDF sets. These distributions come from experimen-
tal measurements, though there is some variation between different
sets. Three different sets are used in this analysis: NNPDF2.3LO [51]
and NLO CT10 [52] for background and signal processes, and MSTW
2008 [14] for pile-up events, discussed more in Section 3.4.

With the initial states of the constituents of the protons described
by these probabilistic models, the next step is to model the hard scat-
tering process resulting from the interaction of two of these parti-
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cles. This is accomplished by a generator, which calculates the cross-
sections for each process. In particular, these generators typically cal-
culate matrix elements, which describe the probability to go from
an initial to final state via a hard scattering, including the kinematic
properties of the final state. The generator uses these matrix elements
to assign one of these hard scattering final states to each event. These
hard scattering outputs are then passed to the next step, where par-
ton showering, hadronization, and final and initial state radiation can
occur.

Because these matrix elements must be calculated for each event’s
specific kinematic properties, it can be very computationally inten-
sive, especially when the calculations are performed at higher order.
To save computational time, matrix elements are sometimes calcu-
lated at a lower order, and later, the total cross-section for a given
process can be calculated at a higher order and used to scale the over-
all number of events generated for the process. These calculations can
also be tuned, varying parameters in the generation to create outputs
that most closely match experimental data.

Examples of generators include Sherpa [53], Powheg Box [54–56],
and MadGraph5_aMC@NLO [57]. Each has different strengths and
is used to describe processes that best match those strengths. Powheg

Box, for example, cannot perform its own parton showering, and
must be interfaced with another generator, typically Pythia [58], in
order to describe any physics processes beyond the hard scattering,
which can cause discontinuities in its predictions for large numbers of
partons. However, it can calculate matrix elements at NLO, giving it an
advantage in calculating some complex processes. Sherpa performs
its own parton showering, but in most cases calculates its matrix ele-
ments at LO. The main advantage of MadGraph5_aMC@NLO, which
must also be interfaced with another generator (typically Pythia) to
perform parton showering, is its simple user interface. Instead of des-
ignating specific processes to be generated, it allows users to specify
a final state to be generated, and all processes capable of producing
that state will be included.

Once the final state particles of the hard interaction and showering
have been calculated, the pile-up of the LHC (described in Section 3.4)
must be accounted for. Events called minimum bias are generated to
match the overall production of the LHC collisions, with no preselec-
tion. These simulated events are overlaid on the original hard scatter
to produce a more realistic representation of the many simultaneous
interactions observed in the ATLAS detector.

This collection of particles must then be translated into signals in
the detector. Their trajectories in the magnetic fields of the detec-
tor, their interactions in each layer, and the way these interactions
deposit charge in each subdetector are simulated in software called
GEANT4 [59]. In this software, every piece of the ATLAS detector is
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4.7 monte carlo event generation

modeled, including the magnetic field and the many different mate-
rials. Particles then follow trajectories through the simulated detec-
tor and interact with the different materials based on several prepro-
grammed options for each material. For example a photon traveling
through a material could continue along its trajectory, convert into
a positron-electron pair, or deposit energy. As it crosses into a new
material, a new set of options opens up for interactions. The particle
is tracked until all of its energy is lost or it exits the geometry of the
simulation.

The model of the detector used for this process is iteratively per-
fected by comparing data to MC. Figure 41 shows an example of a
discrepancy between the simulation and observed data in the num-
ber of secondary vertices in a pixel module, which should correspond
to the amount of material in the area. The main structure of the mod-
ule is well modeled, but several smaller features differ between the
data and MC. Observations of discrepancies like this can be used to
correct the materials in the simulation.

Custom ATLAS code converts the energy deposited in active sen-
sors into signals that resemble the expected detector response. These
responses are typically very complicated with many parameters, and
are frequently iterated on to best match the data. Electronic noise
must also be added to correctly approximate the operating condi-
tions of the detector. Additional alterations to this signal translation,
including dead sensors and misalignments of the detector, can also
be added at this stage.

Once the simulated particles have been converted into detector sig-
nals, the same reconstruction software used on data can be used on
the MC, converting the detector signals back into particle interpre-
tations. This reconstruction process is described in Chapter 6. The
original information about the particles from the generator, referred
to as truth information, is also kept, and can be compared to the re-
construction output to study its efficacy.
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Figure 41: Number of secondary vertices in a module in the first layer of
the Pixel Detector in data (top) and MC (bottom). There are more
events in the data than the MC [60].
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5
I N N E R D E T E C T O R T R A C K I N G A N D P I X E L
C L U S T E R I N G

5.1 overview of tracking in the atlas detector

Creating tracks from individual hits in the ID is one of most challeng-
ing parts of the reconstruction of ATLAS events. Each event typically
contains thousands of hits in the Pixel Detector alone, which must
be combined into one coherent picture of which particles traversed
the detector, and how they moved and lost energy as they traveled.
A typical particle deposits charge in several pixels per layer, forming
a series of clusters which can be connected together to form a track.
This track can in turn be used to measure the charge, momentum,
and trajectory of the particle.

An example of this process can be seen in Figure 42, which shows
the tracks formed in an event and the corresponding hits in the Pixel
Detector and the SCT. In the r− z view, the multiple vertices formed
by simultaneous interactions are visible. This event has 17 recon-
structed vertices, slightly less than the Run 2 average.

Figure 42: Event display from June 2015, with particle tracks in light blue.
The main image displays a view of the x− y plane of the ID. The
IBL and Layer-0 of the Pixel Detector are shown in red, with the
remaining two layers of the Pixel Detector in green and blue. Out-
side those are the four double layers of the SCT. The smaller image
on the right shows an r− z view, zoomed in to only show hits in
the IBL [61].
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5.2 clustering in the pixel detector

In order to used to form tracks, hits from the ID must first be pre-
processed [62]. Nearby Pixel and SCT hits are turned into clusters,
which serve as the input to the tracking system, rather than individ-
ual hits. The details of Pixel clustering are discussed in Section 5.2.
The SCT clusters are translated into space-time points using the two
measurements from its paired layers. In the TRT, drift times are used
to reconstruct the particle’s distance from the center of the tube, form-
ing drift-circles that indicate possible particle positions.

Next, seed tracks are formed using the clusters in the Pixel Detector
and the first layer of the SCT. The seed tracks are extended to the
remainder of the SCT, and are fit. Using the fit quality, any outlier
clusters associated with the track are removed.

At this stage, quality cuts are made to remove fake tracks. The
tracking algorthim then identifies holes, points where the track passes
through an active sensor, but no cluster exists. Tracks with too many
holes are removed, as are tracks with a high fraction of clusters shared
with other tracks.

The remaining tracks are extended to the TRT, where they are asso-
ciated with drift-circles. The tracks are then re-fit to include all the ID

subdetectors. In the case that this fit is worse than the fit without the
TRT, outlier TRT hits are identifed and the track is re-fit without them.

Afterwards, unassociated hits in the TRT are formed into track seg-
ments, which can be extended back to the SCT and Pixel Detector to
form complete tracks. This method is especially useful for identifying
tracks that did not originate from the initial hard-scattering interac-
tion.

Lastly, this collection of tracks is used to reconstruct vertices. First,
tracks are associated with primary vertices, which must be consis-
tent with the ATLAS beam spot. Following this, secondary vertices
are formed, which can result from long-lived particles or interactions
with the detector.

5.2 clustering in the pixel detector

The process of going from clusters to a track is relatively simple in
an isolated environment in which one particle travels cleanly through
all the layers, but can be complicated by multiple close-by particles,
which can produce hits that are merged into one cluster. Clusters
can also have misleading shapes due to a particle’s emission of other
low-energy particles, called δ-rays [63]. In these cases, it can be hard
to tell how many particles were involved in creating a cluster, and
where exactly each of those particles passed through the layer. A few
examples of particle interactions with the pixel sensor can be seen in
Figure 43.

Clusters are initially made by a process called Connected Com-
ponent Analysis (CCA). In this process, pixels with with hits above
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Figure 43: A few possible types of clusters in the Pixel Detector. (a) shows
a single particle passing through a layer of the detector, (b)
shows two particles passing through the detector, creating a sin-
gle merged cluster, and (b) shows a single particle emitting a
δ-ray as it passes through the detector [63].

a charge threshold are identified in each layer, and are grouped to-
gether if they share any edge or corner. The position of the resulting
cluster is defined by local x and y coordinates, which are defined
relative to the module on which the cluster appears. Determining the
position of the particle that formed that cluster is less straightforward,
and has recently been updated from a charge interpolation method
to a method using a Neural Network (NN).

5.2.1 Charge Interpolation Method

A typical cluster contains a few pixel hits spanning in the x and y
directions, each with its own measurement of charge deposition. In
the charge interpolation method, these individual hits are combined
to make one estimation of the position a single particle which passed
through them, using the following equation:

xcluster = xcenter + ∆x(φ, Nrow) ·
[

Ωx −
1
2

]
(32)

ycluster = ycenter + ∆y(φ, Ncol) ·
[

Ωy −
1
2

]
(33)

where Ωx(y) is defined by

Ωx(y) =
qN

q1 + qN
(34)

and q1 gives the total charge in the first row (column), and qN gives
the total charge in the last row (column). ∆x(y) is a function derived
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5.2 clustering in the pixel detector

from either data or MC and produces an output related to the pro-
jected length of the particles track on the pixel sensor and is measured
as a function of φ, the incident angle of a particle on the sensor, and
Nrow(col), the number of pixels in the cluster in the x and y direction.

In a simple case, such as (a) of Figure 43 , this method works well.
However, in cases like (b), it has no ability distinguish two-particle
clusters from one-particle clusters, and assigns a cluster center be-
tween the two particles’ locations, despite the intermediate pixel hav-
ing the lowest charge. Furthermore, because this method doesn’t dif-
ferentiate two-particle clusters, the tracking software can’t use that
information to determine if multiple tracks may share two-particle
clusters. Allowing tracks to share clusters indiscriminately in dense
track environments creates fake tracks from the many possible cluster
combinations. In cases like (c), the δ-ray will bias the measurement
of the particle’s position in whichever direction it is emitted.

5.2.2 Improving Measurement with Neural Networks

To address these problems, a series of NNs was created [63]. The first
estimates the number of particles in a given cluster, the second es-
timates their positions within the cluster, and the third assesses the
uncertainty of the position measurement. They are referred to, respec-
tively, as the Number, Position, and Error NNs.

These NNs are taken from the AGILEPack library [64], and trained
using simulated ATLAS MC. Each NN is given the following inputs:

• a 7× 7 grid of cluster ToT information1

• a 7-element vector containing the y-size of the pixels in the grid2

• the layer of the Pixel Detector that the cluster was observed in

• a variable indicating whether the cluster is located in the barrel
or endcap

• θ and φ variables projecting the incident angles of the particle
on the sensor3

• the pixel module’s η index, a label assigned to each module that
differentiates modules based on their η position

1 Clusters spanning more than seven pixels in either direction are rare, but when they
occur they are rejected, and the original charge interpolation estimate of a single
particle’s position is kept.

2 The Pixel Detector contains some long pixels at the edges of modules, and this is
intended to help the NN identify these cases.

3 If the NN is applied before tracking is performed, these angles project to the nominal
interaction point, and if tracking has already been performed, the angles are taken
from the track fit to the cluster.
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5.2 clustering in the pixel detector

Each NN is trained with truth information to make predictions
about cluster features. The Number NN predicts the number of parti-
cles associated with the cluster, required to be between 1 and 3. Then,
the same inputs are fed into one of three Position NNs, each identified
by the number of particles it attempts to locate, according to the pre-
diction from the Number NN. The Position NN outputs a prediction
of the x and y positions of each particle, and these predictions are
used as inputs to the Error NN, in addition to the inputs listed above.

The training of the Error NN is slightly more complicated than the
others, as it makes a prediction of the efficacy of the previous NN.
It is trained to predict the difference between the Position NN’s out-
puts and the true positions of the particles, which allows it to make
case-by-case predictions of how much inaccuracy is likely in a given
prediction.

An example of the output of this process can be seen in Figure 44,
where the improved position resolution from the ability to identify a
multi-particle cluster is evident.

Figure 44: One example of a two-particle cluster and its truth information
compared with the output of the NNs. The boxes represent pixels,
with a color scale indicating charge. At top, the p(N = i) values
give the output of the Number NN, the probabilities that the clus-
ter contains 1, 2, and 3 particles. Given the highest probability is
for N = 2, the other NNs predict the postion and errors of the two
particles (in white). The black arrows and squares represent the
truth information from the cluster, and the black dot and dotted
line show the position measurement for the un-split cluster [63].

The particle location predictions from the NNs are then handed to
the tracking software, which now can use these multiple particle po-
sition estimations as independent hits to be fit. As a result, tracks
in dense environments have fewer clusters shared between multiple
tracks, and their trajectories are known to a greater degree of preci-
sion.
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5.3 impact of the neural network

5.3 impact of the neural network

The NN was first applied to 7 TeV data, where it improved position res-
olution for particles in small and large clusters. Figure 45 shows the
improvement from the addition of the NN in x resolution in different
cluster sizes. The improvement from charge interpolation clustering
is particularly evident in the 4-pixel case, where the double peaked
structure of the interpolation method has been completely removed
with the NN. This structure was primarily the result of δ-rays that
biased the measurement of the center of the cluster, and the NN has
been very effective at identifying these cases and correcting for the
bias.
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x direction in 7 TeVdata for CCA (using only charge interpolation
to determine position) and NN clustering taken from MC [63].
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5.3 impact of the neural network

5.3.1 The Neural Network in 13 TeV Data

In Run 2, the tracking algorithm is first run on the CCA clusters with
positions determined via charge interpolation, where it constructs
tracks with loose quality requirements. In this step, the tracking al-
gorithm allows tracks with shared clusters [65]. The NN is then used
to identify which clusters are likely to have had multiple particles
pass through them, and to estimate the positions of those particles. In
the case that the cluster is determined to have resulted only from one
particle, tracks that share that cluster are penalized. In general, tracks
with more than two shared clusters are rejected.

Because the NN is trained only with MC simulations, any mismodel-
ing of the way charge is deposited in the ATLAS detector could cause
the NN to perform in an unexpected way when applied to data. The
potential impact of this mismodeling was investigated with 13 TeV MC

[66]. The goal of these studies was to determine which variables the
NN’s predictions were most sensitive to, and whether it was likely that
these variables could be mismodeled enough to produce unexpected
results in data.

One example of a variable capable of significantly altering the NN

outputs was the overall charge scale. To study its impact, the ToT of
all pixels in a cluster were scaled up and down, and the resulting
outputs of the NN were compared, as shown in Figure 46. In this
case, the likelihood to misidentify multi-particle clusters and single-
particle clusters depended significantly on this scaling. However, this
scaling is unlikely to be mismodeled by more than 10%, so very ex-
treme effects from a difference between data and MC are unlikely [66].
Overall, it was found that variations on the cluster charge produced
a significant impact on predictions, while all other variations, such
as incidence angle variation and spatial smearing of charge, had a
minimal effect.

In addition to studies on the impact of alterations of individual sim-
ulation variables, studies directly comparing the NN output in data
and MC were performed [65]. Figure 47 shows a comparison of how
often the NN identifies different types of clusters in data and MC. Each
figure is made using by selecting pairs of collimated tracks that share
a common cluster on a given layer, then calculating the fraction of
those clusters that are determined by the NN to be single or multi-
particle clusters. This fraction is plotted as a function of the distance
between the two tracks in the cluster’s layer. Very good agreement is
seen between the two samples, demonstrating that the MC-trained NN

performs similarly on both MC and data.

65



5.3 impact of the neural network

Pixel charge scale factor

0.7 0.8 0.9 1 1.1 1.2 1.3

S
in

g
le

­p
a

rt
ic

le
 f

a
k
e

 r
a

te
 /

 N
o

m
in

a
l

0.5

1

1.5

2

2.5
 0.02%)±Pixel barrel (Nominal = 9.67% 

 0.03%)±IBL (Nominal = 8.78% 

ATLAS Simulation Preliminary

 = 13 TeVs

Number of pixels > 1

Pixel charge scale factor

0.7 0.8 0.9 1 1.1 1.2 1.3

M
u

lt
i­
p

a
rt

ic
le

 e
ff

ic
ie

n
c
y
 /

 N
o

m
in

a
l

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1  0.07%)±Pixel barrel (Nominal = 94.25% 

 0.11%)±IBL (Nominal = 93.12% 

ATLAS Simulation Preliminary

 = 13 TeVs

Number of pixels > 1

Figure 46: Performance of the pixel neural network used to identify clusters
created by multiple charged particles, as a function of constant
coherent scaling of the charge in each pixel in the cluster. The
top figure shows the rate at which the neural network wrongly
identifies clusters with one generated particle as clusters with
multiple particles. The bottom figure shows the rate at which the
neural network correctly identifies clusters generated by multiple
particles as such [66].
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6
O B J E C T R E C O N S T R U C T I O N I N T H E AT L A S
D E T E C T O R

Object reconstruction is the computationally intensive process of in-
terpreting the signals from the approximately 100 million read-out
channels of the ATLAS detector into a collection of particles and jets,
the objects with which physics analysis can be performed. This pro-
cess is complicated, and requires dedicated working groups in the
ATLAS experiment that optimize the understanding of each type of
object. These groups must all collaborate to provide a full picture of
the events in the detector. For each object type, candidate objects are
reconstructed, and then an identification step is performed, which
chooses which candidates will be used at the analysis level, based on
a series of quality requirements.

6.1 electrons

Electrons are reconstructed through a combination of ID and calorime-
ter measurements. They travel through the tracking system, leaving
charge deposits in each layer, then are absorbed by the electromag-
netic calorimeter. These two measurements work in conjunction to
deliver high resolution measurements of electron momentum. The
calorimeter provides a high-resolution measurement of the electron
energy, while the tracker more precisely measures its angle.

In the central region (|η| < 2.47) of the ATLAS detector, electron
reconstruction begins with the identification of energy deposits in
the electromagnetic calorimeter. The clusters of calorimeter cells are
seeded by sliding longitudinal windows, which are measured in units
of 0.025 in η and φ. 3×5 unit windows are used, which require at least
2.5 GeV in the window to form a seed [67].

These clusters are matched to ID tracks by extrapolating each track
to the middle layer of the calorimeter and identifying nearby clus-
ters. If there are multiple tracks associated with a given cluster, tracks
with silicon hits are preferentially chosen, and then the track with the
smallest ∆R to the center of the cluster is selected. If a matching track
is found, it is used to determine the likely direction of bremsstrahlung
radiation in the calorimeter, and maximum distance to match a track
to a cluster is expanded in the φ direction to account for this radiation.
If no track is found, the cluster is rejected.

The calorimeter clusters are then rebuilt in in larger windows, 3×7

in the barrel and 5×5 in the endcaps. An estimate of the energy is
made by summing the measured calorimeter energy with estimates
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6.1 electrons

of the energy lost before the electron reached the calorimeter, energy
outside of the cluster window, and energy not fully deposited in the
calorimeter. These estimates are made with parametrized functions
determined from a combination of MC and measurements of energy
loss determined with the presampler.

The pT of a central electron is determined though a combination of
the calorimeter energy measurement and track measurements of the
electron, while its η and φ are taken from the track at its vertex.

In the forward region, where no tracking is available, electron en-
ergy is determined more roughly. Calorimeter cells are formed into
variable-sized clusters in regions of significant energy deposition, and
the center of the cluster is used to determine angular coordinates of
the electron. However, because these electrons have worse resolution
in both their position and energy, they are rejected in this analysis.

These reconstructed electron candidates’ quality are then assessed
based on an algorithm that uses multivariate analysis to assign a like-
lihood that a candidate is a true electron based on input from just un-
der twenty different variables. These include track quality, hadronic
leakage, cluster shape, and transition radiation, incorporating infor-
mation from as many subdetectors as possible in its determination
of the candidate’s quality. Each variable is assigned a probability dis-
tribution function for true electrons and background processes, and
they are collectively used to provide a likelihood value which can be
cut on.

Three levels of identification, Loose, Medium, and Tight, are de-
fined with different likelihood cuts, with electron candidates passing
tighter identification levels always a subset of looser electrons. Fig-
ure 48 gives the efficiencies at each of these working points both
for true electrons and for hadrons, which can be misidentified as
electrons. Tighter working points have worse efficiencies, but lower
misidentification rates for hadrons as well as photons.

Figure 48: Identification efficiencies from MC samples for Loose, Medium, and
Tight working points. Left is the efficiency for identification of
true electrons taken from Z → ee MC, and right is the efficiency
for mis-identification of jets as electrons taken from dijet MC [68].

MC efficiencies can be compared to efficiencies measured in data
to obtain a correction factor, which applied to MC to better emulate
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6.1 electrons

the rates at which electrons are reconstructed and identified in data.
Figure 49 shows a comparison of the combined reconstruction and
identification efficiencies in data and MC, with the resulting correc-
tion factors also displayed as the ratio. This analysis uses the Medium

working point, which has correction factors ranging between 2 and
10%.
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Figure 49: Combined electron reconstruction and identification efficiencies
measured as a function of η for data (using the tag-and-probe
method on Z → ee events) and Z → ee MC. Distributions include
electrons with ET > 15 GeV. [68].

Requirements are also made on electron isolation, which quantifies
the amount of energy deposited near the electron according calorime-
ter and track measurements. Isolation variables are primarily used to
reject non-prompt leptons, leptons which aren’t produced by the initial
hard scattering of the pp collision. These can be produced by heavy
flavor hadron decays and converted photons, as well as misidentified
hadrons. Cuts are made on the amount of nearby calorimetric energy
and sum of the pT of any nearby tracks relative to the electron’s en-
ergy, forming a series of working points. Working points are created
based on their efficiency, including Tight and Loose working points,
which operate at 95 and 98% efficiency respectively.

The most effective working points target different efficiencies as
a function of pT, with higher efficiencies possible at high pT due
to reduced fake backgrounds. There are two such working points,
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6.2 photons

Gradient and GradientLoose. They each have a 99% efficiency for
electrons with pT > 60 GeV, but 90 and 95% efficiencies at 25 GeV. This
is accomplished by using pT-varying working points for the track-
based and calorimeter-based isolation measurements. To recover the
largest possible fraction of electrons, this analysis uses GradientLoose,
which operates at calorimeter-based and track-based isolation work-
ing points that are both (0.057×pT + 95.57)% efficient.

6.2 photons

The reconstruction of photons is performed in parallel to electron re-
construction. Seed clustering is performed, and tracks are matched to
these clusters, as in the case of the electron reconstruction described
in Section 6.1.

Photons can be converted to electron-positron pairs in the ID, leav-
ing a pair of tracks, or they can pass through without conversion,
leaving no tracks behind. As a consequence, calorimeter clusters re-
sulting from photons can have no tracks associated with them, two
tracks, or one track, in the case that one of the conversion tracks is
not reconstructed. The reconstruction software attempts to identify
all these scenarios and differentiate these clusters from electron and
hadron deposits [69].

Two-track clusters are required to consist of two oppositely charged
tracks that emerge from a conversion vertex running parallel to one
another. A likelihood that these tracks are from electrons is deter-
mined using the high threshold hits in the TRT, and quality require-
ments are made on the tracks using this likelihood. For tracks with sil-
icon hits, a loose likelihood requirement of 10% is made, while tracks
without silicon hits are required to have at least 80% likelihood. The
tracks are then fit to determine the conversion vertex, and quality
cuts are made, such as requiring that conversion vertices within the
silicon volume correspond to tracks with silicon hits.

Single track clusters occur most often from conversions in the out-
ermost layers of the ID, and are more difficult to reconstruct. Tracks
are typically lost because an electron or positron resulting from the
conversion has a pT too low to be reconstructed, or because the two
tracks are so close together that they’re identified as a single track.
The single track is required to have at least a 95% electron likelihood
from TRT hits, and must not have a hit in the innermost layer of the
Pixel Detector. The conversion vertex is defined as the first hit of the
single track.

The tracks associated with these conversion vertices are extrapo-
lated to the calorimeter and matched to cluster, except in the case
that there are two tracks that differ substantially in their pT measure-
ments, in which case the position of the conversion vertex is used for
extrapolation to the calorimeter, assuming a straight-line trajectory. If
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6.2 photons

multiple vertices are matched to a single cluster, preference is given
to vertices with double tracks, silicon hits, and finally to tracks closest
to the interaction point.

Any cluster with neither a conversion vertex or a track associated
with it is identified as an unconverted photon. Clusters associated
with both electrons and photons are assigned to one or the other
based on their properties. Clusters are preferentially identified as pho-
tons in the case that they are matched to a conversion vertex in which
at least one track is associated with both the vertex and the cluster, or
if the associated tracks have a pT smaller than the cluster’s pT. E/p,
the ratio of the cluster and track energy measurements, can also be
used to differentiate electrons and photons. Electron candidates are
instead reconstructed as photons if they have E/p > 10 or if the track
matched to the electron has pT below 2 GeV.

Photon energy is determined in a 3×5 (3×7) window for uncon-
verted (converted) photons in the barrel, where the window is ex-
panded to compensate for the increased spread of energy from the
conversion products. In the endcap, the 5×5 window is used in all
cases. Like the electrons, the calibration of the photon’s energy ac-
counts for energy loss before the calorimeter, as well as energy de-
posited outside the cell and beyond the electromagnetic calorimeter.

Photon identification is performed in the range |η| < 2.37 using
a series of cuts on the shape of the shower in the electromagnetic
calorimeter, as well as the amount of additional energy deposited in
the hadronic calorimeter. Photons in the the so called crack region
of the calorimeter (1.37 < |η| < 1.52), where a discontinuity pre-
vents accurate assessment of photon energy, are rejected. The photon
identification has only one working point, called Tight, which has
an identification efficiency of 53–64%(47–61%) for unconverted (con-
verted) photons with ET = 10 GeV and 88–92% (96–98%) for photons
with ET ≥ 100 GeV [70]. Efficincies as a function of pT measured in
the 2016 data and compared to MC can be seen in Figure 50.
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Figure 50: Comparison of Tight identification efficiency measurements
from data and Z → ``γ MC for unconverted (left) and converted
(right) photons, with an inclusive η selection. The bottom of each
figure shows the ratio of data and MC efficiencies. [71].
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Photon isolation, like electron isolation, can be determined as the
combination of nearby calorimeter deposits and tracks. Fixed cuts on
the isolation as a fraction of photon energy is typically used. A work-
ing point called FixedCutTight reconstructs the amount of calorime-
ter energy (excluding that of the photon) in a cone of ∆R = 0.4
around the photon and the amount of energy from the sum of track
pT in a cone of ∆R = 0.2, including only tracks associated with the pri-
mary vertex. Defined relative to the photon’s pT, this working point
includes photons with calorimetric isolation less than 0.022 pT + 2.45

GeV and track isolation less than 0.05 pT [72].

6.3 muons

Muon reconstruction is performed independently in the ID and the
MS, then the two measurements are combined when consistent tracks
are found in each system [73]. The ID reconstruction is performed
using the tracking algorithms described in Section 5.1, and includes
tracks with |η| < 2.5.

The MS track reconstruction is performed in the |η| < 2.7 range
and begins with a search in each muon chamber for patterns of hits
consistent with a track, called segments. The MDT chamber hits are
fit to a straight line, and nearby RPC and TGC chambers provide the
coordinate orthogonal to the magnetic curvature for these hits. Seg-
ments are also built in the CSC, where they are required to be loosely
consistent with a track originating from the interaction point.

These segments are then fit together, starting from the middle lay-
ers of the MS, with track quality requirements on the resulting combi-
nations based on the χ2 of the fits. Tracks must have at least two seg-
ments, except in the transition region between the barrel and endcap,
where a single segment can qualify as a track. Segments are allowed
to be shared between multiple tracks in the initial reconstruction, but
after the combination, tracks with shared segments and poor χ2 are
removed.

These MS tracks are then combined with measurements from the
ID and calorimeters. The best quality muons are combined muons,
which have ID and MS tracks associated to them, the hits of which
are re-fit to form a combined track. MS hits can be added or removed
at this stage based on their consistency with the new track. Lower
quality muon candidates are also defined. Extrapolated muons have
only MS tracks and their trajectories are required to be consistent with
the interaction point. Calorimeter-tagged muons combine an ID track
with a calorimeter deposit consistent with a muon, while segment-
tagged muons combine an ID track with a segment in the MS. Muons
with shared ID tracks are not allowed, with preference given to com-
bined muons, then calorimeter-tagged muons, and lastly segment-
tagged muons.
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6.3 muons

There are four muon identification working points for muons, called
Loose, Medium, Tight, and High-pT. These working points all have dif-
ferent efficiencies for the identification of muons, balanced against
the mis-identification of hadrons. One of the key variables for their
discrimination is q/p significance, which quantifies the consistency
between the ID and MS measurements of momentum. The χ2 of the
combined fit is also an important discriminator.

The Loose, Medium, and Tight selections are inclusive, with all Tight
muons passing the Medium requirements, and Medium muons passing
the Loose requirements. The Medium working point includes only com-
bined and extrapolated muons, and is the default for most ATLAS

analyses, including this one. Extrapolated muons are allowed only
outside the ID tracking system (|η| > 2.5) for this working point, but
this region is excluded by this analysis because of the decreased ef-
ficiency and larger pT resolution of these muons. As a consequence,
this analysis uses only combined muons. For these muons, the Medium

working point requires at least three hits in at least two MDT layers
(except in the η < 0.1 region) and a q/p significance cut is made to
reduce backgrounds. Due to the lack of coverage at low η, there is a
drop in efficiency in this region, as shown in Figure 51.

The High-pT working point is designed to select muons with re-
liable momentum measurements for analysis that focus on high-pT

muons. Muons passing the High-pT requirements must have at least
three MDT hits in three layers, which decreases efficiency but gives
greatly improved pT resolution. In addition, some regions of the MS

with poor alignment are vetoed to cut down on mismeasurement.
Compared to the default working point these muons have lower effi-
ciency: 90% for High-pT muons compared to 96% for Medium in the pT

range of 20-100 GeV. The efficiency as a function of η for this work-
ing point can be seen in Figure 52, where the efficiency loss due to
the of vetoing of some chambers is especially apparent at η = 1.5.
Mismodeling of the alignment and the specificity of the momentum
resolution cuts cause a large discrepancy between data and MC effi-
ciencies, resulting in scale factors that differ from unity by as much
as 10%. This working point was considered for this analysis, where
mismeasurement of muons increases SM backgrounds, but ultimately
the Medium working point was chosen for its superior efficiency and
better modeling in MC.

The isolation selection for muons is designed in the same way as
the electron isolation, and also called GradientLoose. This working
point makes cuts on a combination of nearby calorimeter- and track-
based energy measurements, with an increasing efficiency as a func-
tion of pT. The GradientLoose working point is constructed such that
muons with pT of 25 GeV have an efficiency of 95%, and muons with
pT of 60 GeV have an efficiency of 99%.
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6.4 jets

Jets are the most complicated objects to reconstruct in the ATLAS de-
tector because each jet is an assembly of many hadronic particles. In
contrast to a lepton, whose reconstructed energy can easily be com-
pared to its true energy from simulation, even a jet’s true energy is
ambiguous, and is dependent on the choice of the jet’s definition. The
standard jet reconstruction algorithm used in the ATLAS experiment
is called anti-kt [74].

This algorithm begins with clusters in the calorimeter defined by
topologically connected cells with energy deposits significantly higher
than the noise background. There are two collections used most com-
monly for analysis. One uses cluster energies calibrated for electro-
magnetic showers (EM), and another uses clusters calibrated to the
energies of hadronic showers. The second uses a method called Local
Cluster Weighting (LCW), which first determines the extent to which
the cluster is electromagnetic or hadronic based on the energy density
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Figure 52: Muon reconstruction efficiency for the High-pT working point
measured with Z → µµ events in data and in MC as a function of
η. The ratio between the two is shown at the bottom. [73]

and the shower depth, then applies a calibration accordingly for each
cluster.

To reconstruct jets, a set of clusters is chosen and the anti-kt algo-
rithm is then applied. These clusters are grouped together according
to the distance measure

dij = min(k−2
ti , k−2

tj )
∆2

ij

R2 (35)

where R is the algorithm’s radius parameter, typically set to 0.4, ∆
gives the angular separation of the two clusters, and kt is the trans-
verse momentum associated with the cluster.

The grouping process begins with each cluster as a pseudo-jet, with
its axis and pT is determined as if it were a typical jet. Then, the pair
of pseudo-jets with the smallest dij are grouped together, forming a
new pseudo-jet, and its axis and pT are reassessed. This grouping
continues until there is a pseudo-jet with pT smaller than the dij of
any pseudo-jet pair, at which point this pseudo-jet becomes a jet, and
is removed from the collection. The clustering process continues until
all clusters are associated with a jet.

The inverse dependence on the kt of the cluster produces jets with
energetic cores and softer edges, which matches the expectation from
a hadronic shower. In addition it is infrared and collinear safe, with
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6.4 jets

neither soft emission nor collinear particles altering the reconstruc-
tion of the jet.

A series of calibrations are then applied to these jets [75]. The first
is to correct for additional hadronic energy due to pile-up. Figure 53

demonstrates the impact of pile-up on the energy density of an event.
The energy density of each jet is defined as the jet’s pT divided by
the its area, and the overall event’s energy density is defined as the
median value of this quantity for jets with pT > 20 GeV. In events with
high numbers of primary vertices, the resulting high energy density
can affect the amount of stray energy associated with reconstructed
jets. To remove the bias on jet energy measurements that results from
multiple primary vertices, a correction factor is determined using MC.
It is parametrized in terms pT, η, and the number of primary vertices
in the event, as well as the average number of interactions per event in
the event’s luminosity block, which makes correction for out-of-time
pile-up possible.

Next, jets are corrected to have their origin at the primary vertex
instead of the center of the ATLAS detector. This does not affect the jet
energy.

After that, the jets are corrected based on η and pT dependent Jet
Energy Scale (JES) factors derived from MC. Figure 54 shows the en-
ergy response, the inverse of these factors, for EM jets.

Lastly, to account for any miscalibrations in data, momentum bal-
ance is used to derive further corrections from measurements of events
with a jet and another well-measured object. η-dependent corrections
are measured using dijet events in both data and MC for various
ranges of pT. These are used to correct the data for any additional
relative miscalibrations versus η. Then, events with jet and a Z boson
or a photon are used to further correct the absolute energy scale as
a function of pT for jets with pT < 800 GeV. For higher pT jets, this
calibration is performed using a system in which one high-pT jet re-
coils off a system of lower pT jets. The difference between data and
MC measured in these final calibrations is typically 1-2%.

In addition to correcting for additional energy due to pile-up, it is
necessary to reject reconstructed jets that come from pile-up vertices.
To accomplish this, a multivariate alogrithm called JVT was created
which builds upon an older method, JVF [77].

JVF gives the fraction of energy in a jet that comes from the hard-
scatter vertex, and is defined as

JVF =
∑i pi

T(PV0)

∑j pj
T(PV0) + ∑n≥1 ∑j pj

T(PVn)
(36)

where pi
T(PVn) gives the pT of the ith track associated with the nth

primary vertex. PV0 gives the primary vertex associated with the
hard-scattering, while the remaining vertices are due to pile-up in-
teractions. Track are associated with a jet according to a processes
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called ghost association, in which they are clustered along with the typ-
ical pseudo-jet collection according to the anti-kt algorithm described
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6.4 jets

above. In the clustering process, the tracks energy is ignored so that
it doesn’t impact the measurement of the final jet.

This fraction decreases with higher pile-up, making the construc-
tion of an explicit cut difficult in varying pile-up conditions. JVT im-
proved on the method by using a pile-up corrected JVF-like variable,
defined as

corrJVF =
∑i pi

T(PV0)

∑j pj
T(PV0) +

∑n≥1 ∑j pj
T(PVn)

knPU

(37)

where nPU is the number of tracks, which is multiplied by a scaling
factor i = 0.01. This quantity is included in the inputs of the tag-
ger along with other variables measuring the fraction of jet energy
that is associated with the hard-scattering vertex. Figure 55 shows
the efficiency and fake rate for the two methods, demonstrating JVT’s
superior stability across events with different numbers of pile-up ver-
tices.
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It is possible to differentiate jets resulting from b-hadron decays
from other jets due to the non-negligible lifetimes of the hadrons.
Many BSM processes preferentially produce b quarks, as do any pro-
cesses involving top quarks, so this identification can be useful for
any analyses seeking to isolate these instances. Multivariate techniques
are used to identify secondary vertices using the ID [78]. In ATLAS, sep-
arate algorithms are used to identify jets with tracks with significantly
non-zero impact parameters, tracks that reconstruct a secondary ver-
tex, and tracks that can be identified with a chain of vertices begin-
ning with the primary vertex. This information is fed into a boosted
decision tree, a type of multivariate algorithm, called MV2c20, which
outputs a discriminant shown in Figure 56. Using this discriminant, a
working point is chosen such that b-jets can be identified with a 70%
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6.5 overlap removal

efficiency, with mis-identification rates at around 12% for c-jets and
0.2% for light-flavor jets.
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Figure 56: Distribution of MV2c20 output for b-jets, c-jets, and light-flavor jets
in tt̄ MC [78].

6.5 overlap removal

Because most of these reconstruction methods are run independently,
it is common for energy deposits and tracks to be shared between jets
and particles of different types. To account for this, a process called
Overlap Removal (OR) is used, which iteratively removes overlapping
objects. The process, as well as the calculation of missing transverse
momentum described in Section 6.6, is performed on baseline objects.
These objects have looser selections than the final signal objects, and
the separate definitions allow analyzers to tune signal objects to best
match a BSM signature, while leaving the OR process unchanged. The
signal and baseline definitions for this analysis are described in Chap-
ter 8.

The first step in the OR process is to remove reconstructed jets that
appear to be due to calorimetric deposits from an electron. To accom-
plish this, any baseline jet within ∆R = 0.2 from a baseline electron
is removed. A caveat is added due to the frequent production of lep-
tons in the decay of heavy-flavor jets; if the jet is b-tagged, the electron
will be removed instead. After these electrons and jets have been re-
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6.6 missing transverse momentum

moved, a new search is done for jets and electrons within ∆R = 0.4 of
one another. In this iteration, the electron is removed, again to reduce
backgrounds from heavy-flavor decays.

Next, the muon-jet OR is applied, which is very similar to that of
the electron. Any jet within ∆R = 0.2 of a muon is removed, unless
the jet is b-tagged, in which case the muon is removed due to the
likelihood that it resulted due to a heavy-flavor decay. The muon-jet
OR then differs from the electron’s in that a pT-based ∆R cut is used
in the last step. Muons within ∆R < min(0.04 + (10 GeV)/pT, 0.4)
of a jet are removed, with the pT-dependent cone size designed to
reject low-pT heavy-flavor muons while preserving muons resulting
from the decay of high-pT particles, which are closely aligned with
the other products of the decay.

The next step is to remove electrons likely to have resulted from
muon bremsstrahlung. Any electron within ∆R = 0.1 of a muon is
removed from the event.

Lastly, overlap between photons and both jets and electrons is con-
sidered. Baseline photons within ∆R = 0.4 of an electron are removed,
as are jets within ∆R = 0.4 of a remaining photon.

6.6 missing transverse momentum

Missing transverse momentum (pmiss
T , with magnitude Emiss

T ), is the
negative vector sum of pT measured in an event. Because the colliding
protons have no initial transverse momentum, the true value of this
quantity should be zero unless a particle escapes the detector without
being measured, as neutrinos do. In practice, the reconstructed Emiss

T
can also be non-zero due to mismeasurement, or due to gaps in the
ATLAS detector. Emiss

T reconstruction is perhaps the most complex be-
cause it depends on all other object reconstructions performed in the
ATLAS detector.

Emiss
T components are calculated independently for each type of

baseline object reconstructed, as well as for a soft term, which com-
prises the energy observed by the ATLAS detector but not associated
with a baseline object. The total Emiss

T term is defined as

Emiss
x = −pjet

x − pelectron
x − pmuon

x − pphoton
x − psoft

x (38)

Emiss
y = −pjet

y − pelectron
y − pmuon

y − pphoton
y − psoft

y (39)

Emiss
T =

√
Emiss 2

x + Emiss 2
y . (40)

The soft term can be calculated based either on calorimeter or track
measurements [79]. While the Calorimeter Soft Term (CST) is very
sensitive to pile-up, the Track Soft Term (TST) is much more robust,
as it excludes tracks emanating from pile-up vertices. Tracks associ-
ated with any reconstructed object are also removed. Figure 57 shows
the dependence of the TST resolution on number of primary vertices.
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6.6 missing transverse momentum

Because of this lessened pile-up dependence, the TST is used to recon-
struct Emiss

T in this analysis.
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Figure 57: Distributions of the resolution of the x and y components of TST

Emiss
T in Z → µµ events in data and MC [80].

Z → µµ events, which rarely have any true Emiss
T , can be used to

study the contribution of different objects to the total Emiss
T calcula-

tion. Figure 58 shows the the Emiss
T resulting from muons, jets, and

the soft term measured in events with two opposite-sign muons that
reconstruct an invariant mass within 25 GeV of the Z boson mass.
Large values in each of these terms, of course, do not necessarily
correspond to a large value of the overall Emiss

T ; in a system where
a Z boson recoils off of a jet system, the terms for jets and muons
should both be large but ultimately cancel. However, the overall scale
of each term indicates the possibility of contributions from mismea-
surement. A 30% mismeasurement of the jet or muon term can result
in significant Emiss

T , while a similar mismeasurement of the soft term
is unlikely to produce a large impact on the Emiss

T calculation. The
agreement between data and MC in these distributions indicates that,
at least in the core of the distributions, these Emiss

T terms are well
modeled.
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Part IV

S E A R C H I N G F O R S U P E R S Y M M E T RY

This section describes an analysis of the ATLAS data car-
ried out by the author and her analysis team. The analysis
was performed on events from pp collisions provided by
the LHC at

√
s=13 TeV. It searches for events like those

described in Section 2.2.3, which contain a Z boson (de-
caying to leptons), jets, and missing transverse momen-
tum. Chapter 7 describes the SM backgrounds for the anal-
ysis. Definitions of the objects used in the analysis are out-
lined in Chapter 8. Chapter 9 explains the analysis strat-
egy, defining the signal region as well as additional re-
gions used to determine background contributions. Chap-
ters 10 and 11 describe the methods used to estimate the
SM backgrounds and the determination of their uncertain-
ties. The results are presented in Chapter 12, and they are
interpreted in Chapter 13.
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7
B A C K G R O U N D P R O C E S S E S

This analysis is fundamentally a search for SUSY in events with two
leptons whose invariant mass (m``) is consistent with a Z boson. Ad-
ditional event selections are made to reduce SM processes relative
to potential SUSY processes, defined by simplified models discussed
in Section 2.2.3. These models include the production of strongly-
charged, high-mass particles, which results in events with jets and
high HT, the scalar sum of the pT of all jets and the two leading
leptons in the event. These R-parity conserving SUSY models also pro-
duce decay chains that terminate with a stable, electrically neutral
particle, which produces Emiss

T when it passes through ATLAS without
detection. Each of these features can help isolate these signal events
from SM backgrounds. To understand what cuts would optimize the
sensitivity of the search, it is essential to first understand what these
SM backgrounds are.

g

g

b

b

l

l′

νl

νl′

t

t

W+

W−

Figure 59: An example Feynman diagram of tt̄ production and decay.

top-antitop (t t̄) production is the largest background for this
search because it often precisely mimics the signature expected from
the signal process. Figure 59 shows a Feynman diagram of this pro-
cess, which results in two jets, leptons, and neutrinos, which are seen
in the detector as Emiss

T . Thus, t t̄ events naturally have high Emiss
T and

HT, jets, and leptons from two different W boson decays, which may
coincidentally form an invariant mass consistent with a Z boson. Sep-
arating these events from signal processes is very difficult, but some
steps can be taken to reduce their impact. The leptons resulting from
t t̄ don’t originate from the same parent particle, so their invariant
mass distribution is very broad compared to processes involving lep-
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background processes

tons from Z bosons. As a consequence, reducing the width of the
m`` window used to identify Z-boson candidates can help to reduce
this background. Additionally, for sparticles with a higher mass than
that of the top quark, the HT distribution will typically be larger for
signal models than for t t̄. Though the two HT distributions overlap
significantly for most signal models, a high cut on HT can help to
reduce the t t̄ background relative to a potential signal.

q′

q

l

l

l′

νl′

q′

Z

W

Figure 60: An example Feynman diagram of the production and decay of a
WZ event.

diboson (V V ) production is the next leading background. These
processes have lower cross-sections than that of t t̄, but they can also
produce events with topologies very similar to signals. Diboson events
can contain real Z bosons and their dilepton invariant mass will peak
on-Z like a signal. In addition, in events like Figure 60, an additional
W boson can decay to another lepton and a neutrino, producing Emiss

T .
The pictured process can occur with associated jets due to initial state
radiation, but each additional jet reduces the process’s rate by a factor
of α s . If the W boson in this figure instead decayed to two jets, which
occurs about twice as often as the pictured decay, there would be no
true Emiss

T from a neutrino. Thus, introducing a requirement that the
signal region include both high amounts of Emiss

T and at least two jets
can very effectively reduce the contribution from both these scenarios.
A veto on a third lepton could also be used to reduce the contribu-
tion from events with W → `ν decays, but, depending on the signal
model considered, this veto can also decrease signal acceptance. Since
the branching ratio for this process is relatively small, the potential
reduction in signal acceptance is deemed more important, and a third
lepton veto is not used in this analysis.
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g
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l
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Figure 61: An example Feynman diagram of the production and decay of a
Z/γ∗ + jets event.

Z/γ∗ + jets processes are very common but, as shown in Fig-
ure 61, don’t typically produce any true Emiss

T . The exception is Z →
τ τ events, which contain Emiss

T because the τ leptons decay within
the detector, and these decays include τ neutrinos. However, only
about 1/3 of τ decays produce an electron or muon, and even if two
leptons are created in an event, they will typically not reconstruct a
Z mass due to the energy lost to the neutrinos. For the purposes of
this analysis, lepton refers only to electrons and muons, and excludes
these more complicated τ events. A high HT cut helps reduce the
Z/γ∗ + jets background, but this process can occur with initial state
radiation, producing events with large amounts of hadronic activity.
Emiss

T is the most powerful variable for reducing Z → µµ and Z → ee
events, because though events with mismeasured jets or leptons can
fake Emiss

T , mismeasurements drastic enough to produce hundreds of
GeV of Emiss

T are rare. In addition, events with substantially mismea-
sured leptons often have m`` values that are inconsistent with a Z
boson, and so a fraction of Z/γ∗ + jets events that do pass a Emiss

T
threshold can be excluded nonetheless.

Other processes can contribute to the SM background at lower rates.
Processes similar to Z/γ∗ + jets but with a W boson instead of a Z
have real Emiss

T from leptonic W decays, but only one lepton. How-
ever, a fake or non-prompt lepton can cause these events to look very
similar to simulated signals. Single top production can occur in asso-
ciation with a W boson, which produces signatures similar to tt̄, but
with fewer jets. Additionally, there are rare top processes such as tt̄
production in association with W or Z bosons, which are event more
difficult to separate from signal events than tt̄ due to the presence of
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7.1 data and monte carlo samples

a genuine Z boson, the increased Emiss
T from W decays, and the larger

amounts of hadronic activity.
Several of these backgrounds are grouped together and referred

to as Flavor Symmetric (FS) processes. These include any processes
that produce pairs of leptons with uncorrelated flavor in the final
state. In this analysis, the largest FS background is tt̄, with additional
contributions from WW, Wt, and Z → ττ events. In these processes,
each lepton comes from the decay of a different particle. In the case
of tt̄, the two top quarks decay to W bosons, which each produce a
lepton in their decays, as shown in Figure 59. Consequently, these
leptons’ flavors are correlated with the flavor of the neutrino that
results from the same boson’s decay, but not with one another.

7.1 data and monte carlo samples

This analysis uses data collected by the ATLAS detector from pp col-
lisions at a center-of-mass energy of 13 TeV in 2015 and 2016, corre-
sponding to a total luminosity of 14.7 fb−1. The data collected use a
combination of unprescaled single and dilepton triggers, discussed
in greater detail in Section 9.1. The triggers targeting the lowest pT

ranges are fully efficient for pairs of leptons with pT of at least 20

GeV. In addition, photon events are collected for use in a control re-
gion using both prescaled and unprescaled triggers, with the lowest
trigger threshold at 35 GeV in 2015 and 20 GeV in 2016.

MC samples are generated for each background process that ap-
pears in the signal and validation regions. Table 2 details the gen-
erators used to produce each sample, and more information can be
found in Section 4.7. These simulated background events, in conjunc-
tion with the simulated signal discussed in Section 2.2.3, are used to
determine approximate sensitivities of the search and optimize sig-
nal regions. The background MC also provides a valuable cross-check
for many of the data-driven background estimates discussed in Chap-
ter 10, and in the case of rare top and some diboson events, provides
the primary estimate of the background.
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8
O B J E C T I D E N T I F I C AT I O N A N D S E L E C T I O N

This section describes the identification and selection of objects in the
events of this analysis. Objects are first required to pass baseline selec-
tions, which are used for Overlap Removal (OR) and the calculation
of Emiss

T , then tighter signal selection cuts are applied, which define
the objects considered in the final analysis of events. Definitions are
presented for electrons, muons, and jets, which are all required in the
Signal Region (SR) of this analysis, as well as photons, which are used
in background estimation. This section refers to object definitions, in-
cluding quality selections, described in Chapter 6.

8.1 electrons

Electrons are reconstructed according to the process discussed in Sec-
tion 6.1. All electrons are required to be within |η| < 2.47, to ensure
that all tracks are consistently within the tracking capability of the ID

and that associated clusters are within the high-granularity portion
of the calorimeter. Baseline leptons are required to have pT > 10 GeV
and pass the Loose quality standard. Signal leptons are further re-
quired to be of Medium quality with GradientLoose isolation, and
must have pT > 25 GeV. Additional cuts on impact parameter are
made for electrons with the goal of identifying only electrons coming
from the hard-scatter vertex. These requirements, and all the other
requirements made on the electrons can be seen in Table 3.

With these signal requirements, the ATLAS detector is 80% efficient
at identifying electrons with a pT of 25 GeV, which rises to 90% at pT

>60 GeV [96].

8.2 muons

Muons are reconstructed as discussed in Section 6.3. Baseline muons
are required to have pT > 10 GeV and |η| < 2.5, including muons that
can be tracked both by the ID and the MS, and must pass a Medium qual-
ity cut. Signal muons are additionally required to have pT > 25 GeV,
and to be GradientLoose isolated. As with the electrons, impact pa-
rameter cuts are made to ensure that the muon is consistent with
coming from a decay from the event’s primary vertex. Additionally,
the muon must not be flagged isBadMuon, a designation which iden-
tifies muons with inconsistent ID and MS pT measurements. The full
set of requirements can be seen in Table 4.
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8.2 muons

Cut Value/description

Baseline Electron

Acceptance pT > 10 GeV, |ηclust| < 2.47

Quality Loose

Signal Electron

Acceptance pT > 25 GeV, |ηclust| < 2.47

Quality Medium

Isolation GradientLoose

Impact parameter
|z0 sin θ| < 0.5 mm

|d0/σd0 | < 5

Table 3: Summary of the electron selection criteria. z0 gives the track’s dis-
tance from the hard-scatter vertex projected in the z direction, while
d0 gives the this distance projected onto the x− y plane.

Cut Value/description

Baseline Muon

Acceptance pT > 10 GeV, |η| < 2.5

Quality Medium

Signal Muon

Acceptance pT > 25 GeV, |η| < 2.5

Quality Medium

Isolation GradientLoose

Impact parameter |z0 sin θ| < 0.5 mm

|d0/σd0 | < 3

isBadMuon isBadMuon Flag vetoed

Table 4: Summary of the muon selection criteria. The signal selection re-
quirements are applied on top of the baseline selection.
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8.3 jets

Muons are identified with an efficiency over 98% [97]. Including
trigger and isolation requirements, this efficiency drops to about 80%
for muons with pT > 25 GeV and 90% for muons with pT > 200 GeV.

8.3 jets

Jets are reconstructed according to Section 6.4, with baseline jets us-
ing the anti-kt algorithm with R = 0.4 using EM clusters. These jets
are required to have a minimum pT of 20 GeV and |η| < 2.8. For sig-
nal jets, this pT requirement is increased to 30 GeV and the η cut is
tightened to |η| < 2.5. JVT requirements are enforced on jets with pT

<60 GeV and |η| < 2.4 to reduce the number of jets from pile-up. The
full set of requirements can be seen in Table 5.

Cut Value/description

Baseline jet

Collection AntiKt4EMTopo

Acceptance pT > 20 GeV , |η| < 2.8

Signal jet

Acceptance pT > 30 GeV , |η| < 2.5

JVT
|JVT| > 0.59 for jets with

pT < 60 GeV and |η| < 2.4

Signal b-jet

b-tagger Algorithm MV2c20

Efficiency 77 %

Acceptance pT > 30 GeV , |η| < 2.5

JVT
|JVT| > 0.59 for jets with

pT < 60 GeV and |η| < 2.4

Table 5: Summary of the jet and b-jet selection criteria. The signal selection
requirements are applied on top of the baseline requirements.

Though no b-jets are required or vetoed in the SR of this analysis,
some Control Regions (CRs) use b-enhanced and b-vetoed regions to
determine the impact of heavy flavor, and to isolate diboson processes
in VRs. The specifications for b-tagging are also described in Table 5.

8.4 photons

Photons are used to estimate the Z/γ∗+ jets background in this anal-
ysis, and they are reconstructed according to Section 6.2. Baseline and
signal photons are nearly identical. Each must pass a Tight selection
and an isolation cut, and have pT > 25 GeV as well as |η| < 2.37. Sig-
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8.4 photons

nal photons with 1.37 < |η| < 1.6 are rejected due to an discontinuity
in the calorimeter which results in inferior energy resolutions in this
region. The full selection requirements can be seen in Table 6.

Cut Value/description

Baseline Photon

Acceptance pT > 25 GeV, |η| < 2.37

Quality tight

Signal Photon

Acceptance
pT > 25 GeV, |η| < 2.37

rejecting 1.37 < |η| < 1.6

Quality tight

Isolation FixedCutTight

Table 6: Summary of the photon selection criteria.
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9
E V E N T S E L E C T I O N

The goal of this analysis is to identify events resembling Figure 14

in collisions in the ATLAS detector. In order to do this, a Signal Re-
gion (SR) is defined with the goal of maximizing the identification
efficiency of signal events while minimizing SM backgrounds. How-
ever, because this analysis re-investigates an excess of events seen in
Run 1 with the ATLAS detector, the signal region was frozen and could
not be re-optimized for the new, higher energy data in Run 2.

The SR, called SRZ, was predetermined, including events with two
opposite-sign, same-flavor leptons that reconstruct a mass, m``, close
to that of the Z boson, with the additional requirement of two jets,
Emiss

T > 225 GeV, and HT of at least 600 GeV. Additionally, a cut
on ∆φ(jet12, pmiss

T ) was made in order to suppress Z/γ∗ + jets back-
ground events with mismeasured jets. In events where jet mismea-
surement produces large amounts of Emiss

T , the pmiss
T vector should ei-

ther align or anti-align with the mismeasured jet’s trajectory based on
whether its energy has been overestimated or underestimated. This
cut vetoes events in which the two vectors are aligned, reducing the
number of of events that will be included in the SR due to the underes-
timation of jet energy. Though it would be possible to also veto events
in which the vectors are anti-aligned, similar topologies can also be
produced by signal processes, so no such requirement is made.

Each of these SR requirements was designed to minimize SM back-
grounds while keeping a high efficiency for potential signals. In the
simplified models studied, for example, the number of jets is nearly
always above two, as shown in Figure 62, while SM production peaks
at zero jets. The same is true for Emiss

T and HT, also depicted in Fig-
ure 62; signal models result in events with high values for these quan-
tities, while SM processes are most likely to produce events with very
little Emiss

T or HT. For comparison, Figure 63 shows these quantities
for the SM backgrounds in a region with at least two jets. The jet
requirement slightly shapes the HT spectrum, causing it to peak at
about 100 GeV rather than at zero.

The freezing of the SR prevented re-optimization of the cuts for
maximum sensitivity to a signal, but the search was still expected to
be more sensitive than the previous iteration performed on 8 TeV data.
This is because the cross-section for production of this high-mass
signal increased dramatically with the increased LHC energy, while
the cross-section for SM processes increased at lower rates. With 20.3
fb−1 of 8 TeV data, the previous search had an expected exclusion on
gluino masses up to about 950 GeV [1], while with 14.7 fb−1 of 13
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Figure 62: Number of jets (top), HT (bottom left), and Emiss
T (bottom right)

in three signal points, with m(g̃) = 815, 835, and 1395 GeV. Dis-
tributions are made using all signal events with two same-flavor,
opposite-sign leptons, and are normalized to 2 fb−1.

TeV data, this search has an expected exclusion on gluino masses up
to about 1300 GeV 1.

Though this SR was fixed, the methods used to estimate the ex-
pected SM backgrounds were not. A set of Control Regions (CRs) and
Validation Regions (VRs) were chosen to make these estimations pos-
sible. CRs are regions in which the collected data can be used to make
an estimate of a SM background in the SR, while VRs are used to con-
firm that the background estimate based on the CR is valid. Both CRs

and VRs are designed to minimize contamination from the BSM pro-
cess being searched for. This is desirable because signal contamina-
tion in a CR can lead to an overestimate of the SM background in
the SR, disguising a genuine signal as background. Contamination in
a VR, where background estimates are being validated, can make it
appear that the SM background is not well described by an estimate,
causing analyzers to adjust the method to account for the difference,
and again, disguising the effect of the same signal in the SR.

1 The expected exclusions, discussed further in Chapter 13, are made assuming the
data exactly matches background predictions. The previous search had an observed
exclusion on gluino masses up to about 850 GeV, which was lower than the expected
exclusion due to the excess observed.
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Figure 63: Comparison of data and MC in an inclusive selection of events
with at least two jets. Top is the HT for these events, and Emiss

T
is shown on the bottom. On the left is the ee channel and on the
right is the µµ channel.

The strategy for estimating the FS background, for example, de-
pends on a series of CRs and VRs depicted in Figure 64. One estimate,
the flavor symmetry method, takes data from CR-FS, a different-flavor
region with slightly wider m`` bounds than the SR, and uses these
events to predict the contribution of flavor symmetric processes to
SRZ. An independent method called a sideband fit uses a control re-
gion CRT to measure the flavor symmetric events outside of the Z
mass window, and uses MC to extrapolate inside the Z mass window
to SRZ. In addition, both methods are validated at lower Emiss

T with
an otherwise identical series of regions, with VRS corresponding to
SRZ, VRT corresponding to CRT, and VR-FS corresponding to CR-FS.

96



9.1 trigger strategy

	
	

	
	

	
	

CR-FS	
eμ	channel	

	
	
	
	

VRT	
	

VRS	
	

VRT	
		

	mll  [GeV]	

	E
T			

			
	 [G

eV
]	

101 

200 

225 

100 

81 

Valida2on	of	sideband	fit	

61 121 

Signal	region	Sideband	fit	
CRT	
	Sideband	fit	

SRZ	
	

CRT	
	

Flavour-symmetry	method	m
iss
		

Figure 64: Schematic layout of the signal region, as well as the control and
validation regions used to predict the FS background. The regions
displayed differ only by their m`` and Emiss

T values, except for CR-
FS, which contains different-flavor leptons, while all other regions
contain same-flavor leptons [98].

The background estimation methods, described in Chapter 10, each
require their own set of these regions. The full list of regions used in
this analysis can be seen in Table 7. In addition to the FS regions de-
scribed above, there is one more CR, CR-γ, which is a photon region
used to predict the number of Z/γ∗+ jets events, a process described
in Section 10.2. Additional VRs, VR-ZZ, VR-WZ, and VR-3L, are intro-
duced in order to validate the diboson and rare top backgrounds that
are taken directly from MC. There are several additional regions used
in the estimation of the fakes and Z/γ∗ + jets contributions to the SR

that are defined in their respective sections.

9.1 trigger strategy

In order to collect data for the analysis, triggers must be chosen that
provide good efficiency in each of the SR, VR, and CRs. This analy-
sis primarily depends on triggers on leptons, which are required in
nearly every region. To simplify the application of trigger scale fac-
tors, which correct MC yields for a given trigger to match the data
efficiencies, events are broken down into a series of kinematic ranges,
each with a designated trigger. These regions can be seen in Table 8.

In kinematic regions where single lepton triggers are fully efficient,
they are preferentially used. In lower-pT ranges, dilepton triggers are
used, targeting either ee, µµ, or eµ events. Electron triggers are se-
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9.1 trigger strategy

On-shell Z Emiss
T HT njets m`` SF/DF ∆φ(jet12, p miss

T ) mT(`3, Emiss
T ) nb-jets

regions [GeV] [GeV] [GeV] [GeV ]

Signal region

SRZ > 225 > 600 ≥ 2 81 < m`` < 101 SF > 0.4 − −

Control regions

CRZ < 60 > 600 ≥ 2 81 < m`` < 101 SF > 0.4 − −
CR-FS > 225 > 600 ≥ 2 61 < m`` < 121 DF > 0.4 − −
CRT > 225 > 600 ≥ 2 > 40, m`` /∈ [81, 101] SF > 0.4 − −
CRγ − > 600 ≥ 2 − 0`, 1γ − − −

Validation regions

VRZ < 225 > 600 ≥ 2 81 < m`` < 101 SF > 0.4 − −
VRT 100–200 > 600 ≥ 2 > 40, m`` /∈ [81, 101] SF > 0.4 − −
VRS 100–200 > 600 ≥ 2 81 < m`` < 101 SF > 0.4 − −
VR-FS 100–200 > 600 ≥ 2 61 < m`` < 121 DF > 0.4 − −
VR-WZ 100–200 − − − 3` − < 100 0

VR-ZZ < 100 − − − 4` − − 0

VR-3L 60–100 > 200 ≥ 2 81 < m`` < 101 3` > 0.4 − −

Table 7: Overview of all signal, control and validation regions used in the
on-shell Z search. More details are given in the text. The flavour
combination of the dilepton pair is denoted as either SF for same-
flavor or DF for different flavor. All regions require at least two
leptons, unless otherwise indicated. In the case of CRγ, VR-WZ, VR-
ZZ, and VR-3L the number of leptons, rather than a specific flavor
configuration, is indicated. The main requirements that distinguish
the control and validation regions from the signal region are indi-
cated in bold. Most of the kinematic quantities used to define these
regions are discussed in the text. The quantity mT(`3, Emiss

T ) indi-
cates the transverse mass formed by the Emiss

T and the lepton which
is not assigned to either of the Z-decay leptons.
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9.2 signal efficiency and contamination

Lepton pT Trigger in 2015 Trigger in 2016

Di-electron channel

pT(e1) > 65 GeV HLT_e60_lhmedium HLT_e60_lhmedium_nod0

pT(e1) ≤ 65 GeV HLT_2e17_lhloose HLT_2e17_lhvloose_nod0

Di-muon channel

pT(µ1) > 52.5 GeV HLT_mu50 HLT_mu50

pT(µ1) ≤ 52.5 GeV HLT_mu24_mu8noL1 HLT_2mu14_nomucomb

Electron-muon channel

pT(e) > 65 GeV HLT_e60_lhmedium HLT_e60_lhmedium_nod0

pT(e) ≤ 65 GeV and pT(µ) > 52.5 GeV HLT_mu50 HLT_mu50

pT(e) ≤ 65 GeV and pT(µ) ≤ 52.5 GeV
HLT_e7_lhmedium_mu24 HLT_e7_lhmedium_nod0_mu24

and pT(e) < pT(µ)

pT(e) ≤ 65 GeV and pT(µ) ≤ 52.5 GeV
HLT_e17_lhloose_mu14 HLT_e17_lhloose_nod0_mu14

and pT(µ) < pT(e)

Table 8: Lepton trigger requirements used for the analysis in different re-
gions of lepton-pT phase space.

lected over muon triggers when possible because they have higher
trigger efficiencies.

Table 8 also shows the triggers used in 2015 and 2016. The two are
not identical because higher instantaneous luminosities were reached
in 2016, and the trigger menu was changed to compensate for the in-
creased rates. In addition, triggers that didn’t include impact param-
eter requirements were made available in 2016, and in the interest
of not excluding signals with displaced vertices, these triggers were
used.

In CR-γ, there are no leptons, so an alternate trigger strategy must
be used. Section 10.2.1 describes this triggering scheme, which in-
cludes a combination of prescaled and unprescaled photon triggers
to allow for the collection of low-pT γ + jets events.

9.2 signal efficiency and contamination

Using the simplified models discussed in Section 2.2.3, the contribu-
tions of potential signals in these regions can be studied. In the SR, the
goal is to include as much of the potential signal as possible, while
excluding as much SM background as possible. Figure 65 shows the
acceptance and efficiency for the simplified models at different mass
points. Acceptance is defined as the fraction of signal events that pro-
duce signatures that kinematically match the SR, while the efficiency
is the fraction of these events expected to be correctly reconstructed
and identified. Acceptance ranges between 3-5% for the simplified
models considered, while efficiency is typically 70-90%. The accep-
tance is small because the simplified models include all possible Z
boson decays, and only about 7% of these decays result in electron or
muon pairs. These studies are performed using MC, with corrections
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9.2 signal efficiency and contamination

applied to match data efficiencies. These efficiencies are measured as
a function of pT and η, and include separate identification efficiencies
for electrons and muons.
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Figure 65: Signal region acceptance (left) and efficiency (right) in SRZ for
the simplified model with gluino pair production with χ̃0

2 decays
to χ̃0

1 and an on-shell Z boson with 1 GeV neutralino LSP. Ac-
ceptance is calculated by applying the signal-region kinematic
requirements to truth objects in MC, which do not suffer from
identification inefficiencies or measurement resolutions [98].

Using the same MC, the possibility of signal contamination in the
CRs and VRs is assessed. Figures 66 and 67 show the fraction of events
in these regions expected to come from signal for different points on
the simplified model’s mass grid. Contamination is highest in VRS, at
low mg̃. However, past analyses have already excluded most models
with mg̃ < 800 GeV [1], so this is not a concern. For models with
mg̃ > 800 GeV, signal contamination in VRS is below 30%, and for
models with mg̃ > 1 TeV, the contamination decreases to 10%. In the
CRs, contamination is below 20% for models with mg̃ > 800 GeV, and
below 5% for models with mg̃ > 1 TeV.
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Figure 66: Expected signal contamination in CRT (left) and CR-FS (right)
for the signal model with gluino pair production, where the
gluinos decay to quarks and a neutralino, with the neutralino
subsequently decaying to a Z boson and a 1 GeV neutralino LSP.
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Figure 67: Expected signal contamination in VRS (left) and VRT (right) for
the signal model with gluino pair production, where the gluinos
decay to quarks and a neutralino, with the neutralino subse-
quently decaying to a Z boson and a 1 GeV neutralino LSP.
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10
B A C K G R O U N D E S T I M AT I O N

This analysis requires two leptons with m`` consistent with the Z
mass, at least two jets, large Emiss

T , and large HT. Any SM processes
that produce this signature will appear as a background to the search.
The most important task of the analysis is to identify and estimate
these backgrounds, so that any excess of events appearing on top of
the standard model background can be identified. The main back-
grounds processes for this analysis are described in Chapter 7. The
largest background is from flavor symmetric processes, with smaller
contributions coming from the remaining diboson processes, Z/γ∗ +
jets, rare top processes, and fake and non-prompt leptons.

10.1 flavor symmetric processes

The FS background estimation is performed using two methods. The
first, the Flavor Symmetry method, takes advantage of the uncorre-
lated lepton flavors in these processes, and uses data observed in the
eµ channel to predict backgrounds in the ee and µµ channels. The
second, the Sideband Fit method, normalizes MC using data in the
off-Z region of the ee and µµ channels, and uses that normalization
to make a prediction of the on-Z region. Because it depends less on
MC, and because it has smaller total uncertainties (as discussed in
Chapter 11), the Flavor Symmetry method is chosen as the nominal
prediction, with the Sideband Fit method used as a cross-check.

10.1.1 Flavor Symmetry Method

As a consequence of the independence of the lepton flavors, any FS

process should produce ee, µµ, and eµ events in a 1:1:2 ratio. This ratio
is taken advantage of in the flavor symmetry method by measuring
eµ events in data and using them to predict the contribution of these
processes in the ee and µµ channels [1].

To estimate the number of events in SRZ, a control region called
CR-FS is used. Both regions are defined in Table 7. CR-FS is very
similar to SRZ with two changes: it requires different-flavor leptons
instead of the same-flavor leptons required by SRZ, and the m`` range
it covers has been expanded by a factor of three, now ranging from 61

to 121 GeV. The expansion of the m`` window is done to increase the
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10.1 flavor symmetric processes

number of events in the control region, thus lowering the statistical
uncertainty of the prediction 1.

This control region is expected to be about 95% pure in FS pro-
cesses, with most of the remaining events coming from fake or non-
prompt leptons. The FS portion is made up primarily of tt̄ (∼80%),
with additional contributions from Wt (∼10%), WW (∼10%), and
< 1% Z → ττ.

The 1:1:2 ratio cannot be applied directly to the events measured
in CR-FS because the efficiencies for identifying electrons and muons
are not identical. Correction factors are applied to account for trigger
efficiencies for each channel, selection efficiencies for electrons and
muons, the m`` expansion, and the purity of the control region. Com-
bining these factors, the estimate for number of events in the ee and
µµ channels is as follows:

Nest
ee =

1
2
· fFS · fZ-mass ·

Ndata
eµ

∑ ke(pµ
T, ηµ) · α(p`1

T , η`1), (41)

Nest
µµ =

1
2
· fFS · fZ-mass ·

Ndata
eµ

∑ kµ(pe
T, ηe) · α(p`1

T , η`1), (42)

where Ndata
eµ is the number of data events observed in CR-FS, fFS is

the fraction of events from FS processes in CR-FS, fZ-mass is the frac-
tion of events in the widened m`` range expected to be in the on-Z
range (taken from tt̄ MC), ke(pT, η) and kµ(pT, η) are relative selection
efficiencies for electrons and muons, calculated in bins of pT and η

of the lepton to be replaced, and α(pT, η) accounts for the different
trigger efficiencies for events in each channel, binned based on the
kinematic properties of the leading lepton.

These k and α factors are calculated from data in an inclusive on-Z
selection (81 < m``/ GeV < 101, ≥ 2 jets), according to:

ke(pT, η) =

√
Nmeas

ee
Nmeas

µµ

(43)

kµ(pT, η) =

√
Nmeas

µµ

Nmeas
ee

(44)

α(pT, η) =

√
ε

trig
ee (pT, η)× ε

trig
µµ (pT, η)

ε
trig
eµ (pT, η)

(45)

1 This method was developed for a smaller dataset for which this statistical un-
certainty was the dominant uncertainty on the total background prediction, and
this expansion substantially reduced the overall uncertainty [99]. If the SR were re-
optimized, the cuts on HT and Emiss

T would be increased, leading to fewer events in
CR-FS, and this statistical uncertainty would once again become dominant.
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10.1 flavor symmetric processes

where ε
trig
ee/µµ is the trigger efficiency2 and Nmeas

ee/µµ is the number of
ee/µµ events in the inclusive on-Z region described above. Here, the k
factors are related by ke = 1/kµ. These factors are calculated separately
for leading and sub-leading leptons, and the appropriate k value is
selected based on which of the leptons is to be replaced.

The k factors are defined by a square root because, when using
dilepton events, the quantity being measured is the efficiency of the
detection of two leptons. Assuming that the two leptons have similar
efficiencies, the square root of this quantity gives the efficiency for a
single lepton.

The α factor’s complicated form is a result of its dual purpose; it
accounts for the difference in trigger efficiencies between the different-
flavor and same-flavor channels, and corrects for the implicit trigger
dependence of the k factor. To make a prediction in the ee channel, for
example, α is defined as

α(pT, η) =
ε

trig
ee

ε
trig
eµ

×

√√√√ε
trig
µµ

ε
trig
ee

(46)

where the first term accounts for the different trigger efficiencies be-
tween the ee and eµ channels, and the second term cancels the trigger
dependence of ke:

ke(pT, η) =

√
Nmeas

ee
Nmeas

µµ

=

√√√√ εid
ee × ε

trig
ee

εid
µµ × ε

trig
µµ

(47)

where εid gives the efficiency for identifying a dilepton event, sepa-
rated from the trigger efficiency.

In most pT and η ranges, the difference between electron and muon
selection efficiencies is small, so these correction factors are typically
within 10% of unity. In the region |η| < 0.1 they are up to 50% from
unity because of the lack of coverage of the muon spectrometer. ke

factors measured in the 2016 dataset can be seen in Figure 68. In
most cases, the only correction factor that differs substantially from
one is fZ-mass, which is typically about 1/3.

The estimate is corrected for contamination of non-FS backgrounds
in CR-FS according to

fFS =
Nobs − Nnon-FS

Nobs
(48)

where Nobs is the number of observed data events in CR-FS, and
Nnon-FS is the number of expected events in CR-FS not resulting from

2 This efficiency is defined by taking all events in the inclusive on-Z selection men-
tioned above and determining the fraction that passes the relevant trigger require-
ment defined by Table 8. Because the offline selection made on these events already
has some trigger dependence, this calculation of efficiency could be slightly biased.
This effect is considered in Section 11.1.1, and the uncertainty applied to the estimate
as a result is described.
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Figure 68: Measurements of ke, the ratio of electron to muon events, in bins
of pT and η, with statistical uncertainties shown. On the top is the
measurements indexed by the leading lepton, while the measure-
ments indexed by the subleading lepton are on the bottom. When
an eµ event is transformed into either an ee or µµ event, the ap-
propriate measurement is chosen based on which of the original
leptons (leading or subleading) must have its flavor changed. The
efficiencies displayed are for the 2016 dataset.

FS processes. This number is taken from MC for all backgrounds ex-
cept for fakes, which are estimated according to the data-driven ma-
trix method described in Section 10.3. According to the estimate, fakes
account for about 65% of the contamination in this region, with the
remaining contamination resulting from diboson (15%) and rare top
(20%) processes. fFS is about 95% in CR-FS.

The way this fraction is calculated, any backgrounds that are not
accounted for in Nnon-FS would be assumed to be FS. Instead, the MC

could be used to predict the number of events that are FS, which
would result in any unaccounted for backgrounds being identified as
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10.1 flavor symmetric processes

Region ee prediction µµ prediction combined prediction

SRZ 16.5± 2.1 16.7± 2.0 33.2± 3.9

VRS 49.7± 4.6 49.6± 4.6 99.3± 8.5

Table 9: Yields in signal and validation regions for the flavor symmetric
background. Errors include statistical and systematic uncertainties,
discussed in Chapter 11.

non-FS. The former procedure is preferable for several reasons. First,
it reduces the dependence on FS MC, which is important for maintain-
ing this method’s independence from the Sideband Fit cross-check
method discussed in Section 10.1.2. It also provides a conservative
estimate of the number of FS events, making an underestimate of the
background less likely. Lastly, if for example, the number of fakes
were underestimated, fFS would increase, partially compensating for
the underestimate.

A prediction is made both for SRZ using the 91 events measured
in CR-FS, and the lower-Emiss

T validation region, VRS, with the 277

events in VR-FS. The background estimation is performed separately
for the two data taking periods, 2015 and 2016, because of the chang-
ing triggers and conditions. The results are then summed together, as
shown in Table 9. In SRZ, 33.2± 3.9 events are expected. The uncer-
tainties in this table are discussed in Section 11.1.1.

10.1.2 Sideband Fit Method

As a crosscheck to the flavor symmetry method, a MC-based method
is used. This method is called a sideband fit, and it begins with a MC

estimate of the signal region across an m`` range that includes all val-
ues above 40 GeV. This region, excluding the on-Z range that makes
up the SR, is used as a control region, defined as CRT in Table 7.

The SM backgrounds are estimated for CRT using MC, except for
the fakes background, which is taken from the data-driven method
described in Section 10.3. This background prediction is then fit to
the measured data yield in CRT with one free parameter. This param-
eter scales the overall normalization of tt̄ MC. All other backgrounds
contributing to this control region are constrained by their uncertain-
ties, which are used as nuisance parameters in the fit. Once the tt̄
normalization has been acquired from this fit, it is applied to the tt̄
MC yield in the SR. This scaled tt̄ MC is added to the raw MC estimates
of the other FS processes to give a final estimate of the FS background.

The results of the fit can be seen in Table 10, along with the original
MC or data-driven estimates for each background. The bottom half of
the table shows the raw MC estimates, as well as data-driven estimates
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10.1 flavor symmetric processes

for the fakes and Z/γ∗ + jets backgrounds. The top half of the table
shows values for each of these quantities after the fit. The only signif-
icant change after the fit is the tt̄ background, which is scaled by a
factor of 0.64. Normalization factors acquired in CRT are applied to
SRZ.

To validate the method, it is repeated in VRS using a fit acquired
from VRT. These regions are identical to SRZ and CRT, but with Emiss

T
ranging from 100 to 200 GeV. The normalization factors, listed in Ta-
ble 11, are significantly different for the two regions. This difference
is expected because the tt̄ MC over-predicts the high-Emiss

T tail. This
discrepancy between data and MC is likely due to a mismodeling of
of the top quark pT distribution, which does not match the spectrum
seen in data [100, 101]. Figure 69 shows the lepton pT distribution in
tt̄ events, demonstrating this discrepancy. This sideband fit method
corrects for this mismodeling by performing fits in regions very kine-
matically similar to the signal region.

Figure 69: Lepton pT distribution in data and MC, demonstrating the overes-
timate of the high-pT tail in MC [100].

This method is extremely effective as a crosscheck because it uses
a completely independent dataset from the flavor symmetry method,
and the two methods have very little overlap in dependence on MC.
If a misunderstanding of the background composition of CR-FS were
to occur, it could alter the Flavor Symmetry prediction, but the Side-
band Fit method should be unaffected. If the MC shape of tt̄ were
significantly mismodeled across the large m`` range used in the Side-
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Fit region tt̄ normalization

CRT 0.64± 0.18

VRT 0.80± 0.09

Table 11: Summary of the tt̄ normalization factors calculated by the side-
band fit to CRT and VRT for the 2015+2016 data.

band Fit, this could yield a poor prediction, but the Flavor Symmetry
method only uses the shape from MC in a narrow band around the Z
peak, so it would be largely insensitive to this mismodeling. The two
methods produce consistent results in both SRZ and VRS, as shown
in Table 12, demonstrating that significant mismodelings of either of
these features is unlikely.

Region Flavour-symmetry Sideband fit

SRZ 33± 4 29± 7

VRS 99± 8 92± 25

Table 12: Comparison of FS background predictions from the nominal
method, the flavor symmetry method, and the cross-check, the
sideband fit method. Uncertainties include statistical and system-
atic uncertainties in both cases.

10.2 Z/γ∗ + jets background

The Z/γ∗ + jets background is produced by a process called Drell-
Yan in which annihilating quark/anti-quark pairs produce a Z boson
or a virtual photon. These bosons then decay to two leptons, which,
in the case of the Z boson, naturally appear in the Z-mass window.
This process can occur in association with jets due to initial state radi-
ation, which can satisfy the jet and HT requirements in SRZ. However,
this process rarely produces real Emiss

T (though occasionally neutri-
nos do appear in hadronic decays of a Z boson), so most events with
large amounts of Emiss

T are the result of mismeasurement 3. The 225

GeV Emiss
T cut in SRZ includes Z events only from the very high tail

of the Emiss
T distribution, so a small mismodeling of jet resolution or

energy scale in MC can drastically change the prediction. If the pre-
diction of the Z/γ∗ + jets background is too low, this will result in a
peak on the Z mass of the observed data over expected background,
mimicking a signal.

3 Z → ττ events do produce real Emiss
T , but these decays are grouped into the FS

background, and are not considered here.
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10.2 z/γ∗ + jets background

Because of the sensitivity to mismodeling in the MC prediction
of these high Emiss

T tails, a data-driven method is used to estimate
this background. The method uses γ + jets events which, like the
Z/γ∗ + jets events, contain one boson recoiling against a hadronic
system. These γ + jets events are then corrected for the kinematic
differences between photons and Z bosons [32, 102]. The sample of
γ + jets events is taken from CR-γ, defined in Table 7. This region
is similar to the SRZ selection without the Emiss

T requirement, but it
vetoes events with leptons and requires at least one photon. Addi-
tionally, the ∆φ(jet12, pmiss

T ) cut in SRZ, which is designed to reduce
the background from mismeasured jets, is removed for this region
because of its unpredictability at very low values of Emiss

T , when the
angle of the Emiss

T is much less meaningful.
Despite their similarities, there are many differences between γ and

Z events. The massive Z boson requires more energy to be produced
than the massless photon, producing a difference in the kinematic dis-
tributions for bosons and jets in these events. Another consequence of
photon’s masslessness is that they must be produced with associated
jets; otherwise, the process cannot simultaneously satisfy conserva-
tion of energy and momentum. As a consequence of these differences,
many kinematic variables have different shapes between the two sam-
ples. Figure 70 shows a MC comparison of boson pT between γ and
Z events, demonstrating the shape differences between the two pro-
cesses.

The most significant experimental difference between Z/γ∗ + jets
and γ + jets events is that Z bosons rapidly decay, in the case of this
analysis, to two leptons, which are then observed by the ATLAS de-
tector. In contrast, the photon is stable, and can be directly detected
by ATLAS. This means that the reconstructed Z boson has an energy
resolution that’s the convolution of the resolutions of either a pair of
electrons or a pair of muons, while the photon resolution is the result
of only one measurement. Though electron and photon resolutions
are similar because both depend on the electromagnetic calorimeter,
the difference between the measurement of two, lower-pT objects and
one higher-pT object creates small differences. The muons, whose en-
ergy measurements rely on the reconstruction of tracks in the ID and
MS, have a very different momentum resolution from either electrons
or photons.

In addition, this difference in detection means there is a minimum
value for the pT of the photons observed; only photons with pT >
35 GeV are consistently identified by the trigger. For the Z boson,
there is no direct minimum on pT, only a reduction of efficiency at
low values due to the minimum pT values of the leptons used to
reconstruct them.

The goal of this method is to predict the Emiss
T distribution of the

Z/γ∗ + jets background using a manipulated γ + jets sample from
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Figure 70: MC comparison of boson pT in a selection of photon and Z → ``
events with HT > 600 GeV. The feature at 1000 GeV is not physical,
but a reflection of the change in bin size.

data. These differences between Z+jet and γ+jet events can be bro-
ken down into two categories: differences which affect the jet energy
and measurement, and differences which affect the boson energy and
measurement. The differences in the hadronic system are simpler, and
mostly consist of different numbers and energies of jets between the
two samples, which can be accounted for via reweighting in a variable
that is representative of the total energy scale of the event. The differ-
ences in the bosons are more complex, and require the application of
smearing functions based on the different observed objects. Together
these corrections allow for complete modeling of the Z/γ∗+ jets Emiss

T
spectrum with γ+jet events.
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10.2.1 Photon and Z Event Selection

The baseline photon events come from CR-γ, an inclusive CR with no
Emiss

T cut, a lepton veto, and the requirement of at least one photon4.
This selection is very pure in γ+jet events, but some Vγ events are
also included, which can include real Emiss

T . These backgrounds are
subtracted from the yield in this region according to MC. The impact
of these backgrounds and the process by which they are subtracted
are discussed in Section 10.2.5.

The triggering scheme for these γ+ jets events is more complicated
than in other regions because the lowest unprescaled photon trigger
requires a photon pT of at least 120 (140) GeV in 2015 (2016) datatak-
ing, but the method requires events with much lower pT to predict
the full Z-boson pT spectrum. To accomplish this, the lower-pT pho-
tons are collected with prescaled triggers with a designated trigger
for each pT range, listed in Table 13. The events in each selection are
then weighted by the prescale value of the trigger used to reconstruct
a smooth pT spectrum.

These γ events can then be compared to baseline Z → `` events
with a similar selection. These events have the same dilepton require-
ments as SRZ, without the m`` cut. They also have no Emiss

T cut, but
like the photons, are required to have HT > 600 GeV as in SRZ.

10.2.2 Smearing of Photon Events

While Z+jet events are measured as a pair of leptons recoiling against
a hadronic system, γ+jet events are measured only as one object re-
coiling against jets. In addition, detector resolution is very different
for muons and photons, though electrons and photons are similar.
The impact of these differences must be corrected for in γ+jet events
in order for them to accurately predict the Emiss

T distribution of the
Z/γ∗ + jets events. In most cases, the resolution of the photon’s pT is
better than that of the Z boson, so the photon events can be smeared
to emulate the Z boson’s resolution.

To isolate mismeasurement of boson pT, this method uses Emiss
T,‖ ,

defined as

Emiss
T,‖ = Emiss

T sinθ (49)

where θ is the angle between pmiss
T and the pT of the Z boson. Fig-

ure 71 shows the Emiss
T,‖ distribution in MC for the two samples, and

demonstrates the discrepancies between them. The core of the pho-
ton distribution is similar to the Z → ee distribution because mea-
surements of both photons and electrons are primarily taken from

4 This region includes an HT cut, which requires the translation of photon pT into an
equivalent di-lepton pT scalar sum. This process is described in Section 10.2.4.
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pT Range [GeV] Trigger Name

2015 Data-Taking

37 < pT < 45 HLT_g35_loose_L1EM15

45 < pT < 50 HLT_g40_loose_L1EM15

50 < pT < 55 HLT_g45_loose_L1EM15

55 < pT < 125 HLT_g50_loose_L1EM15

pT > 125 HLT_g120_loose_L1EM15

2016 Data-Taking

25 < pT < 30 HLT_g20_loose_L1EM12

30 < pT < 40 HLT_g25_loose_L1EM12

40 < pT < 45 HLT_g35_loose_L1EM12

45 < pT < 50 HLT_g40_loose_L1EM12

50 < pT < 55 HLT_g45_loose_L1EM12

55 < pT < 65 HLT_g50_loose_L1EM12

65 < pT < 75 HLT_g60_loose_L1EM12

75 < pT < 85 HLT_g70_loose_L1EM12

85 < pT < 105 HLT_g80_loose_L1EM12

105 < pT < 145 HLT_g100_loose_L1EM12

pT > 145 HLT_g140_loose_L1EM12

Table 13: List of triggers used to collect photon events in 2015 and 2016 data-
taking.

the electromagnetic calorimeter and have the same resolution. Differ-
ences between the photon and ee resolutions in the high Emiss

T,‖ tail are
due to the different OR treatments for the two objects. For muons,
which rely on tracks to determine pT, the resolution becomes larger
at high pT values where the tracks are nearly straight. For a muon
with a pT of 200 GeV, this the resolution is about 5%, while a photon
or electron with the same pT has a resolution of 1-2% [103, 104]. As
a consequence, the resolution distributions for photon and Z → µµ

events are very different.
A function to smear photon events is derived from the deconvo-

lution of the γ + jets and Z/γ∗ + jets Emiss
T,‖ distributions, taken from

1-jet CRs with no HT cut, which are otherwise identical to the baseline
Z and γ selections. Assuming the jet response functions are the same
for the two event types, the deconvolution should cancel these terms
and leave a smearing function based only on the differences between
photon and Z boson resolutions. The 1-jet CRs are chosen both for
the simplicity of the hadronic systems involved, and because they are
orthogonal to the SR.
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Figure 71: Emiss
T ,‖ distributions in MC for Z+jets in the ee (left) and µµ (right)

channels compared to the γ + jets prediction in an inclusive re-
gion with HT > 600 GeV.

In these 1-jet CRs, events are first binned in boson pT, and in each
bin, an Emiss

T,‖ distribution is made. The smearing function is defined
for each bin as the deconvolution of the Z/γ∗ + jets and γ + jets
Emiss

T,‖ distributions. Next, for each photon event, the smearing func-
tion matching the event’s photon pT is sampled, yielding the smear-
ing amount, ∆pT. The photon’s pT is then adjusted according to

pγ′
T = pγ

T + ∆pT (50)

and the corresponding change in Emiss
T is made,

Emiss′
T,‖ = Emiss

T,‖ − ∆pT. (51)

The data- and MC-derived smearing functions each have their own
benefits. The data-based functions are of course not subject to any
potential mismodeling, but it is possible to have contamination from
other processes that is not accounted for. Because good agreement
between data and MC is seen in the Emiss

T,‖ spectrums, contamination
was deemed a higher concern than mismodeling, and the MC-based
function was used as the nominal smearing function, with the data-
based function used as a cross-check.

The smeared Emiss
T,‖ distributions can be seen in Figure 72. Though

there is a small amount of oversmearing in the negative tail, the im-
provement in agreement between the distributions, especially in their
cores, is clear.
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Figure 72: Emiss
T,‖ distributions in MC for Z+jets ee (left) and µµ (right) chan-

nels compared to γ + jets in an inclusive region with HT > 600

GeVafter the smearing procedure has been performed. The events
in these distributions have also been pT reweighted, as described
in Section 10.2.3.

10.2.3 pT Reweighting of Photon Events

Next, the photon events are reweighted to match the boson pT spec-
trum of the Z events. This is accomplished by making histograms
of boson pT for γ + jets and Z/γ∗ + jets events with binning identi-
cal to the pT bins used for the determination of smearing functions.
Photons are binned based on their smeared pT determined in the pre-
vious step. A reweighting factor f (pT) is then calculated in each bin,
according to

fMC(x) =
NZ/γ∗+jets(x)

Nγ+jets(x)
(52)

in MC, and in data according to

fdata(x) =
Ndata(x)− Ntt̄(x)− NVV(x)

Nγ+jets data(x)
, (53)

where the contamination from other backgrounds is taken from MC

and subtracted from the Z candidate sample. The resulting reweight-
ing factors can be seen in Figure 73 and are calculated independently
for ee and µµ events. Differences between the electron and muon res-
olutions can cause small differences in the pT reweighting factors be-
tween the channels; the large muon resolution can artificially inflate
the high-pT tail. Nonetheless, these differences are very small, and
the resulting factors are nearly identical between the two channels.
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The data-based reweighting function is used as the nominal function,
while the MC-based function is used for MC closure tests described in
Section 11.1.2.
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Figure 73: Photon reweighting factors for the ee (left) and µµ (right) channels
derived from data and MC.

This reweighting, though it is performed on the boson pT, primarily
serves to produce more similar jet distributions between the γ and
Z samples. The boson pT is serving here as a proxy for the energy
scale of the event, and reweighting in this variable results in photon
events with hadronic energy that approximately matches that of the
Z/γ∗+ jets distributions. It is important to match the hadronic energy
scales because the mismeasurement (and thus the Emiss

T ) scales with
the square of the observed hadronic energy. Other variables can be
used for reweighting, and are used in the determination systematic
uncertainties discussed in Section 11.1.2, but boson pT reweighting
was observed to yield the best agreement between the prediction and
Z/γ∗ + jets events in MC-only tests.

Together, the boson smearing and pT reweighting produce an Emiss
T

spectrum in the modified photon events that closely matches that of
the Z/γ∗ + jets events. Figures 74 and 75 show the comparison of the
Emiss

T distributions before any alteration, with only pT reweighting,
and after the smearing and reweighting, demonstrating the impact of
each step. In the ee channel, the Emiss

T distribution looks similar be-
tween Z/γ∗ + jets and γ + jets events up to about 150 GeV. Above
this value, the differences between γ and Z → ee resolutions seen in
the tails of Figure 71 become significant. In the µµ channel, the dis-
crepancy between the Emiss

T in Z/γ∗ + jets and γ + jets events begins
at much lower values. In both cases, the application of pT reweight-
ing and smearing result in excellent agreement between the two Emiss

T
spectra, with most of the improvement resulting from the smearing
factors.

With the Emiss
T distribution of the Z/γ∗ + jets events correctly em-

ulated by the modified γ + jets events, the ∆φ(jet12, pmiss
T ) cut can be
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Figure 74: Emiss
T distribution comparing MC distributions of photon and

Z events before any smearing is applied (top), with only pT
reweighting applied (bottom left), and after pT reweighting and
smearing have both been applied (bottom right) in the ee channel
of 2016 data.

applied. Then, the γ + jets distribution is normalized to match the
Z/γ∗ + jets yield in CRZ, a region identical to SRZ, but with a maxi-
mum Emiss

T value of 60 GeV. This yield is determined by subtracting
all other backgrounds from the number of data events observed in
CRZ, with each background estimated according to its nominal back-
ground prediction for the SR.
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Figure 75: Emiss
T distribution comparing MC distributions of photon and

Z events before any smearing is applied (top), with only pT
reweighting applied (bottom left), and after pT reweighting and
smearing have both been applied (bottom right) in the µµ channel
of 2016 data.

10.2.4 Determining HT and m``

One complication thus far ignored is that CR-γ has no leptons, but
some quantities that define the SR require them, namely m`` and HT.
There is no analogue of m`` in photon events, and though the con-
tribution of leptons to the HT variable can be related to the pT of
the boson in γ + jets events, the relationship depends on the angular
distributions between lepton pairs in Z/γ∗ + jets events and must ac-
count for the mass of the Z boson. Instead of determining an analytic
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function to describe such a relation, both of these variables are deter-
mined by creating histograms binned in the boson pT and sampling.

In the case of HT, distributions of the scalar sum of the pT of the
leading leptons are made for each Z boson pT bin using Z/γ∗ + jets
MC. A sampled value from the distribution is then added to the HT of
the jets in a photon event to produce the final estimate. This sampling
is done before any reweighting is performed because the HT is needed
to make the preselection for the reweighting process. However, the
smearing is performed inclusively in HT, so this procedure can be
performed using the smeared photon pT to choose the distribution to
sample.

The m`` determination is performed after both the smearing and
reweighting, and is tied closely to the smearing step. Mismeasure-
ments in lepton pT can create Emiss

T in a Z/γ∗ + jets event, but the
same event is likely to migrate off the Z m`` window due to the
mismeasured lepton. Thus it is very important that the two effects
be carefully correlated in the manipulated photon events. To achieve
this, MC Z events from the 1-jet CR described in Section 10.2.2 are
used to make two-dimensional distributions of m`` as a function of
the difference between reconstructed and true Z pT for the ee and
µµ channels. A photon event then uses the ∆pT assigned to it during
the smearing process to index the distribution, and an m`` value is
sampled from the corresponding bin 5.

To test the soundness of this procedure, it is repeated purely in MC,
and the results of the MC prediction and the data prediction are com-
pared to the m`` distribution in Z/γ∗ + jets MC in Figure 76. Though
there are some areas of disagreement across the m`` spectrum, very
good closure is seen on the on-Z bin, which is what is needed for the
estimate of SRZ’s backgrounds. After the m`` distribution has been
emulated, a cut requiring that the photon events have an m`` value
between 81 and 101 GeV can be made.

10.2.5 Subtraction of Vγ Events

At high Emiss
T , where the signal region lies, contamination of CR-γ

with Vγ events becomes significant, as shown in Figure 77. These
events must be subtracted from the γ + jets prediction because, once
the photons are corrected to approximate Zs, they essentially provide
a (not very accurate) prediction of diboson events, which are already
accounted for in another background estimate.

This subtraction is accomplished by applying the γ + jets method
to Vγ MC to approximate these backgrounds’ contribution to the fi-

5 Ideally this ∆pT would also include the difference between the true and recon-
structed pT of the photon events, but this information is of course not accessible in
data. Luckily, in the events in the final SR this value is typically negligible compared
to the ∆pT from smearing, so the impact is small.
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Figure 76: Z/γ∗ + jets MC m`` distribution compared to the prediction from
γ + jets method performed on MC (left) and the prediction from
γ + jets method performed on data (right).
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Figure 77: Comparison of data and MC in CR-γ without any HT cut, includ-
ing the contributions from various Vγ processes.

nal Emiss
T distribution. This contribution is then subtracted from the

γ + jets prediction, the impact of which can be seen in Figure 78.
As expected, the impact is greatest at high Emiss

T where these back-
grounds are most significant.
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Figure 78: Total γ + jets data prediction in SRZ (excluding the Emiss
T cut)

and the prediction after the V γ subtraction.

10.2.6 Validation in Data

The γ + jets jets method is validated in a region called VRZ, defined
in Table 7, which is similar to SRZ, but with an inverted Emiss

T cut.
Figure 79 shows the low-Emiss

T portion of this VR where the Z/γ∗ +
jets background is dominant. Here, the three data-driven background
estimates, as well as the remaining MC backgrounds are stacked and
compared to the data yield in this region, demonstrating excellent
agreement across a wide Emiss

T range.
An additional cross-check can be made in VRZ by removing the

∆φ(jet12, pmiss
T ) intended to supress the Z/γ∗ + jets background from

jet mismeasurement. Figure 80 shows the distribution of this variable
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Figure 79: Emiss
T distribution in VRZ ee (left) and µµ (right) with total data

yield compared to the sum of the prediction from the γ + jets
method, the prediction from the flavor symmetry method, the
prediction from the fake background estimation (included under
“other”), and the remaining backgrounds taken from MC [98].

in VRZ, and demonstrates that, even at low values where the Z/γ∗ +
jets background is dominant, the γ+ jets method models it accurately.
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Figure 80: ∆φ(jet, pmiss
T ) distribution in for the leading jet (left) and the sub-

leading jet (right). The comparison is performed in VRZ with the
cut on ∆φ(jet12, pmiss

T ) removed. The total data yield is compared
to the sum of the prediction from the γ + jets method, the predic-
tion from the flavor symmetry method, the prediction from the
fake background estimation (included under “other”), and the
remaining backgrounds taken from MC.

10.3 fake and non-prompt leptons

The fakes background consists of processes that produce only one lep-
ton, but whose events are otherwise kinematically similar to those of
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10.3 fake and non-prompt leptons

the SR. These processes include semileptonic tt̄ (in which only one
of the two W decays results in a lepton), W+jets, and single top pro-
cesses. Though these processes typically only produce one lepton,
they can be reconstructed with two leptons due to a hadron being
misidentified as a lepton or due to a real non-prompt lepton resulting
from photon conversions or B-hadron decays. As with the Z/γ∗+ jets
background, it is very difficult to predict with MC because the failures
in reconstruction are typically less well described by the models used
in MC production than the successes. Nonetheless, a rough estimate
can be made of this background by using MC, which indicates that
the number of fake events in SRZ is consistent with zero.

To get a more reliable prediction of this background, a data-driven
method called the matrix method is employed to estimate these fake
events [105]. This method is also used to estimate the fakes contri-
bution to other control and validation regions where their impact is
more significant.

In the matrix method, the quality requirements for signal leptons
are loosened to give a selection of baseline leptons (see Table 3 and
Table 4), which consist of a higher fraction of fake leptons. In each CR,
VR, or SR, the remaining kinematic selections are made on the base-
line leptons, and the number of leptons in the region which pass the
signal lepton requirements (Npass) and the number which fail (N f ail)
are measured. For a 1-lepton selection, these quantities can be used
to predict the number of fake events that pass the selection according
to:

Nfake
pass =

Nfail − (1/εreal − 1)× Npass

1/εfake − 1/εreal . (54)

The efficiencies εreal and εfake give the relative identification effi-
ciency from baseline to signal for prompt leptons and fake leptons,
respectively. For a 2-lepton selection, the principle is the same, but
the equation is more complicated, requiring a four-by-four matrix to
account for the possible combinations of leading and subleading real
and fake leptons.

To calculate εreal, the tag-and-probe method is performed a selec-
tion of Z → `` data events, CR-real, described in Table 14. In this
method, one tag lepton passing a signal selection is required, as is
another probe lepton passing a baseline requirement. Then, based on
whether each probe passes or fails the signal selection, distributions
in m`` for events with a tag and a passing probe and events with a tag
and a failing probe are produced. These distributions are fit, and the
efficiency is computed using the fraction of passing events acquired
from the fits. A comparison of data and MC in CR-real can be seen in
Figure 81.

The fake efficiency, ε f ake, is determined using the tag-and-probe
method in CR-fake, also described in Table 14. This region is differ-
ent from all other regions considered in this analysis because it re-
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10.3 fake and non-prompt leptons

Fakes Emiss
T HT njets m`` SF/DF OS/SS n`

regions [GeV] [GeV] [GeV]

CR-real − > 200 ≥ 2 81–101 2` SF OS 2

CR-fake < 125 − − > 12 2` SF/DF SS ≥ 2

Table 14: Control regions used to measure efficiencies of real and fake lep-
tons. The flavour combination of the dilepton pair is denoted as ei-
ther “SF” for same-flavour or “DF” for different flavour. The charge
combination of the leading lepton pairs are given as “SS” for same-
sign or “OS” for opposite-sign.

Figure 81: Sub-leading lepton pT for ee (left) and µµ (right) events with two
leptons passing the signal requirements in CR-real for 2016.

quires same-sign leptons. Very few SM processes genuinely produce
two same-sign leptons, so this region is enhanced in fake leptons. An
upper limit on Emiss

T is placed on CR-fake to limit the possible con-
tamination from BSM processes. According to MC, real, prompt lep-
tons make up about 7% (11%) of the baseline electron (muon) sample
and about 10% (61%) of the signal electron (muon) sample in this re-
gion. These real lepton backgrounds are subtracted from the CR-fake
yields when calculating the efficiencies. Figure 82 shows a compari-
son of data and MC in this region.

This method is validated in a fakes-rich VR with a same-sign lep-
ton requirement, Emiss

T ≥ 50 GeV, ≥ 2 jets, and a veto on m`` on
the Z-mass peak for same flavor channels to reduce the number of
Z/γ∗ + jets events with mismeasured lepton charge. The results of
this validation can be seen in Figure 83. With the systematic uncer-
tainties, discussed in Section 11.1.3, the prediction agrees well with
the data across a wide range of m`` values.
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10.4 diboson and rare top processes

Figure 82: Sub-leading lepton pT for µe (left) and µµ (right) events with two
leptons passing signal requirements in CR-fake for 2016.
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Figure 83: Same sign validation regions in the ee (top left), µµ (top right),
eµ (bottom left) and µe (bottom right) channels combining
2015+2016 data. Uncertainty bands include both statistical and
systematic uncertainties.

10.4 diboson and rare top processes

The remaining backgrounds are diboson processes (excluding WW,
which is included in the FS background) and rare top processes. Di-
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10.4 diboson and rare top processes

bosons events make up about 30% of the events in SRZ, while rare
top process contributions are much smaller, and make up about 5%
of SRZ. Both are taken directly from MC, with validation regions to
confirm the accuracy of the prediction.

These regions are described in Table 7, and target different parts of
these backgrounds. VR-ZZ is a four-lepton region designed to select
a very pure sample of ZZ events. VR-WZ requires three leptons and
makes cuts on mT, the transverse mass6, and Emiss

T in order to select
mostly WZ → lllν events. Both of these regions veto events with b-
jets in order to reduce tt̄ backgrounds. VR-3L is similar to VRS, but
loosens the HT and Emiss

T cuts and requires at least three leptons. This
region is designed to target any ≥ 3-lepton process in a region as
kinematically close to SRZ as possible while still maintaining enough
events to validate. The makeups of these multilepton validation re-
gions, as well as VRS, are shown in Table 15.

VRS VR-WZ VR-ZZ VR-3L

Observed events 236 698 132 32

Total expected background 224± 41 613± 66 139± 25 35± 10

Flavour-symmetric 99± 8 - - -

WZ/ZZ events 27± 13 573± 66 139± 25 25± 10

Rare top events 11± 3 14± 3 0.44± 0.11 9.1± 2.3

Z/γ∗ + jets events 84± 37 - - -

Fake lepton events 4± 4 26± 6 - 0.6± 0.3

Table 15: Yields in validation regions. In VRS, data-driven background esti-
mates are used for Z/γ∗ + jets, fakes, and FS processes. All other
backgrounds are taken from MC, including all backgrounds in the
multi-lepton VRs. Uncertainties include statistical and systematic
components.

To confirm that the kinematics are well modeled in the diboson
validation regions, distributions of HT and Z boson pT are shown in
MC and data. Figures 84 shows these distributions for VR-WZ, and
Figure 85 shows these distributions for VR-ZZ. The MC modeling of
this background is imperfect, particularly in VR-WZ where an un-
derestimate of the background is evident. However, as discussed in
Chapter 11, uncertainties are applied to this background which cover
the observed differences between data and MC.

6 More specifically, this transverse mass is formed by the Emiss
T and the lepton which

is not assigned to the Z boson decay. The leptons associated with the Z boson are
the opposite sign pair with the invariant mass closest to that of the Z boson.

126



10.4 diboson and rare top processes

 [GeV]TH
0 50 100 150 200 250 300

E
v
e
n
ts

 /
 3

0
 G

e
V

0

50

100

150

200

250

300

350

400

450 Data 2015+2016

Standard Model (SM)

Fakes

Rare Top

ννll

νlll

llll

­1 = 13 TeV, 14.7 fbs

VR­WZ

ATLAS

 [GeV]Z

T
p

0 50 100 150 200 250 300

E
v
e
n
ts

 /
 2

0
 G

e
V

0

20

40

60

80

100

120

140

160
Data 2015+2016

Standard Model (SM)

Fakes

Rare Top

ννll

νlll

llll

­1 = 13 TeV, 14.7 fbs

VR­WZ

ATLAS

Figure 84: HT (top) and Z boson pT (bottom) distribtuions of data and MC in
VR-WZ. The hashed bands include the MC statistical uncertain-
ties and theoretical uncertainties on the diboson background. The
last bin contains the overflow [98].
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VR-ZZ. The hashed bands include the MC statistical uncertainties
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11
S Y S T E M AT I C U N C E RTA I N T I E S

Each background has a series of uncertainties placed on it based on
the reliability of all the assumptions made in its prediction method.
For data-driven backgrounds, each background has its own series of
uncertainties based on the specifics of the method used. MC-based
methods have uncertainties that are more universal, including uncer-
tainties on the theoretical models used to produce matrix elements
and uncertainties on the modeling of the experimental setup.

11.1 uncertainties on data-driven backgrounds

This section describes the uncertainties derived for each of the data-
driven backgrounds methods: the flavor symmetry method, the γ +

jets prediction of the Z/γ∗+ jets background, and the matrix method
applied to the fakes background.

11.1.1 Uncertainties on the Flavor Symmetry Method

The flavor symmetry method is a data driven method that makes its
estimate primarily on based events populating a CR in the different-
flavor channel. The statistical uncertainty on these events makes up
the dominant uncertainty on the method. To reduce this uncertainty,
the m`` range for the CR is expanded, approximately tripling the num-
ber of events in CR-FS. The statistical uncertainty is reduced by this
expansion, though it is still significantly higher than any of the other
systematic uncertainties on this method, as seen in Table 16. Also
included in the statistical uncertainty column is the statistical uncer-
tainty on the number of non-FS events in CR-FS, which is used to
scale the prediction to account for contamination in the CR.

The next largest contribution to the uncertainty comes from MC

closure tests, which are used to determine how effective the method
is in its prediction. If, for example, using weights derived from an
inclusive selection at high Emiss

T lead to a bias, the closure test would
indicate that and an appropriate uncertainty could be placed on the
estimate based on the difference between the MC prediction and the
prediction from the flavor symmetry method.

In this test, the entire FS procedure is performed on tt̄ MC, including
a recalculation of weighting factors α and k. The prediction from eµ

events in MC is compared to the MC ee and µµ events, as seen in Fig-
ure 86. The difference between the two predictions is then summed in
quadrature with the statistical uncertainty on each prediction to give
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11.1 uncertainties on data-driven backgrounds

Reg. Ch. Pred.
Uncertainties

stat. MC k dAOD m`` total

clos. and α usage shape

SRZ
ee 16.5 1.8 0.88 0.53 0.12 0.22 2.1

µµ 16.7 1.8 0.79 0.33 0.11 0.23 2.0

ee+µµ 33.2 3.7 1.1 0.86 0.23 0.45 4.0

VRS
ee 49.7 3.2 2.3 2.2 0.34 0.75 4.6

µµ 49.6 3.1 2.9 1.4 0.31 0.75 4.6

ee+µµ 99.3 6.3 4.0 3.6 0.65 1.5 8.5

Table 16: Uncertainties on the prediction of flavor symmetric events in SRZ
and VRS. Nominal predictions are given with statistical uncer-
tainty (including uncertainty from subtracted backgrounds), MC
Closure uncertainty, uncertainty on the prediction from varying k
and α by their statistical uncertainties, comparing the efficiencies
from AODs to that of DAODs, and on the m`` widening, which
includes MC statistics and a data/MC comparison in a loosened
region.

the total closure uncertainty seen in Table 16. In these closure tests,
all predictions agree within the statistical uncertainty, so the largest
contributor to the resulting error is MC statistics. In SRZ, the total sta-
tistical uncertainty on the closure corresponded to 1.06 events, while
the uncertainty due to the difference between the estimates was only
0.13 events.

A small uncertainty is added based on the statistical uncertainty
on the k and α factors derived from data. These factors are measured
in many different bins (see, for example, the different measurements
of k in Figure 68), and as a consequence, some bins can have very
large statistical uncertainties. To assess the uncertainty on the total es-
timate, each measurement of these factors is varied by its uncertainty
in order to produce the maximum and minimum possible prediction.
The differences with respect to the nominal prediction are used to
create a symmetrized error, which is included in Table 16.

The next uncertainty considers a potential bias in the way the α

factors are calculated. Because they are derived from data, there is
already trigger dependence in data collection; only events passing a
trigger are stored. Additional trigger dependence is created by the
data format used for analysis. ATLAS data and MC are stored in a for-
mat called Analysis Object Data (AOD), but smaller, slimmed versions
of these datasets, called derived AODs (dAODs) are used for analysis.
These dAODs are designed with specific analyses in mind, and in a
processes called skimming, are filtered based on the triggers and ob-
jects required by the analyses. As a consequence, in the dAOD used
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Figure 86: MC closure plots of VRS (top) and SRZ (bottom). The number
of events from MC (black points) is compared to the number of
events predicted from the flavor symmetry method (yellow his-
togram). The figure shows the comparison before fZ-mass is used
to make convert the wider m`` range into an on-Z prediction, but
because fZ-mass is taken from MC, the result is identical.

in this analysis, there are explicit requirements that lepton or Emiss
T

triggers are passed in order for events to be included.
As a consequence, the trigger efficiencies εtrig used in Equation 45

to define α do not consider all possible data events. The εtrig factor
is calculated for each trigger using events passing the kinematic se-
lection for that trigger, outlined in Section 9.1. The efficiency factor is
then measured according to the equation

εtrig =
Ntrig

Nall
, (55)
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11.1 uncertainties on data-driven backgrounds

where Ntrig is the number of events passing the trigger in the kine-
matic selection and Nall is all events in the selection. The latter mea-
surement is the one subject to this bias, as it contains only the events
that pass at least one trigger required for inclusion in the dAOD. As
a consequence of these missing events, the εtrig values will be artifi-
cially high. However, because the ratio of trigger efficiencies for the
different channels is the only quantity needed for this analysis, the
missing events will only bias the prediction if the different channels
are differently impacted by the trigger preselection.

Calculating the flavor symmetry method’s dependence on these
biases requires the use of MC. With a generated MC sample, there is
no trigger dependence, so an unskimmed sample can be compared
to a typical skimmed MC dAOD to identify the effect of the skimming.
Figure 87 shows a comparison of the α factors calculated for different
bins in Emiss

T from the nominal source, data, as well as these two MC

selections.
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Figure 87: α, the trigger efficiency ratio, calculated as a function of Emiss
T

from three different sources: data (blue), the usual skimmed tt̄
MC (red), and an unskimmed tt̄ MC (green).

An Emiss
T dependence would be the most likely bias between the

two MC-derived α factors because Emiss
T triggers are the only triggers

besides lepton triggers that will allow an event to be accepted into the
dAOD used by this analysis. Though there is some difference between
the data-derived α and those taken from MC, it is clear from this plot
that there is very little dependence on the choice of an unskimmed
or skimmed sample. The calculation of the uncertainty is performed
by repeating the flavor symmetric method in MC with each of the two
MC-based α factors and using the difference between the estimates as
a symmetric error.

The last uncertainty relates to the main MC dependence of the
method - the m`` shape of the FS background. A correction factor
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11.1 uncertainties on data-driven backgrounds

is taken from MC in order to account for the m`` widening, and the
accuracy of that factor must be checked. Its shape is compared to that
of data in a region similar to VR-FS, but with an HT cut lowered to
300 GeV to increase statistics. The difference between the fraction of
events on the Z-mass peak in data and MC in this region is taken as
a systematic uncertainty. To confirm that using this lowered HT cut
still gives a valid answer, the fractions are compared as a function of
HT in Figure 88. In these plots, especially in the higher-statistics 2016

plot, it is clear both that the data and MC agree very well and that
there is no strong HT dependence.
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Figure 88: Plots of the fraction of on-Z events with a VR-FS-like selection as
a function of HT for data and tt̄ MC. The top figure shows 2015

data and MC while the bottom figure shows the same for 2016.

All the uncertainties are calculated independently for the 2015 and
2016 datasets, then added together. Statistical uncertainties, including
the MC closure statistical uncertainties and the k and α uncertainties,
are added in quadrature between the two years. Uncertainties that
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11.1 uncertainties on data-driven backgrounds

are more likely to be correlated, such as the difference between the
two estimates in MC closure and the dependence on using a dAOD to
calculate trigger efficiencies, are added linearly. The total uncertainty
is about 12% of the nominal prediction in SRZ and about 9% in VRS.

11.1.2 Uncertainties on the γ + jets Method

One of the largest sources of uncertainty on the γ + jets method is
derived by comparing the results from reweighting in different vari-
ables. Though boson pT is used as the nominal reweighting variable,
the differences in the kinematics of γ and Z events also impact num-
ber of jets, HT, and ET (which includes the mass of the boson). The
γ + jets method is repeated using each of these variables to reweight,
and their Emiss

T distributions are shown in Figure 89. The maximum
difference from the nominal prediction is symmetrized and used as
an uncertainty on the method.

Another uncertainty is applied to estimate the validity of using MC

in a 1-jet CR to determine the smearing functions. Smearing functions
are made using data from the same 1-jet region and using MC in a
≥2-jet region otherwise identical to the 1-jet CR. These distributions
are also shown in Figure 89, and like the alternate reweighting dis-
tributions, are used to find a maximum difference from the nominal
prediction which is translated into a symmetric error.

As in the flavor symmetric method, the full procedure is carried
out on MC in order to test MC closure, including a recalculation of
any weights that are typically derived from data. The resulting com-
parison between Z/γ∗ + jets MC and the γ + jets method performed
on MC can be seen in Figure 90. The final non-closure uncertainty is
taken from VRS, where larger numbers of events give a clearer pic-
ture of the success of the method than in SRZ. In VRS, the statistical
uncertainty on the prediction is compared to the non-closure, and the
larger of the two is used as the final uncertainty.

The uncertainty on the Vγ contamination in CR-γ is also consid-
ered. An uncertainty on the MC prediction is made based on compar-
ison of data and MC in a W+ jets VR, shown in Figure 91. This VR is
similar to CR-γ, but instead of vetoing events with leptons, requires
at least one well-isolated lepton with a pT over 25 GeV. At Emiss

T val-
ues over 100 GeV, the region is about 90% pure in Wγ processes. The
MC agrees well with data in this region, even at very high Emiss

T , so an
uncertainty of 16% based primarily on statistical uncertainty in this
VR is placed on the Vγ MC. This uncertainty is propagated to the final
result through the subtraction procedure.

An uncertainty on the m`` shape is determined using MC closure
as well. The comparison of m`` shapes in Z/γ∗ + jets MC and the
γ + jets method applied to MC is shown in Figure 76. As with the
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Figure 89: Emiss
T distributions for γ + jets predictions using different

reweighting variables, as well as distributions with the nominal
reweighting but with smearing functions taken from data and
from MC in a ≥2-jet region.

main MC closure test, the maximum of the statistical uncertainty and
the non-closure is taken as the final uncertainty on this background.

One last uncertainty based on the statistical uncertainty on the
number of γ + jets data events used for this method is also included.
The full breakdown of uncertainty in SRZ can be seen in Table 17. The
final uncertainty is nearly 100%.

11.1.3 Uncertainties on the Fakes Background

Systematic uncertainties on the fakes background are derived from a
series of variations on the nominal method. Variations include scaling
the real and fake efficiencies up and down by their statistical uncer-
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Figure 90: MC closure of the γ + jets method as a function of Emiss
T com-

paring the MC prediction of the Z background with the γ + jets
method performed on γ + jets MC in the ee channel (left) and
µµ channel (right). The uncertainty band includes both statistical
and reweighting uncertainties [98].

Ch. Pred.
Uncertainties (%)

Vγ MC m`` re- smear stat. total

sub. clos. shape weight

ee 1.0 53 21 19 100 65 56 145

µµ 2.1 27 14 23 30 59 40 86

ee+µµ 3.1 36 16 22 43 60 33 92

Table 17: Uncertainty breakdown for the γ + jets method in SRZ. Uncer-
tainties considered are the impact of MC uncertainty on Vγ back-
grounds, MC closure, uncertainty on m`` shape (also determined
via MC closure), reweighting uncertainties, smearing uncertain-
ties, and statistical uncertainty on the γ + jets events used in the
method.

tainties, scaling the prompt lepton contamination in CR-fake up and
down by 20%, and by requiring and vetoing b-tagged jets in CR-fake
to determine the dependence on heavy flavor. Statistical uncertain-
ties can also be large in regions with small numbers of events in the
the baseline selection, such as SRZ. In other regions, the b-tagging
dependence provides the largest uncertainty. The full breakdown of
uncertainties for the most important regions are listed in Table 18.
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Figure 91: Distributions of mT(`, Emiss
T ), the transverse mass of the lepton

and the Emiss
T in a VR designed to target Wγ processes. Top is the

distribution with an Emiss
T cut at 100 GeV, and bottom is the same

distribution with an Emiss
T cut of 200 GeV.

11.2 uncertainties on mc!-driven backgrounds

Background estimates based on MC are assigned uncertainties accord-
ing to each assumption made in the MC modeling. These uncertainties
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11.2 uncertainties on mc!-driven backgrounds

Variation SRZ CRT CRFS VRFS VRS VRT

Nominal 0.10 ± 1.61 25 ± 5 3.7 ± 2.2 11 ± 4 3.6 ± 3.2 80 ± 10

EL F Up 0.15 30 4.0 11 3.6 92

EL F Down 0.06 22 3.5 10 3.5 70

EL R Up 0.25 26 3.9 11 4.1 83

EL R Down -0.07 25 3.5 10 3.1 77

MU F Up -0.20 32 4.8 16 5.3 86

MU F Down 0.29 20 2.9 7.0 2.9 70

MU R Up 0.13 26 3.8 11 3.8 81

MU R Down 0.05 25 3.7 10 3.4 79

Total Sys +0.26 -0.35 +8.6 -6.4 +1.1 -0.87 +5.9 -3.6 +1.7 -0.97 +14 -14

Total Sys (%) +261 -355 +34 -25 +29 -23 +56 -34 +47 -27 +18 -18

Real Cont. Up 0.23 21 3.1 8.1 3.2 69

Real Cont. Down -0.01 30 4.4 13 4.2 90

b-jet 0.31 40 5.3 9.0 5.6 121

no b-jet 0.16 23 3.1 11 4.0 71

Total Sys +0.25 -0.11 +16 -4.8 +1.7 -0.93 +2.6 -2.9 +2.1 -0.49 +42 -15

Total Sys (%) +260 -109 +62 -19 +45 -245 +24 -28 +57 -13 +52 -18

Table 18: Systematic uncertainties on the fake-lepton background for on-Z
regions for 2015+2016 yields. The nominal yield includes statisti-
cal uncertainty from the baseline selection in a given region. The
following rows indicate the results of varying the real and fake
lepton efficiencies up and down by by their statistical uncertainty.
Real cont. gives an uncertainty on the the contamination of real
leptons in the fake lepton efficiency. b-jet and no b-jet indicate the
impact of requiring or vetoing b-tagged jets in the regions used to
measure the fake efficiency.

are broadly broken into two categories. Experimental uncertainties
cover the modeling of the ATLAS detector and its response functions,
as well as the pile-up and luminosity provided by the LHC. Theo-
retical uncertainties include uncertainties on PDFs, the calculation of
matrix elements, and the discrepancies between different generators’
predictions.

Experimental uncertainties cover any detector effect or LHC con-
dition that may not be modeled precisely correctly in MC. For each
uncertainty, a standard prescription from the ATLAS experiment is fol-
lowed. These uncertainties are applied to signal samples, as well as
any backgrounds taken directly from MC. Uncertainties are included
on the following parameters:

• Luminosity (2.9%) [106, 107]

• Jet energy scale [76]

• Jet energy resolution [76]

• Jet vertex tagging

• Heavy flavor tagging
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11.2 uncertainties on mc!-driven backgrounds

VV → llνν Samples

SRZ VRS CRT VRT VRWZ VRZZ VR3L

% uncertainty 15 17 16 22 0 0 0

WZ → lllν Samples

SRZ VRS CRT VRT VRWZ VRZZ VR3L

% uncertainty 28 21 31 23 7 0 18

ZZ → llll Samples

SRZ VRS CRT VRT VRWZ VRZZ VR3L

% uncertainty 48 113 43 84 16 5 57

Table 19: Uncertainties of dibosons in signal and validation regions from
Sherpascale variations.

• Emiss
T soft term [79]

• e/µ momentum scale

• e/µ trigger, reconstruction, and identification efficiencies

• Pile-up

These uncertainties are applied to all MC samples used in the anal-
ysis. This includes signal models, diboson and rare top samples for
the nominal estimate, and all backgrounds taken from MC in the side-
band fit.

Theoretical uncertainties include cross-section uncertainties, scale
uncertainties, and PDF uncertainties. For the diboson samples, the
scale uncertainties, given in Table 19 are calculated by varying each
scale up and down by a factor of two. These scales each represent a
quantity that is necessary for calculating matrix elements, but doesn’t
correspond to a physical value. For example, the renormalization
scale provides a cut-off value for the pT of particles that are included
in a Feynman diagram, but aren’t present in either the initial or final
state. Ideally, the dependence on scale would be small, and the choice
of this non-physical quantity in the calculation wouldn’t affect the fi-
nal calculation. However, for the finite order approximations of ma-
trix elements used by generators, these uncertainties can sometimes
be significant.

For diboson backgrounds, these scale uncertainties are combined
with a 6% cross-section uncertainty and a generator uncertainty ob-
tained by comparing Powheg and Sherpa MC yields in a given region.
This generator uncertainty, shown in Table 20, is dominant in most re-
gions.

Rare top processes are given a 13% PDF and scale variation uncer-
tainty [57] and a 22% cross section uncertainty [83–85].
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11.3 impact of uncertainties on the signal region

Region Sherpa Sherpa Powheg Powheg %

Events/fb−1 Events Events/fb−1 Events Difference

WZ Samples

SRZ+VRZ 5.22 76.72 3.29 48.30 37.05

CRT+VRT 1.06 15.58 0.74 10.91 29.97

WW/ZZ Samples

SRZ+VRZ 1.92 28.24 0.69 10.07 71.42

CRT+VRT 6.28 92.33 3.14 46.19 55.47

Table 20: Comparison of yields in on-Z and off-Z regions in Sherpa and
powheg diboson MC at 14.7 fb−1.

Signal models have both the central value and uncertainty on cross-
sections taken from an envelope of predictions using different scales
and PDF sets [108]. The signal processes are calculated at Next-to-
Leading-Logarithmic Accuracy (NLO+NLL); they are initially callcu-
lated at NLO in the strong coupling constant, with additional terms
from next-to-leading-logarithmic resummation of soft gluon emission
[109–113].

11.3 impact of uncertainties on the signal region

The breakdown of each major uncertainty’s contribution to the total
uncertainty in SRZ is shown in Table 21. The dominant uncertainty
is the diboson generator uncertainty, followed by the statistical uncer-
tainty from the FS background. Uncertainties smaller than 1% are not
shown in the table.
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11.3 impact of uncertainties on the signal region

Source Relative systematic uncertainty [%]

SRZ

Total systematic uncertainty 17

WZ/ZZ generator uncertainty 13

Flavour symmetry (statistical) 7

WZ/ZZ scale uncertainty 6

Z/γ∗ + jets (systematic) 4

Flavour symmetry (systematic) 3

Z/γ∗ + jets (statistical) 2

Fake-leptons 1

Table 21: Overview of the dominant sources of systematic uncertainty on the
total background estimate in the signal regions. The values shown
are relative to the total background estimate, shown in %.
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The results of the search can be seen in Table 22, which displays the
expected and observed numbers of events in SRZ, both divided by
channel and inclusively. The predictions and uncertainties for each
background are shown, though many of these uncertainties are cor-
related between backgrounds, so the final uncertainty does not corre-
spond to a simple addition in quadrature of each error. A total of sixty
events are observed, with 53.5 ± 9.3 events expected. Figure 92 shows
the expected and observed results visually for the SR as well as three
VRs, all designed to verify the accuracy of the backgrounds taken from
MC. Excellent agreement is seen in all cases, with the largest deviation
at about 1.2σ in VR-WZ.
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Figure 92: Comparison of background predictions and data yields in four
validation regions, as well as the signal region. Definitions of all
regions can be found in Table 7, with both rare top and fake
backgrounds grouped together under the “other” label. The un-
certainty band includes all statistical and systematic uncertainties.
Below is a panel of the one-sided statistical significances of the de-
viations between the predicted and observed quantities for each
region [98].

Table 22 also shows several statistical interpretations of the results.
The discovery p-value for zero signal strength, which gives the prob-
ability that the observed events are compatible with a SM-only hy-
pothesis, is 0.32. The significance is listed as 0.47 σ, which is a rein-
terpretation of the p-value into a gaussian significance. This p-value
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is one-sided; when the data yield is less than expected the p-value is
set to 0.5, and the significance is set to 0. S95, the upper limit on the
number of signal events that could be in the SR at a 95% CL, is de-
termined both for the expected and observed number of events. This
limit is also reinterpreted based on the integrated luminosity used
in the seach to produce an upper limit on the visible cross-section
of signal events, 〈εσ〉95

obs, which makes comparison to other searches
and reinterpretation of results easier. This quantity is defined as a
function of the integrated luminosity (Lint) considered in the search
according to

〈εσ〉95
obs =

S95

Lint
. (56)

The predictions in SRZ, combined with m`` shapes taken from MC,
are used to produce plots in a broader m`` range, seen in Figure 93.
These plots are useful demonstrations of the efficacy of the back-
ground estimation methods, showing the well-modeled Z/γ∗ + jets
shape in the same-flavor region, and in the different-flavor region,
demonstrating that there are no extreme fluctuations within the re-
gion used to predict the flavor symmetric background.
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Figure 93: Comparisons as a function of m`` of background predictions with
observed data in a region identical to SRZ, with the m`` cut re-
moved. Left is the same-flavor channel, where all background
shapes are taken from MC and scaled such that their yield matches
the SRZ prediction in the on-Z m`` bin, except for the Z/γ∗+ jets
background, which is taken entirely from the data-driven back-
ground. Right is the different-flavor channel, in which the back-
grounds are taken directly from MC, except for tt̄, which is scaled
to match the total data yield [98].

Focusing in on the SR itself, comparisons of background predic-
tions, observed events, and signal models can be made as a function
of key variables for the analysis. Figure 94 shows several of these.

The first two figures focus on the features of the SR events’ leading
leptons; they give the mass and pT of a hypothetical parent particle
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Figure 94: Distributions of observed data, background predictions, and sim-
ulated signals are shown in SRZ as a function of m``, p``T , Emiss

T ,
HT, number of jets, and number of b-jets. The two example signals
have (m(g̃), m(χ̃0

2)) = (1095, 205) GeV. All background shapes
are taken from MC, and in the case of flavor symmetric and
Z/γ∗ + jets backgrounds, their yields are scaled to match the
data-driven predictions. The last bin of each distribution includes
overflow. Uncertainties include statistical and systematic compo-
nents [98].

reconstructed from the leptons. In the case of events with a real Z
boson, these variables simply give that boson’s mass and pT.

The next two figures show distributions in the two most important
variables used to differentiate signal from background, Emiss

T and HT.
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In this analysis, where the frozen SR resulted in cuts on these quanti-
ties that are lower than those that would be chosen based on a new
optimization, these plots show that, even in more sensitive regions,
no large excess above the SM background is seen.

The last pair of figures relates to the jets in the event, showing the
total number of jets and the total number of b-jets in the SR events. The
b-jet quantity is not explicitly cut on in the analysis because the frac-
tion of b-jets produced by the signal is extremely model dependent.
However, an excess at high b-jet multiplicity would suggest a BSM

process. No such excess is seen. In addition, the excellent agreement
in the first bin of the b-jet distribution shows that the Z/γ∗+ jets con-
tribution, which is concentrated in this bin, has been well estimated.

In each of these distributions, the observed distributions match the
background predictions very well. No evidence is seen for the super-
imposed signal models, which are at mass points slightly beyond the
bounds of the previous exclusion in this channel, one with high and
one with low χ̃0

2 mass.
Comparisons of the observed and expected yield are also made

as a function of ∆φ(jet12, pmiss
T ), shown in Figure 95. Here, results

are shown in a region similar to SRZ with the cut on this variable
removed, showing the efficacy of the background prediction in a re-
gion enhanced in Z/γ∗ + jets events. Again, excellent agreement is
seen between the background prediction and observed data.
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Figure 95: Comparisons as a function of ∆φ(jet12, pmiss
T ) of background pre-

dictions with observed data in regions identical to SRZ (left)
and VRS (right), with the ∆φ(jet12, pmiss

T ) cut removed. All back-
ground shapes are taken from MC and scaled to their SRZ pre-
dictions, except for the Z/γ∗ + jets background, which is taken
entirely from the data-driven background [98].
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Using the simplified models discussed in Section 2.2.3, these results
can be interpreted as exclusions of Supersymmetric particles with
particular mass ranges. Of course, these exclusions include all the
assumptions of the models used, so they shouldn’t be interpreted to
mean that no theory with a given set of particle masses can possibly
exist, but they do provide a helpful guideline for targeting future
searches and comparing results from different analyses.

Limits are determined using a program called HistFitter [114], de-
signed within the ATLAS experiment, which builds upon the capabil-
ities of ROOT [115], RooStats [116], and HistFactory [117] to com-
bine the uncertainties of the various background predictions, includ-
ing their correlations, and produce p-values and cross-section lim-
its at 95% CL using the CLS prescription [118, 119]. In this prescrip-
tion, a likelihood is constructed based on the expected signal and
background contributions to the SR. Nuisance parameters are created
based on the statistical and systematic uncertainties for each data-
driven background, as well as for each systematic error applied to
the MC-driven background estimates. The fit uses Gaussian models
for nuisance parameters for all signal and background uncertainties,
except for the statistical uncertainty on data- and MC-driven back-
ground estimates, which are interpreted as Poissonian. Experimen-
tal uncertainties are considered fully correlated across the signal and
background MC-based estimates.

A fit is performed, leaving a signal strength parameter (µ) free,
to maximize the likelihood, and subsequent fits are preformed at
discrete µ values to determine the relative likelihood of each value.
Using this relative likelihood, the probability of a background-only
hypothesis, pb, can be determined by setting µ = 0, as well as the
probability of a signal + background hypothesis ps+b with any non-
zero signal strength, but nominally with µ = 1. The confidence limit
is constructed as a ratio

CLS =
ps+b

1− pb
, (57)

which considers not only the agreement of a signal + background hy-
pothesis, but also the agreement with the background-only hypoth-
esis. In this way, an observation that agrees with neither hypothesis
will have a weakened exclusion on the signal + background hypothe-
sis, and strong exclusions can only made when the backgrounds are
well understood.
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Then, if CLS falls below 5%, the signal + background hypothesis
can be excluded at 95%. Expected exclusion limits are constructed
by assuming the observed data precisely matches the prediction, and
1σ uncertainty bands are formed by varying the nuisance parameters
away from their fitted values to produce a change in the likelihood.
The observed limit uses the actual observation of data in the SR to set
exclusion limits, so any excess above the expected background will
result in worse limits than expected, and any deficit will result in
better limits. This exclusion is typically displayed with error bands
that represent a 1σ variation in the cross-section of the signal models.

The simplified model discussed in Section 2.2.3, in which pair-
produced gluinos decay via a χ̃0

2 to jets, a Z boson, and a χ̃0
1 LSP,

is produced in two grids, which differ by their choice of the LSP mass.
The first grid assumes a light LSP, fixing its mass to 1 GeV for all
mass points, and is shown as a function of the masses of g̃ and χ̃0

2.
The second grid is defined as a function of the masses of g̃ and χ̃0

1,
and its varying LSP mass is defined relative to the χ̃0

2 mass by m(χ̃0
1) =

m(χ̃0
2)− 100 GeV. This mass difference is chosen to be slightly above

the Z mass, which in most models creates the largest branching ratio
to the Z boson. Figure 96 shows the first of these grids, along with
exclusions on a similar simplified model, which replaces the gluinos
with squarks and uses the same mass scheme. The exclusion contours
on the second grid is shown in Figure 97, as a function of m(g̃) and
m(χ̃0

1).
In the two grids displayed in Figure 96 as a function of the mass

of χ̃0
2, the exclusion extends all the way to the m(g̃) = m(χ̃0

2) line
superimposed on the plot. At this limit, the similar masses of the g̃
and χ̃0

2 result in a χ̃0
2 being produced with a very small pT. However,

because the mass of the χ̃0
1 is fixed to 1 GeV, there is still enough

energy in the system to produce a Z boson and a χ̃0
1 with significant

pT values, leading to high Emiss
T and lepton pT. In the grid shown in

Figure 97, the χ̃0
1 mass is instead fixed to a value 100 GeV less than

that of the χ̃0
2, so a χ̃0

2 produced at rest has just enough energy to
decay to a Z boson and a χ̃0

1, and neither decay product with have
significant pT. In these cases, there will be very little Emiss

T and the
leptons will have lower pT values, so the signal region for this analysis
will not be sensitive to the signal. As a consequence of this difference
between the χ̃0

1 mass choices for the grids, the models with a fixed
χ̃0

1 mass value can be excluded all the way up to the m(g̃) = m(χ̃0
2)

line, while for the g̃–χ̃0
1 grid, there is a small amount of unexcluded

parameter space close to the line.
In general, the observed exclusions are slightly weaker than the

expected exclusions, due to a very small excess of events observed in
SRZ. The observed lower limit on m(g̃) is about 1.3 TeV for models
with m(χ̃0

2) = 500 GeV for the g̃–χ̃0
2 grid. The limits worsen slightly at

lower values of m(χ̃0
2) because less Emiss

T is produced in these cases.
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Figure 96: Expected and observed exclusion contours derived from the re-
sults in SRZ for the (top) g̃–χ̃0

2 on-shell grid and (bottom) q̃–χ̃0
2

on-shell grid. The dashed blue line indicates the expected lim-
its at 95% CL and the yellow band shows the 1σ variation of
the expected limit as a consequence of the uncertainties in the
background prediction and the experimental uncertainties in the
signal (±1σexp). The observed limits are shown by the solid red
line, with the dotted red lines indicating the variation result-
ing from changing the signal cross section within its uncertainty
(±1σSUSY

theory) [98].

These improve significantly on the previous ATLAS exclusion, which
used different models for interpretation, but placed a lower limit on
m(g̃) at around 900 GeV for similar m(χ̃0

2).
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Figure 97: Expected and observed exclusion contours derived from the re-
sults in SRZ for the g̃–χ̃0

1 on-shell grid. The dashed blue line indi-
cates the expected limits at 95% CL and the yellow band shows
the 1σ variation of the expected limit as a consequence of the un-
certainties in the background prediction and the experimental un-
certainties in the signal (±1σexp). The observed limits are shown
by the solid red line, with the dotted red lines indicating the vari-
ation resulting from changing the signal cross section within its
uncertainty (±1σSUSY

theory) [98].
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After a series of moderate excesses observed by the ATLAS experiment
in events with a Z boson, jets, and Emiss

T , this analysis performed on
14.7 fb−1 of 13 TeV data sees excellent agreement between observa-
tions and the background expectation. The resulting exclusion pushes
the gluino mass lower limit beyond 1 TeV, putting further constraints
on possible SUSY models. Along with the many other searches for
SUSY, this exclusion limits the phase space available for natural SUSY

models.
However, there are always small gaps in the exclusions where spar-

ticles could hide, such as the regions very close to the m(g̃) = m(χ̃0
2)

line seen in Figure 97. These kinematic blind spots exist in most SUSY

analyses, leaving many small kinematic ranges where low-mass spar-
ticles could reside.

ATLAS’s full dataset for 2016 includes 36 fb−1, more than twice the
luminosity included in this search. Because no excess was seen in this
analysis, the next search in this channel will be able to re-optimize its
signal regions for this larger dataset. In fact, because the signal region
has been frozen since the 8 TeV search, this analysis’s signal region
hasn’t been re-optimized for the increased energy of the LHC’s colli-
sions1. A new signal region that increases Emiss

T and HT requirements
will provide better sensitivity to SUSY processes.

In addition, the current signal region, in which 60 events were ob-
served with 14.7 fb−1, will be populated enough to be subdivided
based on event features. The current search is agnostic to the number
of b-jets in the event, for example, but there are now enough events
to separate this signal region into complementary b-tagged and b-
vetoed regions, allowing analyzers to independently target models
which produce b-jets and those that don’t, and in the latter case, to
dramatically reduce the tt̄ background. Signal regions can also be
binned in other model-dependent features, like number of jets, and
the Emiss

T and HT requirements can be increased independently, tar-
geting different event topologies.

The LHC will continue to run through 2018, and will shut down for
upgrades until 2021. Three more years of data-taking at 14 TeV will
follow, with approximately twice the current instantaneous luminos-
ity, referred to as Run 3. After that, the LHC will shut down again
to prepare for the High Luminosity Large Hadron Collider (HL-LHC),

1 The sensitivity of the frozen signal region was checked, however, for the 3.2 fb−1 of
2015 data used for a preliminary search [120], and the frozen SR was found to be
close to optimal.
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which will begin data-taking in 2026 at a luminosity approximately
five times the current rate, collecting data until approximately 2035.
This run will result in roughly 3000 fb−1, which will provide dra-
matically better sensitivity in SUSY searches. An example can be seen
in Figure 98, which is based on the methodology used for an all-
hadronic SUSY search in Run 1 [121], and shows the potential ex-
clusions on a simple gluino pair-production model with decays via
squarks to a LSP, for the approximate luminosities of Run 3 and the
HL-LHC.

Figure 98: Expected 95% CL exclusion contours (dashed) and 5σ discovery
contours (solid) for Lint = 300−1 (black) and 3000−1 (red) for
gluino pair-production, with 1σ bands representing the uncer-
tainty on the production cross-section. Superimposed is the ob-
served 8 TeV exclusion for similar models. [122]

Searches like this one will surely be repeated with higher and
higher luminosities, the analyses increasing both in sensitivity and
in complexity. Whether or not they uncover any hints of physics be-
yond the Standard Model remains to be seen.
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