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ABSTRACT 

CORRELATIONS FOR CONVECTIVE HEAT TRANSFER 
FROM ROOM SURFACES* 

Emmanuel Altmayer, Ashok Gadgil, Fred Bauman and Ron Kammerud 
Passive Research and Development Group 

Lawrence Berkeley Laboratory 
University of Califoria 

Berkeley, California 94720 

Correlations of the rate of heat transfer from room surfaces to the enclosed air, based on 
empirical and analytic examinations of convection in two-dimensional enclosures, have been 
developed. The heat-transfer data base from which the correlations were derived was generated 
by a validated numerical-analysis computer program. Simulations were performed for a variety 
of temperature and geometry boundary conditions. The correlations extracted from this data 
base express the heat-transfer rate in terms of boundary conditions relating to room geometry 
and surface temperatures. The correlations are applicable to a class of room configurations 
with cold and warm surfaces on opposite vertical walls. 

In this paper, the numerical-analysis technique is presented, the generalized methodology 
for developing simplified correlations is described, and correlation results are presented and 
compared to results using standard ASHRAE techniques. It is shown that the correlation signi
ficantly improves the accuracy of heat-transfer rate calculations in buildings. 

INTRODUCTION 

Of the fundamental heat-transfer processes, convection is the least understood. In contrast to 
the equations covering conduction and radiation, those governing convective heat and mass 
transfer in fluids (the Navier-Stokes equations) typically do not have closed solutions even 
under steady-state conditions. As a result, convection research has usually been limited to 
experimental work, which characteristically is not amenable to generalizations. Thus, there is 
a large disparity in the understanding of convective processes in comparison to radiative and 
conductive phenomena. 

The objective of the work reported here is to develop a simple, accurate, and highly gen
eralized set of correlations for the convective heat-fluxes in enclosures typical of rooms in 
buildings. The technique used in this study consists of performing "numerical experiments" 
using a recently developed and validated numerical analysis computer program that solves the 
Navier-Stokes equations in two or three dimensions. The program is used to generate a data 
base of heat transfer from the surfaces of an enclosure for a variety of temperature and 
geometry boundary conditions. Although this project examined only a few of the possible combi
nations of boundary conditions, the results indicate that accurate correlations can be 
developed. The numerical experiments are far more rapidly performed than their physical coun
terparts and, assuming that carefully selected validation experiments are performed in conjunc
tion with the analysis, provide a larger amount of accurate data on velocity, fluid tempera
ture, and heat transfer than the best experiments reported in the literature. 

This report will outline the significance of surface convection coefficients in the 

*This work was supported by the Assistant Secretary for Conservation and Renewable Energy, Of
fice of Solar Heat Technologies, Passive and Hybrid Solar Energy Division, of the U.S. Depart-
ment of Energy under Contract No. DE-AC03-76SF00098. · 
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building sciences and briefly outline the current state of the art. Later sections will 
describe the numerical-analysis technique and the methodology used to develop the correlation. 
Results of the work will be compared with the standard results, using techniques recommended by 
ASHRAE. Recommendations for future research will also be given together with concluding 
remarks. 

BACKGROUND 

Convective processes affect the energy performance of buildings through three mechanisms: (1) 
coupling between room air and the surfaces to which it is exposed, {2) distribution of thermal 
energy within and between zones by air circulation, and (3) coupling of the interior air to the 
external environment through ventilation or infiltration. These processes, all significant, 
are the subject of ongoing research. The work reported here focuses on the first of these 
mechanisms. 

Heat transfer between room air and the surfaces of the room can be characterized in terms 
of a surface convection coefficient, h, which describes the thermal conductance between the air 
and the surface. In contrast to the conductance of a normally insulated building envelope ele
ment, the convection coefficient is large and has little influence on the overall heat transfer 
through the wall. At high conductivity surfaces such as windows, however, the convection coef
ficient has significant influence* on the heat losses to the environment. Uncertainty in the 
magnitude of the coefficient leads to potentially large errors in the calculation of thermal 
gains and losses, i.e., in the thermal load calculation. For this reason, accurate values for 
the surface convection coefficients are necessary to properly determine the heating and cooling 
system size and the air-handling system capacity, as well as the thermal capacity of convec
tively coupled mass in the building. 

Heat transfer between room air and exposed surfaces is normally modeled using convection 
coefficients recommended by ASHRAE (1981) and Lokmanhekim (1976). These coefficients are 
largely based on experimental research conducted 40 to 50 years ago (ASHRAE 1981). The tem
perature dependence of the data from these experiments (Wilkes and Peterson 1938, p. 513) 
disagrees with more recent experimental results (Holman 1976, p.255). 

Recently, there has been renewed interest in convective heat-transfer processes in build
ings. Though much of the recent convection research does not focus directly on the evaluation 
of convection coefficients or zone coupling, the research methodology and analytical tools are 
sufficiently developed to reconsider past estimates of the importance of convective heat
transfer processes in buildings. Bauman et al. ("Convective," 1983) contains a list of such 
investigations on convective heat-transfer within and between thermal zones in building confi
gurations. In addition to the references cited there, recent work in Japan and Belgium is 
described below. 

Nomura et al. (1981), and Sakamoto and Matsuo (1980, p.67-72) have developed numerical 
models of three-dimensional turbulent flow in a mechanically ventilated room. They have com
pared the predictions of computer simulations based on this model with controlled experiments 
in full-scale rooms. The main focus of their work has been on the prediction of velocity 
fields, ventilation efficiency, and mass transport. Experimental research on heat transfer, 
thermal stratification, and passive and active heating systems in residential buildings has 
been carried out at Tohoku University; some recent experimental results are described by 
Hasegawa et al. ( 1981). 

Of particular interest to the present study is the ongoing experimental research in Liege, 
Belgium, described by Lebrun and Marret (1977, p. 417) and Marret (1981). In these studies, 
heat transfer and temperature measurements have been made in a full-scale test room to investi
gate the convective and radiative exchange between interior surfaces of the room. Experiments 
have been performed for a number of configurations that often include the combination of one 
cold vertical surface (window) and a heat source (radiator or heated surface). No detailed 
data are available from these studies to allow a direct comparison of their experimentally 
determined surface convection coefficients with those predicted by the numerical convection 
program described here. 

*The convection coefficient constitutes about 80% of the thermal resistance of a single-pane 
window. 
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NUMERICAL ANALYSIS TECHNIQUE 

Computer programs that solve the full Navier-Stokes equations of motion for airflow in build
ings have been developed Gadgil 1979; Gosman et al. 1980, p.316-323; Markatos and Malin 1982, 
p.63-75). The program used. for the research reported in this paper, described in detail by 
Gadgil 1979, is based on the finite-difference method. Time-dependent differential equations 
are integrated over the finite number of subvolumes and over each time step to obtain a large 
number of simultaneous algebraic equations, which are solved for successive time steps until 
steady-state flow fields are obtained. · 

The numerical-analysis program is suitable for modeling both natural and forced convection 
in two and three dimensions, for internal and e~ternal flows (Gadgil 1979). In addition, the 
program can model any combination of obstacles (internal partitions, furniture, building exte
riors), heat sources and sinks (space heating and cooling), and velocity sources and sinks 
(fans, windows). The program presently is limited to simulation of steady laminar flow; a tur
bulent model is currently being incorporated into the program. The laminar flow calculations 
have been verified against analysis and detailed experiments performed at Lawrence Berkeley 
Laboratory and elsewhere (Bauman et al., "Buoyancy," 1980; Shiralkar et al. 1981, p. 1621-1629; 
Tichy and Gadgil 1982, p.103-110; Gadgil et al. 1983). 

Using this program requires specification of the geometric configuration, thermal and 
velocity boundary conditions, and fluid properties. The air velocity (or its derivatives) must 
also be specified on all bounding surfaces of the enclosure volume. Internal obstacles, such 
as partition wa 11 s, can be included by specifying zero velocity at appropriate regions within 
the enclosure. Forced ventilation is dealt with by setting velocity boundary conditions dic
tated by fan parameters at appropriate locations. The computer simulation predicts the veloci
ties and temperatures throughout the volume of interest and also predicts convective heat
fluxes on all surfaces.· This information allows calculation of heat-transfer coefficients as a 
function of position on all surfaces of the room. 

CORRELATION METHODOLOGY 

Convective heat-transfer coefficients on the interior surfaces of rooms have been investigated 
(Bauman et al., "Convective," 1983; Gadgil, Bauman, and Kammerud 1982). It was found that the 
convection coefficients recommended by ASHRAE (1981) are inconsistent and are in disagreement 
with the results of recent numerical and experimental research. The current level of uncer
tainty in convection coefficients may lead to unacceptably large errors in calculating the 
thermal load in buildings; improved correlations for convective heat-fluxes need to be 
developed. Because of the complexity of the recirculating natural convection flow of room air, 
which is influenced by the temperature distribution on all the room surfaces, it is not 
expected a priori that a single set of correlations, which will accurately predict the convec
tive heat-fluxes on all surfaces for all possi b 1 e configurations of surface temperatures and 
air temperatures, can be obtained. It is hoped, however, that by examining a rather small 
number of generic configurations, and developing appropriate correlations for each, that the 
vast majority of the combinations of geometric and therma 1 boundary conditions . encountered in 
buildings will be covered. Furthermore, it is hoped that the correlations that are developed 
are systematically related to one another and have forms that are tractable to the practi
tioner. 

To develop correlations for convective heat-fluxes in a single room, the convection com
puter program described earlier was used to examine the sensitivity of surface heat-flux to 
variations in different parameters governing the flow. These parameters include the bounding 
surface temperature distributions, the surface areas, and the enclosure aspect ratio (H/L). 
For simplicity, a two-dimensional room, similar to that described by Bauman et al., "Convec
tive," 1983, was chosen for simulation by the convection program. Experiments (Bohn et al. 
1983) have demonstrated that the boundary layers on walls are almost two-dimensional at high 
Rayleigh number values, even for cubical enclosures. The room has a height, H, of 2.44 m and a 
length, L, of 3.66 m; each of its four surfaces has been divided into three subsurfaces. The 
room is shown schematically in figure 1; the individual subsurfaces are identified numerically 
in this figure and the subsurface areas (per unit depth) are shown. The enclosure volume was 
discretized with an unevenly spaced 20 x 30 grid with a high density of grid lines near the 
surfaces for good resolution of the boundary layers. It was verified that a simulation using 
this 20 x 30 grid gave the same thermal and velocity profiles as obtained with simulations 
using a 31 x 37 high resolution grid. The 20 x 30 grid was used in all simulations in the 
interest of. computational efficiency. 
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For the first configuration selected, the hottest surface is located on one vertical wall 
and the coldest on the opposite vertical wall; this configuration is characteristic of situa
tions often encountered in buildings. Nine simulations were initially performed to study 
natural convection under the different temperature boundary conditions displayed in table 1. 
For these nine analyses, only two parameters were varied: the coldest subsurface temperature 
(T 2) was varied from -6.67°C (20°F) to 15.56°C (60°F), and the hottest subsurface temperature 
{T8) was varied from 2l.ll°C (70°F) to 37.78°C (100°F)*. The temperatures of all other subsur
faces were held constant at 20°C (68°F), as were the subsurface areas and the enclosure aspect 
ratio. The results from these nine simulations were used to develop a methodology for produc
ing correlations for the convective heat-fluxes from the surface to the air, for this particu-
lar configuration. · · 

TABLE 1 

Parametric Simulation Description 

Parameter Varied 

Temperature of Temperature of 
Simulation # Co 1 d Wa 11 ( T 2 ) Hot Wall (T8) 

(oc) (OF) ( OC) (OF) 

1 -6.67 20 21.11 70 

2 -6.67 20 29.45 85 

3 -6.67 20 37.78 100 

4 4.45 40 21 ,11 70 

5 4.45 40 29.45 85 

6 4.45 40 37.78 100 

7 15.56 60 21.11 70 

8 15.56 60 29.45 85 
9 15.56 60 37.78 

Ti: Temperature of subsurface #i 

For all simulations: 

100 

Tl = T3 = T4 = T5 = T6 = T7 = T8 

= T - T = T = 20°C (68°F) 10 - 11 12 

The convective heat-fluxes on all subsurfaces, as predicted by the computer program for 
the nine initial simulations, are shown in figure 2. The average room air temperatures 
(Tair)** calculated by the program are also shown in the figure. It can be seen that subsur
faces 1, 2, 7, and 8 contribute a very large portion (typically on the order of 90%) of the 
total heat transfer into or out of the room air. For this reason, the data interpretation has 
focused on these four subsurfaces (henceforth also referred to as C 1 

, C, H 1 
, and H, . respec

tively, for easy reference), which have been labeled "active" subsurfaces. Successful develop
ment of correlations for predicting the heat flux from the active subsurfaces would account for 

*This range of temperatures represents the Rayleigh number range of 9 x 109 ~ Ra ~ 7 x 1010. 

**Tair was obtained by taking an average of the air temperature at all the nodes of the grid, 
we1ghted with the control-volume surrounding each node. 
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about 90% of the total heat flux for this particular configuration. The rema1n1ng subsurfaces, 
labeled "inactive," have not been considered for correlation development. 

Based on the difference between the temperature of the subsurface and the numerically cal
culated average room air temperature (~Tsal, convection coefficients, h, for four active sub
surfaces in each of the nine parametric runs were calculated using the standard equation 

q. 
h = _:,L_ 
j ~Tsa 

( 1 ) 

where 

air. 
qj = convective heat-flux from subsurface j to the room 

The computed convection coefficients are shown.in figure 3. The large variation in the 
convection coefficients for any given subsurface is apparent, particularly for subsurfaces co 
and H0

• Even for the primary heat-transfer subsurfaces C and H, the convection coefficients 
vary by nearly 50% to 60%. 

It is interesting to note that for large values of wall to wall temperature differences 
(Tc = -6.7°C, TH = 37.8°C), the convectio2 coefficients for subsurfaces C and Hare within a 
few percent of the constant value (3.08 W/m °C) documented in ASHRAE 1981. However, the 
extremely large value of wall to wall temperature difference (44.5°C) exceeds the temperature 
differences obtained even under peak load conditions for almost all buildings. 

Since the magnitude of the heat flow into a subsurface is determined by the temperature 
difference between the subsurface and the adjacent air (~Tadj), convection coefficients calcu
lated from equation 1, using ~Tsa as defined, will often lacK a consistent pattern and will, 
therefore, be difficult to pred1ct using a simple equation. Whenever the sign of ~Tsa is oppo
site to that of ~Tadj• the convection coefficient calculated according to equation 1 will have 
a negative sign. For example, the updraft of warm air leaving subsurface H will deposit h~at 
into the cooler subsurface H0 despite the fact that ~Tsa is positive. These conditions, which 
occur in most of the simulations, produce a negative convection coefficient on subsurface H0

, 

as seen in figure 3. 

Convection coefficients can also be defined using ~Tadj according to equation 2: 

~ 
~Tadj 

(2) 

The computer simulations predicted the air temperature distribution throughout the room 
for each parametric run. Thus, Tadj could be obtained for each subsurface.* The convection 
coefficients on subsurfaces C0 ana H0

, computed according to equation 2, show a much more con~ 
sistent pattern than those in figure 3. Thus, it appears that a successful prediction of con~ 
vective heat-fluxes on wall subsurfaces may be possible if an empirical correlation can b.e 
developed in terms of an estimated air temperature (Tjl adjacent to the subsurface j, which is 
calculated as a function of the known areas and temperatures of the subsurfaces in the enclo
sure. This approach would be useful in computations for building energy analysis since, in 
these computations, Tadj is not available,.while surface temperatures and areas are commonly 
available. Tj was defineo for each active subsurface and the inactive subsurfaces using the 
following equations: _ 

TH = T( = Ti = (LHTH+LcTc+LH'THo +Leo +IC' +L1T1)/(LH+Lc+LH' +Leo +L1) } .· 

THo= (LHTH+L~oTr)I(LH+L~,) (3) 
,. 

T(, = (LCTC+L~oT 1 )/(LH+L~o) i 

*Tadj was calculated for each active subsurface as the average of the individual temperatur~s 
preoicted by the program along the grid line immediately outside the boundary layer structure. 

I 
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Tj = temperature of subsurface j 

Lj = area of subsurface j 

u Lc• = L3 + L4 + L5 + L6 + L7 

For the various subsurfaces, these adjacent air temperatures, T!, have the following phy
sical significance: for the two main heat-transfer subsurfaces, (M and C), and for the inac
tive subsurfaces (1), this air temperature is simply the area weighted mean of the temperatures 
of all the subsurfaces. For subsurfaces H' and C', which are immediately downstream of the two 
primary heat-transfer subsurfaces, the relevant air temperatures are given by an area weighted 
average of the temperatures of. the upstream ·subsurfaces up to, but excluding, the primary 
heat-transfer surface farthest from H' or C'. This procedure ensures that the adjacent air 
temperature thus obtained is weighted towards the temperature of the main heat transfer surface 
immediately upstream. 

The generality of the initial data base (table 1) was increased by performing additional 
numerical simulations (see table 2). For these simulations, the temperature boundary conditions 
were identical to those of simulation 5 of table 1. This particular simulation was chosen 
because it contains the median conditions of the nine initial simulations. The parameters 
varied were: 

- Area of hot subsurface, LH 

-Area of cold subsurface, Lc 

-Temperature of inactive subsurfaces, T1 

- Aspect Ratio of the room, (Height/Width) 

The above simulations (table 2) were included with the original 9 simulations (table 1) to 
form an expanded data base of a total of 18 simulations. This expanded data base is thus based 
on a variation in six independent parameters for the configuration studied. 

The analysis determined that in the interest of generality, the heat fluxes from each of 
the active surfaces should be first represented in terms of a (dimensionless) Nusselt number 
(equation 4): 

{4) 

where 

i = subsurface number 

k = 0.0258 W/m°C for air at NTP 

The Nusselt numbers, Nu1, were then defined as a function of five (dimensionless) Rayleigh 
numbers, Raj, according to tne following equation: 

K .H J,. K.HRal,.+K H J,. K HRJ,. K HRJ,. 
iH LH RaH + iC Lc. C iH' LH' RaH' + iC' LCo"" aC' + il LJ al (5) 

where the twenty coefficients Ki · (i = H, C, H' and C'; j = H, c, H', C' and I) were obtained 
by using the method of least squares to fit equation 5 to the data base and the Rayleigh 
numbers are defined according to equation 6 below: 



where 

i 

7 

Tj is defined in equation 3 

P gSPr/v2 = 1.02 • 108 oc-1m-3 for air at NTP 

j = H, C, H', C' or I 

TABLE 2 

EXPANDED DATA BASE SIMULATION DESCRIPTION$ 

Tc~~lH 

I 

I 

I 

I 
I 

I 

I 

I 

I 

I 

I 

I 
I 

I 

Area of Cold Subsurface, Ac 

r.-!.~ T§H T C- T 
C 1.72 m• ~ H 

I 

simulation # 12 simulation # 13 

Temperature of Inactive Subsurface, TI 

I T - • 

T C~~:_~~-~TH lc~H 
simulation # 14 simulation # 15 

Enclosure Aspect Ratio, H/L 

TtL jTH Tf H/L = 0.33 .TH 
1.0 _j 
- ---------

simulation # 16 simulation # 17 

Tc' H/L = 0.25 fH 
simulation # 18 

$For all simulations: T H = 29.45 °C, T C = 4.45 °C 

""ease case = simulation #5, Table 1. 

(6) 

In equation 5 the heat transfer from any active surface is given by a linear superposition 
of the contributions from all the subsurfaces. Each contribution is proportional to the 1/4th 
power of the Rayleigh number for each subsurface and to the ratio of the room height .to 1 t~e subsurface length. The 1/4 power was used since this is the Ra dependence of Nu (Nua Ra I ) 
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for 1 ami nar natural convection along a vertical flat plate (Holman 1976). The 1 ength ratio 
(H/L·) was included in each term of equation 5 to account for the length of each particular 
subsnrface. Equation 6 shows that the Rayleigh number for each subsusface is. proportional to 
the various fluid properties (lumped into a constant, P = 1.02 x 10 ), the 'cube of the length 
of each subsurface, and the temperature difference between the surface and the adjacent air 
with which it thermally interacts. 

RESULTS 

The correlation constants obtained from the least squares fit are shown in table 3 together 
with equation 5. The coefficients Kij in the above correlation demonstrate the symmetry 
demanded by the problem. For example, the primary heat-transfer surfaces, H and C, show an 
equal but opposite dependence on their respective Rayleigh numbers, as well as on the Rayleigh 
numbers of the opposing heat-transfer surface (i.e., the coefficients KHH and Kcc are equal in 
magnitude and opposite in sign to each other, as are the pairs of coefficients KHc and KcH• 
KHC' and KcH'• etc.). Similar symmetry is seen in the correlation coefficients for the sur
faces H' and C' as well •. 

The method of using the correlation is described in detail in Appendix A. A sample calcu
lation is presented in Appendix B. 

TABLE 3 

Correlation Form 

(5) 

~ KiH Kic KiH' Kic' Kil 

H 0. 7253 -0.4062 -0.0650 0.0347 -0.1017 

c 0.4062 -0.7253 -0.0347 -0.0650 -0.1017 

H' -0.4049 0.3997 -0.1256 -0.0918 0.1427 

C' -0.3997 0.4049 0.0918 0.1256 0.1427 

The heat-flux predictions for all four active subsurfaces calculated from equations 4, 5 
and 6 are compared against the numerically obtained results of the 18 numerical simulations in 
figure 4. The solid 45°-line represents the line of perfect agreement between the two calcula
tion techniques. This figure shows that calculations based on the present correlation compare 
well with the numerical predictions of the convection program for all four active subsurfaces. 
The points ~lotted in figure 4 have a root mean square (RMS) deviation from the 45° line of 
only 3.16 W/m • 

The relative and absolute errors in heat-flux predictions from equation 5 (in comparison 
with the numerically obtained results) are shown in table 4. The relative errors are small 
(typically< 5%) even when the magnitudes of the heat fluxes are small (cf. simulation 7), 
showing the applicability of the correlation for a wide range of heat-flux magnitudes. Simi
larly, the correlation is seen to be insensitive to each of the six parameters varied. The 
range of variation of these parameters is indicative of the wide range of validity of the 
correlation. 

Furthermore, if one considers simulations 1, 4 and 7 from table 1, in which the tempera
ture of the hot surface is 21.1°C, the magnitudes of the heat fluxes on subsurface H' .are quite 

• 
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TABLE 4 
Errors in the Prediction of Convective Heat Flows at the "Active" Surfaces 

Using LBL Correlation 

Errors in Total Convective Errors in Total Convective 
Heat Flow From Wall to Air Heat Flow from Air to Wall 

Simulation # Absolute Relative Absolute Relative 
(I~) (%} (W) (%) 

1 2.96 5.6 2.95 3.3 

2 0.62 0.9 1.79 1.8 

3 3.29 3.1 1.05 0.9 
4 0.41 1.6 0.83 1.9 
5 1.54 3.2 0.72 1.2 
6 1.76 2.4 1.81 2.4 
7 0.08 1.2 0.35 3.4 
8 0.23 0.9 0.79 3.5 
9 2.12 4.1 0.52 1.4 

10 1.36 3.1 2.36 3.7 
11 1.09 2.8 2.06 3.5 
12 0.93 1.8 4.73 9.8 
13 1.11 3.0 3.21 7.3 

. 14 1.33 3.2 0.45 0.8 
15 0.27 0.6 1.53 2.4 
16 0.08 0.2 1.25 2.1 
17 0.10 0.2 0.77 1.3 
18 1.66 3.4 0. 71 1.2 

small (see figure 2). Under these conditions, one is on the outer limits of the definition of 
this configuration as "one hot and one cold surface on opposite vertical walls with the 
remainder of the surfaces at an intermediate temperature." The present correlation predicts 
the convective heat-fluxes even under these conditions reasonably well • 
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Two methods* of calculating convective heat-flux recommended by ASHRAE are similarly com
pared with the numerically obtained results in figure 5. The convective heat-fluxes in figure 

·sa calculated using the ASHRAE constant convection coefficients according to equation 7 
bel ow: 

where 

en 

h = 3.08 (W/m2 °C) for vertical surfaces, 

= 4.04 (W/nf'°C) for horizontal surfaces with heat flow upward. 

= 0.95 (W/nf°C) for horizontal surfaces with heat flow downward. 

The convective heat-fluxes in figure 5b are calculated using the ASHRAE correlations for tur
bulent convection coefficients according to the equation below: 

(8) 

where 

h = (1.31)(~Tsalo.33 for vertical surfaces 

= (1.52)(~Tsa) 0 • 33 for horizontal surfaces with heat flow upward. 
For horizontal surfaces with heat flow downward, no expression for h is given for turbulent 
convection. The laminar correlation given by ASHRAE was used: 

h = (0.51)( Tsa1L)0•25 

The ASHRAE correlations provide a fairly good prediction of the heat flux to the room air 
from the cold and hot subsurfaces (C and H), but they have large errors for the other two suD
surfaces (C' and H'). The ASHRAE correlations, in fact, often predict the wrong direction of 
heat flow ~or subsurfac2 H'. The RMS deviations of the points in figure 5 from the 45°-line 
are 16.1 W/m and 16.8 W/m respectively. It should be noted that these numbers are of the 
same order of magnitude as the heat fluxes on most subsurfaces. However, most of the aggre
gated deviation is contributed by the inability of the standard ASHRAE correlations to meaning
fully represent the heat transfer for the subsurfaces (H' and C') immediately downstream of the 
heated and cooled subsurfaces (Hand C). A comparison of figures 4 and 5 shows that the pred
ictions from equations 4, 5 and 6 give substantially better agreement with the data base than 
do the ASHRAE calculations, particularly for subsurfaces H' and C'. 

In table 5, the convective heat~flows from the active subsurfaces to the room air, as cal
culated by the present correlations, are compared in detail with the two ASHRAE calculations. 
The comparison has been made for one particular set of boundary conditions (simulation 2), 
shown in the accompanying diagram. The average room air temperature (Tair = 17.2°C) computed 
by the convection program has been used to calculate the surface-to-air temperature difference 
( ~Tal, which in turn has been used in the ASHRAE correlations. A measure of the imbalance in 
the total heat flow in the room, Qnet• can be obtained by calculating the total of convective 
heat-flows from each of the 12 subsurfaces to the room air. This quantity, although limited to 
the convective component of heat transfer within the room, has important implications in terms 

*The ASHRAE constant convection coefficient for a vertical surface is derived from table 1, 
page 23.12, ASHRAE Handbook -- 1981 Fundamentals Volume by subtracting out the radiative com
ponent of the total surface heat-transfer coefficient. The radiative component is based on a 
5.6°C (10°F) surface-to-surroundings temperature difference, which is not always typical for 
real buildings. In addition, it is noticed that the constant convection coefficient is 
representative of a 13°C (23°F) surface-to-air temperature difference in order to be con
sistent with the temperature-dependent convection coefficient for turbulent flow. The ASHRAE 
temperature dependent convection coefficient for turbulent flow is recommended for use with 
large plates (typical for buildings) and is taken from table 5, page 2.12, ASHRAE Handbook --
1981 Fundamentals Volume. ---

• 
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of the accuracy.of building load calculations. For the steady-state conditions of this confi
guration, the convection progrmn properly computes Qnet to be very nearly zero, as it should 
be. As seen in table 5, the present correlation, combined with two convection coefficients for 
the inactive subsurfaces,* produces a room energy balance to within 3.5~ of the desired result. 
Both ASHRAE calculation methods, however, demonstrate large errors in the energy balance calcu
lation and are not even mutually consistent regarding the direction of the exc~ss energy flow. 

TABLE 5 

Comparison of Natural Convection Heat Transfer Calculations (Simulation 2) 

4 5 6 
3 

Tc = -6.67°C 
(20°F) I· 

T c·= zooc 
(68°F) 12 

9 
11 10 

Method of Calculation 

(Q.=q.•l.) 
J J J 

LBL Convection Program 

LBL Correlation 

ASHRA£ Con st. Conv. Coeff. q.·~ 3.08 • ~T 

I 
J 

ASHRA£ Turb. Conv. Coeff. qj • 1.31 • ~T1.3 
sa 

CONCLUDING REMARKS 

T7 = T9 = TlO = T11 = T12 = zooc 

T2 = -6.67°C, T8 = 29.45°C 

Convective Heat Flow (W) From Imbalance in 
Wall to Air for Subsurfaces Total Heat 

C' • C. H'. H 
Flow, Qnet 

: 
I 

Oc· Qc QH' QH (W)** · (:)t I 

37.8 -94.8 -6.9 34.1 0.3 0.3 

35.9 -92.6 -8.4 33.6 3.5 3.5 

6.2 -92.6 6.2 29.4 ·10.7 10.9 

3.7 -112.3 3.7 26.3 -44.8 -49.8 

t 

·This report summarizes the results of attempts to develop improved correlations for convective 
heat-fluxes at the internal surfaces of an enclosure. Correlations have been obtained by 

*The present correlations have only been developed for the active subsurfaces. In order to cal
culate a value for Qnet• two convection coefficients were estimated for the inactive subsur
faces along the ceiling and floor, respectively. The four convection coefficients for sub sur-. 
faces 3, 4, 5, and 6, iJS computed by the convection program were averaged together to yield a; 
single value of 0.1 W/mf°C, supporting the classification of these subsurfaces as being inac-1 
tive. Similarly, for s~bsurfaces 9, 10, 11, and 12 a single average convection coefficient: 
was computed to be 2.7 W/m °C. 
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analyzing results from numerical simulations of the natural convective process in an enclosure 
described by a two-dimensional configuration having the hottest and coldest surfaces on oppo
site vertical walls--a situation commonly encountered in buildings. The correlations allow 
prediction of the major convective heat-fluxes in any situation that can be approximated by the 
schematic shown in figure 1. The correlations have been shown to provide accurate calculation 
of convective fluxes for a range of enclosure geometries and surface temperatures. In particu
lar, the correlations reproduce the variability of convection coefficients on the primary 
heat-transfer surfaces and on surfaces downstream of the primary surfaces. In order to achieve 
this generality the correlations have necessarily incorporated information specific to the 
fluid· mechanics of the problem being characterized and have therefore become considerably more 
complex than alternate calculation techniques. 

While currently available calculation techniques may be more accessible, they do not con
tain enough information to properly represent heat transfer in the enclosure, especially for 
surfaces in proximity to those that are driving the convection process. 

The validity of the present correlation is limited to the particular configuration for 
which the numerical simulations were performed. However, the methodology in this report is 
quite general and can be appligd to other configurations of hot and cold surface positi9ns, as 
well as to three-dimensional situations. The correlations obtained for other configurations 
may not be identical in form to those presented here. 

An area needing careful consideration in the future is the prescription for identifying a 
given real situation with the single most appropriate configuration from the complete set of 
configurations for which correlations will be published. It is evident that in each and every 
case, identifying the one hottest and the one coldest subsurface may not be possible; all the 
subsurfaces may have temperatures close to one another. In this case, all the different appli
cable correlations must predict similar results. In other words, the correlations, if properly 
formulated, must give predictions that continuously and smoothly vary over all the possible 
subsurface temperatures, spanning a number of configurations. 

The numerical-analysis technique used in this study has been compared with experimentally 
obtained flow patterns, temperature fields, and wall heat-fluxes for the configuration con
sidered in this report. These comparisons have shown agreement usually within a few percent, 
providing one confidence in the computer program as a device for quickly performing "numerical 
experiments" for a variety of conditions within the domain of this configuration. It is neces
sary, in proceeding to obtain correlations for significantly different configurations, to 
reconfirm the validity of the computer program in each case, using experimental data for that 
configuration. 

One caution is in order relating to the use of the preliminary correlation reported here: 
experimental evidence exists showing steady, laminar flow in enclosures for the present confi
guration, even at the high Rayleigh number (Ra) values that have been considered here. How
ever, almost all the experiments in this regard have used fluids in the Prandtl number (Pr) 
range of 2.5 and higher. Since it is known that the Ra number for the onset of turbulence is 
decreased for lower Pr number fluids (Prof air at room temperature is 0.71), the assumption of 
steady laminar flow requires careful experimental examination. Similarly, the Ra number for 
the onset of turbulence is influenced by the configuration, i.e., the temperature distribution 
on the subsurfaces, and this, again, needs careful experimentation. The computer program is 
unable to determine the Ra number for the onset of turbulence, and this information must be 
experimentally obtained for each configuration. 

The results presented in this report indicate that predicting convective heat-transfer in 
rooms using general correlations is possible. The success achieved for the one case considered 
is encouraging, and leads to the expectation that a similar approach will yield successful 
predictions in other cases as well. The difficulties and uncertainties discussed here cer
tainly exist; however, they are amenable to careful experimentation and analysis. 
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NOMENCLATURE 

g 

Gr 

k 

qASHRAE1 

qASHRAE2 
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= acceleration due to gravity, (m/sec2) 

= Grashof number, g8(TH - TclH3tv2 

=convective heat transfer coefficient at subsurface j, (W/m2°C) 

= enclosure height, (m) 

thermal conductivity, (W/m 2°C) 

correlation coefficient 

= enclosure length, (m) 

length,(m).or area, per unit depth (m2) of subsurface j 

= len.oth, (m), or area oer unit depth, (m2). of active subsurfaces uostream from 
subsurfaces j 

= Nusselt number, at subsurface j, qj H/[(TH- Tc)k] 

= Prandtl number, v/a 

= convective heat-flux as calculated by equation 7, (W/m2) · 

= convective heat-flux as calculated by equation 8 (W/m2l 

qcorrelation = convective heat-flux calculated using equations 4 and 5, (W/m2) 

Raj 

Tadj 

Tair 

Tj 
I 

Tj 

v 

Subscripts: 

C' 

c 
H' 

H 

= convective heat-flux from subsurface j to room air (W/m2) 

=convective heat-flow from subsurface j to room air, (W) 

Rayleigh number, Gr Pr 

= Rayleigh number for subsurface j, defined in equation 6 

= temperature of room air immediately adjacent to a subsurface, (°C) 

average room air temperature, (°C) 

temperature of subsurface j, (°C) 

=empirically correlated temperature of room air immediately adjacent to subsur
facej, (°C) 

T T ( oc) = j - adj • 

= Tj - Tair• (oC) 

= thermal diffusivity, (m2/sec) 

= coefficient of thermal expansion, (oc-1) 

= kinematic viscosity, (m2/sec) 

= subsurface 1 

= subsurface 2 

= subsurface 7 

subsurface 8 

subsurfaces 3, 4, 5, 6, 9, 10, 11, and 12 
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E 

'd" 
'd" . 
N 

.. -., 

----- 4 5 6 
3 

7 

Cold Subsurface 2 81 Hot Subsurface 

1 9 

- - - - - 10 12 ; ll \ 

I~ ·- ._l 
3.66 m 

Aspect Ratio (height/length} = 0.67 

Subsurface -# 1 2 3 4 5 6 7 8 9 10 11 

Area* (m2) o. 72 1. 26 0.46 1.28 1.10 1. 28 0.72 1.01 0.72' 1.28 1.10 
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FIGURE 1· 

Room description 
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0.873 -0.307 0.025 0.924 2.141 -o. 239 -0.054 -0.031 -0.323 -9.557 
-2.654 -0.915 -0.695 -3.524 -25.445 

l. 322 0. 281 0.187 0.449 1.111 - 1. 267 -0.329 -0.313 -1.403 -10.802 -3.741 -1.517 -1.340 -4.714 -26.904 

-0.112 -0.652 -2.220 -11.766 -5.016 -22.452 

-70.222 8.184 
-75.218 33.782 
-80.397 H' 61.786 

cJ5.416 ~ Tair 
17.892 H 6.483 

-40.777. 2 (oc) 
19.012 8 28.827 

-44.438 c 55.836 19.828 ...... 
119.442 

0) -7.736 c· 2.579 
-11. 197 1 20.397 23.518 
-13.837 21. 74 48.274 

59.568 5.802 
52.457 8.588 
50.696 9.099 

26.329 6.772 1.696 2.100 5.075 
25.613 5.851 2.144 1.627 4.099 
24.303 0. 721 1. 441 1 .632 4.221 

5.739 2.050 0.533 0.030 0.046 
4.169 0.669 0.233 0.236 0.785 
3.454 0.277 0.064 0.038 0.184 

FIGURE 2 

Numerically caZcuZated convective heat fZuxes (W/m2) 
from the interior subsurfaces to the room air. 
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3.023 0.623 
3.108 -3.880~ 
3.199 -16.595 

2.634 0.527 
2.799 

I I -10.928 
2.889 I 4 5 6 I -155.56 

\f . 7 t' I 
__, 

l. 990 I -1.168 "'.J 

2.313 29.668 
2.420 8 H 22.354 

2 
17.339 

c.f, J\ 1.800 
21 .295 2.837 
33.064 3.200 

I 12 11 10 I 2.014 12.486 I I 
25.913 2.763 

140.525 3.111 

10.277 1.546 
2.599 -10.512 
2.925 -2.174 

FIGURE 3 

Calculated convection coefficients (W/m2°C) from 
the ~nterior subsurfaces to the room air 
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RMS error = 3.16 W/m2 
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FIGURE 4 

Comparison of present heat f7ux predictions 
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qASHRAE 1•ASHRAE correlation 
wHh constant 
coefficient, eq. ( 7 l 
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·;: for turbulent flow, 
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FIGURE 5 

CompaPison with ASHRAE heat flux pPedictions 
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APPENDIX A: 

CORRELATION DESCRIPTION 

To apply the correlation for convective heat transfer from room surfaces, an appropriate 
room must be selected. For the present correlation this is limited to rectangular rooms whose 
surface temperature distribution can be characterized by a warm surface (H) on one wall, a 
cooler surface (C) on the opposite wall, and the remaining surfaces at some intermediate te~
perature (Fig. A1). The correlation is capable of predicting the convective heat flux (W/m) 
to/from the room air for the two major heat transfer surfaces H and C, as well as for surfaces 
H' and C', the two vertical surfaces immediately downstream from surfaces H and C. 

The correlation is sui tab 1 e for use with: 

(1) a warm surface (H) having a temperature in the range 21.1°C < TH < 37.8°C and an area in 
the range 41% to 100% of the room height; 

(2) a cool surface (C) having a temperature in the range -6.Z°C < Tc < 15.6°C and an area in 
the range 52% to 100% of the room height; 

(3) _inactive surfaces (surfaces 3-6 and 9-12 in Fig. A1) having a temperature in the range 
17.2°C < TI < 22.8°C; and 

( 4) rectangular rooms having an aspect ratio in the range 0. 25.;;; H/L .;;; 1.0 and whose convec
tive heat transfer processes can be approximated as being largely two-dimensional in 
nature. 

For room configurations which fall within the ranges of temperature and geometry specified 
above,' the? correlation will predict convective heat fluxes for individual surfaces to within 
about 3 W/m-. For temperature and geometry conditions which fall outside of these ranges, the 
accuracy of the present correlation is not known. 

Outlined below is a step-by-step procedure which should be followed when using the corre-
1 ation. 

4 I 5 I 6 
3 7 H' 

- -
cold surface c 2 8 H = hot surface 

-t- ---C' 1 12 11 10 9 
I 

I 

Figure A1. Room Description 

Step 1a: Compute surface lengths (m) (surface length is equivalent to area per unit depth). 

LH = Ls 

Lc = L2 

LH' = L7 

Lc• = L1 

LI = (L3 + L4 + Ls + L6) + (L9 + L10 + L11 + L12) 
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Step lb: Compute lengths (m) of surfaces upstream fran H' and c• (used in equation 3). For a 
further explanation see page 6. 

LH• = Ll + Lg + Llo + Lll + Llz 

Step 2: Compute surface temperatures (°C). 

. TH = Ts 

Tc .= Tz 

TH' =T7 

Tc• =Tr 

Tr = T3 = T4 = Ts = T6 = Tg = T10 = T11 = T12 

Step 3: Compute estimated .air temperatures (_°C) adjacent to the surfaces. 

(LH·TH + Lc·Tc + LH,·TH~ + Lc•'Tc• + L1·T1) 
T I = T I = T I = __.;..;__:..;___;;;,__-"---'-'--__;.;_--;;__......:;__--"---''--

H c r . (LH + Lc + LH, + Lc, + L1) 

(LH·TH + L~,·T 1 ) 

(LH+L~,} 

{Lc·Tc+L~,·T 1 ) 

(Lc + Lg,) 

Step 4: Compute Rayleigh numbers for each surface (P = gBPrli= 1.02 x 108, oc-lm-3). 

RaH = PITH-THILH
3 

Ra 1 PITc-TciLc 

(3) 

RaH' PITH'-T H .I LH ,3 (61 

Rae, = PITc·-Tc,ILc,
3 

Rae = pIT -T I I L 3 
I I I 
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Step 5: Compute Nusselt numbers for each"surface (H = room height). 

~. KiH Kic KiH 1 Kicl 

H 0.7253 ..;Q.4062 -0.0650 0.0347 

c 0.4062 -0.7253 -0.0347 -0.0650 

HI -0.4049 0.3997 -0.1256 -0.0918 

c~ -0.3997 0.4049 0.0918 0.1256 

Step 6: Compute convective heat flux (W/nf) for each active surface. 

qi = Nui(TH-Tc)k/H 

where 

i = H , C , H 1 
, and C 1 

k 0.0258 W/m·°C for air at NTP 

APPENDIX B: 

SAMPLE CALCULATION 

(5) 

Kil 

-0.1017 

-0.1017 

0.1427 

0.1427 

Consider the room shown in Figure Bl having a warm 2.4 m high wall maintained at 30.0°C, 
and a cool 1.0 m high window maintained at l0.0°C on the opposite wall. The remaining surfaces 
have a temperature of 20.0°C. Other dimensions of the room surfaces are indicated in the fig
ure. 

-- .r---
0.6 m 20.0°C 

--~-
t 

1.0 m 10.0°C=Tc 

~ 
t 

o.8m 20.0°C=Tcl • 

TH=30.0°C 

+---------- 4.8 m ________ ....,. 

Figure Bl. Sample Calculation Room Description 

I 
2.4 m 

1 

·~ 

'-' 
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In the following calculations refer to Figure Al, for surface numbers. 

Step la: Compute surface lengths. 

.LH, =L8 = 2.4 m 

.Lc =L2 = LO m 

.LH1 = L1 = 0.0 m 

Lc1 = L1 = 0.8 m 

L1 = (L3 + L4 + L5 + L6} + (Lg + L10 + L11 + L12) 

= (0.6 + 4.8) + (0 + 4.8) 

= 10.2 m. 

Step 1b: Compute lengths of surfaces upstream fran H 1 and C 1• 

l~1 = L3 + L4 + L5 + L6 + L7 

= 0.6 + 4.8 + 0.0 

= 5.4 m. 

L~1 is not needed because LH1 = 0. 

Step 2: Compute surface temperatures. 

TH = 18 = 30.0°C 

Tc = 12 = 10.0°C 

TH 1 = T7 not applicable 

Tc1 = 11 = 20.0°C 

T 1 = T 3 = T 4 = T 5 = T 6 = T g = T 10 = T ll = T 12 = 20 .0°C 

Step 3: Compute estimated air temperatures adjacent to the surfaces. 

Tl 
H 

Tl c T' I 
(LHTH + LCTC + LH,TH' + Lc,Tc, + LITI) 

(LH +,LC + LH' + Lc, + L1) 

[(2. 4 )( 30. 0) + ( 1. 0) (10. 0) + 0 + (0. 8){20. 0) + (1 0. 2)(20. 0)] 
. (2.4+1.0+0+0.8+10.2) 

T~, (LCTC + l~,T 1 )/(LC + L~,) 

= [(1.0)(10.0) + (5.4)(20.0)]/(1.0 + 5.4) 

= 18.4°C 



Step 4: Compute Rayleigh numbers. 

Step 5: Compute Nusselt numbers. 

24 

T~ 1 not .applicable. 

RaH =PITH - THILH3 

= 1.02 x·1o8 13o.o- 21.ol<2.4l3 

= 1.27 X 1010 

Rae= PITc- Tc1Lc3 

= 1.02 X 108 110.0- 21.01(1.0)3 

= 1.12 X 109 

RaH' =PITH' - TH•ILH' 3 

= 0 

Rae' = P 1 T c, - T c, 1 tc, 3 

= 1.02 X 108 120.0 - 18.41 (0.8) 3 

= 8.36 X 107 

Ra1 = PIT1 - TfiL1
3 

8 3 = 1.02 X 10 120.0 - 21.01 (10.2) 
= 1.08 X 1011 

k k ~ k !.: 
KHH ( H/LH) RaH + KHc (H/Lc) Rae+ KHH I (H/LH' ) RaH I + KHc, (H/Lc I) Rae I + KHI (H/L1) Ra; 

(.7253)(2.4/2.4)(1.27 X lOlO)J,o+ (-.4062)(2.4/1.0)(1.12 X 109)!,o+O 

+ (.0347)(2.4/0.8)(8.36 X 10 7 )~+ (-.1017)(2.4.10.2)(1.08 X lOll)~ 
243'- 178 + 0 + 10- 14 

61 

(.4062}(2.4/2.4}(1.27 X 1010 )~+ (-.7253}(2.4/1.0}(1.12 X 109 )~+0 

+ (.0650)(2.4/0.8}(8.36 X 10 7 )~+ (-.1017}(2.4/10.2}(1.08 X lOll)~ 

136-318 + 0 + 19 -14 

-177 
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( !.{ ( }!.< ( }!.< ( }!.< ( !.< = ·KC'H HILH}RaH+KC'C Hllc Rac+KC'H' HILH' RaH,+KC'C' HILc, Rac,+KC1I HIL1}Ral 

(-.3997}(2.412.4}(1.27 X 101Q}!.{+ (.4049}(2.411.0}(1.12 X 109}!.{+0 

+ ( .1256} (2.410.8}(8.36 X 107}!:, + ( .1427}(2.4/10.2}(1.08 X 1011 }!:, 

-134 + 178 + 0 + 36 + 19 

99 

• Step 6: Compute convective heat flux 

qH NuH(TH- TC}kiH 

( 61 } ( 30. o - 1 o. o} ( . 0258} I ( 2. 4} 

13.1 Wlm2 (from surface to air} 

qC = NuC(TH-TC}kiH 

(-177} (30.0 -10.0}(.0258}1(2.4} 

-38.1 Wlm2 (38.1 Wlm2 from air to surface} 

qc 1 Nuc 1 (T H - T c} kiH 

( 99} ( 30. o - 1 o. o} ( . 0258} I ( 2. 4} 

21.3 Wlm2 (from surface to air} 
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