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Abstract of the Dissertation

The statistics of the zeros of the Riemann

zeta-function and related topics

by

Bradley William Rodgers

Doctor of Philosophy in Mathematics

University of California, Los Angeles, 2013

Professor Terence Tao, Chair

This thesis concerns statistical patterns among the zeros of the Riemann zeta func-

tion, and conditioned on the Riemann hypothesis proves several related original

results. Among these:

By extending a well known result of H. Montgomery, we show, at an only mi-

croscopically blurred resolution, that the distance between two randomly selected

zeros of the zeta function tends to weakly repel away from the location of low-lying

zeros of the zeta function.

For random collections of consecutive zeros that are not so large as to see this

resurgence effect, we support the view that they resemble the bulk eigenvalues of a

random matrix by in particular proving an analogue of the strong Szegő theorem.

Concerning even smaller collections of zeros, we show that a statement that the

zeros of the Riemann zeta function locally resemble the eigenvalues of a random

matrix (the GUE Conjecture) is logically equivalent to a statement about the

distribution of primes. On this basis, we make a conjecture for the covariance

in short intervals of integers with fixed numbers of prime factors, weighted by

the higher order von Mangoldt function. This is related to the so-called ratio

conjecture. The covariance pattern is surprisingly simple to write down.
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We finally include a rigorous derivation that uniform variants of the Hardy-

Littlewood conjectures agree with the GUE Conjecture. Even thus conditioned,

the range of correlation test functions against which we may confirm the GUE

pattern for zeta zeros remains limited. We consider in detail the case of two,

three, and four point correlations, the two point case being due to Mongtomery.
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CHAPTER 1

Introduction

1.1 Background material

This thesis is a compilation and extension of three papers that the author has

written in the past two years regarding the well-known but still conjectural con-

nection between the spacing of the zeros of the Riemann zeta-function and the

bulk spacing of eigenvalues of a wide variety of random matrix ensembles – the

Gaussian Unitary Ensemble being the best known. These papers are

1. “Macroscopic Pair Correlation of the Riemann Zeroes for Smooth Test Func-

tions”

2. “A central limit theorem for the zeroes of the Riemann zeta function”

3. “Arithmetic consequences of the GUE Conjecture for zeta zeros.”

The first of these has been accepted for publication in Quart. J. of Math. They

have been lightly edited and rearranged to fit more cohesively together, though

I hope they still may be read independently. I sometimes restate in full (though

never reprove) results from earlier chapters for this reason. The content of each

chapter is summarized below.

For the sake of completeness, we now briefly recall the very basic properties of

the Riemann zeta-function. A number of texts such as [79], [56] serve as a more
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complete introduction. ζ(s) is defined for <s > 1 by

ζ(s) :=
∞∑
n=1

1

ns
=
∏
p

prime

1

1− p−s
, (1.1)

and by analytic continuation elsewhere. If we define ξ(s) := π−s/2Γ(s/2)ζ(s), we

have the functional equation

ξ(s) = ξ(1− s),

and from this, the relation (1.1), and basic analytic properties of the gamma

factor π−s/2Γ(s/2), one sees that ζ(s) has a simple pole at s = 1, zeros at the

negative even integers s = −2,−4, ..., and all other zeros confined to the critical

strip <s ∈ [0, 1]. These latter zeros are the so-called nontrivial zeros, and we label

them with multiplicity by ρ = 1/2 + iγ.

To first order the distribution of zeros is described by a formula first stated by

Riemann and proved rigorously by von Mangoldt.

Theorem 1.1.1 (Riemann - von Mangoldt). Let

N(T ) := #{ρ : ζ(ρ) = 0,<ρ ∈ (0, 1),=ρ ∈ (0, T ]}

be the number of zeros of the zeta function in the critical strip of imaginary height

no more than T . Then

N(T ) =
T

2π
log T − T

2π
+O(log T ).

That is to say, the density of zeros at an imaginary height T is roughly

log T/2π, or said another way the average spacing between two zeros at a height

T is 2π/ log T .

2



A more detailed investigation of the spacing of zeros of the zeta function de-

pends typically on the assumption of the Riemann hypothesis (RH), that all non-

trivial zeros lie on the line <s = 1/2 – that is, that for all zeros γ ∈ R. We will

assume the Riemann hypothesis in what follows.

It was on the basis of RH that Hugh Mongtomery first investigated the effect

the placement of one zero has on the likelihood other zeros are nearby, at the scale

of mean spacing. He was led to the following:

Conjecture 1.1.2 (Pair correlation). For any fixed Schwartz test function η,

2π

T log T

∑
T≤γ,γ′≤2T

distinct

η
(

log T
2π

(γ − γ′)
)
∼
∫
R
η(x)

(
1−

(
sinπx
πx

)2)
dx.

In a now famous conversation over tea at the Institute for Advanced Study with

Freeman Dyson, Montgomery learned the pair correlation function 1 −
(

sinπx
πx

)2

he had conjectured for zeta zeros is known to be the pair correlation function

for eigenvalues of certain classes of random matrices. On this basis, for reasons

explained shortly one may also conjecture

Conjecture 1.1.3 (GUE). For any fixed n and any fixed η ∈ Cc(Rn),

lim
T→∞

1

T

∫ 2T

T

∑
γ1,...,γn
distinct

η
(

log T
2π

(γ1−t), ..., log T
2π

(γn−t)
)
dt =

∫
Rn
η(x) det

n×n

(
K(xi−xj)

)
dnx

(1.2)

where the entries of the n× n determinant are formed from the function K(x) =

sinπx
πx

.

The left hand side of (1.2) is referred to as an n-level joint intensity. The reader

familiar with probability may note that the GUE Conjecture is the statement that

the zeros of the zeta function near a random translate t, stretched out to have

mean unit density, tend in distribution to the determinantal point process with

sine-kernel.
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A wide variety of random matrix ensembles display this same pattern, perhaps

the best known of which is the Gaussian Unitary Ensemble (GUE). This is an

ensemble of random n×n Hermitian matrices Mn×n with upper triangular entries

composed of independent and identically distributed complex normal variables of

mean 0 and complex variance 1, lower triangular entries defined by Hermitian sym-

metry, and diagonal entries composed of independent and identically distributed

real normal variables of mean 0 and variance 1.

Theorem 1.1.4 (Wigner). For n × n GUE-distributed random matrices Mn×n,

for any test function η the eigenvalues λ1, ..., λn of Mn×n satisfy

E
1

n

n∑
i=1

η
( λi√

n

)
∼
∫
R
η(x)ρsc(x) dx (1.3)

where ρsc(x) := 1
2π

(4− x2)
1/2
+ .

Theorem 1.1.5 (Gaudin-Mehta). For any E ∈ (−2, 2), any k ≥ 1, and any

η ∈ Cc(Rk),

E
∑
i1,...,ik
distinct

η
(
nρsc(E)

( λi1√
n
− E

)
, ..., nρsc

( λik√
n
− E

))
∼
∫
Rk
η(x) det

k×k

(
K(xi − xj)

)
(1.4)

where K is defined in Theorem 1.1.3.

Theorem 1.1.4 has long been known to hold for more general classes of random

Hermitian matrices than GUE; recently Theorem 1.1.5 as well was shown to hold

in the case that gaussian entries are replaced by more general i.i.d variables with

bounded mth moment, for m sufficiently large [78], [22].

Here the semi-circular law, Theorem 1.1.4 is a (rather weaker) analogue of

the Riemann-von Mangoldt Theorem 1.1.1, while Theorem 1.1.5 is exactly the

analogue of the GUE Conjecture. Note that in our counts we have stretched out

the points λi/
√
n near E by a factor of nρsc(E) so that thus rescaled they locally

4



have a unit mean density, exactly as with zeta zeros.

Although the relationship between the GUE Conjecture and Theorem 1.1.5 is

especially striking in light of a conjecture of Hilbert and Polya that the reason γ are

always real is that they have an interpretation as eigenvalues of some still-to-be-

described self-adjoint operator, for us it will be more convenient computationally

to work with the eigenvalues of random n× n unitary matrices U(N) with Haar

probability-measure. In this case the eigenvalues follow a uniform distribution

around the unit circle, rather than the somewhat more complicated semicircular

distribution of Hermitian eigenvalues. Locally they too tend to a determinantal

point process with sine-kernel; the analogue of Theorem 1.1.5 for U(N) is given

by Proposition 4.0.7.

Quite independent of speculations like Hilbert and Polya’s, there is by now a

great deal of concrete evidence in favor of the GUE Conjecture, both numerical

and theoretical. Numerically, computations begun by Odlyzko [57] concerning

the spacing between consecutive entries in large tables of zeros leave little doubt

in the truth of the GUE Conjecture. Theoretically, conditioned on the Riemann

hypothesis, results of Montgomery [53], Hejhal [38], and Rudnick & Sarnak [63]

successively established (in the cases k = 2, k = 3, and k ≥ 3 respectively),

Theorem 1.1.6 (Montgomery, Hejhal, Rudnick & Sarnak). For Schwartz η :

Rn → R so that

supp η̂ ⊂ {x ∈ Rn : |x1|+ · · ·+ |xn| ≤ 2},

equation (1.2) is true.

That is, provided we restrict ourselves to counting with stringently smooth test

functions, the GUE Conjecture can be verified. We have adopted a convention

here of labeling zeros with multiplicity in Conjecture 1.1.3, in the (likely vacuous)

case that some zeros of the zeta function are not simple.
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In a slightly different direction, beginning with the work of Katz and Sarnak

[45], [46], a large number of analogous results have been proven for the statistics

of zeros of families of L-functions over function fields. Here of course the zeros

of L-functions do have a spectral interpretation, as the inverses of eigenvalues of

the Frobenius operator acting on a suitable cohomology group. This perspective

of families has been profitably applied in the number field case as well to show

that the low-lying zeros of certain families of L-functions fall into random matrix

patterns (again, in the number field case, always counted by stringently band-

limited test functions as in Theorem 1.1.6). See for instance [62].

1.2 A summary of chapters

The conjectured convergence of zeros to a determinantal point process with sine-

kernel described by the GUE Conjecture is really only a statement about the effect

that zeros at a height T have on other zeros within a distance of O(1/ log T ). In

chapters 2 through 4 we will discuss the extent to which the zeros at a larger scale

resemble or cease to resemble random matrices in this way.

It will be convenient to make use of the following terminology, meaningful

as T → ∞: the interaction of zeros at a height T seperated by a distance of

O(1/ log T ) we refer to as microscopic. The GUE Conjecture therefore describes

the statistical interaction of zeros at a microscopic level. The statistical inter-

action between zeros at a height T separated by a distance larger in order than

1/ log T but less in order than o(1) as T →∞ we refer to as mesoscopic. Finally

the interaction between zeros at a scale larger than . 1, we refer to as macro-

scopic. The mesoscopic and macroscopic regime of interaction will be illustrated

by examples presently.

In chapter 2, we consider the pair correlation function of the zeta zeros in the

6



macroscopic regime: the sums we consider are of the sort

∑
0≤γ,γ′≤T

distinct

f(γ − γ′). (1.5)

Note that we have not dilated the difference γ−γ′ by a factor of log T/2π here, as

in Conjecture 1.1.2. We evaluate these sums uniformly over a range of functions

f , however, that may oscillate on a microscopic scale of 1/ log T . In chapter 2 we

explain how it is that Montgomery’s work on the pair correlation function can be

recovered from this information, and that we are thus able to see the statistical

behavior of γ−γ′ near any point s up to an only microscopically blurred resolution.

This is enough to rigorously see, for instance, a resurgence phenomenon in which

γ−γ′ tends to weakly repel away from low-lying γ themselves (see figure 2.1), first

noticed heuristically by Bogomolny and Keating [4], and recently rediscovered by

Pérez-Marco [58].

Around a given γ ∈ (0, T ], the sums 1.5 will tend to collect on the order of

log T γ′ near γ. In chapter 3, we consider the linear statistics of slightly smaller

mesoscopic collections of consecutive zeros. That is, for random t uniformly dis-

tributed in the interval [T, 2T ], we consider the statistics

∆η :=
∑
γ

η
(

log T
2πn(T )

(γ − t)
)
,

where η is some test function of compact support and bounded variation, and n(T )

is some function that grows with T such that n(T ) → ∞ but n(T ) = o(log T ).

The linear statistics take the expected value

E
t∈[T,2T ]

∆η = n(T )

∫
R
η(x) dx+ o(1)

7



and we show that for all but certain pathological η, the random variable

∆η −E∆η√
Var ∆η

tends in distribution to a normal variable of mean 0 and variance 1, where

Var ∆η ∼
∫ n(T )

−n(T )

|x| · |η̂(x)|2 dx.

This is an analogue of the strong Szegő theorem, a matter of classical interest

in random matrix theory. The reason this result so closely mirrors a result of

random matrix theory is that in the mesoscopic regime, we do not see the macro-

scopic resurgence phenomenon of chapter 2, which acts as the only substantial

obstruction differentiating the statistics of zeros from random matrix statistics.

In chapter 4, we provide a proof of Theorem 1.1.6, along the lines of [42], and

develop a more precise account of the resemblance in the mesoscopic regime of

the statistics of the zeta function to the statistics of random matrices.

In Chapter 5, we show that the GUE Conjecture as stated above is logically

equivalent to a statement about the distribution of the primes. This overlaps with

the recent work [25], who consider similar questions conditioned on hypotheses we

do not require here. This statement about the primes, though complicated, has at

least one elegant consequence, that as weighted by the higher-order von Mangoldt

functions, the counts almost primes of various orders in short intervals have a

curiously simple covariance pattern. To arrive at this statement we will pass

through some random matrix statistics of independent interest. The methods

used in this chapter also yield a simple proof, conditioned on RH, of new bounds

for the moments of the logarithmic derivative of the zeta function.

Finally, in Chapter 6, we show that conditioned on a uniform variant of con-

jectures made by Hardy & Littlewood regarding the spacing of prime pairs, one

8



can enlarge slightly the class of test functions against which the correlation func-

tions of zeta zeros agrees with the GUE pattern in Theorem 1.1.6. This extends

well-known work of Montgomery in the pair correlation case (an account of which

can be found in [54]).

9



1.3 Notation

f(x) . g(x) There is a constant C such that |f(x)| ≤ Cg(x). Used

interchangeably with f(x) = O(g(x)).

fk(x) .k gk(x) There is a constant Ck depending on k so that |fk(x)| ≤

Ckgk(x)

e(x) e(x) = ei2πxξ

f̂(ξ) f̂(ξ) :=
∫∞
−∞ f(x)e(−xξ) dx

f̌(x) f̌(x) :=
∫∞
−∞ f(ξ)e(xξ) dξ

N+ N+ := {1, 2, 3, ...}

γ imaginary ordinate of a nontrivial zeta zero, ζ(1/2+iγ) =

0

Cc(Rk) the set of continuous and compactly supported functions

on Rn

detn×n an n× n determinant

K(x) K(x) := sinπx
πx

Λ(n) von Mangoldt function, log p if n is pk the power of a

prime, 0 otherwise

ψ ψ(x) :=
∑

n≤x Λ(n)

U(N) the group of N ×N unitary matrices u, with Haar prob-

ability measure du

d̃(ξ) d̃(ξ) :=
∑
δγ(ξ)

S(t) S(t) := 1
π

arg ζ(1/2 + it)

Ω(t) Ω(t) := 1
2

Γ′

Γ

(
1
4

+ i t
2

)
+ 1

2
Γ′

Γ

(
1
4
− i t

2

)
− log π

Z(β) Z(β) := det(1− e−βu)

dz(x) dz(x) := e−x/2d
(
ψ(ex)− ex

)
admissible See definition 5.2.3

υT (x, y) υT (x, y) :=
(
1− T |x− y|

)
+

10



ΨT See equation (5.10)

ΘT See equation (5.11)

Λj(n) Λj(n) :=
∑

d|n µ(d) logk(n/d)

ψj ψj(x) :=
∑

n≤x Λj(n)

ψ̃j See equation (5.22)

ψ̃j(x;H) ψ̃j(x;H) = ψ̃j(x+H)− ψ̃j(x)

Hj(r) See equations (5.26) and (5.27)∫→∞
→−∞ An improper integral

α, αR Bump functions centered at 0 of width 2 and 2R; see

equations (5.29), (5.30)

ZT , ZT (σ) Point processes induced by zeta zeros, see definitions

5.4.1 and 5.4.3

GUE(σ) The GUE Conjecture with averaging σ, see definition

5.4.4

S The sine-kernel determinantal point process (See Ap-

pendix B)

SN See definition 4.0.7

S ′N See definition 5.4.6

GT GT (η, t) :=
∑

γ η
(

log T
2π

(γ − t)
)

LT LT (η, t) :=
∫∞
−∞ η

(
log T
2π

(ξ − t)
)

log(|ξ|+2)
2π

dξ

G̃T G̃T (η, t) :=
∫∞
−∞ η

(
log T
2π

(ξ − t)
)
dS(ξ)

Mk See equation (5.39)

dλk(t) dλk(t) := logk(|t|+ 2) dt

ωε ωε(x) := 1− αε(x)

Ωε Ωε(x) := ωε(x)1R+(x)

f |ε f |ε(x) := f(x)Ωε(x)

f |ba f |ba(x) := f |a(x)− f |b(x)

11



CHAPTER 2

Macroscopic statistics: Macroscopic pair

correlation of the Riemann zeros for smooth test

functions

2.1 Introduction

This chapter is an account of the pair correlation function of the zeros of the

Riemann zeta function. In particular we will consider the pair correlation function

at a macroscopic scale. In this way, we shall see how far the macroscopic statistics

of the Riemann zeta function can be understood in a rigorous fashion. By this

we mean especially those numerical statistics that seem to indicate a statistical

repulsion of the differences of zeros of Riemann’s zeta function away from low

lying zeros. (See Figure 2.1.) Such statistics were first noticed by Bogomolny

and Keating [4], who predicted them heuristically, and recently rediscovered by

Pérez-Marco in [58]. [69] contains a relatively recent survey.

We will make one concession of rigor, which is to assume as throughout the

thesis that the Riemann Hypothesis is true. This is not entirely necessary, but

without it the results (and conjectures) that follow would not be particularly

meaningful.1 We will show that a formula first conjectured by Bogomolny and

Keating indicating the observed repulsion is true for sufficiently smooth test func-

1If for a sufficiently nice function f one understands f(x + iy) in the harmonic sense to be∫
f̂(ξ)e((x + iy)ξ)dξ, then what follows can made unconditional. This observation, which has

been made before for similar problems, would seem to be of rather secondary interest.
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tions. Our approach in some ways consists in nothing more than carefully coloring

in their heuristic computations.

If the non-trivial zeros of ζ(s) are written in the form 1/2 + iγ, then the

Riemann Hypothesis is the statement that γ is always real. We will slightly

abuse terminology by sometimes referring to the γ’s as ‘zeros’; this should cause

no confusion. The number of such γ in an interval [T , T + 1] is known by the

Riemann-von Mangoldt formula, Theorem 1.1.1 to be roughly log T
2π

, so that the

spacing between consecutive zeros in this interval is on average 2π
log T

. (A slightly

better approximation to density near T is log(T/2π)
2π

, which will make an appearance

later.)

We recall Montgomery’s [53] more precise conjecture concerning these spacings

Conjecture 2.1.1 (Pair Correlation Conjecture). For a fixed Schwartz class test

function f ,

∑
γ,γ′∈[0,T ]

distinct

f
(

log T
2π

(γ − γ′)
)

= T
log T

2π

(∫ ∞
−∞

f(u)

[
1−

(sin πu

πu

)2
]
du+ o(1)

)
.

More informally, for a random γ′ of height roughly T , the expected number of

distinct γ to lie in an interval [γ′ + 2πα
log T

, γ′ + 2πβ
log T

] is
∫ β
α

1− ( sinπu
πu

)2du. Since the

integrand is small when u is small, there is very little chance that the distance

between zeros will be orders less than 1/ log T , and in this sense zeros repel one

another.

This conjecture Montgomery derived from a slightly stronger conjecture:

Conjecture 2.1.2 (Strong Pair Correlation Conjecture). For fixed M and w(u) =

4
4+u2

,

2π

T log T

∑
0≤γ,γ′≤T

T iα(γ−γ′)w(γ − γ′) = 1− (1− |α|)+ + o(1) + (1 + o(1))T−2α log T,

(2.1)

13
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Figure 2.1: A histogram of γ − γ′ for the first 10,000 zeros, counting the number of

such differences to lie in intervals of size 0.1, compared to the appropriately scaled

Bogomolny-Keating prediction in Theorem 2.1.4. Note that the smaller troughs around

14.13, 21.02, and 25.01 occur approximately at locations of zeros themselves (although

this pattern becomes less prominent around higher-lying zeros; see the discussion at the

end of section 4), and that the larger trough at the origin would, if stretched out by a

factor of log T/2π, resemble the GUE measure in Montgomery’s conjecture, where T is

the number of zeros included in the histogram. Generated with Mathematica.
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uniformly for α ∈ [−M , M ].

Note that here γ, γ′ need not be distinct, and for α away from 0, the term

T−2α log T is unimportant.

For any ε > 0, he was able to prove this for M = 1− ε, and by integration in

α he could prove Conjecture 2.1.1 for f with suppf̂ ⊂ [−M , M ]. That this holds

uniformly across α and that the weight function w(γ−γ′) collects γ in the vicinity

of γ′ numbering not just O(1) but O(log T ) has a certain statistical significance

which is not typically remarked upon but which extends beyond Conjecture 2.1.1.

We may draw out the point – and motivate our computations that follow –

by putting the Strong Pair Correlation Conjecture in a slightly different form.

Montgomery made use of the fact that the left hand side of (2.1) is equal to

4

T log T

∫ T

0

∣∣∣∣∑
γ

T iαγ

1 + (γ − t)2

∣∣∣∣2 dt +O
( log2 T

T

)
=

4

T log T

∫ T

0

∑
γ,γ′

ρ(γ − t)ρ(γ′ − t)e
(
α log T

2π
(γ − t)− α log T

2π
(γ′ − t)

)
dt

+O
( log2 T

T

)
,

where ρ(u) = 1/(1+u2). The passage to the first line is made possible by knowing

what is in effect the one-level density of Zeta zeros, that

N(T ) := #{γ ∈ (0, T )} = T
2π

log
(
T
2π

)
− T

2π
+O(log T ).

The reader is referred to Montgomery’s paper for details. On the other hand,

recalling the Fourier pair,

g(ν) :=
(sin πν

πν

)2

ĝ(x) = (1− |x|)+,

15



we have by Parseval,

∫
R2

ρ
(

2πν1
log T

)
ρ
(

2πν1
log T

)
e
(
αν1 − αν2)

[
1 + δ(ν1 − ν2)−

(sin π(ν1 − ν2)

π(ν1 − ν2)

)2
]
dν1dν2

=
log2 T

4π2

∫
R2

ρ̂
(
− log T

2π
ξ1

)
ρ̂
(
− log T

2π
ξ2

)
δ(ξ1 + ξ2)

×
[
1 + δ

(
ξ1−ξ2

2
+ α

)
−
(
1−

∣∣ ξ1−ξ2
2

+ α
∣∣)

+

]
dξ1dξ2

=
log2 T

4

∫
R
e−2 log T |ξ|[1 + δ(ξ + α)− (1− |ξ + α|)+

]
dξ

=
log2 T

4

(
T−2α + 1

log T
[1− (1− |α|)+ + o(1)]

)
We may conclude that Montgomery’s Strong Pair Correlation Conjecture is equiv-

alent to the conjecture that

1

T

∫ T

0

∑
γ,γ′

ρ(γ − t)ρ(γ′ − t)e
(
α log T

2π
(γ − t)− α log T

2π
(γ′ − t)

)
dt

= (1 + o(1))

∫
R2

ρ
(

2πν1
log T

)
ρ
(

2πν2
log T

)
e
(
α(ν1 − ν2)

)
×
[
1 + δ(ν1 − ν2)−

(sin π(ν1 − ν2)

π(ν1 − ν2)

)2
]
dν1dν2.

Here the δ function corresponds with those terms on the left in which γ = γ′ and

both can be removed accordingly. In fact, this is equivalent to the claim that

1

T

∫ T

0

∑
γ 6=γ′

ρ(γ − t)ρ(γ′ − t)e
(
α1

log T
2π

(γ − t) + α2
log T
2π

(γ′ − t)
)
dt

= o(1) + (1 + o(1))

∫
R2

ρ
(

2πν1
log T

)
ρ
(

2πν2
log T

)
e(α1ν1 + α2ν2)

[
1−

(sinπ(ν1 − ν2)

π(ν1 − ν2)

)2
]
dν1dν2.

(2.2)

uniformly for α1 and α2 in a fixed bounded region. This can be shown by modifying

the previous argument, although we leave the (somewhat tedious and secondary)

details to the reader.

Said somewhat more informally: because we may integrate in α1 and α2, the
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measures

[
1

T

∫ T

0

∑
γ 6=γ′

δ
(
ν1 − log T

2π
(γ − t)

)
δ
(
ν2 − log T

2π
(γ′ − t)

)]
ρ
(

2πν1
log T

)
ρ
(

2πν2
log T

)
dν1dν2, (2.3)

and [
1−

(sin π(ν1 − ν2)

π(ν1 − ν2)

)2
]
ρ
(

2πν1
log T

)
ρ
(

2πν2
log T

)
dν1dν2, (2.4)

are asymptotically indistinguishable with respect to test functions that have a

fixed compact Fourier support and therefore do not concentrate themselves too

narrowly. This latter measure, of course, is the limiting pair correlation measure

associated to the Gaussian Unitary Ensemble (GUE).

There is nothing special about our use of the function ρ here. Its placement

serves only to cutoff measures (2.3) and (2.4) so they are (close to being) supported

in a square region with dimensions of order log T . This is an important feature

of Montgomery’s conjecture – outside of this region the random-matrix-theory

measure given by (2.4) ceases to be as good an approximation to (2.3).

Even inside this region – to which we will restrict our attention in this paper

– the measure (2.4) misses important phenomena that will be important if we are

to achieve a stronger estimate than (2.2). These are the troughs near low-lying

zeros in histograms of γ − γ′, seen in Figure 2.1.

Because the 1-level density of zeros near T is not stationary but grows like

log(T/2π)
2π

, measure (2.3) will even more closely resemble measure (2.4) if the average

from 0 to T is replaced by an average from T to T + H for H = o(T ). We will

do so in the sequel, and in addition, for technical reasons, we will use smoothed

averages; we replace

1

H

∫ T+H

T

· · · dt =
1

H

∫
R

1[0,1]

(
t−T
H

)
· · · dt

17



by
1

H

∫
R
σ
(
t−T
H

)
· · · dt,

where σ is some smooth bump function with mass 1. Making use of such smoothed

averages makes the computations that follows easier than they would otherwise

be.

We prove

Theorem 2.1.3. For fixed σ and h with σ̂, ĥ smooth and compactly supported,

and σ of mass 1; fixed ε, κ > 0; L within a bounded distance κ of log T ; and

H ≤ T ,

1

H

∫
R
σ
(
t−T
H

)∑
γ 6=γ′

h(γ − t, γ′ − t)e
(
α1

L
2π

(γ − t) + α2
L
2π

(γ′ − t)
)
dt

= O
(T |α1

2
|+|α2

2
|

H

)
+O

(
log T

(H
T

+
1

H

))
(2.5)

+

∫ ∞
−∞

∫ ∞
−∞

[( log(T/2π)

2π

)2

+QT (ν1 − ν2)

]
h(ν1, ν2)e

(
α1

L
2π
ν1 + α2

L
2π
ν2

)
dν1dν2

uniformly for (|α1|+ |α2|)/2 ≤ 1− ε.

Here

Qt(u) :=
1

4π2

((ζ ′
ζ

)′
(1 + iu)−B(iu) +

(ζ ′
ζ

)′
(1− iu)−B(−iu)

+
( t

2π

)−iu
ζ(1− iu)ζ(1 + iu)A(iu) +

( t
2π

)iu
ζ(1 + iu)ζ(1− iu)A(−iu)

)
,

defined by continuity at u = 0, and

A(s) :=
∏
p

(1− 1
p1+s

)(1− 2
p

+ 1
p1+s

)(
1− 1

p

)2 =
∏
p

(
1− (1− p−s)2

(p− 1)2

)
= 1 +O(s2),

and

B(s) :=
∑
p

log2 p

(p1+s − 1)2
.
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Remark: One may, of course, optimize by setting H = T 1−ε/2/
√

log T . The

reason we have written our error terms in this manner is that the second error

term O(log T (H/T + 1/H)) is somewhat artificial. This will become clear in the

proof; at the cost of a somewhat more baroque result it could be eliminated.

The remaining error term is somewhat more fundamental – and at any rate both

effectively amount to an inverse power-of-T error term.

Remark: Here and in what follows we adopt the convention of counting zeros

with multiplicity, so that in particular for a function f , a sum

∑
γ 6=γ′

f(γ, γ′)

is really ∑
γ,γ′

f(γ, γ′)−
∑
γ

f(γ, γ)

In all likelihood every zero of the zeta function occurs with multiplicity 1, but

provided we adopt this notational convention we do not need to assume so.

Remark: This theorem is of interest mainly in the case that α1 = −α2, as in

Conjecture 2.1.2. We do not specialize to this case only because in the compu-

tation of higher order correlation functions such a specialization ceases to be as

natural.

A pair correlation function of this form was first conjectured by Bogomolny

and Keating in [4], on part on an analogy from the field of quantum chaos. Further

support for this form was offered by Conrey and Snaith [17], who showed that it

can be derived from the ratio conjecture of Conrey, Farmer, and Zirnbauer [13].

It bears remarking that, in the semiclassical language, we shall only really see the

diagonal terms (ζ ′/ζ)′(1 + iu) − B(iu) and conjugate because of the restrictions

we place on α1 and α2. Indeed, apart from some analytic devices which mimic the

large sieve, we recover these terms in much the same fashion as Bogomolny and
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Keating. There are no new arithmetical ideas required; to rigorously extend the

range in which α1, α2 lie and effectively see the off-diagonal terms that remain is

more difficult and will almost certainly require a breakthrough.

By re-averaging Theorem 2.1.3 in T , and using a 1-level density estimate as

before, we show that

Theorem 2.1.4. For fixed ε > 0 and fixed ω with a smooth and compactly sup-

ported Fourier transform,

1

T

∑
0<γ 6=γ′≤T

ω(γ − γ′)e
(
α log T

2π
(γ − γ′)

)
(2.6)

= Oδ

( 1

T δ

)
+

∫
R
ω(u)e

(
α log T

2π
u
)[ 1

T

∫ T

0

( log(t/2π)

2π

)2

+Qt(u) dt

]
du

for any δ < ε/2, uniformly for |α| < 1− ε.

In fact, by proceeding carefully in the analysis that follows, one can show this

even for Montgomery’s choice of test function ω(u) = w(u), owing to the rapid

decrease of this function’s Fourier transform. We leave this refined computation

to the reader. That the integral on the right extends over all of R, rather than

simply [−T, T ] may seem surprising since from the left hand side we inherit only

information about ω in the latter interval, but the decay of ω is in all cases

sufficient that the difference between these two regions of integration is absorbed

into the error term.

The sum over zeros in (2.6) is of the same form as that in the Strong Pair

Correlation Conjecture’s (2.1). (Should we push our analysis to include ω = w,

they would be the same sum.) Our result therefore refines Montgomery’s original

work. Indeed, one can show that the difference between this prediction and a

somewhat naive extension of the GUE prediction in which

Qt(u)
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has been replaced by

Kt(u) = −
( log(t/2π)

2π

)2

K
( log(t/2π)

2π
u
)
,

where K(u) =
(

sinπu
πu

)2
, is larger than the error term. We conclude our paper with

a demonstration of the difference between these two predictions.

For α not restricted so stringently: there is no reason not to believe that for

any fixed compact region M , Theorem 2.1.4 is true for all α ∈M for any δ < 1/2.

Remark: By integrating in α in Theorem 2.1.4, one can see the statistics

∑
0<γ 6=γ′≤T

f
(

log T
2π

(γ − γ′ − s)
)
ω(γ − γ′),

to a uniform error of O(‖f̂‖L1/T δ) for any s, where f is supported in [−1+ε, 1−ε]

and δ < ε/2. This is the precise sense in which one can see the troughs in the

pair correlation measure. If one wants these statistics only for fixed s, without

uniformity, the computations that follow can be simplified slightly.

Remark: The above statistics say nothing about the case that our macroscopic

interval grows. For instance, they say nothing about the sums

1

T

∑
0<γ 6=γ′≤T

ω
(γ − γ′

T ν

)
e
(
α log T

2π
(γ − γ′)

)
(2.7)

when 0 < ν < 1. The statistics over such intervals would be expected to deviate

from GUE statistics in the same way as above, and bear relevance to the variance

statistics first obtained by Fujii [26] for the number of zeros lying in an interval

[t, t+ h], where h→∞ as t→∞.

In fact, using the method below, one can evaluate the sums (2.7) to a high

degree of accuracy, at the cost of imposing additional band-limits on the Fourier

variable α, beyond those of Theorems 2.1.3 and 2.1.4. However, we do not pursue
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the matter here.

2.2 The explicit formula and an outline of a proof

Our main tool in establishing this will be the well known explicit formula relating

the zeros of the zeta-function to the primes, which we will make use of several

times in this thesis.

We define

Ω(ξ) := 1
2

Γ′

Γ

(
1
4

+ i ξ
2

)
+ 1

2
Γ′

Γ

(
1
4
− i ξ

2

)
− log π.

Theorem 2.2.1 (The explicit formula). Let g a measurable function such that

g(x) = g(x+)+g(x−)
2

, and for some δ > 0,

(a)

∫ ∞
−∞

e(
1
2

+δ)|x||g(x)|dx < +∞,

(b)

∫ ∞
−∞

e(
1
2

+δ)|x||dg(x)| < +∞.

Then we have

lim
L→∞

∑
|γ|<L

ĝ
(
γ
2π

)
−
∫ L

−L

Ω(ξ)

2π
ĝ
(
ξ

2π

)
dξ =

∫ ∞
−∞

[g(x) + g(−x)]e−x/2 d
(
ex − ψ(ex)

)
,

(2.8)

where here ψ(x) =
∑

n≤x Λ(n), for the von Mangoldt function Λ.

The explicit formula in this generality is due to Weil, [81] but before him

something very much like it was written down in varying degrees by Riemann

[59], and Guinand [31]. Note that if

d̃(ξ) =
∑
γ

δγ(ξ),
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the left hand side of the explicit formula becomes the principal value integral

−
∫ ∞
−∞

ĝ
(
ξ

2π

)[
d̃(ξ)− Ω(ξ)

2π

]
dξ.

(In what follows we will be working with nice enough functions that it will not

matter that this is a principal value integral.) If we define S(T ) in the standard

way (see [56] pp. 452) so that

N(T ) =
1

π
arg Γ

(
1
4

+ iT
2

)
− T

2π
log π + 1 + S(T ),

then (only on the Riemann Hypothesis)

[
d̃(ξ)− Ω(ξ)

2π

]
dξ = dS(ξ)

This is, if nothing else, a notational convenience, and we will make use of it for

that reason in what follows.

S(T ) is relatively small and oscillatory, so that Ω(ξ)
2π

is an expression for the

mean density of zeros around ξ. By Stirling’s formula,

Ω(ξ)

2π
=

log
(
(|ξ|+ 2)/2π

)
2π

+O
( 1

|ξ|+ 2

)
.

It is therefore clear in this formulation that the explicit formula expresses a Fourier

duality between the error term in the prime number theorem and the error term

of the zero-counting function.

The explicit formula is proven by a simple contour integration argument, mak-

ing use of the the reflection formula to evaluate one-half of the contour. (For the

outline of a proof, with the final result stated slightly differently, see [43] pp. 108

or [56] pp. 410.) Note that here we have assumed the Riemann hypothesis, so

that γ is always real, but even if the Riemann hypothesis is false, the identity
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(2.8) remains true, for 1/2 + iγ labeling the nontrivial zeros of the zeta function,

and ĝ(γ/2π) interpreted harmonically in the case that γ has imaginary part.

We will also need another result which makes an appearance in [56] – in fact

it is what is used by the authors to state the explicit formula differently. This is

Lemma 2.2.2. Let a > 0 and b > 0 be fixed. If J ∈ L1(R), J is of bounded

variation on R, and if J(x) = J(0) +O(|x|), then

lim
T→∞

∫ T

−T

Γ′

Γ
(a± ibt)Ĵ(t)dt = Γ′

Γ
(a)J(0) +

∫ ∞
0

e−ay

1− e−y
[
J(0)− J

(
∓ by

2π

)]
dx.

Proof. See [56] pp. 414.

An outline of a proof of Theorem 2.1.3: This outline will be expanded upon in

section 4. We prove our result with a series of computational Lemmas. To simplify

exposition, we will deal only with the case that h(ν1, ν2) = r(ν1/2π)r(ν2/2π) for r̂

smooth and compactly supported. The proof in general is identical, but writing h

as a product of two functions draws some parts of the proof into clearer light. We

dilate the functions r for the sake of tidying up some of the formulas that follow.

Because
[
d̃(ξ)− Ω(ξ)

2π

]
dξ = dS(ξ), and because we do not expect that Ω(ξ)/2π

to correlate at a local scale with d̃(ξ), to understand the pair correlation statistics

d̃(ξ1 + t)d̃(ξ2 + t) it is enough to understand those of dS(ξ1 + t)dS(ξ2 + t). In fact,

in many ways, the statistics of the latter are a more natural quantity to consider.

The second error term in Theorem 2.1.3 alluded to earlier is due to the passage

back to the former.

It will follow from computation with the explicit formula that the smoothed

average〈∫ ∫
R2

r
( ξ1

2π

)
r
( ξ2

2π

)
e
(
α1

L
2π
ξ1 + α2

L
2π
ξ2

)
dS(ξ1 + t)dS(ξ2 + t)

〉
t∈[T,T+H]
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is very close to

∑
logn−logm=O(1/T )

(
r̂(− log n− α1L)r̂(logm− α2L)

+ r̂(log n− α1L)r̂(− logm− α2L)
)Λ2(n)

n

=
∞∑
n=1

(
r̂(− log n− α1L)r̂(log n− α2L)

+ r̂(log n− α1L)r̂(− log n− α2L)
)Λ2(n)

n

as in passing from the first line both n and m must be less than T , for α1, α2 ≤ 1 by

the compact support of r̂. (Recall L is near log T .) These are the terms inherited

from the measure dψ(ex) in the explicit formula; those terms which are inherited

from d(ex) drop out, roughly speaking, because they have no discrete part. These

ideas date back to Montgomery’s original proof in [53]. We are able to obtain

slightly better error terms only by using smoothed averages. This suppresses the

appearance of any large-sieve-type inequalities. This is the content of Lemma

2.3.1.

One can already see the diagonal terms in this, but care is needed to do so

rigorously. This is done in Lemma 2.3.2.

We do not recover the off-diagonal terms in this way, only a proxy for them,

but we show in Lemma 2.3.3 that for the restricted class of test functions we

consider there is no difference between the two.

Finally, in Lemmas 2.3.5 and 2.3.6 we show that our intuition about being

able to recover d̃(ξ1 + t)d̃(ξ2 + t) from dS(ξ1 + t)dS(ξ2 + t) is correct.
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2.3 Lemmata

Lemma 2.3.1. For fixed r and σ, with r̂ and σ̂ smooth and compactly supported

and σ of mass 1, we have

1

H

∫
R
σ
(
t−T
H

)∫ ∞
−∞

∫ ∞
−∞

r
(
ξ1−t
2π

)
r
(
ξ2−t
2π

)
e
(
α1

L
2π

(ξ1 − t) + α2
L
2π

(ξ2 − t)
)
dS(ξ1)dS(ξ2) dt

=
∞∑
n=1

[
r̂(− log n− α1L)r̂(log n− α2L) + r̂(log n− α1L)r̂(− log n− α2L)

]Λ2(n)

n

(2.9)

+O

(
e(|α1

2
|+|α2

2
|)L

H

)
.

Here the implied constant depends upon r and σ.

Proof. Note that ĝ( ξ
2π

) = r
(
ξ−t
2π

)
e
(
α L

2π
(ξ−t)

)
when g(x) = e

(
xt
2π

)
r̂(−(x+αL)). As

this function has compact support, we are justified in using the explicit formula

to evaluate the left hand side of (2.9). It is equal to

1

H

∫
R
σ
(
t−T
H

) ∑
ε∈{−1,1}2

∫ ∞
−∞

∫ ∞
−∞

e(− t
2π

(ε1x1 + ε2x2))r̂(ε1x1 − α1L)

× r̂(ε2x2 − α2L)e−(x1+x2)/2d
(
ex1 − ψ(ex1)

)
d
(
ex2 − ψ(ex2)

)
=

∑
ε∈{−1,1}2

∫ ∞
−∞

∫ ∞
−∞

e(− T
2π

(ε1x1 + ε2x2))σ̂
(
H
2π

(ε1x1 + ε2x2)
)
r̂(ε1x1 − α1L)

(2.10)

× r̂(ε2x2 − α2L)e−(x1+x2)/2d
(
ex1 − ψ(ex1)

)
d
(
ex2 − ψ(ex2)

)
,

where the interchange of integrals is justified by Fubini’s theorem.
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Note that, for instance,

∫ ∞
−∞

σ̂
(
H
2π

(ε1x1 + ε2x2)
)
r̂(ε1x1 − α1L)r̂(ε2x2 − α2L)e−(x1+x2)/2d(ex1)

.r,σ r̂(ε2x2 − α2L)e−x2/2
emin(|α1|L,x2)/2

H
,

and if M(x) is either of the functions x or ψ(x),

∫ ∞
−∞

r̂
(
(ε2x2 − α2L)

)
e−x2/2e|α1|L/2dM(ex2) .r e

(
|α1|+|α2|

2
)L.

In this way, expanding the measure

d
(
ex1 − ψ(ex1)

)
d
(
ex2 − ψ(ex2)

)
= d(ex1)d(ex2)− d(xx2)dψ(ex1)− d(ex1)dψ(ex2) + dψ(xx1)dψ(ex2),

the integrand in (2.9) integrated with respect to all terms but dψ(ex1)dψ(ex2) is

bound by

O

(
e(
α1

2
+
α2

2
)L

H

)
,

for any ε ∈ {−1, 1}2.

On the other hand,

∑
ε∈{−1,1}2

∫ ∞
−∞

∫ ∞
−∞

e(− T
2π

(ε1x1 + ε2x2))σ̂
(
H
2π

(ε1x1 + ε2x2)
)
r̂(ε1x1 − α1L)

× r̂(ε2x2 − α2L)e−(x1+x2)/2dψ(ex1)dψ(ex2)

=
∑

ε∈{−1,1}2

∞∑
n1,n2=1

e(− T
2π

(ε1 log n1 + ε2 log n2))σ̂
(
H
2π

(ε1 log n1 + ε2 log n2)
)

× r̂(ε1 log n1 − α1L)r̂(ε2 log n2 − α2L)
Λ(n1)Λ(n2)
√
n1n2

We will consider each ε ∈ {−1, 1}2 in turn. That σ̂ is compactly supported implies
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that we may restrict our sum to those (n1, n2) with ε1 log n1 + ε2 log n2 = O
(

1
H

)
.

But that r̂ is compactly supported implies that we may restrict our sum to those

n1 = exp[ε1α1L+O(1)], n2 = exp[ε2α2L+O(1)]. Since n1, n2 are positive integers,

for sufficiently large H the terms with ε1 = ε2 = 1 or ε1 = ε2 = −1 will be null.

On the other hand, for ε1 = 1, ε2 = −1 or ε1 = −1, ε2 = 1, if n1 6= n2, we have

|n1 − n2| ≥ 1, so

|ε1 log n1 + ε2 log n2| &
1

√
n1n2

,

and so if H/e(|α1

2
|+|α2

2
|)L is sufficiently large, the only n1, n2 for which ε1 log n1 +

ε2 log n2 = O
(

1
H

)
are those for which n1 = n2 so that ε1 log n1 + ε2 log n2 = 0.

This gives (2.9), as the left hand side is always O(1), to cover the case that

e(|α1

2
|+|α2

2
|)L/H is large.

It is easy to formally discern the term

(ζ ′
ζ

)′
(1 + iu)−B(iu) =

∑ log nΛ(n)

n1+iu
−
∑
p

log2 p

(p1+iu − 1)2
=
∑ Λ2(n)

n1+iu

here, but some care is needed to deal with issues of convergence, near u = 0

especially. One can either make use of the explicit formula, or in some manner

reprove it, and we follow the first path.

Lemma 2.3.2. For min(|α1|, |α2|) ≤ 1 − ε and r with r̂ smooth and compactly

supported, and for λ− (1−ε)L sufficiently large (where ‘sufficiently large’ depends

only on ε and the region in which r̂ can be supported),

∞∑
n=1

[
r̂(− log n− α1L)r̂(log n− α2L) + r̂(log n− α1L)r̂(− log n− α2L)

] log(n)Λ(n)

n

=

∫ ∞
−∞

∫ ∞
−∞

r(ν1)r(ν2)e(α1Lν1 + α2Lν2)

[
λδ(ν1 − ν2) +

(ζ ′
ζ

)′(
1 + i2π(ν1 − ν2)

)
(2.11)

+
(ζ ′
ζ

)′(
1− i2π(ν1 − ν2)

)
+
e((ν1 − ν2)λ) + e(−(ν1 − ν2)λ)

(2π(ν1 − ν2))2

]
dν1dν2
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Remark: It may seem odd that we have such freedom in choosing λ in

this Lemma. We are able to do so because our restrictions on α1 and α2 mean

that we will not see a large part of the measure against which we integrate

r(ν1)r(ν2)e(α1Lν1 + α2Lν2). We will eventually want λ = log(T/2π) and L =

log(T ) +O(1), and it is worthwhile to keep this in mind.

Proof. The left hand side of (2.11) is

∫ ∞
−∞

[
r̂(−x− α1L)r̂(x− α2L) |x|

e|x|/2
+ r̂(x− α1L)r̂(−x− α2L) |x|

e|x|/2

]
e−x/2dψ(ex).

For q(x) = r̂(−x− α1L)r̂(x− α2L) |x|
e|x|/2

,

q̂(ξ) =

∫ ∞
−∞

∫ ∞
−∞

r(ν1)r(ν2)e(α1Lν1 + α2Lν2)

·
(

1(
1
2

+ i2π(ν1 − ν2 − ξ)
)2 +

1(
1
2
− i2π(ν1 − ν2 − ξ)

)2

)
dν1dν2

so that by the explict formula the left hand side of (2.11) is

∫ ∞
−∞

[
r̂(−x− α1L)r̂(x− α2L) + r̂(x− α1L)r̂(−x− α2L)

]
|x|e−(

x
2

+
|x|
2

)d(ex)

−
∫ ∞
−∞

∫ ∞
−∞

∫ ∞
−∞

r(ν1)r(ν2)e(α1Lν1 + α2Lν2)

×
(

1(
1
2

+ i2π(ν1 − ν2 − ξ)
)2 +

1(
1
2
− i2π(ν1 − ν2 − ξ)

)2

)
dν1dν2 dS(ξ)

The first of these terms is

∫ ∞
−∞
|x|r̂(−x− α1L)r̂(x− α2L) dx+

∫ ∞
−∞
|x|e−|x|r̂(−x− α1L)r̂(x− α2L) dx,

and because r̂ is compactly supported and one of |α1|, |α2| is no greater than 1−ε,
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for sufficiently large (λ− (1− ε)L) the first integral is equal to

∫ ∞
−∞

λ ·
[
1−

(
1− |x

λ
|
)

+

]
r̂(−x− α1L)r̂(x− α2L) dx

=

∫ ∞
−∞

∫ ∞
−∞

r(ν1)r(ν2)e(α1Lν1 + α2Lν2)
[
λδ(ν1 − ν2)− λ2

(sin πλ(ν1 − ν2)

πλ(ν1 − ν2)

)2]
dν1dν2.

It is worth remarking that we can make this transition only because of the re-

stricted range of α1, α2.

Evaluation of the second integral is routine, and we have that the left hand

side of (2.11) is

∫ ∞
−∞

∫ ∞
−∞

r(ν1)r(ν2)e(α1Lν1 + α2Lν2)

×

[
λδ(ν1 − ν2)− λ2

(sin π(ν1 − ν2)

π(ν1 − ν2)

)2

(2.12)

+

(
1(

1 + i2π(ν1 − ν2)
)2 +

1(
1− i2π(ν1 − ν2)

)2

)

−
∫ ∞
−∞

(
1(

1
2

+ i2π(ν1 − ν2 − ξ)
)2 +

1(
1
2
− i2π(ν1 − ν2 − ξ)

)2

)
dS(ξ)

]
dν1dν2.

Note that for s real, by Lemma 2.2.2 (or contour integration),

∫ ∞
−∞

(
1(

1
2

+ i(s− ξ)
)2 +

1(
1
2
− i(s− ξ)

)2

)
Ω(ξ)

2π
dξ

= −1

4

(
(Γ′

Γ
)′
(

1
2
(1 + is)

)
+ (Γ′

Γ
)′
(

1
2
(1− is)

))
Recall that for any s, (differentiating the classical representation 2.12.7 in [79]),

(ζ ′
ζ

)′
(s) =

1

(s− 1)2
+

1

s2
− 1

4
(Γ′

Γ
)′
(

1
2
s
)
−
∑
γ

1(
s− (1

2
+ iγ)

)2 , (2.13)
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On expanding
(

sinu
u

)2
= 2

(2u)2
− ei2u+e−i2u

(2u)2
, we see the expression (2.12) is just

∫ ∞
−∞

∫ ∞
−∞

r(ν1)r(ν2)e(α1Lν1 + α2Lν2)

[
λδ(ν1 − ν2) +

(ζ ′
ζ

)′(
1 + i2π(ν1 − ν2)

)
+
(ζ ′
ζ

)′(
1− i2π(ν1 − ν2)

)
+
e((ν1 − ν2)λ) + e(−(ν1 − ν2)λ)

(2π(ν1 − ν2))2

]
dν1dν2

We need that the prediction in (2.11) does not differ so much from that in

Theorem 2.1.3:

Lemma 2.3.3. For h with ĥ smooth and compactly supported, so long as λ ≥

( |α1|
2

+ |α2|
2

)L,

∫ ∞
−∞

∫ ∞
−∞

h(ν1, ν2)e(α1Lν1 + α2Lν2)

[
− e(−(ν1 − ν2)λ)

(2π(ν1 − ν2))2

+ e(−(ν1 − ν2)λ)ζ(1− i2π(ν1 − ν2))ζ(1 + i2π(ν1 − ν2))A(i2π(ν1 − ν2))

]
dν1dν2

= Oh

(
1

eλ−(
|α1|

2
+
|α2|

2
)L

)
.

We note that by symmetry, the integral of h(ν1, ν2)e(α1Lν1 + α2Lν2) with

respect to the conjugate measure will be similarly bounded. And of course, for

λ < ( |α1|
2

+ |α2|
2

)L this estimate is true, but trivially.

Plainly, to prove this we need only show that for f Schwartz on R with compact

Fourier support, and P ≥ 0,

∫ ∞
−∞

f(u)e(−Pu)

(
− 1

4π2u2
+ ζ(1− i2πu)ζ(1 + i2πu)A(i2πu)

)
du = Of

( 1

eP

)
.

(2.14)

We will use the formula
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Proposition 2.3.4. For f Schwartz on R,

∫ ∞
−∞

f(u)
(
− 1

4π2u2
+ ζ(1− i2πu)ζ(1 + i2πu)

)
du

= f̂(0) +

∫ ∞
1

∫ ∞
0

(f̂ + f̂ ′′)
(

log
(
y
x

))
·
[
1[0,1](x) · xy − byc(x− bxc)

] dx
x2

dy

y2

Proof of Proposition 2.3.4. Note that

ζ(s)

s
=

∫ ∞
1

bxc
xs+1

dx for <s > 1,

ζ(s)

s
= −

∫ ∞
0

x− bxc
xs+1

dx for 0 < <s < 1,

1

s− 1
=

∫ ∞
1

x

xs+1
dx for <s > 1,

1

s− 1
= −

∫ 1

0

x

xs+1
dx for 0 < <s < 1.

Therefore for ε > 0 and u real,

ζ(1 + ε+ i2πu)ζ(1− ε− i2πu)

1− (ε+ i2πu)2
− 1

−ε− i2πu
1

ε+ i2πu

=

∫ ∞
1

∫ ∞
0

[
1[0,1](x) · xy − byc(x− bxc)

](x
y

)ε+i2πu dx
x2

dy

y2

This expression will remain bounded for u near 0 as ε → 0+. If we fix ε and

integrate in u with respect to f(u)du, the the bottom line becomes

∫ ∞
1

∫ ∞
0

f̂
(

log
(
y
x

))
·
(x
y

)ε[
1[0,1](x) · xy − byc(x− bxc)

] dx
x2

dy

y2
,

where we are justified in changing the order of integration by a trivial application
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of Fubini’s theorem. Now letting ε→ 0+, we have

∫ ∞
−∞

f(u)

(
− 1

4π2u2
+
ζ(1− i2πu)ζ(1 + i2πu)

1 + 4π2u2

)
du

=

∫ ∞
1

∫ ∞
0

f̂
(

log
(
y
x

))
·
[
1[0,1](x) · xy − byc(x− bxc)

] dx
x2

dy

y2
.

Replacing f(u) with (1 + 4π2u2)f(u) completes the proof.

Proof of Lemma 2.3.3. Returning to Lemma 2.3.3, we note that

A(s) =
∞∑
n=1

µ(n)

φ(n)2

∑
d,δ|n

µ(d)µ(δ)(dδ)−s.

For f of compact Fourier support, and P a sufficiently large positive number

∫ ∞
−∞

f(u)e(−Pu)
(
− 1

4π2u2
+ ζ(1− i2πu)ζ(1 + i2πu)

)
du

= f̂(P ) +

∫ ∞
1

∫ ∞
0

[f̂ + f̂ ′′]
(

log
(
y
x

)
+ P

)
·
[
1[0,1](x) · xy − byc(x− bxc)

] dx
x2

dy

y2

= Of

(∫ ∞
1

1

epy

byc
y2
dy

)
= Of

( 1

eP

)
,

since, going from the second line to the third, log(x) = log(y)+P+O(1), otherwise

[f̂ + f̂ ′′](log(y/x) + P ) is null. Hence,

∫ ∞
−∞

f(u)A(i2πu)e(−Pu)
(
− 1

4π2u2
+ ζ(1− i2πu)ζ(1 + i2πu)

)
du

.f
1

eP

∞∑
n=1

µ(n)

φ(n)2

∑
d,δ|n

µ(d)µ(δ)

dδ
(2.15)

.f
1

eP
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Finally,

∫ ∞
−∞

f(u)(A(i2πu)− 1)e(−xu)du =
∑
n>1

µ(n)

φ(n)2

∑
d,δ|n

µ(d)µ(δ)f̂(x+ log(dδ))

= 0

for sufficiently large positive x. Hence

∫ ∞
−∞

f(u)(A(i2πu)− 1)

(2πu)2
e(−Pu) du

=

∫ ∞
0

∫ ∞
x

∫ ∞
−∞

f(u)(A(i2πu)− 1)e(−Pu− yu) du dy dx

= 0,

for sufficiently large P . Combining this with (2.15) proves the lemma.

These lemmas give us very accurate information about the statistics of dS(ξ1)dS(ξ2).

Our last two lemmas will allow us to unravel this product into the pair correlation

measure we are after.

Lemma 2.3.5. For r and σ with r̂, σ̂ smooth and compactly supported,

1

H

∫
R
σ
(
t−T
H

)∫ ∞
−∞

h
(
ξ−t
2π

)
e
(
α L

2π
(ξ − t)

)
dS(ξ) dt = Oh,σ

( 1

H

)
,

uniformly in L.

Remark: This is in essence a 1-level density estimate.
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Proof. We have by the explicit formula,

1

H

∫
R
σ
(
t−T
H

)∫ ∞
−∞

h
(
ξ−t
2π

)
e
(
α L

2π
(ξ − t)

)
dS(ξ) dt

=
1

H

∫
R
σ
(
t−T
H

)∫ ∞
−∞

[
e
(
− xt

2π

)
ĥ(x− αL) + e

(
xt
2π

)
ĥ(−(x+ αL))

]
e−x/2 d

(
ex − ψ(ex)

)
.h

∫ ∞
−∞

σ̂
(
Hx
2π

)
e−x/2 d

(
ex − ψ(ex)

)
.h,σ

1

H
.

Lemma 2.3.6. For r and σ with r̂, σ̂ smooth and compactly supported,

1

H

∫
R
σ
(
t−T
H

)∫ ∞
−∞

∫ ∞
−∞

r(ξ1 − t)r(ξ2 − t)e
(
α1

L
2π

(ξ1 − t) + α2
L
2π

(ξ2 − t)
)
dS(ξ1)

Ω(ξ2)

2π
dξ2 dt

= Or,σ

(e|α1

2
|L

H

)
Proof. By Lemma 2.2.2,

∫ ∞
−∞

r
(
ξ2−t
2π

)
e
(
α2

L
2π

(ξ2 − t)
)Ω(ξ2)

2π
dξ2

=
(

Γ′

Γ

(
1
4

)
− log π

)
r̂(−α2L)

+

∫ ∞
0

e−y/4

1− e−y
(
r̂(−α2L)− 1

2

[
e
(
yt
2π

)
r̂(−(y + α2L)) + e

(
− yt

2π

)
r̂(y − α2L)

])
dy.

We may use Lemma 2.3.5 to deal with the terms attached to r̂(−α2L), and em-
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ploying the explicit formula to deal with the terms that remain,

1

H

∫
R
σ
(
t−T
H

)∫ ∞
−∞

∫ ∞
−∞

r(ξ1 − t)r(ξ2 − t)e
(
α1

L
2π

(ξ1 − t) + α2
L
2π

(ξ2 − t)
)
dS(ξ1)

Ω(ξ2)

2π
dξ2 dt

= Or,σ

( 1

H

)
− 1

H

∫
R
σ
(
t−T
H

)
· 1

2

∑
ε

∫ ∞
0

e−y/4

1− e−y

∫ ∞
−∞

e
(
− t

2π
(ε1x+ ε2y)

)
× r̂(ε1x− α1L)r̂(ε2y − α2L)e−x/2 d

(
ex − ψ(ex)

)
dy dt

= O

(∣∣∣∣∑
ε

∫ ∞
0

e−y/4

1− e−y

∫ ∞
−∞

σ̂
(
H
2π

(ε1x+ ε2y)
)
r̂(ε1x− α1L)r̂(ε2y − α2L)

× e−x/2 d
(
ex − ψ(ex)

)
dy

∣∣∣∣)
= Or,σ

(e|α1

2
|L

H

)
.

2.4 Proof of Theorem 2.1.3 and Theorem 2.1.4

Proof of Theorem 2.1.3. We set λ = log(T/2π)/2π. Using Lemmas 2.3.1, 2.3.2,

and 2.3.3 we have

1

H

∫
R
σ
(
t−T
H

)∫ ∞
−∞

∫ ∞
−∞

r
(
ξ1−t
2π

)
r
(
ξ2−t
2π

)
e
(
α1

L
2π

(ξ1 − t) + α2
L
2π

(ξ2 − t)
)
dS(ξ1)dS(ξ2) dt

= O
(T |α1

2
|+|α2

2
|

H

)
+

∫ ∞
−∞

∫ ∞
−∞

[ log(T/2π)

2π
δ(ν1 − ν2) + (2π)2QT (2π(ν1 − ν2))

]
(2.16)

× r(ν1)r(ν2)e(α1Lν1 + α2Lν2) dν1dν2.

On the other hand,

(
d̃(ξ1)− Ω(ξ1)

2π

)(
d̃(ξ2)− Ω(ξ2)

2π

)
= d̃(ξ1)d̃(ξ2)−

(
d̃(ξ1)− Ω(ξ1)

2π

)
· Ω(ξ2)

2π
−
(
d̃(ξ2)− Ω(ξ2)

2π

)
· Ω(ξ1)

2π
− Ω(ξ1)

2π

Ω(ξ2)

2π
,
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so by Lemma 11, the left hand side of (2.16) is

O
(T |α1

2
| + T |

α2

2
|

H

)
+

1

H

∫
R
σ
(
t−T
H

)∫ ∞
−∞

∫ ∞
−∞

r
(
ξ1−t
2π

)
r
(
ξ2−t
2π

)
× e
(
α1

L
2π

(ξ1 − t) + α2
L
2π

(ξ2 − t)
)(
d̃(ξ1)d̃(ξ2)− Ω(ξ1)

2π

Ω(ξ2)

2π

)
dξ1dξ2 dt

However,

1

H

∫
R
σ
(
t−T
H

)∫ ∞
−∞

∫ ∞
−∞

r
(
ξ1−t
2π

)
r
(
ξ2−t
2π

)
e
(
α1

L
2π

(ξ1 − t) + α2
L
2π

(ξ2 − t)
)
d̃(ξ1)d̃(ξ2) dξ1dξ2 dt

=
1

H

∫
R
σ
(
t−T
H

)∑
γ 6=γ′

r
(
γ−t
2π

)
r
(
γ′−t
2π

)
e
(
α1

L
2π

(γ − t) + α2
L
2π

(γ′ − t)
)
dt

+
1

H

∫
R
σ
(
t−T
H

)∑
γ

r2
(
γ−t
2π

)
e
(
(α1 + α2) L

2π
(γ − t)

)
dt

=
1

H

∫
R
σ
(
t−T
H

)∑
γ 6=γ′

r
(
γ−t
2π

)
r
(
γ′−t
2π

)
e
(
α1

L
2π

(γ − t) + α2
L
2π

(γ′ − t)
)
dt

+Or,σ

( 1

H

)
+

1

H

∫
R
σ
(
t−T
H

)∫ ∞
−∞

r2
(
ξ−t
2π

)
e
(
(α1 + α2) L

2π
(ξ − t)

)Ω(ξ)

2π
dξ dt,

using Lemma 2.3.5 in the last line.

By Stirling’s formula, we have that

Ω(ξ + t+ T ) = log(T/2π) +O
( 1

|ξ + t+ T |+ 2

)
+O

(
log(1 + |ξ+t|

T
)
)

so that

1

H

∫
R
σ
(
t−T
H

)Ω(ξ + t)

2π
dt =

log(T/2π)

2π
+O

( 1

H

)
+O

( |ξ|+H

T

)
and

1

H

∫
R
σ
(
t−T
H

)Ω(ξ1 + t)

2π

Ω(ξ1 + t)

2π
dt

=
( log(T/2π)

2π

)2

+O
( log T

H

)
+O

( |ξ1|+ |ξ2|+H

T

)
.
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By removing the δ function, (2.16) therefore implies that

1

H

∫
R
σ
(
t−T
H

)∑
γ 6=γ′

r
(
γ−t
2π

)
r
(
γ′−t
2π

)
e
(
α1

L
2π

(γ − t) + α2
L
2π

(γ′ − t)
)
dt+O

(
log T

(H
T

+
1

H

))

= O
(T |α1

2
|+|α2

2
|

H

)
+

∫ ∞
−∞

∫ ∞
−∞

[( log(T/2π)

2π

)2

+QT (ν1 − ν2)

]
r
(
ν1
2π

)r
(
ν2
2π

)
e
(
α1

L
2π
ν1 + α2

L
2π
ν2

)
dν1dν2,

as claimed.

Proof of Theorem 4. In Theorem 2.1.3, we let h(ν1, ν2) = ω(ν1−ν2)η
(
ν1+ν2

2

)
where

η is any function with a smooth and compactly supported Fourier transform and

η̂(0) = 1 say, and we set α1 = −α2 = α. The left hand side of (2.5) is

∑
γ 6=γ′

ω(γ − γ′)e
(
α L

2π
(γ − γ′)

) 1

H

∫
R
σ
(
t−T
H

)
η
(
γ+γ′

2
− t
)
dt.

On the other hand, averaging T from 0 to R:

1

R

∫ R

0

1

H

∫
R
σ
(
t−T
H

)
η(ν − t) dt dT =

1

R

∫ ∞
−∞

η(τ)

∫ ν−τ
H

−R
H

+
ν−τ
H

σ(Q) dQdt.

If H = R1−ε/2 and we fix δ′ less than ε/2, we have that for ν ∈ [R1−δ′ , R−R1−δ′ ],

∫ ∞
−∞

η(τ)

∫ ν−τ
H

−R
H

+
ν−τ
H

σ(Q) dQdt =

∫ ∞
−∞

η(τ) dτ +O
( 1

Rj

)
,

for any j > 0 as both g and σ are Schwartz. (The implied constant will vary with

j.) On the other hand, for ν ≥ R +R1−δ′ or ν ≤ −R1−δ′ this quantity is

O
( 1

Rj

)
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for the same reason. For typographical reasons we use the notation

E1 = {(γ, γ′) : γ 6= γ′, R1−δ′ ≤ γ+γ′

2
≤ R−R1−δ′},

and

E2 = {(γ, γ′) : γ 6= γ′, and either

R−R1−δ′ ≤ γ+γ′

2
≤ R +R1−δ′ or −R1−δ′ ≤ γ+γ′

2
≤ R1−δ′},

and we therefore have,

1

R

∫ R

0

∑
γ 6=γ′

ω(γ − γ′)e
(
α L

2π
(γ − γ′)

) 1

H

∫
R
σ
(
t−T
H

)
η
(
γ+γ′

2
− t
)
dt

=
1

R

∑
(γ,γ′)∈E1

ω(γ − γ′)e
(
α L

2π
(γ − γ′)

) ∫ ∞
−∞

η(τ) dτ

+O

(
1

R

∑
(γ,γ′)∈E2

ω(γ − γ′)

)
+O

( 1

Rj

)
=

1

R

∑
0<γ 6=γ′≤R

ω(γ − γ′)e
(
α L

2π
(γ − γ′)

) ∫ ∞
−∞

η(τ) dτ +O
( logR

Rδ′

)
,

as ω is Schwartz and our sums are therefore effectively limited to γ, γ′ with γ−γ′ =

O(1). On the other hand, Theorem 2.1.3 implies this is

O
( logR

Rε/2

)
+

∫ ∞
−∞

η(τ) dτ

∫ ∞
−∞

ω(u)e
(
α log T

2π
u
)[ 1

R

∫ R

0

( log(T/2π)

2π

)2

+QT (u) dT

]
du.

Selecting δ′ > δ gives us the theorem.

It is worthwhile finally to discuss the difference between this prediction and

one in which Qt(u) has been replaced by

Kt(u) = −
sin(π log(T/2π)

2π
u)

(πu)2
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This replacement would amount to a näıve extension of the GUE conjecture. We

want at least to check that

∆1 :=

∫
R
ω(u)e

(
α log T

2π
u
)[ 1

T

∫ T

0

Qt(u)−Kt(u) dt

]
du

is not negligible, since otherwise the rather more recondite expression involved in

defining Qt would be unnecessary.

In the first place, we showed above, through Lemma 2.3.3, that

∆2 :=

∫
R
ω(u)e

(
α log T

2π
u
)[ 1

T

∫ T

0

Qt(u)− Q̃t(u) dt

]
du = Oδ

( 1

T δ
)
,

for δ and α as in Theorem 2.1.4, where

Q̃t(u) =
1

4π2

((ζ ′
ζ

)′
(1 + iu)−B(iu) +

(ζ ′
ζ

)′
(1− iu)−B(−iu)

+ e(− log(t/2π)
2π

u) + e( log(t/2π)
2π

u)

)
.

Indeed, if we content ourselves with ∆2 decaying like Ok(1/ logk T ) for any k,

instead of Oδ(1/T
δ), this is obviously true as long as α is bound away from −1

and 1 – including α larger than 1. (And quite false for α either −1 or 1.)

On the other hand,

Q̃t(u)−Kt(u) =
1

4π2

(
2<
[(ζ ′

ζ

)′
(1 + iu)−B(iu)

]
+

2

u2

)
,

so that for α bound away from 0

∆3 :=

∫
R
ω(u)e

(
α log T

2π
u
)[ 1

T

∫ T

0

Q̃t(u)−Kt(u) dt

]
du = Ok

( 1

logk T

)
,

but for α = 0, ∆3 is not even o(1) as Q̃t(u)−Kt(u) has no dependence on t and

is not identically 0 (this would falsely imply that (ζ ′/ζ)′(1 + iu) is bounded, for
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instance). This is enough to see that Kt cannot replace Qt in Theorem 2.1.3 or

2.1.4.

We can examine the difference between the two predictions in greater detail.

Note that for <s > 1,

∞∑
n=1

Λ2(n)

ns
=
∞∑
k=1

ck

(ζ ′
ζ

)′
(ks),

where

ck =
∑
d|k

µ(d)d,

so that

Q̃t(u)−Kt(u) =
1

2π2

[
<
(ζ ′
ζ

)′
(1 + iu) +

1

u2
+
∞∑
k=2

ck<
(ζ ′
ζ

)′
(k + iku)

]
.

By (2.13) the function <
(
ζ′

ζ

)′
(1 + iu) + 1

u2
has troughs corresponding to each γ,

however these troughs are all of the same width and height and so their appearance

is only really striking for low-lying zeros which are spread far apart. For higher

zeros with less space between them, the troughs interfere with one another. In

addition, the functions <
(
ζ′

ζ

)′
(k+ iku) have troughs, smaller in depth and width,

around γ/k. Since, for instance, c2 = −1, this corresponds to a small bump in the

pair correlation function around the values γ/2 – for instance around 14.132/2 =

7.066 – at least while tested against sufficiently smooth test functions. One can

discern this bump in Figure 2.1.

We note in passing that for α > 1 + ε, the above discussion shows that the

41



Bogomolny-Keating heuristics are consistent with a conjecture that

1

T

∑
0<γ 6=γ′<T

w(γ − γ′)e
(
α log T

2π
(γ − γ′)

)
= o(1) +

∫
R
w(u)e

(
α log T

2π
u
)

×
[

1

T

∫ T

0

( log(t/2π)

2π

)2

+Kt(u) dt

]
du

= o(1),

shown by Chan [11] to be essentially equivalent to a conjecture of Montgomery

and Soundararajan [54] for the second moment of primes in short intervals. Their

conjecture was based upon the Hardy-Littlewood conjectures, but even on the

assumption of these conjectures, to rigorously extend the domain of α in Theorem

2.1.4 while maintaining an inverse power-of-T error term will require much more

work.
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CHAPTER 3

A central limit theorem for the zeros of the zeta

function

3.1 Introduction

In chapter 2 we saw that macroscopically the pair correlation function of zeta zeros

deviates in an interesting fashion from pair correlation function of a determinantal

point process with sine kernel. In particular, the distance separating two random

zeros tends repel weakly but noticeably away from the value of low-lying zeros of

the zeta function.

This chapter is an account of a mesoscopic central limit theorem for the num-

ber of zeros of the Riemann zeta function as counted by a (possibly) smoothed

counting function. We remind the reader that we assume RH. Our concern is

the statistical distribution of γ near some large (random) height T . We will give

evidence through this central limit theorem for an observation first put forward

by Berry [8] in heuristic language: that while the zeros at a macroscopic scale de-

viate away from the universal sine-kernel determinantal pattern, at a mesoscopic

scale collections of zeros still resemble the points of a sine-kernel determinantal

point process in almost all meaningful ways. The limit theorem we prove has the

advantage of a simple and satisfying statement, mirroring results for the unitary

group that go back to Szegő ([68], ch. 6). Later in chapter 4 of this thesis we will

provide a more comprehensive account of this resemblance, insofar as our rigorous

knowledge extends, at the price of requiring a more ornate statement.
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If N(T ) is the number of nontrivial zeros in the upper half plane with height

no more than T , then the number of zeros N(t+h)−N(t) to occur in an interval

[t, t+ h] is expected to be roughly h log t
2π

[79]. It was first shown by Fujii [26], [27]

that the oscillation of this quantity is Gaussian, with a variance depending upon

the number of zeros expected to lie in the interval.

Theorem 3.1.1 (Fujii’s mesoscopic central limit theorem). Let n(T ) be a fixed

function tending to infinity as T →∞ in such a way that n(T ) = o(log T ), and let

t be a random variable uniformly distributed on the interval [T, 2T ]. For notational

reasons we label by XT the probability space from which the random variable t is

drawn. Then, letting ∆ = ∆(t, T ) := N(t+ 2πn(T )
log T

)−N(t),

E
XT

∆ = n(T ) + o(1),

VarXT (∆) ∼ 1

π2
log n(T ),

and in distribution
∆−E∆√

Var∆
⇒ N(0, 1)

as T →∞.

The main purpose of this note is to generalize Fujii’s theorem in the following

way:

Theorem 3.1.2 (A general mesoscopic central limit theorem). Let n(T ) and XT

be as in Theorem 3.1.1. For a fixed real valued function η with compact support

and bounded variation, define

∆η = ∆η(t, T ) =
∑
γ

η
(

log T
2πn(T )

(γ − t)
)
,

where the sum is over all zeros γ, counted with multiplicity. In the case that
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∫
|x||η̂(x)|2 dx diverges, we have

E
XT

∆η = n(T )

∫
R
η(ξ)dξ + o(1),

VarXT (∆η) ∼
∫ n(T )

−n(T )

|x||η̂(x)|2dx

and in distribution
∆η −E∆η√

Var∆η

⇒ N(0, 1)

as T →∞.

It is a straightforward computation to see that Theorem 3.1.1 follows from

Theorem 3.1.2 by letting η = 1[−1/2,1/2].

Additionally, in the case of variances that converge:

Theorem 3.1.3. For n(T ) and XT as in Theorem 3.1.2, but η with compact

support and bounded second derivative, the integral
∫
|x||η̂(x)|2 dx is necessarily

finite, but the conclusion of Theorem 3.1.2 remains true even still.

Remark: The condition that the test functions in Theorems 3.1.2 and 3.1.3

have compact support is not optimised; somewhat looser decay properties, along

the lines of quadratic decay, are sufficient for the proof that follows.

We call Theorems 3.1.1, 3.1.2, and 3.1.3 ‘mesoscopic’ central limit theorems as

they concern collections of n(T ) zeros which grow to infinity, but intervals whose

length 2πn(T )
log T

tends to 0 all the same.

On such mesoscopic intervals (averaged as in Theorems 3.1.1 and 3.1.2), all

evidence points to the zeros resembling points in a determinantal point process

with sine kernel. In the microscopic regime (when n(T ) = O(1)) this is known

to be the case, provided we restrict our attention to the statistics counted by

sufficiently smooth test functions. (See Rudnick and Sarnak [63] or Hughes and

Rudnick [42].) The techniques that follow allow us to recover these results for
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smooth test functions, as well as extend them to a mesoscopic regime, in a sense

to be specified. These matters are discussed in the appendix.

For the moment, we may simply note the similarity of Theorems 3.1.1, 3.1.2,

and 3.1.3 to certain results in the theories of random matrices and determinantal

point processes (for an introduction to the latter, see the appendix B or alterna-

tively [40] or the introduction of [71]):

Theorem 3.1.4 (Costin and Lebowitz). Let X be a determinantal point process

on R with sine kernel K(x, y) = sinπ(x−y)
π(x−y)

, and ∆ a count of the number of points

lying in the interval [0, L]. Then

E
X

∆ = L,

VarX(∆) ∼ 1

π2
logL

and in distribution
∆−E∆√

Var∆
⇒ N(0, 1)

as L→∞.

For more general test functions, the analogue for determinantal point processes

of Theorem 3.1.3 is a corollary of both Theorem 3 or 4 of Soshnikov [71], who

attributes this corollary to Spohn [74]. Proofs of closely related results can also

be found in [72].

Theorem 3.1.5. Let X be a determinantal point process on R with sine kernel

K(x, y) = sinπ(x−y)
π(x−y)

. For η a Schwartz function and L a positive number, define

∆η =
∑

η(xi/L)

where ((xi)) are the points of the point process. Note that for such η, |x||η̂(x)|2 is
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always integrable. We have

E
X

∆η = L

∫
R
η(ξ)dξ,

VarX(∆η) ∼
∫ ∞
−∞
|x||η̂(x)|2dx

and in distribution
∆η −E∆η√

Var∆η

⇒ N(0, 1)

as L→∞.

Note that in this case there is no limit on the growth rate of L, which is not

surprising since the theorem is for a single point process X rather than a series of

point processes.

Remark: The test functions for this theorem are Schwartz class. One expects

the theorem to be true for any test functions η for which |x||η̂(x)|2 is integrable,

a considerably larger class. A statement of this does not appear to be in the

literature for the sine-kernel determinantal point process, but analogous results

of this sort are known for the point processes induced by eigenvalues of random

n × n unitary matrices, and test functions that count all n eigenvalues. (One

may call such theorems ‘macroscopic’ as opposed to mesoscopic theorems for test

functions that count only o(n) eigenvalues.) Such results are known as strong

Szegő theorems, and considerable literature surrounds the subject. (See [68], Ch.

6 for instance.)

Likewise, the analogue of Theorem 3.1.2 does not seem to be in the literature,

but an analogue was proved by Diaconis and Evans [19] for counts of all n eigen-

values of unitary matrices, among other ensembles. The perspective of Diaconis

and Evans is perhaps most similar to ours here.

We should therefore expect that Theorem 3.1.2 is true even in the case that∫
|x||η̂(x)|2 dx converges with no more restrictions on η than a bound on variation
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– this would encompass Theorem 3.1.3 – but in the latter theorem we require not

only that this integral converge, but that it converge somewhat rapidly. Bounding

an error term prevents us from accessing the results in between the two theorems,

even though by analogy we should fully expect them to be true.

In fact, Fujii proved a more general result than Theorem 3.1.1, encompassing

macroscopic intervals as well. In order to state Fujii’s result succinctly, we recall

the definition

S(t) := arg ζ(1
2

+ it),

where argument is defined by a continuous rectangular path from 2 to 2 + it to

1
2

+ it, beginning with arg 2 = 0, and by upper semicontinuity in case this path

passes through a zero. S(t), as it ends up, is small and oscillatory, and our interest

in it derives from the fact that it appears as an error term in the zero counting

function:

N(T ) = 1
π

arg Γ
(

1
4

+ iT
2

)
− T

2π
log π + 1 + S(T ). (3.1)

Theorem 3.1.6 (Fujii’s macroscopic central limit theorem). Let XT be as in

Theorem 3.1.1, and n(T ) with log T . n(T ) . T . Define ∆̃ = S(t+ 2πn(T )
log T

)−S(t).

Then

E
XT

∆̃ = o(1),

VarXT (∆̃) ∼ 1

π2
log log T,

and in distribution
∆̃√
Var∆̃

⇒ N(0, 1)

as T →∞.

Note that in this case, if ∆ is defined as before with respect to the function

N(t), EXT
∆ does not have quite as nice an expression owing to the growth of

the logarithm function.
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In fact, it will in general prove preferable to work with S(t) in place of N(t)

in the computations that follow. Differentiating (3.1), we have

[
d̃(ξ)− Ω(ξ)

2π

]
dξ = dS(ξ),

where

d̃(ξ) :=
∑
γ

δ(ξ − γ),

with the sum over zeros counted with multiplicity, and

Ω(ξ) := 1
2

Γ′

Γ

(
1
4

+ i ξ
2

)
+ 1

2
Γ′

Γ

(
1
4
− i ξ

2

)
− log π.

Making use of the moment method1 and Stirling’s formula 2, we see that

Theorem 3.1.2 will be implied by

Theorem 3.1.7. For η a real-valued function with compact support and bounded

variation, for n(T )→∞ as T →∞ in such a way that n(T ) = o(log T ),

1

T

∫ 2T

T

[ ∫
R
η
(

log T
2πn(T )

(ξ − t)
)
dS(ξ)

]k
dt = (ck + o(1))

[ ∫ n(T )

−n(T )

|x||η̂(x)|2 dx
]k/2

,

provided the integral on the right diverges. Here c` := (` − 1)!! for even `, and

c` := 0 for odd `, are the moments of a standard normal variable.

Theorem 3.1.3, as well, will follow from the above statement where η is instead

restricted as in Theorem 3.1.3.

In order to prove his results, Fujii made use of the moment method, and the

1An introduction to the moment method can be found in for example [77] section 2.2.3.

2Stirling’s formula (proved in [1] section 1.4 for instance) implies that Ω(ξ)
2π =

log
(

(|ξ|+2)/2π
)

2π +

O
(

1
|ξ|+2

)
.
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following (unconditional) approximation due to Selberg [65],[66],

1

T

∫ 2T

T

[
S(t) + 1

π

∑
p≤T 1/k

sin(t log p)
√
p

]2k

dt = O(1), (3.2)

which Selberg had used earlier to derive a more global central limit theorem for

S(t),
1

T

∫ 2T

T

|S(t)|2k dt ∼ (2k−1)!!
(2π2)k

(log log T )k.

These formulas are sufficient to prove Theorem 3.1.2 for test functions η which

are sums of a finite number of indicator functions. They break down, however, in

an attempt to prove the theorem for general η, since, although one can approxi-

mate η by simple functions, the error terms thus generated rapidly overwhelm the

main terms of the moments.

We do not therefore make use of Selberg’s approximation for S(t), and indeed

do not pass through his well known mollification for ζ ′/ζ, which Selberg and many

other authors typically make use of to prove statistical theorems about zeta zeros.

Our approach is outlined in the next section. Very roughly stated, it is a sort

of weak analogue of the approach of Selberg and Fujii. In this, we follow the

derivation [42] of Hughes and Rudnick of mock-gaussian behavior in the micro-

scopic regime with respect to sufficiently smooth test functions. We extend these

computations to the mesoscopic regime, still requiring smoothness, but the key

point which allows us to obtain our central limit theorem is that any test func-

tion will become sufficiently smooth when dilated as they are in the central limit

theorems 3.1.2 and 3.1.3. This is one clarifying feature of our proof. The proof

of Fujii’s theorem making use of Selberg’s approximation for S(t) leaves the link

between this central limit theorem and the microscopic determinantal structure

of the zeros somewhat mysterious.

This approach, with slightly more work, can be used to produce Fujii’s The-
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orem 3.1.6 as well, although in this case an analogue of Theorem 3.1.2 is less

satisfying. We shall not prove so in this note, but in the macroscopic case al-

ready if η is so much as absolutely continuous, the variance and higher moments

of ∆̃η (defined in the obvious way) tend to 0. This is a feature of the rigidity

of the distribution of zeros at this regime, which while not quite as rigid as a

clock distribution (see [50] for a definition), resemble at this level this distribution

perhaps somewhat more than they do a sine kernel determinantal point process.

One should compare this analogy with the classical theorems that for a fixed h,

N(t+h)−N(t) � log t for all sufficiently large t, with constants depending upon

h. (See [79], Theorems 9.2 and 9.14.) In this regime, arithmetic factors play a

heavy explicit role; this will be implicitly evident in the proof that follows. In

this, we can recover the heuristic observations of Berry [8] regarding the origin

for the variance terms in Fujii’s theorems. Indeed, one can already discern, by

comparing Fujii’s central limit theorem to the central limit theorem of Costin and

Lebowitz, that the statistics of the zeros in this regime cannot be modeled too

closely by a sine-kernel determinantal process. Outside of the mesoscopic regime,

these statistics demonstrate the important ‘resurgence phenomenon’ discovered

heuristically by Bogomolny and Keating, and which has been discussed rigorously

in chapter 2.

Zeev Rudnick pointed out to the author that he had used similar ideas with

Faifman in [23] to prove a Fujii-type central limit theorem, for counting functions

with a strict cutoff, in the finite field setting.

One can apply these ideas to get central limit theorems as well for the num-

ber of low-lying zeros of L(s, χd), where χd ranges over the family of primitive

quadratic characters, by extending the microscopic statistics of Rubenstein [62].

After a note with these results had been posted online, Theorems 3.1.2 and

3.1.3 were independently proven, in a different manner, by Bourgade and Kuan [7].

They proceed by a method which makes use of the Helffer-Sjöstrand functional
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calculus and a mollification formula of Selberg. In brief summary, the dichotomy

between the two treatments is that between the use of harmonic analysis (our

approach) and complex analysis (the approach of Bourgrade and Kuan).

The conditions on admissible test functions in [7] differ very slightly from

those in the theorems here, but not in an important way. Either method seems

to include the class of test functions – lying within the class of test functions with

converging variance – for which a central limit theorem, by analogy with random

matrix theory and discussed in the remark above, ought to be true, but for which

we have no proof. It would be interesting if other approaches could fill this small

but pesky limitation in our knowledge.

3.2 A heuristic outline of the proof

Here we give a heuristic sketch of our approach before proceeding to a rigorous

proof.

Instead of Selberg’s metric Lk[0, T ] approximation for the function S(t), we

use the distributional formula,

dS(ξ) = −
∫
eixξ + e−ixξ

2
e−x/2 d

(
ψ(ex)− ex

)
.

This formula is to be understood heuristically; some restrictions are entailed on

the test functions in ξ against which it can be integrated, a precise statement of

which are given by Theorem 3.3.1. The integral on the right has an arithmetic

component,

− 1

π

∑
n

eiξ logn + e−iξ logn

2

Λ(n)√
n
≈ − 1

π

∑
p

eiξ log p + e−iξ log p

2

log p
√
p
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(compare with Selberg’s (3.2)), and a continuous component

∫
eixξ + e−ixξ

2
ex/2 dx.

It will emerge from computations that the measure in variables ξ1, ..., ξk, given by

1

T

∫ 2T

T

k∏
`=1

dS(ξ` + t) dt,

is extremely well approximated by substituting for dS in each variable only its

arithmetic component:

1

T

∫ 2T

T

k∏
`=1

(
− 1

π

∑
p

eiξ log p + e−iξ log p

2

log p
√
p
dξ`

)
dt,

so long as the measures are being integrated against functions f(ξ1, ..., ξk) that

have their Fourier transform supported at a scale of O(log T ). Said another way,

this approximation is a good one so long as the test function f is sufficiently

smooth, observed on intervals of size 1/ log T .

The statistics in which we will be interested for our central limit theorem are

1

T

∫ 2T

T

∫
ξ∈Rk

k∏
`=1

η
(

log T
2πn(T )

ξ`

)
dS(ξ` + t) dt.

For any ‘nice’ function η, because n(T )→∞, for large enough T , the function

η
(

log T
2πn(T )

ξ`
)
· · · η

(
log T

2πn(T )
ξ`
)

will be basically smooth in ξ at a scale of 1/ log T . (One would have to observe

at the larger scale of n(T )/ log T to see the variations in these test functions.)
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Therefore the above integral can be approximated by

1

T

∫ 2T

T

k∏
`=1

∫ ∞
−∞

η
(

log T
2πn(T )

ξ`

)(
− 1

π

∑
p

eiξ log p + e−iξ log p

2

log p
√
p

)
dξ` dt

=
1

T

∫ 2T

T

k∏
`=1

n(T )

log T

∑
p

log p
√
p

(
η̂
( log p

log T/n(T )

)
eit log p + η̂

(
− log p

log T/n(T )

)
e−it log p

)
dt

For finite collections of primes p and large T , the quantities eit log p behave

like independent random variables as t ranges over [T, 2T ]. We will be inter-

ested in collections of primes p that grow with T (with all primes p so that

log p/(log T/n(T )) = O(1) in fact, owing to the decay of the function η̂), but by

mimicking the analysis that leads to this observation, we are able to see that the

above average contracts to a quantity close to

ck
(n(T )

log T

)2 ∑
log p=O(

log T
n(T )

)

2 log2 p

p
η̂
( log p

log T/n(T )

)
η̂
(
− log p

log T/n(T )

)

where ck are the moments of a standard normal variable. ck is given also by the

number of possible pairings among a set of k elements, and the only terms in

this expression that have survived from the expression above it are pairings of

equal primes in the expansion of the product inside the integral. Using the prime

number theorem, we are able to show that this tends to the right hand side limit

in Theorems 3.1.2 and 3.1.3.

There is one point of this proof which deserves further commentary, as it

comprises a substantial part of the technical challenge ahead; this is the claim

that for any nice function η, the rescaled function η
(

log T
2πn(T )

ξ`
)
· · · η

(
log T

2πn(T )
ξ`
)

will

be sufficiently smooth at a scale of 1/ log T . It is certainly not true for an arbitrary

function of bounded variation η that this rescaling will be locally smooth in the

sense we have used above: of having a Fourier transform supported at a scale of

log T . For instance, the rescaling of η = 1[−1/2,1/2] does not have this property,
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and indeed no function η will unless η has compact Fourier transform to begin

with. What will be true, however, is that for any function η of the sort delimited

in Theorems 3.1.2 and 3.1.3, this rescaling can be very well approximated by a

function with Fourier transform supported at a scale of log T . Making use of upper

bounds for the average number of zeros in an interval of size 1/ log T , we are able

to show that the statistics of this approximation do not deviate much from the

statistics of our original test function, and therefore obtain Theorems 3.1.2 and

3.1.3. (Indeed, it is because we must replace test functions with approximations

that induce a small error term that we must restrict our attention to a slightly

smaller domain of test functions in Theorem 3.1.3 than in 3.1.2.)

3.3 Local Limit Theorems for Smooth Test Functions

This section consists mainly in minor quantitative refinements in the argument of

Hughes and Rudnick [42]. In turn, their argument is similar to Selberg’s in making

use of the fundamental theorem of arithmetic to evaluate certain integrals. We

recall again the explicit formula relating zeros to primes:

Theorem 3.3.1. [The explicit formula] For g a measurable function such that

g(x) = g(x+)+g(x−)
2

, and for some δ > 0,

(a)

∫ ∞
−∞

e(
1
2

+δ)|x||g(x)|dx < +∞,

(b)

∫ ∞
−∞

e(
1
2

+δ)|x||dg(x)| < +∞,

we have

−
∫ ∞
−∞

ĝ
(
ξ

2π

)
dS(ξ) =

∫ ∞
−∞

[g(x) + g(−x)]e−x/2d
(
ex − ψ(ex)

)
,

where here ψ(x) =
∑

n≤x Λ(n), for the von Mangoldt function Λ.
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The integral on the left denotes a principle value integral, limL→∞
∫ L
−L, and this

limit necessarily converges when the conditions of the theorem for g are met. In

what follows we will frequently work with test functions for which the distinction

between this principle value integral and an ordinary integral disappears, and if

this is the case we will cease to make one in notation.

Written in this way, the explicit formula is true only on the Riemann hypoth-

esis. It is due in varying stages to Riemann [59], Guinand [31], and Weil [81], and

expresses a Fourier duality between the error term in the prime number theorem

and the error term for of the zero-counting function.

Without the Riemann hypothesis, we must write the left hand side as

lim
L→∞

∑
|γ|<L

ĝ
(
γ
2π

)
−
∫ L

−L

Ω(ξ)

2π
ĝ
(
ξ

2π

)
dξ

where our sum is over γ (possibly complex) such that 1
2

+ iγ is a nontrivial zero of

the zeta function, It is proven by a simple contour integration argument, making

use of the the reflection formula to evaluate one-half of the contour. (For a proof,

see [43] or [56].)

We will also need the following corollary of the prime number theorem.

Lemma 3.3.2 (A prime number asymptotic). For f with compact support and

bounded second derivative,

1

H2

∑
p

log2 p

p
f

(
log p

H

)
= O

(
‖f‖∞ + ‖f ′‖∞ + ‖f ′′‖∞

H2

)
+

∫ ∞
0

xf(x)dx. (3.3)

Proof. That something like this is true is evident from the prime number theorem

(or even Chebyshev), but some formal care is required to get the desired error
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term. We will need that,

∑
p≤n

log p

p
= log n+ C +O( 1

log2 n
)

for some constant C, which is a formula on the level of the prime number theorem

(and can be proven from the prime number theorem with a strong error term

using partial summation.)

We have then, using the abbreviation F (x) = xf(x),

1

H2

∑
p

log2 p

p
f

(
log p

H

)
=

1

H

∑
n

[
F
(

logn
H

)
− F

( log(n+1)
H

)](
log n+ C +O

(
1

log2 n

))
=O

(
‖f‖∞ + ‖f ′‖∞

H2

)
+
∑
n

log n− log(n+ 1)

H
· log n

H
F ′
(

logn
H

)
,

by partial summation and the mean value theorem. Again using the mean value

theorem, this time to approximate an integral, we have that this expression is

O

(
‖f‖∞ + ‖f ′‖∞ + ‖f ′′‖∞

H2

)
+

∫ ∞
0

xF ′(x)dx,

which upon integrating by parts is the right hand side of (3.3).

In what follows instead of working with the average 1
T

∫ 2T

T
we work with smooth

averages
∫
σ(t/T )/T for bump functions σ. What we will show is that

Theorem 3.3.3. For η as in Theorem 3.1.7, and σ non-negative of mass 1 such

that σ̂ has compact support and σ(t) logk(|t|+ 2) is integrable,

∫
R

σ(t/T )

T

[ ∫
R
η
(

log T
2πn(T )

(ξ − t)
)
dS(ξ)

]k
dt = (ck + o(1))

[ ∫ n(T )

−n(T )

|x||η̂(x)|2 dx
]k/2

.

We will show that this implies Theorem 3.1.7 at the end of Section 4. We have

a computational lemma.
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Lemma 3.3.4. Suppose we are given non-negative integrable σ of mass 1 such that

σ̂ has compact support, and integrable functions η1, η2, . . . , ηk such that supp η̂` ⊂

[−δ`, δ`] with δ1 + δ2 + · · · + δk = ∆ < 2. There exists a T0 depending on ∆ and

the the region in which σ̂ is supported so that for T ≥ T0,

∫
R

σ(t/T )

T

k∏
`=1

(
−
∫ ∞
−∞

η`
(

log T
2π

(ξ` − t)
)
dS(ξ`)

)
dt

= Ok

(
1

T 1−∆/2

k∏
`=1

‖η̂`‖∞
log T

)
(3.4)

+

(
−1

log T

)k ∑
n
ε1
1 n

ε2
2 ···n

εk
k =1

k∏
`=1

Λ(n`)√
n`

η̂`
(
ε` logn`

log T

)
,

where the sum is over all n ∈ Nk, ε ∈ {−1, 1}k such that nε11 n
ε2
2 · · · n

εk
k = 1.

Proof. By the explicit formula, the right hand side of (3.4) is

∫
R

σ(t/T )

T

( k∏
`=1

∫ ∞
−∞

1

log T

[
η̂`
(
− x`

log T

)
e−ix`t + η̂`

(
x`

log T

)
eix`t

]
e−x`/2d

(
ex` − ψ(ex`)

))
dt

=
∑

ε∈{−1,1}k

∫
Rk

σ̂
(
− T

2π
(ε1x1 + · · ·+ εkxk)

)
logk T

k∏
`=1

η̂`
(
ε`x`
log T

)
e−x`/2d

(
ex` − ψ(ex`)

)
.

The second line follows by interchanging the order of integration, justified by the

compact support of η̂`. We can expand the product
∏
e−x`/2d

(
ex`−ψ(ex`)

)
into a

sum of signed terms of the sort dβ1(x1) · · · dβk(xk), where dβ`(x) is either ex/2dx

or e−x/2dψ(ex). In the case that at least one dβj in our product is ex/2dx we have

∣∣∣∣∣
∫
R

σ̂
(
− T

2π
(ε1x1 + · · ·+ εkxk)

)
logk T

η̂j
( εjxj

log T

)
dβj(xj)

∣∣∣∣∣ . ‖η̂j‖∞
T logk T

T δj/2,
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so that in this case∣∣∣∣∣
∫
Rk

σ̂
(
− T

2π
(ε1x1 + · · ·+ εkxk)

)
logk T

k∏
`=1

η̂
(
ε`x`
log T

)
dβ`(x`)

∣∣∣∣∣
.
‖η̂j‖∞T δj/2

T logk T

∫
Rk−1

∏
`6=j

η̂
(
ε`x`
log T

)
dβ`(x`)

.
T∆/2

T

∏
`

‖η̂`‖∞
log T

Into such error terms we can absorb all products dβ1 · · · dβk except that prod-

uct made exclusively of prime counting measures, namely (−1)k
∏
e−x`/2dψ(ex`).

Evaluating the integral of this product measure we have that the left hand side of

(3.4) is

Ok

(
1

T 1−∆/2

k∏
`=1

‖η̂`‖∞
log T

)

+

(
−1

log T

)k ∑
ε∈{−1,1}k

∑
n∈Nk

σ̂
(
− T

2π
(ε1 log n1 + · · ·+ εk log nk)

) k∏
`=1

Λ(n`)√
n`

η̂`
(
ε` logn`

log T

)
.

Note that if |ε1 log n1 + · · · + εk log nk| is not 0, it is greater than | log(1 −

1/
√
n1 · · · nk)| ≥ log 2√

n1···nk
since ni is always an integer. As

√
n1 · · · nk ≤ T∆/2 =

o(T ) and σ̂ has compact support, for large enough T our sum is over only those

ε, n such that ε1 log n1 + · · ·+ εk log nk = 0.

Finally, we can use our prime number asymptotic, Lemma 3.3.2, to obtain

Lemma 3.3.5. For u1, ..., uk with bounded second derivative

1

Hk

∑
n
ε1
1 ···n

εk
k =1

k∏
`=1

Λ(n`)√
n`

u`
(
ε` logn`
H

)
= S[k]+

∑
∅⊆J([k]

SJ ·Ok

(∏
`/∈J

‖u`‖∞ + ‖u′`‖∞ + ‖u′′`‖∞
H

)
,

(3.5)
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where [k] = {1, ..., k} and here for a set J we define

SJ =
∑∏

λ

∫
R
|x|uiλ(x)ujλ(−x) dx

where the sum is over all partitions of J into disjoint pairs {iλ, jλ}.

Said another way,

SJ =
∑

π∈C(J)

∏
`∈J

(∫
R
|x|u`(x)uπ(`)(−x) dx

)1/2

where the set C(J) is null for |J | odd, and for |J | even is the set of (|J | − 1)!!

permutations of J whose cycle type is of |J |/2 disjoint 2-cycles.

Proof. By Lemma 3.3.2, for any i, j,

1

H2

∑
p
ε1
1 p

ε2
2 =1

log p1 log p2√
p1p2

ui

(
εi log pi
H

)
uj

(
ε2 log p2

H

)
=

∫
|x|ui(x)uj(−x) dx+O

(
‖uiuj‖∞ + ‖(uiuj)′‖∞ + ‖(uiuj)′′‖∞

H2

)
=

∫
|x|ui(x)uj(−x) dx (3.6)

+O

([‖ui‖∞ + ‖u′i‖∞ + ‖u′′i ‖∞
H

][‖uj‖∞ + ‖u′j‖∞ + ‖u′′j‖∞
H

])
, (3.7)

where the initial sum is over all primes p1, p2 and signs ε1, ε2 with pε11 p
ε2
2 = 1.

It follows that

1

Hk

∑
pε1 ···pεkk =1

k∏
`=1

log p`√
p`
u`

(
ε` log p`
H

)
= S[k]+

∑
∅⊆J([k]

SJ ·Ok

(∏
`/∈J

‖u`‖∞ + ‖u′`‖∞ + ‖u′′`‖∞
H

)
,

as, by the fundamental theorem of arithmetic, pε11 · · · p
εk
k = 1 if and only if primes

match up pairwise pi = pj with εi = −εj. The error term listed accumulates by

expanding those products in which terms of the sort (3.6) occur.
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It remains to show that

1

Hk

∑
p
ε1λ1
1 ···pεkλkk =1

k∏
`=1

log p`

p
λ`/2
`

u`

(
ε`λ` log p`

H

)
=

∑
∅⊆J([k]

SJ ·Ok

(∏
`/∈J

‖u`‖∞ + ‖u′`‖∞ + ‖u′′`‖∞
H

)
,

(3.8)

where the sum is over primes p1, ..., pk, signs ε1, ..., εk, and positive integers (λ1, ..., λk) ∈

Nk
+ \ {(1, 1, ..., 1)}. But the left hand side sum of (3.8) restricted to λ with

λ1 ≥ 3, ..., λk ≥ 3 is plainly

O

( k∏
`=1

‖u`‖
H

)
.

On the other hand, for λ with λj fixed to equal 2 for some j, by the fundamental

theorem of arithmetic pε1λ11 · · · pεkλkk = 1 only in the case that pj = pj′ for some

j′ 6= j, so that thus restricted left hand side sum of (3.8) is

∑
I⊂[k]
j /∈I

O

(∑
pj

log2 pj
pj3/2

·
∏
`′ /∈I

‖u`′‖∞
H

× 1

H |I|

∑
p

∏
`∈I

log p`
pλ`/2

u`

(
ε`λ` log p`

H

))

where the sum with index labeled p is over p, λ, ε such that
∏

`∈I p
ε`λ`
` = 1, and

I has the function in this sum of collecting those pi which are not equal to pj.

This expression is unpleasant, but our consolation is that it is only an error term.

Applying it inductively, to bound the sums restricted to
∏

`∈I p
ε`λ`
` = 1, yields the

Lemma. (We have here fixed λj = 2, but of course to get an upper bound we need

add at most k sums like this.)

As a consequence of Lemmas 3.3.4 and 3.3.5, with H = log T
n(T )

,
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Corollary 3.3.6. For η and σ as in Lemma 3.3.4,

∫
R

σ(t/T )

T

k∏
`=1

(
−
∫ ∞
−∞

η`
(

log T
2πn(T )

(ξ` − t)
)
dS(ξ`)

)
dt

=S[k] +Ok

(
1

T 1−∆/2

k∏
`=1

‖η̂`‖∞
log T/n(T )

)
+

∑
∅⊆J([k]

SJ ·Ok

(∏
`/∈J

‖η̂`‖∞ + ‖η̂′`‖∞ + ‖η̂′′` ‖∞
log T/n(T )

)
,

where SJ is defined as in Lemma 3.3.5 with u` = η̂`.

Remark: As an aside, we note that by modifying the above analysis, making

∆ small enough, one can obtain an asymptotic even in the case that n(T ) grows

like O(T 1−δ), for δ > 0. In this case the result is less elegant, since the arithmetic

factors present in Lemma 3.3.4 do not smooth out in the final asymptotic. We

do not pursue these computations here, but they can be used to recover Fujii’s

macroscopic result, Theorem 3.1.6.

From Corollary 3.3.6 it is an easy computation to see that

Lemma 3.3.7. For η, σ and n(T ) as in Theorem 3.1.7, with η, σ, and k fixed, and

with K a fixed continuous function supported in (−1/k, 1/k) such that K(0) = 1,

∫
R

σ(t/T )

T

[
−
∫ ∞
−∞

Ǩn(T )∗η
(

log T
2πn(T )

(ξ−t)
)
dS(ξ)

]k
dt = (ck+o(1))

[ ∫ n(T )

−n(T )

|x||η̂(x)|2 dx
]k/2

.

(3.9)

Proof. Note that [Ǩn(T ) ∗ η( ·
n(T )

)]̂ (ξ) = n(T )K(ξ)η̂(n(T )ξ). By Corollary 3.3.6,

for K chosen to be supported in (−1/k, 1/k) we have the left hand side of (3.9) is

(ck + o(1))

[ ∫
R
K2
( x

n(T )

)
|x| · |η̂(x)|2 dx

]k/2
.
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Because η is of bounded variation, η̂(x) = O(1/x), and for any c1 > c2 > 0,

∫ c2n(T )

c1n(T )

|x||η̂(x)|2dx . log(c1/c2) = o

(∫ n(T )

−n(T )

|x||η̂(x)|2dx
)
,

since this latter integral diverges. 3 As we have that when x→ 0, K2(x) = 1+o(1),

∫
R
K2
( x

n(T )

)
|x| · |η̂(x)|2 dx ∼

∫ n(T )

−n(T )

|x||η̂(x)|2 dx.

3.4 An Upper Bound

We will be able to complete the proofs of our central limit theorems by showing

that the left hand side of (3.9) is a good approximation to the left hand side of

the equation in Theorem 3.1.7. We accomplish this mainly through the use of the

following upper bound

Theorem 3.4.1. For σ as in Lemma 3.3.4,

∫
R

σ(t/T )

T

[ ∫ ∞
−∞

η
(

log T
2π

(ξ − t)
)
d̃(ξ)dξ

]k
dt

.k

∫
R

σ(t/T )

T

[ ∫ ∞
−∞

Mkη
(

log T
2π

(ξ − t)
)

log(|ξ|+ 2) dξ

]k
dt, (3.10)

with

Mkη(ξ) =
∞∑

ν=−∞

sup
Ik(ν)

|η| · 1Ik(ν)(ξ),

where for typographical reasons we have denoted the interval [kν − k/2, kν + k/2)

by Ik(ν), and the order of our bound depends upon k, ‖σ̂‖ and the region in which

σ̂ can be supported.

3Even in the case it converges this o-bound is true, albeit for a different reason.
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Proof. We make use of the Fourier pair V (ξ) =
(

sinπξ
πξ

)2
and V̂ (x) = (1 − |x|)+.

Note that

η(ξ) .
∑
ν

sup
Ik(ν)

|η|V
(
ξ−ν
k

)︸ ︷︷ ︸
:=Vν,k(ξ)

.

The right hand side of this is similar to Mkη and we denote it by M ′
kη. What is

important about the scaling is that V̂ν,k is supported in (−1/k, 1/k). Note that

the left hand side of (3.10) is bounded by

.
∫
R

σ(t/T )

T

[ ∫ ∞
−∞

M ′
kη
(

log T
2π

(ξ − t)
)
d̃(ξ)dξ

]k
dt

. [A1/k +B1/k]k,

where

A =

∫
R

σ(t/T )

T

[ ∫ ∞
−∞

M ′
kη
(

log T
2π

(ξ − t)
)
dS(ξ)

]k
dt,

B =

∫
R

σ(t/T )

T

[ ∫ ∞
−∞

M ′
kη
(

log T
2π

(ξ − t)
)

log(|ξ|+ 2)dξ

]k
dt,

by Minkowski, and the fact that Ω(ξ)/2π = O
(

log(|ξ|+ 2)
)
.

By the restricted range of support for V̂ν,l and Lemmas 3.3.4 and 3.3.5, for

integers ν1, ..., νk

∫
R

σ(t/T )

T

k∏
`=1

(∫ ∞
−∞

Vν`,k
(

log T
2π

(ξ − t)
)
dS(ξ`)

)
dt = Ok(1).

Whence, taking a multilinear sum,

A .k

k∏
`=1

∑
ν

sup
Ik(ν)

|η|

. B

as log(|ξ|+ 2) & 1.
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Finally,

M ′
kη(ξ) .

∞∑
µ=−∞

1

1 + µ2
Mkη(ξ + µ),

so using log(|ξ + µ|+ 2) . log(|ξ|+ 2) log(|µ|+ 2),

B .
∫
R

σ(t/T )

T

[ ∫ ∞
−∞

Mkη
(

log T
2π

(ξ − t)
)
· log(|ξ|+ 2) dξ

]k
dt.

These estimates on A and B give us the result.

This result should be viewed as a slight generalization of an OA(1) upper bound

given by Fujii for the average number of zeros in an interval [t, t+A/ log T ] where

t ranges from T to 2T [26].

3.5 Proof of Theorems 3.1.2 and 3.1.3

We are now finally in a position to prove our main results. We first prove Theorem

3.3.3, then pass to Theorem 3.1.7 (and hence to Theorem 3.1.2).

Proof of Theorem 3.3.3. We want to show that

ET :=

∫
R

σ(t/T )

T

[ ∫
R
η
(

log T
2πn(T )

(ξ−t)
)
dS(ξ)

]k
−

[
−
∫ ∞
−∞

Ǩn(T )∗η
(

log T
2πn(T )

(ξ−t)
)
dS(ξ)

]k
dt

is asymptotically negligible, where K is a fixed function that meets the conditions

of Lemma 3.3.7. In part because k can be odd, we must use some care. To this

end we have the following lemma.

Lemma 3.5.1. For (X, dµ) a positive measure space, f , g real valued functions

on X, and k ≥ 1 an integer

∣∣∣∣ ∫ (fk − gk)dµ
∣∣∣∣ .k ‖f − g‖Lk(dµ)

(
‖f‖k−1

Lk(dµ)
+ ‖g‖k−1

Lk(dµ)

)
.
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Proof. If fk and gk are both almost everywhere the same sign, this is implied by

Minkowski (with implied constant k). On the other hand, if fk and gk are almost

always of opposite sign, the estimate is trivial. We can prove the lemma in general

by breaking the integral overX into two integrals over these subcases, and combine

our estimates by noting that for positive a and b, aα+bα ≤ 2 max(aα, bα) . (a+b)α,

where (in our case) α = (k − 1)/k.

This leads us to consider

∫
R

σ(t/T )

T

[
−
∫ ∞
−∞

(η − Ǩn(T ) ∗ η)
(

log T
2πn(T )

(ξ − t)
)
dS(ξ)

]k
dt. (3.11)

Trivally, this is bounded by

∫
R

σ(t/T )

T

[∫ ∞
−∞

∣∣∣(η − Ǩn(T ) ∗ η)
(

log T
2πn(T )

(ξ − t)
)∣∣∣|dS|(ξ)]kdt, (3.12)

which by Theorem 3.4.1 is bounded by

.
∫
R

σ(t/T )

T

[∫ ∞
−∞

Mk/n(T )(η − Ǩn(T ) ∗ η)
(

log T
2πn(T )

(ξ − t)
)
· log(|ξ|+ 2)dξ

]k
dt

=

∫
R

σ(t/T )

T

[
2πn(T )
log T

∫ ∞
−∞

Mk/n(T )(η − Ǩn(T ) ∗ η)(ξ) log
(∣∣t+ 2πn(T )

log T
ξ
∣∣+ 2

)
dξ

]k
dt

.

(∫
R

σ(t/T )

T

logk(|t|+ 2)

logk T
dt

)[
n(T )

∫ ∞
−∞

Mk/n(T )(η − Ǩn(T ) ∗ η)
(
ξ
)
dξ

]k

+

[
2πn(T )

log T

∫ ∞
−∞

Mk/n(T )(η − Ǩn(T ) ∗ η)
(
ξ
)

log(|ξ|+ 2)dξ

]k
.

Note, if we label L(ξ) = log(|ξ|+2), we have Mk/n(T )(η−Ǩn(T )∗η)
(
ξ
)

log(|ξ|+2) ≤

Mk/n(T )

[
(η − Ǩn(T ) ∗ η)L

](
ξ
)
.

At this point we make use of the fact that η is of bounded variation. Because

66



η has compact support,

∫
log(|ξ|+ 2)|dη(ξ)| < +∞.

In addition, Ǩn(T ) ∗ η is bounded in variation for the same reason that

∫
log(|ξ|+ 2)

∣∣dǨn(T ) ∗ η(ξ)
∣∣ = K(0)

∫
log(|ξ|+ 2)|dη(ξ)| < +∞.

By the product rule then, var
[
(η − Ǩn(T ) ∗ η)L

]
is bounded, for var(·) the total

variation.

We have the following three lemmas:

Lemma 3.5.2. For f ∈ L1(R) and of bounded variation var(f), and K as above,

‖f − ǨH ∗ f‖L1 .
var(f)

H
.

The proof is utterly standard, but I was unable to find a reference. The key

point is that K is smooth and compact, so that |x||Ǩ(x)| is integrable.

Proof. Note that ǨH(x) = HǨ(Hx), so

‖f − ǨH ∗ f‖L1 =

∥∥∥∥∫ HǨ(Hτ)f(t) dτ −
∫
HǨ(Hτ)f(t− τ) dτ

∥∥∥∥
L1(dt)

≤ H

∫
Ǩ(Hτ)‖f(t)− f(t− τ)‖L1(dt)dτ

≤ H

∫
Ǩ(Hτ)

(∫
R

∫ 0

−τ
|df(t+ h)| dh dt

)
dτ

= H

∫
Ǩ(Hτ)|τ |dτ · var(f)

.
var(f)

H
.
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Likewise, because |Ǩ(x)||x|2 is integrable, and |Ǩ(x)||x| log(|x|+2) is of order

|Ǩ(x)||x| around x = 0 and is bounded up to a constant by |Ǩ(x)||x|2 otherwise,

we have similarly,

Lemma 3.5.3.

‖f − ǨH ∗ f‖L1(log(|t|+2)dt) .
1

H

∫
R

log(|t|+ 2)|df(t)|.

Finally,

Lemma 3.5.4. For f of bounded variation, and any ε > 0,

∞∑
k=−∞

ε‖f‖
L∞
(
ε[k−1/2,k+1/2)

) . ‖f‖L1 + ε · var(f).

Proof. For arbitrarily small ε′, we can choose xk ∈ ε[k − 1/2, k + 1/2) so that

|f(xk)| is sufficiently close to ‖f‖
L∞
(
ε[k−1/2,k+1/2)

) that

∞∑
k=−∞

ε‖f‖
L∞
(
ε[k−1/2,k+1/2)

) ≤ ε′ + ε
∑
k

|f(xk)|

≤ ε′ +
∑
j

(x2j+2 − x2j)|f(x2j)|+
∑
j′

(x2j′+1 − x2j′−1)|f(x2j−1)|.

More,

∣∣∣∣ ∫ |f |dx−∑
j

(x2j+2 − x2j)|f(x2j)|
∣∣∣∣ ≤∑

j

∫ x2j+2

x2j

∣∣∣|f(x)| − |f(x2j)|
∣∣∣dx

≤
∑
j

(x2j+2 − x2j)

∫ x2j+2

x2j

|df(x)|

≤ 3ε · var(f)

as (x2j+2−x2j) ≤ 3ε always. The same estimate holds for a sum over odd indices,
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and we have then

∑
k

ε‖f‖
L∞
(
ε[k−1/2,k+1/2)

) ≤ ε′ + 6ε · var(f) + 2

∫
|f |dx.

As ε′ was arbitrary, the lemma follows.

Making use of these lemmas we have that

∫ ∞
−∞

Mk/n(T )(η − Ǩn(T ) ∗ η)
(
ξ
)
dξ .η,k

1

n(T )
,

and ∫ ∞
−∞

Mk/n(T )

[
(η − Ǩn(T ) ∗ η) · L

](
ξ
)
dξ .η,k

1

n(T )
.

Hence (3.11) is bounded. By Lemma 3.5.1, with the averages over t with

respect to σ playing the role of the positive measure µ,

ET .η,k

(∫
R

σ(t/T )

T

∣∣∣∣ ∫ ∞
−∞

η
(

log T
2πn(T )

(ξ − t)
)
dS(ξ)

∣∣∣∣kdt
)(k−1)/k

(3.13)

+

(∫
R

σ(t/T )

T

∣∣∣∣ −∫ ∞
−∞

Ǩn(T ) ∗ η
(

log T
2πn(T )

(ξ − t)
)
dS(ξ)

∣∣∣∣kdt
)(k−1)/k

.

For k even, this implies by Lemma 3.3.7 (our Fourier truncation central limit

theorem), and the fact that
∫
|x||η̂|2dx = +∞,

∫
R

σ(t/T )

T

[ ∫ ∞
−∞

η
(

log T
2πn(T )

(ξ − t)
)
dS(ξ)

]k
dt

= (ck + o(1))
[ ∫ n(T )

−n(T )

|x||η̂(x)|2 dx
]k/2

+O

[(∫
R

σ(t/T )

T

∣∣∣∣ ∫ ∞
−∞

η
(

log T
2πn(T )

(ξ − t)
)
dS(ξ)

∣∣∣∣kdt
)(k−1)/k]

This bound implies the left hand side diverges, and thus the conclusion of Theorem

3.3.3 for even k. For odd k, by Hölder (or Cauchy-Schwartz) and the result we
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have just proved for even k,

∫
R

σ(t/T )

T

∣∣∣∣ ∫ ∞
−∞

η
(

log T
2πn(T )

(ξ−t)
)
dS(ξ)

∣∣∣∣kdt ≤ (
√
c2k+o(1))

[ ∫ n(T )

−n(T )

|x||η̂(x)|2 dx
]k/2

,

(3.14)

and hence, using (3.13) again, Theorem 3.3.3 for odd k as well.

Proof of Theorem 3.1.7. To see that Theorem 3.3.3 implies Theorem 3.1.7, note

that for any ε > 0, we can find σ1 of the sort delimited in Theorem 3.3.3, so

that ‖1[1,2] − σ1‖L1 < ε/2. Further, we can find σ2, a linear combination of

translations and dilations of the function
(

sinπt
πt

)2
, so that σ2 is non-negative and

|1[1,2](t)−σ1(t)| ≤ σ2(t) for all t, and ‖σ2‖L1 < ε. Note (for simplicity of notation)

that (3.14) is true for even k as well, and by rescaling linearly, we have

∫
R

σ2(t/T )

T

∣∣∣∣ ∫ ∞
−∞

η
(

log T
2πn(T )

(ξ−t)
)
dS(ξ)

∣∣∣∣kdt ≤ ε(
√
c2k+o(1))

[ ∫ n(T )

−n(T )

|x||η̂(x)|2 dx
]k/2

.

Then

∫
R

1[1,2](t/T )

T

[ ∫ ∞
−∞

η
(

log T
2πn(T )

(ξ − t)
)
dS(ξ)

]k
dt

= [ck + o(1) + ε · (Ok(1) + o(1))]
[ ∫ n(T )

−n(T )

|x||η̂(x)|2 dx
]k/2

.

(Note that here the Ok(1) term is bounded absolutely by
√
c2k.) As ε is arbitrary,

the theorem follows.

Proof of Theorem 3.1.3. A proof will follow almost exactly as before. We need

only to show that Theorem 3.1.7 is true for η instead of the sort delimited in

Theorem 3.1.3. The reader may check that the only part of the proof which

requires modification is that the error term ET , at the start of section 4, cannot

be shown to be asymptotically negligible in the same way as before, since now

asymptotically negligible means that ET = o(1). But using Lemma 3.5.1 in the
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same way as before, this will be the case, and therefore the theorem, so long as

‖η − ǨH ∗ η‖L1 = o(1/H), (3.15)

for some K as above. This is certainly the case for those η delimited in Theorem

3.1.2, using the fact that for such η, η̂(ξ) = o(1/(1 + |ξ|)2).

Remark: (3.15) is true for a wider range of functions than C 2
c (R); but it

does not encompass the elegant criterion, “all functions which are of bounded

variation and compactly supported.” It is not the case for η a Cantor function,

for instance. We expect the theorem to remain true in this case, but to prove

this would seem to require upper bounds on correlation functions for zeta zeros

with respect to oscillatory functions, extending outside the range of functions

considered by Rudnick and Sarnak. Although here we require only upper bounds,

not exact evaluations, this still goes beyond what we currently seem able to prove.

Let us conclude with this chapter on another similar point: that Selberg’s

approximation to S(t), mentioned in the introduction, and therefore Fujii’s Theo-

rem’s 3.1.1 and 3.1.6, are true unconditionally. The first of these claims was shown

by Selberg, using a zero-density estimate to bound the number of zeroes lying off

the critical line. I have been unable to extend this method to prove Theorem 3.1.2

unconditionally, where the points we are counting are the imaginary ordinates of

non-trivial zeroes – zeroes which may in some instances lie off the critical line –

and I leave it as a challenge for readers to do so.
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CHAPTER 4

Mesoscopic and band-limited microscopic

statistics: towards a more general mesoscopic

theory

We include in this intercalary chapter a more general discussion of the statistics

of the zeros of the zeta-function in the mesoscopic regime. Our discussion will

culminate in Theorem 4.0.10, a statement from which one can deduce both the

microscopic linear statistics of the sort considered by Rudnick and Sarnak and

the central limit theorems discussed above, along with covariance statements for

translated linear statistics separated by mesoscopic distances. Other theorems

concerning the mesoscopic distribution of zeta zeros, which also depend upon the

macroscopic statistics of the zeros, can be found in [5] and [47].

We show first that Corollary 3.3.6 implies the well-known result of Rudnick

and Sarnak (building on work of Montgomery and concurrent with work of Hejhal)

that, upon ordering the positive ordinates of the zeros 0 < γ1 ≤ γ2 ≤ ...,

Theorem 4.0.5 (Rudnick-Sarnak). For η : Rk → R such that supp η̂ ⊆ {x ∈ Rk :

|x1|+ · · ·+ |xk| < 2},

lim
T→∞

1

T

∫ 2T

T

∑
i1,...,ik
distinct

η
(

log T
2π

(γi1−t), ..., log T
2π

(γik−t)
)
dt =

∫
Rk
η(x) det

k×k
[K(xi−xj)] dkx,

where K(ξ) = sinπξ
πξ

.

That is to say, with respect to sufficiently smooth functions, the zeros of the
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zeta-function tend weakly to a determinantal point process with sine-kernel.

One may do this either through a combinatorial sieving procedure – effectively

this is the proof of Rudnick and Sarnak – or alternatively one may use the com-

binatorics of Diaconis and Shahshahani. For us, it will be more enlightening to

use the latter. Proceeding in this manner originated with Hughes and Rudnick,

although our range of test functions will coincide with the slightly wider range

used originally by Rudnick and Sarnak.

The theorem of Diaconis and Shahshahani we will need is

Theorem 4.0.6 (Diaconis-Shahshahani). Let U(n) be the set of n × n unitary

matrices endowed with Haar measure. Consider a = (a1, ..., ak) and b = (b1, ..., bk)

with a1, a2, ..., b1, b2, ... ∈ {0, 1, ...}.If
∑k

j=1 jaj 6=
∑k

j=1 jbj,

∫
U(n)

k∏
j=1

Tr(gj)ajTr(gj)bj dg = 0. (4.1)

Furthermore, in the case that

max

(
k∑
j=1

jaj,
k∑
j=1

jbj

)
≤ n

we have ∫
U(n)

k∏
j=1

Tr(gj)ajTr(gj)bj dg = δab

k∏
j=1

jajaj! (4.2)

In addition, for unrestricted a

∫
U(n)

k∏
j=1

∣∣Tr(gj)
∣∣2aj dg ≤ k∏

j=1

jajaj!

but we will not need this fact. In general, for products of traces outside of the

restricted range of the theorem, no pattern emerges which is as nice as (4.2).

Since our restricted range here corresponds – as we will show shortly – to the only
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range of test functions for which the statistics of the zeta-function’s zeros can be

rigorously evaluated, this fact must be seen as somewhat curious.

Here trace is defined in the standard way, so that Tr(In×n) = n. For a proof

of Theorem 4.0.6, see [19] or [9].

It is a simple exercise in enumerative combinatorics to see that (4.1) and (4.2)

imply that for |j1|+ · · ·+ |jk| ≤ 2n

∫
U(n)

k∏
`=1

Tr(gj`) dg =
∑∏

λ

|jµλ | δ(jµλ = −jνλ)

where once again the sum is over all partitions of [k] into disjoint pairs {µλ, νλ},

and δ(jµλ = −jνλ) is 1 or 0 depending upon whether jµλ = −jνλ or not.

We are able to use this to study the determinantal point process with sine

kernel because the eigenvalues of a random unitary matrix, properly spaced, are

themselves a determinantal point process with kernel tending to that of the sine

kernel. This is due, in effect, to Weyl, though Gaudin and Dyson deserve credit

for the formulation in terms of correlation functions that follows.

Proposition 4.0.7. Let {e(θ1), e(θ2), ..., e(θn)} be the eigenvalues of a random

unitary matrix, distributed according to Haar measure, with θi ∈ [−1/2, 1/2) for

all i. Then the points {nθ1, ..., nθn} comprise a determinantal point process Sn on

[−n/2, n/2) with kernel in x, y given by Kn(x − y) = sinπ(x−y)
n sin(π(x−y)/n)

. That is for

any test function η,

E
Sn

∑
i1,...,ik
distinct

η(ξi1 , ..., ξik) =

∫
U(n)

∑
i1,...,ik
distinct

η(nθi1 , ..., nθik) dg

=

∫
[−n/2,n/2]k

η(x1, ..., xk) det
k×k

[Kn(xi − xj)] dkx

For further discussion see [12].
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We use this to prove

Theorem 4.0.8. If S is the determinantal point process with kernel in x, y given

by K(x−y) for K(x) = sinπx
πx

, then for functions η1, ..., ηk such that, as in Lemma

3.3.4, supp η` ∈ [−δ`, δ`] with δ1 + · · ·+ δk ≤ 2,

E
S

k∏
`=1

(
∆η` −E

S
∆η`

)
= S[k] (4.3)

where S[k] is defined as in Corollary 3.3.6, and here ∆η =
∑
η(ξi) as before, for

{ξi} the points of the process.

Note that here, by definition, E∆η =
∫
η dx.

Before we come to the proof, we note that as an easy consequence, upon

expanding the product in 4.3 and applying induction,

Corollary 4.0.9. A point process P satisfies (4.3) for all k over the range of

test functions restricted as in Theorem 4.0.8 if and only if for all k and for any

integrable η defined on Rk with supp η̂ ⊆ {y ∈ Rk : |y1|+ · · ·+ |yk| ≤ 2},

E
S

∑
i1,...,ik
distinct

η(ξi1 , ..., ξik) =

∫
Rk
η(x1, ..., xk) det

k×k
[K(xi − xj)]dkx.

Proof of Theorem 4.0.8. For a function η, define

η(n)(θ) =
∑
k∈Z

η(θ + nk).

Note that for Schwartz η, η(n) → η uniformly. We have then that for fixed
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Schwartz η1, ..., ηk,

E
S

k∏
`=1

(
∆η` −E

S
∆η`

)
= lim

n→∞E
Sn

k∏
`=1

(
∆
η
(n)
l
−E
Sn

∆
η
(n)
l

)

= lim
n→∞

∫
U(n)

k∏
`=1

( n∑
ν=1

η
(n)
` (nθν)− n

∫ 1/2

−1/2

η
(n)
` (nθ) dθ

)
dg

But by Poisson summation,

η
(n)
` (nθν)−

∫ 1/2

−1/2

η
(n)
` (nθ) dθ =

∑
j∈Z\{0}

1

n
η̂`

( j
n

)
e(jθ),

so that

∫
U(n)

k∏
`=1

( n∑
ν=1

η
(n)
` (nθν)− n

∫ 1/2

−1/2

η
(n)
` (nθ) dθ

)
dg

=

∫
U(n)

k∏
`=1

∑
j∈Z\{0}

1

n
η̂`

( j
n

)
Tr(gj) dg

=
∑

j1,...,jk∈Z\{0}

k∏
`=1

1

n
η̂`

(j`
n

)
·
∫
U(n)

k∏
`=1

Tr(gj`) dg.

But for η̂1, ..., η̂k restricted as in the Theorem, this sum is only over those j with

| j1
n
|+ · · ·+ | jk

n
| ≤ 2. In this case the above sum reduces to

∑∏
λ

( ∑
j∈Z\{0}

1

n

|j|
n
η̂µλ

( j
n

)
η̂νλ

(−j
n

))
.

Clearly this tends to S[k].

Proof of Theorem 4.0.5. Using Corollary 3.3.6 for n(T ) = 1, we have for η1, ..., η`

as in Theorem 4.0.8,

lim
T→∞

∫
R

σ(t/T )

T

k∏
`=1

∫ ∞
−∞

η
(

log T
2π

(ξ` − t)
)
dS(ξ`) dt = S[k].
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But by Stirling’s formula,

∫ ∞
−∞

η
(

log T
2π

(ξ` − t)
)
dS(ξ) =

∑
γ

η
(

log T
2π

(γ − t)
)
−
∫
η(x) dx+ o(1).

Expanding the product as in Corollary 4.0.9, and passing from σ to 1[1,2] as before

yeilds the claim for η = η1 ⊗ · · · ⊗ ηk. We can pass to general η by uniformly

approximating such η and using Theorem 3.4.1 to bound the difference between

the linear statistics of η and those of its approximation.

The convergence here is microscopic, and therefore cannot, unless spread over

a wider region as in Corollary 4.0.8, yield a mesoscopic central limit theorem like

Fujii’s or Theorem 3.1.2. In a general way, it does appear that in the mesoscopic

regime, the zeros of the zeta function are spaced like the points of a sine-kernel

determinantal point process – and that moreover we have knowledge of this fact

as long as any test functions used remain microscopically band-limited. Stating

this principle in a way which is both (i) precise, and (ii) satisfying, is a rough

task however. We shall make an attempt below, but we should be forthright that

it is only the first of these conditions and not the second that is really achieved.

Before proceeding, it is worthwhile to discuss the matter heuristically somewhat

further.

We say that a point process P is “mock-determinantal with sine-kernel” if its

correlation functions agree with that of S with respect to sufficiently smooth test

functions; that is

E
P

∑
i1,...,ik
distinct

η(ξi1 , ..., ξik) = E
S

∑
i1,...,ik
distinct

η(ξi1 , ..., ξik)

with respect to – say for our purposes – η with Fourier transform η̂ supported

on {x ∈ Rk : |x1| + · · · + |xk| ≤ 2}. Using the proof above for the zeros of the

zeta function, one can show that Theorems 3.1.2 and 3.1.3 hold for any such P .
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That is for η restricted as in either theorem, a parameter L which grows, and

∆η =
∑
η(ξi/L),

∆η −E∆η√
Var∆η

⇒ N(0, 1),

as L → ∞. (As here we are dealing with a single point process P , ‘mesoscopic’

restrictions on the growth of L play no role.) We may ask whether there exists any

such mock-determinantal point processes P for which η is of bounded variation,

but (∆η−E∆η)/
√

Var∆η does not tend to the normal distribution. I do not know

the answer to this, but I suspect that there does. This would imply that to fill the

small gap between Theorems 3.1.2 and 3.1.3 and their random matrix analogues

will require (a small amount of) statistical information about the zeros of the zeta

function outside of that provided by test functions which are band-limited as in

Rudnick-Sarnak.

We return to our goal of characterizing the zeros of the zeta-function in the

mesoscopic regime in a way that retains microscopic statistics as well. We have:

Theorem 4.0.10. Let σ be as in Theorem 3.3.3, and let ZT (σ) be the point process

defined by the points { log T
2π

(γ − t)} where γ runs through the ordinates of zeros

of the zeta function, and t is a random variable in R with distribution given by

σ(t/T )/T . For fixed A < 2, fixed r of compact Fourier support, and fixed n(T )

with n(T )→∞ but with n(T ) = o(log T ), we have that for |α1|+ · · ·+ |αk| ≤ A,

E
ZT (σ)

k∏
`=1

(
∆`−E∆`

)
= E
S

k∏
`=1

(
∆`−E∆`

)
+
∑
∅⊆J([k]

ε([k]\J)·E
S

∏
`∈J

(
∆`−E∆`

)
,

where

∆` =
∑

r
( ξi
n(T )

)
e(αξi)

for the terms ε([k]\J) having no dependence on αi with i ∈ J , and tending to 0

uniformly as T →∞.

This may be proven by following exactly the proof of Corollary 3.3.6. By
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slightly modifying the proof, one may prove this theorem even for σ = 1[1,2] so

that t is uniformly distributed between T and 2T , but we do not pursue this

matter here. By integrating in α, one can obtain microscopic and macroscopic

statistics, and correlations thereof, uniformly for points separated by a distance

asymptotically less than m(T ). One can, for instance, recover Corollary 3.3.6 for

n(T ) = o(m(T )) in this way. We are able to integrate in α without destroying

error terms for the reason that ε([k]\J) has no dependence on αi for i ∈ J .

In the same way, by modifying the proof of Theorem 4.0.8,

Theorem 4.0.11. For fixed A < 2, fixed r of compact Fourier support, and fixed

n(N) with n(N)→∞ but with n(N) = o(N), we have that for |α1|+···+|αk| ≤ A,

E
SN

k∏
`=1

(
∆`−E∆`

)
= E
S

k∏
`=1

(
∆`−E∆`

)
+
∑
∅⊆J([k]

ε([k]\J) ·E
S

∏
`∈J

(
∆`−E∆`

)
,

for ∆` (defined in the obvious way with respect to n(N)), and ε as in Theorem

4.0.10.

To have a more eloquent expression of the mesoscopic convergence expressed

by these results would certainly be desirable.
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CHAPTER 5

Microscopic statistics: Arithmetic consequences

of the GUE conjecture

5.1 Background material

Recall once more the GUE Conjecture:

Conjecture 5.1.1 (GUE). For any fixed n and any fixed η ∈ Cc(Rk),

lim
T→∞

1

T

∫ 2T

T

∑
γ1,...,γn
distinct

η
(

log T
2π

(γ1−t), ..., log T
2π

(γn−t)
)
dt =

∫
Rn
η(x) det

n×n

(
K(xi−xj)

)
dnx

(5.1)

where the entries of the n× n determinant are formed from the function K(x) =

sinπx
πx

.

The sum on the left is over all collections of distinctly labelled ordinates

γ1, ..., γn.

The compact support of test functions η means that our sums are effectively

restricted to those γ’s that are within O(1/ log T ) of the variable t. At such a scale,

we have shown in the last chapter in Theorem 4.0.5 that we can rigorously verify

equation (5.1) if η is restricted to a stringently smooth class of test functions.

It is a matter of longstanding interest, however, to see what can be said about

the n-level correlation sums on the left hand side of (5.1) for functions not as

smooth as those in Theorem 4.0.5 once additional assumptions have been made

about the distribution of the primes. Even in the original paper of Montgomery,
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the n = 2 pair correlation conjecture for a wider class of test functions was sup-

ported on the assumption of a uniform version of a the Hardy-Littlewood conjec-

ture about the likelihood that two primes are separated by a small distance h.

(This argument appears in [54].)

An especially relevant result in this direction is the following:

Theorem 5.1.2 (Gallagher & Muller, and Goldston). (On RH.) The n = 2

pair correlation conjecture is equivalent to the statement that for fixed β ≥ 1, as

T →∞, ∫ Tβ

1

(
ψ
(
x+ x

T

)
− ψ(x)− x

T

)2dx

x2
∼ (β − 1

2
)
log2 T

T
. (5.2)

The prime number theorem is a statement that the ‘mean value’ of ψ(x) is x,

so that this is a weighted estimate for the variance of the number of primes in

short intervals (x, x+ x/T ). That the pair correlation conjecture implies it is due

to Gallagher and Mueller [30], the reverse implication to Goldston [32].

Unconditionally, for β ≤ 1 the left hand side of (5.2) can be seen using the

prime number theorem to be asymptotic to

β2

2

log2 T

T
.

The somewhat unnatural weight dx/x2 was removed in the work of Goldston

and Montgomery [35], who showed that (on RH) a slightly stronger variant of the

pair correlation conjecture is equivalent to a somewhat more naturally weighted

estimate for the variance of primes in short intervals:

1

X

∫ X

1

(
ψ(x+H)− ψ(x)−H

)2
dx ∼ H (logX − logH) (5.3)

uniformly for Xε ≤ H ≤ X1−ε (for any fixed ε > 0). The survey [33] is a nice

introduction to this and other material.
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We mention that the counts (ψ(x + H)− ψ(x)−H) for x a random variable

uniformly distributed between 1 and large X are widely expected to be normally

distributed with variance given by (5.3) [55], though its higher moments are not

directly related to the local statistics of zeros dealt with by Conjecture 5.1.1.

A computation reveals that neither (5.2) nor (5.3) are consistent with a heuris-

tic model of Cramér [18] (see also [36], [73]) for the distribution of primes: that

each number m has, roughly, an independent probability of 1/ logm of being

prime. In these matters it is the predictions (5.2) and (5.3), rather than the

Cramér model, that is widely expected to return the right answer. The Cramér

model accurately predicts the Riemann hypothesis prediction that the error term

in a count of primes in the interval [1, x] is O(x1/2+ε), but quite apparently to ac-

curately answer asymptotic questions about the distribution of primes in shorter

intervals [x, x + H] one must use a model of the primes that takes into account

local arithmetic considerations.

Indeed, for higher correlations, Bogomolny and Keating [2], [3] argued heuris-

tically that the m-level correlations correspond arithmetically to the likelihood

that products of primes p1 · · · p` (each prime chosen from a specified region) are

separated by a small distance from products of primes p`+1 · · · pm (again with each

prime drawn from a specified region) and that this likelihood – and therefore the

GUE conjecture – can be understood as before by using Hardy-Littlewood conjec-

tures. These predict the probability in terms of a, b, and h that both p1 and p2 are

prime, given that ap1 − bp2 = h, where p1 and p2 are of order x. The prediction

is not 1/ log2 x, as one might guess from a näıve use of the Cramér model.

It is thus a matter of longstanding interest to generalize the work mentioned

above in for instance Theorem 5.1.2 from the pair correlation conjecture to higher

order correlations, and this is the purpose of the present paper.

While this work was in progress, I learned that work on this same question had

recently been undertaken by Farmer, Gonek, Lee and Lester [25]. Conditioned in
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addition to RH on technical hypotheses about the zeta zeros which they define

and label Hypothesis AC and Hypothesis LC, the authors arrive at a solution

in one direction, showing that knowing a Fourier-transformed evaluation of the

n-point correlation sums in (5.1) (the n-level form factor) is sufficient to estimate

the likelihood that products of primes in the fashion of Bogomolny and Keating

are close to other products of primes.

Additionally motivated by the work of Goldston, Gonek, and Montgomery [34],

the authors show conditioned on RH and Hypotheses AC and LC that knowing

the n-level form factor for all n is sufficient to asymptotically evaluate

1

T

∫ 2T

T

j∏
`=1

ζ ′

ζ

(
1
2

+ A`
log T

+ it
) k∏
`′=1

ζ ′

ζ

(
1
2

+
B`′

log T
− it

)
dt (5.4)

for positive constants A1, ..., Aj, B1, ..., Bk. Random matrix theory makes a pre-

diction that this quantity will be asymptotic to a constant depending on the

A`’s and B`′ ’s multiplied by logj+k T . The authors note that in the case n = 2

(considered in [34]) one can proceed in the converse direction, showing that the

pair correlation conjecture follows form a conjectured asymptotic evaluation of

(5.4) when j = k = 1, and write, “It would be interesting to know whether this

generalizes to higher N .”

Finally, Farmer, Gonek, Lee, and Lester show that by assuming Hypothesis

AC and LC in addition to RH one can bound for any fixed A > 0,

1

T

∫ 2T

T

∣∣∣∣ζ ′ζ (1
2

+ A
log T

+ it
)∣∣∣∣k dt . logk T. (5.5)

By Hölder this implies (5.4) is bounded by O(logj+k T ). On RH, the authors note,

this is a correct lower bound.

We present in this chapter work that makes the advance of not requiring the

hypotheses AC and LC for our analysis. We show in Theorem 5.2.4 that (on
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RH) the GUE Conjecture, as stated in Conjecture 5.1.1 is logically equivalent

to a statement about the likelihood that products of primes drawn from certain

regions are close to other products of primes, and in Theorem 5.2.2 that the GUE

Conjecture is equivalent to an asymptotic evaluation of (5.4). We thereby answer

in the affirmative the question posed above by Farmer, Gonek, Lee, and Lester

about whether these products are sufficient to characterize the local statistics of

the zeta zeros.

Our techniques additionally yield (5.5) on the assumption of RH but no other

hypothesis.

The work makes it possible to restate for instance the k = 3, 4 triple and

quadruple correlation conjectures for the zeta zeros in terms of the distribution

of prime numbers. Unfortunately the resulting statements about the primes are

complicated algebraically. We draw out one elegant corollary of our work, however:

that the GUE Conjecture implies a simple estimate for the covariance of almost

primes in short intervals, where almost primes are weighted by the higher von

Mangoldt functions famously used by Selberg and Erdős in an elementary proof

of the prime number theorem [67],[21].

This is related to a conjecture first made by Farmer [24] concerning the average

value of a ratio of products of the zeta function, and to arrive at our estimate we

will make use of some elementary combinatorics that are in fact equivalent to

an analogous ratio theorem for autocorrelations of characteristic polynomials over

the unitary group.

5.2 A statement of main results

We obtain in the first place,
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Theorem 5.2.1. (On RH.) For fixed k ≥ 1 and constant A with <A > 0,

1

T

∫ 2T

T

∣∣∣∣ζ ′ζ (1
2

+ A
log T

+ it
)∣∣∣∣k dt .A,k logk T.

Remark: As noted in [25] once can obtain this for A ≥ 4 by using Lemma 3

of Selberg’s paper [64]. In fact, using instead Lemma 2 of this paper of Selberg

together with an upper bound due to Fujii (see Theorem 5.6.2), one can obtain

exactly this theorem, for A arbitrarily close to 0 as above. We give a proof

of Theorem 5.2.1 independent of Selberg’s identity, since this will at any rate

fit naturally into our framework, though we outline what the approach through

Selberg’s identity would look like. In some sense any possible proof must hinge

upon the same ideas.

With sufficient effort one can trace through the implied constant in Theorem

5.2.1 in terms of A and k, obtaining a constant for positive real A of order

A−keO(k log k)

One should not expect this to be an optimal constant, or even necessarily the

limit to which analysis on RH can be applied, though we do not pursue the

matter further.

Indeed, for fixed A > 0 and positive integer λ, by assuming the GUE Conjec-

ture one can show

1

T

∫ 2T

T

∣∣∣∣ζ ′ζ (1
2

+ A
log T

+ it
)∣∣∣∣2λ dt ∼ C(A, 2λ) log2λ T (5.6)

where

C(A, 2λ) := lim
N→∞

1

N2λ

∫
U(N)

∣∣∣∣Z ′Z (AN )
∣∣∣∣2λ du,

U(N) is the group of N × N unitary matrices u with Haar probability measure
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du, and

Z(β) := det(1− e−βu).

Note that if ω1, ..., ωn are the eigenvalues of the unitary matrix u,

Z ′

Z
(β) =

∑
i

1

1− e−βωi
=
∞∑
r=1

e−βrTr(ur). (5.7)

That the limit X(A, 2λ) exists can be seen from the proof of Theorem 5.2.2 to

follow. By computation with correlation functions, not reproduced here, one can

see that for fixed λ, C(A, 2λ) is of order A−2λ+1 which for small A is slightly better

than what can be obtained without refining our methods. (Though note for λ = 1

this order of bound is achieved in [34].)

It is by only slightly extending (5.6) that one can obtain a statement equivalent

to the GUE Conjecture.

Theorem 5.2.2. (On RH.) The GUE Conjecture is equivalent to the statement

that for all fixed j, k ≥ 1 and all collections of fixed constants A1, ..., Aj, B1, ..., Bk

each with positive real part, the limit

lim
T→∞

1

logj+k T

(
1

T

∫ 2T

T

j∏
`=1

ζ ′

ζ

(
1
2

+ A`
log T

+ it
) k∏
`′=1

ζ ′

ζ

(
1
2

+
B`′

log T
+ it

)
dt

)
(5.8)

exists and is equal to

lim
N→∞

1

N j+k

(∫
U(N)

j∏
`=1

Z ′

Z

(A`
N

) k∏
`′=1

Z ′

Z

(B`′

N

)
du

)
(5.9)

Moreover, for each n ≥ 1, the claim that identity (5.1) holds for all k ≤ n (that is,

the zeros k-level correlation functions tend to that of the sine-kernel determinantal

point process), is equivalent to the claim that these limits are equal for all j+k ≤ n.

It has long been understood in a heuristic sense that the characteristic poly-

nomial Z is statistically an analogue of the zeta-function. (See [49] for the first
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spectacular application of this philosophy). Theorem 5.2.2 shows that at a mi-

croscopic scale described by the GUE Conjecture this correspondence should be

understood quite literally.

A theorem very much in the same spirt restates the GUE Conjecture in purely

arithmetical terms.

To state the theorem more succinctly we require the notation

dz(x) := e−x/2 d
(
ψ(ex)− ex

)
,

a measure which (because of its discrete part and growth as |x| → ∞) we will

only integrate against functions φ(x) that belong to a restricted class we call

admissible:

Definition 5.2.3. A function φ : R→ R is admissible if it is in C2(R), equal to 0

for sufficiently large x as x→∞, and bounded by eα|x| for α < 1/2 as x→ −∞.

If φ is admissible,

∫
R
φ(x) dz(x) =

∞∑
n=1

Λ(n)√
n
φ(log n)−

∫ ∞
0

1√
t
φ(log t) dt,

which is a count of primes minus a regular approximation to that count.

Remark: By making use of improper integrals, in section 5.3 we will slightly

extend the range of functions against which dz may be integrated, but any instance

in which this extended definition is used will be made clear.

To reduce the length of formulas, we set

υT (x, y) :=
(
1− T |x− y|

)
+
,

which plays the role of telling us when x and y are separated by a distance of

O(1/T ).
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Finally for bounded functions f ∈ C2(Rj) and g ∈ C2(Rk) such that f · 1Rj+

and g · 1Rk+ are compactly supported we define the arithmetical quantity

ΨT (f ; g) = Ψj,k
T (f ; g) (5.10)

:=
1

logj+k T

∫
Rj

∫
Rk
f
(

x
log T

)
g
(

y
log T

)
υT (x1 + · · ·+ xk , y1 + · · ·+ yk) dz

k(y) dzj(x)

In the definition (5.10) for ΨT we will see later that the values f and g outside

the quadrants Rj
+ and Rk

+ play no role asymptotically. Nonetheless, in (5.10) there

is a certain algebraic significance to retaining integrals over all Rj×Rk rather than

restricting to only this quadrant.

We likewise define the random matrix quantity

ΘN(f ; g) = Θj,k
N (f ; g) (5.11)

:=
1

N j+k

∑
r∈Nj+

∑
s∈Nk+

f
( r
N

)
g
( s
N

)∫
U(N)

j∏
`=1

(−Trur`)
k∏

`′=1

(−Trus`′ ) du,

As before, it is not immediately obvious that ΘN(f ; g) has a limiting value as

N →∞ but we demonstrate this later.

Theorem 5.2.4. (On RH.) The GUE Conjecture is equivalent to the statement

that for all fixed j, k ≥ 1, and all collections of fixed collections of admissible

functions f1, ..., fj, g1, ..., gk, we have for f = f1 ⊗ · · · ⊗ fj and g = g1 ⊗ · · · ⊗ gk

lim
T→∞

ΨT (f ; g) = lim
N→∞

ΘN(f ; g). (5.12)

Moreover, for each n ≥ 1, the claim that identity (5.1) holds for all k ≤ n (that is,

the zeros k-level correlation functions tend to that of the sine-kernel determinantal

point process), is equivalent to the claim that (5.12) holds for all j + k ≤ n.

Remark: f1 ⊗ · · · ⊗ fj is just the function (x1, ..., xj) 7→ f1(x1) · · · fj(xj).
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Though it is only a technical point, in our proof it is important that the func-

tions in (5.12) are separable. To have a simple proof which extends to non-

separable functions would be desirable. Morally, the reason that seperable func-

tions by themselves are sufficient to recover the GUE Conjecture is that (5.12) is

a linear relation, and linear combinations of such functions are sufficiently dense

to approximate an arbitrary function. The same holds true for test functions

exp(−A1x1 − · · · − Ajxj −B1y1 − · · · −Bkyk) in Theorem 5.2.2.

It is worthwhile to see that Theorem 5.2.4 generalizes Theorem 5.1.2, in par-

ticular that it implies identity (5.2). We do so heuristically for the moment, with

a more rigorous development to follow later.

We know that the n = 1, 1-level density, case of the GUE Conjecture is true.

It therefore follows from Theorem 5.2.4 that the pair correlation conjecture is

equivalent to the claim that for all f, g ∈ C2
c (R),

lim
T→∞

1

log2 T

∫
R

∫
R
f
(

x
log T

)
g( y

log T

)
υT (x, y) dz(x) dz(y) (5.13)

is equal to

lim
N→∞

1

N2

∞∑
r=1

∞∑
s=1

f
( r
N

)
g
( s
N

)∫
U(N)

Trur Trus du. (5.14)

We specialise to the case in which f = g with both functions an arbitrarily close

approximation to the characteristic function 1[0,β). In this way, choosing better

and better approximations, one can see that the pair correlation conjecture implies

that for all β > 0,

lim
T→∞

1

log2 T

∫
R

∫
R

1[0,β)

(
x

log T

)
1[0,β)(

y
log T

)
υT (x, y) dz(x) dz(y) (5.15)

is equal to

lim
N→∞

1

N2

∞∑
r=1

∞∑
s=1

1[0,β)

( r
N

)
1[0,β)

( s
N

)∫
U(N)

Trur Trus du. (5.16)
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In fact, with a little more work – using the fact that υT (x, y) constrains x ≈ y

in (5.13) and (5.15) – one can see that (5.15) for all β > 0 is sufficient to recover

(5.13) for general f and g; but we leave details of this argument to the reader.

To see that (5.15) provides the same information as (5.2) note that

υT (x, y) = T

∫
1[x−1/T,x](t)1[y−1/T,y](t) dt

so that

∫
R

∫
R

1[0,β)

(
x

log T

)
1[0,β)

(
y

log T

)
υT (x, y) dz(x) dz(y)

= T

∫
R

∫ β log T

0

∫ β log T

0

1[x−1/T ](t)1[y−1/T,y](t) dz(x)dz(y) dt

∼ T

∫ β log T

0

(∫ t+1/T

t

dz(x)

)(∫ t+1/T

t

dz(y)

)
dt

∼ T

∫ β log T

0

e−t
(∫ t+1/T

t

d
(
ψ(ex)− ex

))2

dt

∼ T

∫ Tβ

1

(
ψ(τe1/T )− ψ(τ)− (e1/T − 1)τ

)2 dτ

τ 2

∼ T

∫ Tβ

1

(
ψ
(
τ + τ

T

)
− ψ(τ)− τ

T

)2 dτ

τ 2
.

Our purpose at the moment is only to reassure the reader that the quantities

we are working with are meaningful, so we have not made the effort to rigor-

ously justify our passage from expression to expression. Rigorous justification is

provided in a more general context in section 5.12. (None of the steps involve

anything more involved than a straightforward bounding of error terms.)

On the other hand, to evaluate (5.16) we make use of the well known identity

(see for instance [20]) that for r ≥ 1,

∫
U(N)

Trur Trus du = δrs r ∧N. (5.17)
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(Here, recall the notation r∧N to denote the minimum of r and N .) Hence (5.16)

is given by

lim
N→∞

1

N2

∑
r≤Nβ

r ∧N = β − 1/2

for β ≥ 1. For β < 1 this limit is β2/2.

The equality of (5.15) and (5.16) then, for β ≥ 1 (the range of β for which we

cannot simply evaluate (5.15) unconditionally from the prime number theorem),

is exactly equation (5.2).

It is possible in this way to draw out arithmetical equivalences for the k =

3, 4 three and four point correlation conjectures for zeta zeros. The resulting

arithmetical statements do not, however, have the simplicity of Theorem 5.1.2.

We record them in Theorems 5.10.2 and 5.10.3.

At the same time, it is possible using Theorems 5.2.4 and 5.2.2 to generalize

Theorem 5.1.2 in a way that is algebraically simple – though the compromise we

suffer is that the result we shall now state is not equivalent to the GUE Conjecture,

but is only a consequence of it.

We will require the higher-order von Mangoldt functions Λj, defined in the

usual manner by

Λj(n) := µ ? (logj)(n) =
∑
d|n

µ(d) logk(n/d) (5.18)

or equivalently inductively by

Λj(n) = Λ ? Λj−1(n) + log(n)Λj−1(n), (5.19)

where Λ1 = Λ, the usual von Mangoldt function, and we have used ? to denote

multiplicative convolution on the integers. This inductive definition makes clear

that Λj is supported on integers with no more than j distinct prime factors. We
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likewise define

ψj(x) :=
∑
n≤x

Λj(n). (5.20)

The properties of ψj are discussed in greater length in Appendix A. Uncondition-

ally, from residue calculus and well-known zero free regions for the zeta function,

we know that

ψj(x) = Res
s=1

ζ(j)(s)

ζ(s)

xs

s
+ o(x)

= xPj−1(log x) + o(x), (5.21)

where Pj−1(x), defined by this expression, is a j − 1 degree polynomial with

Pj−1(log x) = j logj−1 x+ o(logj−1 x).

The error term between ψj and its regular approximation,

ψ̃j(x) := ψj(x)− xPj−1(log x), (5.22)

on Riemann hypothesis has the better bound, Oj(x
1/2+ε), and finally we define

ψ̃j(x;H) = ψ̃j(x+H)− ψ̃j(x),

which is a count of almost primes in an interval of length H, minus its regular

approximation. Its regular approximation should be thought of as its expected

value.

We can arrive at counts of almost primes with the above von Mangoldt weights

by repeatedly convolving the measures dz with one another, and in this way we

will obtain

Theorem 5.2.5. (On RH.) On the assumption of the GUE Conjecture, for fixed
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β > 0 and integers j, k ≥ 1, let X = T β and δ = 1/T . Then

∫ X

1

ψ̃j(x; δx)ψ̃k(x, δx)
dx

x2
∼ jk

j+k−1

logj+k T

T

∫ β

0

yj+k−1 ∧ 1 dy. (5.23)

It is perhaps more instructive to write the right hand side of (5.23) as

jk
j+k−1

∫ Tβ

1

( x
T

)(
log(x)− log

(
x
T
∨ 1
))j+k−1 dx

x2
.

Recalling that δx = x/T and X = T β above, it is reasonable therefore to make

a conjecture in which the weight dx/x2 has been replaced by the more natural

weight dx.

Conjecture 5.2.6. Fix any ε > 0 and integers j, k ≥ 1. Then as X → ∞,

uniformly for Xε ≤ H ≤ X1−ε,

1

X

∫ X

1

ψ̃j(x;H)ψ̃k(x;H) dx ∼ jk
j+k−1

H (logX − logH)j+k−1. (5.24)

By a simple summability argument, this implies (5.23).

Note that for j = k = 1 (5.24) agrees with estimate (5.3).

An elementary combinatorial computation applied to the prime number theo-

rem will reveal that

1

X

∑
n≤X

Λj(n)Λk(n) ∼ jk

j + k − 1
logj+k−1X,

and from this one may see that (5.23) is true unconditionally for β ≤ 1, or

alternatively that

1

X

∫ X

1

ψ̃j(x;H)ψ̃k(x;H) dx ∼ jk
j+k−1

H logj+k−1X.

for H ≤ 1.
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It would be extremely interesting to know if there is an arithmetical reason,

even one that is heuristic, that these formulas so strongly determine the form

of equations (5.23) and (5.24). Analogous results for the counts Λ ? · · · ? Λ, for

instance, in place of Λj and Λk can be derived from the GUE Conjecture, but do

not have nearly so simple a form as j and k grow.

On the other hand, the reason that equations (5.23) and (5.24) have such

simple form is not obscure from a perspective prominent in random matrix theory.

They are related to the ratio conjecture of Farmer [24], that with s = 1/2 + it,

∫ T

0

ζ(s+ α)ζ(1− s+ β)

ζ(s+ γ)ζ(1− s+ δ)
∼ T

(α + δ)(β + γ)

α + β)(γ + δ)
− T 1−α−β (δ − β)(γ − α)

(α + β)(γ + δ)
(5.25)

for α, β, γ, δ . 1/ log T , with <γ,<δ > 0.

The analogous result is known to hold for averages over the unitary group

of ratios of characteristic polynomials. Different proofs are given in [10], [14],

[15], each of which extends the result relevant here, of ratios of the product of 2

characteristic polynomials over the product of 2 characteristic polynomials, to an

evaluation of ratios of products of any number of characteristic polynomials.

A result which is equivalent to the 2×2 ratio theorem and which we make use

of in proving Theorem 5.2.5 is the following:

We define for a unitary matrix u the statistics Hj(r) inductively as follows:

for r ≥ 1,

H1(r) := −Tr(ur) (5.26)

Hj(r) :=
r−1∑
s=1

Hj−1(r − s)H1(s) + rHj−1(r). (5.27)

The similarity to the inductive definition (5.19) of the higher von Mangoldt

functions should be clear.

The result we prove is
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Lemma 5.2.7.

∫
U(N)

Hj(r)Hk(s) du = δrs

r∧N∑
ν=1

(
νj − (ν − 1)j

)(
νk − (ν − 1)k

)
.

Note that the well-known identity (5.17) is the case j = k = 1. For r > N ,

this result extends beyond what can be derived making use of only the statistics

of Diaconis and Shashahani (Theorem 5.7.1).

We give an simple proof of Lemma 5.2.7 in Appendix C, and use this to give

an elementary and independent proof of the 2 × 2 ratio theorem for the unitary

group.

5.3 Explicit formulae

In this section we write down the explicit formulae relating the zeros to prime

and the primes to the zeta function in the critical strip. The first of these we

have already discussed, and we only recall it again, using the new notation of the

measure dz introduced above.

We recall the notation

S(t) :=
1

π
arg ζ(1

2
+ it)

with argument defined by a continuous rectangular path from 2 to 2+it to 1/2+it,

starting with arg ζ(2) = 0. For us, the importance of the function S(t) is that on

the Riemann hypothesis,

dS(t) =
(∑

γ

δγ(t)−
Ω(t)

2π

)
dt,

where

Ω(t) := 1
2

Γ′

Γ

(
1
4

+ i t
2

)
+ 1

2
Γ′

Γ

(
1
4
− i t

2

)
− log π.
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By Stirling’s formula

Ω(t)

2π
=

log
(
(|t|+ 2)/2π

)
2π

+O
( 1

|t|+ 2

)
,

and Ω(t)/2π is a regular approximation to the atomic mass at the γ’s. S(t) may

therefore be thought of as an error term of a regular approximation to the zero

counting function.

Theorem 5.3.1 (The explicit formula). (On RH.) For g a function in C2
c (R),

∫ ∞
−∞

ĝ
( ξ

2π

)
dS(ξ) = −

∫ ∞
−∞

(
g(x) + g(−x)

)
dz(x).

For g delimited as above, it follows from standard Fourier analysis that ĝ decays

quadratically or faster, so that the left hand integral converges absolutely (since

the contribution of both the atomic mass of zeta zeros and the mass Ω(t)/2π dt

on an interval [ξ, ξ + 1] is at most O(log(|ξ|+ 2)).

A related identity we will make use of relates the measure dz to the values of

the zeta function in the critical strip. As with Theorem 5.3.1 it is true only on

the Riemann hypothesis.

Theorem 5.3.2. (On RH.) For <s ∈ (0, 1/2),

− ζ ′

ζ
(1/2 + s) =

∫ →∞
→−∞

e−sx dz(x). (5.28)

We have used the notation
∫→∞
→−∞ to denote an improper integral. Earlier to

avoid any possible confusion we restricted the range of functions against which

the measure dz can be integrated, and for this reason our improper integral must

be defined in the following way:
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We define the cutoff-function αR by

α(x) := exp
(

1− 1

1− x4

)
1[−1,1](x), (5.29)

αR(x) := α(x/R). (5.30)

For us the important features of αR are that it is supported in [−R,R], has

continuous second derivative, and α(0) = 1.

We thus define for a function f ∈ C2(R)

∫ →∞
→−∞

f(x) dz(x) = lim
R→∞

∫ ∞
−∞

αR(x)f(x) dz(x)

when the limit exists.

Note that we require the Riemann hypothesis to ensure that the integral in

(5.28) converges; having assumed RH, that it does so follows from partial integra-

tion.

Proof of Theorem 5.3.2. Note that for <s > 1, (by dominated convergence for

instance),

F (s) := lim
R→∞

∫ ∞
0

αR(x)e−sxd
(
ψ(ex)− ex

)
= −ζ

′

ζ
(s)− 1

s− 1
. (5.31)

But for any ε > 0, it is easy to see by partial integration that the limit defining

F (s) converges uniformly for <s ≥ 1/2 + ε. Hence by analytic continuation (5.31)

remains valid for <s > 1/2. Yet for <s < 1,

∫ 0

−∞
e(1−s)x dx = − 1

s− 1
,
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and so for <s ∈ (1/2, 1),

lim
R→∞

∫ ∞
−∞

αR(x)e−sxd
(
ψ(ex)− ex

)
= lim

R→∞

∫ ∞
0

αR(x)e−sxd
(
ψ(ex)− ex

)
+

∫ 0

−∞
e(1−s)x dx

= −ζ
′

ζ
(s)

by substituting (5.31). This is (5.28) with s+ 1/2 replaced by s.

5.4 Notation: point processes and linear statistics

As in chapter 4, we recast the GUE Conjecture in the language of point processes.

A short introduction to point processes is given in Appendix B; a more general

introduction may be found in [70] or [40]. Those uncomfortable with the notion

of a point process may be reassured that for us the processes defined below will

just be an abbreviation allowing us to write formulas more succinctly and bring to

mind the positivity of certain quantities. Even an intuitive understanding would

suffice to translate these formulas into a more familiar form.

Definition 5.4.1. Let T be a large real number, t a random variable uniformly

distributed on [T, 2T ]. We define ZT to be the point process with point configura-

tions

{ log T
2π

(γ − t)}

parameterized by t, where γ runs over all the ordinates of non-trivial zeros of the

zeta function.

We will label the point configurations of ZT by {ξi}. So for instance, this

formalism has the consequence,

P
ZT

(
#(i : ξi ∈ K) = n

)
=

1

T
Meas

{
t ∈ [T, 2T ] : #{γ : log T

2π
(γ − t) ∈ K} = n

}
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for a measurable set K and integer n, and for η ∈ Cc(R2),

E
ZT

∑
i,j

distinct

η(ξi, ξj) =
1

T

∫ 2T

T

∑
γ1,γ2

distinct

η
(

log T
2π

(γ1 − t), log T
2π

(γ2 − t)
)
dt.

Definition 5.4.2. S is the determinantal point process with sine-kernel.

As discussed in Appendix B, the process S is characterized by its correlation

functions, which have the value,

E
S

∑
j1,...,jk
distinct

η(xj1 , ..., xjk) =

∫
Rk
η(x) det

k×k

(
K(xi − xj)

)
dkx,

Remark: In this formalism, the GUE Conjecture is therefore just the statement

that the processes ZT tend in distribution as T →∞ to the process S, which makes

more clear and canonical what it is that the GUE Conjecture is describing. (See

[48], ch. 16 for an account of the convergence of point processes.)

If the reader is unhappy with the concept of point processes he or she will lose

none of the logical structure of the argument simply by substituting 1
T

∫ 2T

T
· · · dt

and a sum over log T
2π

(γ − t) anytime he or she sees EZT and a sum over ξi, and

likewise substituting determinantal integrals for the expected value of correlation

sums over S.

We quickly demonstrate the notational advantage of this device however: with

it we can write

E
S

3∏
`=1

∑
i

η`(xi)
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instead of

E
S

∑
i1,i2,i3
distinct

η1(ξi1)η2(ξi2)η3(ξi3) + E
S

∑
i1,i2

distinct

η1(ξi1)η2(ξi1)η3(ξi2)

+ E
S

∑
i1,i2

distinct

η1(ξi1)η2(ξi2)η3(ξi1) + E
S

∑
i1,i2

distinct

η1(ξi1)η2(ξi2)η3(ξi2)

+ E
S

∑
i1

η1(xi1)η2(ξi1)η3(ξi1)

=

∫
R3

η1(x1)η2(x2)η3(x3) det
3×3

(
K(xi − xj)

)
d3x+

∫
R2

η1(x1)η2(x1)η3(x2) det
2×2

(
K(xi − xj)

)
d2x

+

∫
R2

η1(x1)η2(x2)η3(x1) det
2×2

(
K(xi − xj)

)
d2x+

∫
R2

η1(x1)η2(x2)η3(x2) det
2×2

(
K(xi − xj)

)
d2x

+

∫
R
η1(x1)η2(x1)η3(x1) dx1.

The reader should check these expressions are the same.

In what follows, we will be using Fourier analysis in connection with the explicit

formula, and for this reason it will be useful to replace the averages

1

T

∫ 2T

T

· · · dt =

∫
R

1[1,2](t/T )

T
· · · dt

with ∫
R

σ(t/T )

T
· · · dt,

for σ a more general function. We define

Definition 5.4.3. The point process ZT (σ) for σ a measurable function on R of

mass 1 is defined by the point configurations

{ log T
2π

(γ − t)},
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parameterized by a real valued random variable t with density σ(t/T )/T .

Note that under this definition, ZT = ZT (1[1,2]).

Definition 5.4.4. For σ a measurable function on R of mass 1, we give the label

GUE(σ) to the proposition that the processes ZT (σ) tend in distribution as T →∞

to the process S.

That is, in the language of correlation functions, GUE(σ) is the statement that

for any η ∈ Cc(Rk),

E
ZT (σ)

∑
j1,...,jk
distinct

η(ξj1 , ..., ξjk) ∼
∫
Rk
η(x) · det

k×k

(
K(xi − xj)

)
dkx

as T →∞.

In fact, there is nothing especially canonical about our use of Cc(Rk) test

functions. Any class of test functions which are sufficiently dense and decay

rapidly enough will do. We arrive at a more formal statement of this fact in

section 5.8, where its proof will follow more easily.

We remind the reader that the eigenvalues of the unitary group, stretched out

so as to have mean unit density, also converge to the process S. This can be

seen from the integration formula of Weyl, which gives an exact evaluation for the

k-point correlation functions of the eigenvalues:

Theorem 5.4.5 (The Weyl-Dyson-Gaudin integration formula). Let {e(θ1), ..., e(θN)}

be the eigenvalues of a random N ×N unitary matrix u, distributed according to

Haar measure du, with θj chosen to be in [−1/2, 1/2) for all j, and define

KN(x) :=
sin πx

N sin(πx/N)
.
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Then for any k ≤ N and measurable η : [−N/2, N/2)k 7→ C,

∫
U(N)

∑
j1,...,jk
distinct

η(Nθj1 , ..., Nθjk) du =

∫
[−N/2,N/2)k

η(x1, ..., xk) det
k×k

(
KN(xi − xj)

)
dkx.

Note that KN(x)→ K(x) uniformly.

We can form a point process even closer to S by pulling back points of the

process SN defined in chapter 4, so that they are repeated with period N :

Definition 5.4.6. The point process S ′N is defined by the point configurations

⋃
ν∈Z

{N(θ1 + ν), ..., N(θN + ν)}

where θ1, ..., θN ∈ [−1/2, 1/2) are, as in the Weyl integration formula, such that

{e(θ1), ..., e(θN)} are the eigenvalues of a random unitary matrix distributed ac-

cording to Haar measure.

If we label the point configurations of S ′N by {xj}, the the Weyl integration

formula gives that for η : Rk 7→ R is integrable,

E
S′N

∑
j1,...,jk
distinct

η(xj1 , ..., xjk) =

∫
Rk
η(x) · det

k×k

(
KN(xi − xj)

)
dkx.

In particular,

Proposition 5.4.7. S ′N → S in distribution.

Note that by Poisson summation for functions η that are, for instance, in

C2
c (R), ∑

ν∈Z

η(Nθ +Nν) =
∑
r∈Z

1

N
η̂
(
r
N

)
e(rθ)
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for all θ, so that for η1, ..., ηk of this sort,

E
S′N

k∏
`=1

∑
i

η`(xi) =
1

Nk

∑
r∈Zk

η̂1

(
r1
N

)
· · · η̂k

(
rk
N

)∫
U(N)

k∏
`=1

Tr(ur`) du. (5.32)

Note that η̂` for each ` will in this case decay quadratically, and for fixed N , Tr(ur)

remains bounded, so there is no difficulty in swapping the order of summation and

integration.

It is therefore by passing through the processes S ′N that we will arrive at sums

like (5.11).

Because the mapping u 7→ u−1 preserves Haar measure,

Proposition 5.4.8. For r ∈ Zk,

∫
U(N)

k∏
`=1

Tr(ur`) du =

∫
U(N)

k∏
`=1

Tr(u−r`) du.

In particular these statistics are real valued.

Finally we introduce notation for linear statistics as they depend on the vari-

able t. The mixed moments of these quantities carry the same information as the

correlation sums (5.1) of the GUE Conjecture.

We define (for functions η that decay quadratically)

GT (η, t) :=
∑
γ

η
(

log T
2π

(γ − t)
)
. (5.33)

An approximation to this count is given by substituting an integral against log(|ξ|+

2)/2π for the sum over zeros:

LT (η, t) :=

∫ ∞
−∞

η
(

log T
2π

(ξ − t)
) log(|ξ|+ 2)

2π
dξ (5.34)
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Note that, for η that decay quadratically,

LT (η, t) = log(|t|+2)
log T

∫ ∞
−∞

η(α) dα +Oη

( 1

log T

)
.

Finally, we define

G̃T (η, t) :=

∫ ∞
−∞

η
(

log T
2π

(ξ − t)
)
dS(ξ). (5.35)

From Stirling’s formula, for η that decay quadratically,

G̃T (η, t) = GT (η, t)− LT (η, t) +Oη

( 1

log T

)
= GT (η, t)− log(|t|+2)

log T

∫ ∞
−∞

η(α) dα +Oη

( 1

log T

)
, (5.36)

so that G̃T (η, t) should be thought of as the linear statistic G(η, t) minus its

expected value.

Since we know unconditionally that the number of γ in any interval [k, k + 1)

is at most log(|k|+ 2), we have

GT (η, t) .
∑
k∈Z

log(|k|+ 2) max
x∈[k,k+1)

∣∣∣η( log T
2π

(x− t)
)∣∣∣, (5.37)

with the same upper bound obviously holding for LT (η, t), and therefore G̃T (η, t).

A particular consequence of (5.37) that we will make use of later is that if

η(ξ) . 1/(1 + ξ2),

then

GT (η, t) . log(|t|+ 2),

and likewise for LT (η, t) and G̃T (η, t).
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The arithmetic significance of G̃T (η, t) comes from the explicit formula:

Proposition 5.4.9. For g ∈ C2(R),

G̃T (ĝ, t) =
−1

log T

∫ ∞
−∞

(
g
(

x
log T

)
eixt + g

(
−x

log T

)
e−ixt

)
dz(x). (5.38)

It is worthwhile to see one example of the relation between the two notations

introduced in this section. We have, for instance,

E
ZT (σ)

(∑
η(ξj)

)k
=

∫
R

σ(t/T )

T
GT (η, t)k dt.

5.5 A plan of the proof

We are now in a position to outline our proofs. A tool we will find absolutely

essential is an upper bound on the moments of point counts in the process ZT

first proved by Fujii [26] and which may be approximately stated in the following

way, that for fixed k, as long as t has been averaged over a long enough interval

(with length of order T ), the kth moment of the count

#{ log T
2π

(γ − t) ∈ [A,A+ k]}

remains bounded, uniformly of the choice of A. In the language of point processes,

this is to say the moments of counts of points inside course enough intervals can

be bounded from above to the correct order.

This cannot be literally true as it has been stated, because for large enough

A the density of γ around t+ 2πA/ log T will be larger than log T/2π. A precise

statement is that uniformly in a and for any ε > 0,

∫
R

1[a,a+ε](t/T )

εT

∣∣GT (η, t)
∣∣k dt .k

∫
R

1[a,a+ε](t/T )

εT

∣∣LT (Mkη, t)
∣∣k dt
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for all T ≥ T0, where T0 is a function only of ε. Here we have used the notation

Mk, an upper bound on η through characteristic functions of size k:

Mkη(ξ) :=
∞∑

ν=−∞

1Ik(ν)(ξ) · sup
Ik(ν)

|η|, (5.39)

where for typographical reasons we denote the interval [kν − k/2, kν + k/2) by

Ik(ν). Recall that LT (·, t) amounts to replacing the sum over γ in GT (·, t) with a

logarithmic mass that approximates this sum.

We also prove another upper bound which is considerably more subtle. This is

that for a function g supported in an interval [−X,X] ⊂ [−1/k, 1/k] and bounded

in modulus by a constant A,

∫
R

1[a,a+ε](t/T )

εT

∣∣G̃T (ĝ, t)
∣∣k dt .k A

kXk, (5.40)

for T ≥ T0, with T0 a function of only ε and X.

This result should be surprising at first glance for the following reason: if

g(x) ∈ C2(R) closely approximates the indicator function

1[−δ,δ](x)

then ĝ(ξ) will closely approximate the function

1

δ

sin(πξ/δ)

πξ/δ
.

In particular as g approaches 1[−δ,δ] (say uniformly), the L1(R) norm of ĝ will

grow arbitrarily large. Yet the naive approach to bounding the left hand side of
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(5.40), namely

∫
R

1[a,a+ε](t/T )

T

∣∣∣∣∑
γ

ĝ
(

log T
2π

(γ − t)
)
−
∫ ∞
−∞

ĝ
(

log T
2π

(γ − t)
)Ω(ξ)

2π
dξ

∣∣∣∣k dt
.
∫
R

1[a,a+ε](t/T )

T

(∑
γ

∣∣∣ĝ( log T
2π

(γ − t)
)∣∣∣+

∫ ∞
−∞

∣∣∣ĝ( log T
2π

(γ − t)
)∣∣∣Ω(ξ)

2π
dξ

)k
dt

will be arbitrarily large as

∑
γ

∣∣∣ĝ( log T
2π

(γ − t)
)∣∣∣ and

∫ ∞
−∞

∣∣∣ĝ( log T
2π

(γ − t)
)∣∣∣Ω(ξ)

2π
dξ

will both be large for every t. Even ignoring this issue we do not see from this naive

approach that the left hand side of (5.40) should become smaller as δ becomes

smaller.1 This can only be seen by exploiting the cancellation that arises by

subtracting from ∑
γ

ĝ
(

log T
2π

(γ − t)
)

it’s regular approximation

∫ ∞
−∞

ĝ
(

log T
2π

(γ − t)
)Ω(ξ)

2π
dξ.

The situation is analogous to estimating

∑
k∈Z

f(k)−
∫
R
f(x) dx =

∑
k∈Z

f(k)− f̂(0).

A naive bound on this quantity is 2‖f‖L1 , but in fact for functions that do not

1Suppose for instance that we should exploit some additional cancellation in the oscillating
ĝ by looking at ∣∣∣∣∑

γ

ĝ
(

log T
2π (γ − t)

)∣∣∣∣ and

∣∣∣∣ ∫ ∞
−∞

ĝ
(

log T
2π (γ − t)

)Ω(ξ)

2π
dξ

∣∣∣∣
instead. Even this refinement in insufficient to obtain a bound that decreases with δ.
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oscillate much the sum over Z is close to the integral over R: by Poisson summation

if f̂ is supported in (−1, 1), this quantity is exactly 0.

It is these two upper bounds that take the place in our proof of the Hypothesis

AC and LC in [25]. They are proven in section 5.6 using the explicit formula.

Analogous upper bounds may be proven for the average distribution of eigen-

values of the unitary group under Haar measure. This is the content of section

5.7.

In section 5.8, we make use of the first of these upper bounds for the zeros of

the zeta function to show that, for averages weighted by σ1 and σ2, the statements

GUE(σ1) and GUE(σ2) are equivalent. This is a Tauberian theorem. We expand

upon the ideas involved in its proof in section 5.8.

With this equivalence between weights we can give a first heuristic approxi-

mation to what lies behind our proof. By adding in lower correlations, GUE(σ)

may be seen to be equivalent to the claim that

E
ZT (σ)

n∏
`=1

(∑
j

η`(ξj)−
∫ ∞
−∞

η`(α) dα

)
∼E

S

n∏
`=1

(∑
j

η`(xj)−
∫ ∞
−∞

η`(α) dα

)
(5.41)

for every n ≥ 1 and every η1, ..., and ηn belonging to a class of functions sufficiently

dense in Cc(R) and with suitable continuity and decay conditions. But the left

hand side of (5.41) asymptotically is just

∫
R

σ(t/T )

T

n∏
`=1

G̃T (η`, t) dt

=

∫
R

σ(t/T )

T

n∏
`=1

(
1

log T

∫ ∞
−∞

η̂`

(
x

log T

)
eixt + η̂`

(
−x

log T

)
e−ixt dz(x)

)
dt

=
1

logn T

∑
ε∈{−1,1}n

∫
Rn
η̂1

(
ε1x1
log T

)
· · · η̂n

(
εnxn
log T

)
σ̂
(
T
2π

(ε1x1 + · · ·+ εkxk)
)
dz(x1) · · · dz(xk),

(5.42)
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with the last two equalities following simply from computation through the explicit

formula and interchanging the order of integration. If we now select σ so that

σ̂(y) = (1 − 2π|x|)+, the reader may check (5.42) is just a polarization of the

quantities ΨT defined in (5.10).

On the other hand, the right hand side of (5.41) can be evaluated as the

limiting case of random matrix statistics which end up being a polarized form of

(5.11). Since by taking linear combinations of the identity (5.12) in Theorem 5.2.4

one can recover the polarized from above, it is comparatively easy in this way to

see that (5.12) implies the GUE Conjecture.

To show that the GUE Conjecture implies (5.12) requires more work. To first

approximation, the argument is nothing more than setting η1 ⊗ · · · ⊗ ηn in (5.41)

so that η̂1⊗ · · · η̂n is restricted to a given quadrant Rj
+×Rk

− of Rn, and such that

in these quadrants η̂` has a sharp cutoff at the origin, say η̂`(x) = 1Rε`f`(ε`x) for

functions f` admissible in the sense of Definition 5.2.3. In this way,

1

logn T

∑
ε∈{−1,1}n

∫
Rn
η̂
(
ε1x1
log T

)
· · · η̂n

(
εnxn
log T

)
σ̂
(
T
2π

(ε1x1 + · · · εnxn)
)
dnz(x)

∼ 1

logn T

∫
Rj+

∫
Rk+
f1

(
x1

log T

)
· · · fj

(
xj

log T

)
fj+1

(
xj+1

log T

)
· · · fj+k

(
xj+k
log T

)
× σ̂

(
T
2π

(x1 + · · ·+ xj − xj+1 − · · · − xj+k) dnz(x)

∼ 1

logn T

∫
Rj

∫
Rk
f1

(
x1

log T

)
· · · fj

(
xj

log T

)
fj+1

(
xj+1

log T

)
· · · fj+k

(
xj+k
log T

)
× σ̂

(
T
2π

(x1 + · · ·+ xj − xj+1 − · · · − xj+k) dnz(x)

The last line will follow by showing that the ‘tails’

f
(

x
log T

)
dz(x) = f

(
x

log T

)
ex/2 dx, for x ≤ 0

do not substantially contribute to these quantities asymptotically. We have thus

recovered the terms ΨT .
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This approach must be amended very substantially however, owing to the

fact that for Fourier transforms η̂ with a sharp cutoff at the origin, the original

distribution η will in general not be integrable, and so the sums in (5.41) are not

well defined.

We overcome the issue by choosing smooth functions f`|εT (depending upon

T) that so closely approximate functions of sharp cutoff f` ·1R+ that we still have

1

logn T

∫
Rj+

∫
Rk+
f1

(
x1

log T

)
· · · fj

(
xj

log T

)
fj+1

(
xj+1

log T

)
· · · fj+k

(
xj+k
log T

)
× σ̂

(
T
2π

(x1 + · · ·+ xj − xj+1 − · · · − xj+k) dnz(x)

∼ 1

logn T

∫
Rj

∫
Rk
f1|εT

(
x1

log T

)
· · · fj|εT

(
xj

log T

)
fj+1|εT

(
xj+1

log T

)
· · · fj+k|εT

(
xj+k
log T

)
× σ̂

(
T
2π

(x1 + · · ·+ xj − xj+1 − · · · − xj+k) dnz(x).

It will indeed be the case that for this to be true, the closeness of our approximation

of f`|εT to f` · 1R+ must increase with T . All the same, for any δ > 0, we show

that there is a fixed approximation f |ε so that

∣∣∣∣∣ 1

logn T

∫
Rn
f1|ε( x1

log T

)
· · · fn|ε

(
xn

log T

)
σ̂
(
T
2π

(x1 + · · · − xn)
)
dnz(x) (5.43)

− 1

logn T

∫
Rn
f1|εT ( x1

log T

)
· · · fn|εT

(
xn

log T

)
σ̂
(
T
2π

(x1 + · · · − xn)
)
dnz(x)

∣∣∣∣∣ < δ

Because the functions f`|ε closely approximate f` · 1Rε ,

1

logn T

∫
Rn
f1|ε( x1

log T

)
· · · fn|ε

(
xn

log T

)
σ̂
(
T
2π

(x1 + · · · − xn)
)
dnz(x)
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will be close to its polarization

∑
ε∈{−1,1}n

1

logn T

∫
Rn
f1|ε( ε1x1log T

)
· · · fn|ε

(
εnxn
log T

)
σ̂
(
T
2π

(ε1x1 + · · · − εnxn)
)
dnz(x).

This last quantity, because the functions f`|ε are fixed and smooth, can be eval-

uated on the GUE Conjecture by identity (5.42). It is a straightforward matter

finally to show that the resulting answer agrees with that of Theorem 5.2.4.

Although (5.43) is intuitive enough, we have not really fully justified it. It’s

proof in section 5.10 is technical and is accomplished only via the upper bound

(5.40) and what is sometimes referred to as a tensorization trick. (This tensoriza-

tion trick is the reason we work with seperable functions.) Note that it is natural

to apply (5.40) here, as the functions (f`|ε− f`|εT ) are supported in a small region

around the origin.

It is through this same method, using (5.28) of Theorem (5.3.2) and the fact

that linear combinations of function exp(−A1x1−· · ·−Anxn) are sufficiently dense

in Cc(Rn
+), that we arrive at Theorem 5.2.2.

Theorem 5.2.1 is an application of the same method of decomposing test func-

tions into parts with different Fourier support. Letting f(x) = exp(−Ax), Theo-

rem 5.3.2 gives that

1

log T

ζ ′

ζ

(
1
2

+ A
log T

+ it
)

=
1

log T

∫ →∞
→−∞

f
(

x
log T

)
eixt dz(x).

We decompose this into

O
(

1
log T

)
+

1

log T

∫
R
f |1/kεT

(
x

log T

)
eixt dz(x) +

1

log T

∫
R
f |RT1/k

(
x

log T

)
eixt dz(x),

where f |1/kεT is a function supported in the the interval [0, 1/k] and f |RT1/k is chosen
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so that

f |1/kεT
+ f |RT1/k

is a smooth compactly supported function (on an interval [0, RT ] say) that closely

approximates

f · 1R+ .

Note that for fixed k, one should be able to (and indeed can) choose such functions

f |RT1/k in a way that their second derivatives do not increase with T .

We have that

1

T

∫ T

0

∣∣∣∣ 1

log T

ζ ′

ζ

(
1
2

+ A
log T

+ it
)∣∣∣∣k dt .k

1

T

∫ T

0

∣∣∣∣ 1

log T

∫
R
f |1/kεT

(
x

log T

)
eixt dz(x)

∣∣∣∣k dt
+

1

T

∫ T

0

∣∣∣∣ 1

log T

∫
R
f |RT1/k

(
x

log T

)
eixt dz(x)

∣∣∣∣k dt
=

1

T

∫ T

0

∣∣∣G̃T

(
(f |1/kεT

)̂ , t
)∣∣∣k dt

+
1

T

∫ T

0

∣∣∣G̃T

(
(f |RT1/k )̂ , t

)∣∣∣k dt
The first of these terms can be bounded by (5.40). For the second, note that fRT1/k

does not have increasing first or second derivative, even as T increases (because

the cutoff from the origin to 1/k does not change with T ). Therefore (fRT1/k )̂ will

decay quickly enough, for all T , that an appropriate bound can be gained from

the Fujii upper bound.

The final part of this paper concerns evaluating the covariance of almost

primes. We weight the almost primes in such a way as to produce an algebraically

nice answer. The algebraic part involves random matrix statistics that closely

parallel those studied by Diaconis and Shahshahani, but fall outside the domain

of what can be deduced directly from their result. The evaluation of these statis-

tics is included in Appendix C. On the other hand, we can quickly outline how it

is that one arrives at counts of almost primes from Theorems 5.2.4 and 5.2.2 by
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convolving the measure dz with itself, so that for instance,

dz ∗ dz(x) + x dz(x) = e−x/2d
(
ψ2(x)− xP1(x)

)
where ψ2 and P1 are defined by (5.20) and (5.21). In perhaps more familiar

language, this is just that for <s > 1,

ζ ′′

ζ
(s) =

∑
n

Λ2(n)

ns
.

To convolve the measure dz with itself, we must replace the test functions f1 ⊗

· · · ⊗ fn in Theorem 5.2.4 with test functions f(x1, ..., xn) that are constant on

level sets of x1 +x2 +· · ·+xn, for instance. The fastest route to such a replacement

is by appealing to Theorem 5.2.2, but because the test functions exp(−Ax) are

not compactly supported, this route entaills a few technical challenges. These are

discussed in more detail in section 5.12.

5.6 Upper bounds for counts of zeros

In this section we recall several lemmas first proved in chapter 3. Since it is now

convenient to make use of slightly different notation, we restate them in full here.

Lemma 5.6.1. Suppose we are given non-negative integrable σ of mass 1 such that

σ̂ has compact support, and suppose g1, ..., gk are in C2
c (R) and satisfy supp g` ⊂

[−δ`, δ`] with δ1 + · · ·+ δk = ∆ ≤ 2. Then there exists a T0 depending only on ∆

and the region in which σ̂ is supported so that for T ≥ T0,

∫
R

σ(t/T )

T

k∏
`=1

G̃T ( ĝ` , t) dt =

(
−1

log T

)k ∑
n
ε1
1 n

ε2
2 ···n

εk
k =1

k∏
`=1

Λ(n`)√
n`

g`
(
ε` logn`

log T

)
(5.44)

+Ok

(
1

T 1−∆/2

k∏
`=1

‖g`‖∞
log T

)
,
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where the sum is over all n ∈ Nk, ε ∈ {−1, 1}k such that nε11 n
ε2
2 · · · n

εk
k = 1.

Proof. This is Lemma 3.3.4.

As a consequence, we show that for coarse enough counts, linear statistics of

zeta zeros can rigorously be bounded above to the correct order. This is the first

upper bound outlined in section 5.5.

Lemma 5.6.2 (A Fujii-type upper bound). For σ non-negative and integrable

such that σ̂ is compactly supported, there exists a T0 depending only on the region

in which σ̂ is supported, so that for all T ≥ T0,

∫
R

σ(t/T )

T

k∏
j=1

Gt(ηj, t) dt = Ok

(∫
R

σ(t/T )

T

k∏
j=1

LT (Mkηj, t) dt

)
,

where the implied constant depends only upon k.

The upper bound Mk is defined in (5.39).

Remark: Note that in the notation of point processes, the left hand side is

E
Zt(σ)

k∏
`=1

∑
i

η`(ξi).

Proof. See that of Lemma 3.4.1.

We can state the lemma in more intuitive terms.

Lemma 5.6.3 (A Fujii-type upper bound, restated). For ε0 > 0, there exists a

T0 depending only on ε0 so that for all a ∈ R, all ε > ε0 and all T ≥ T0,

∫
R

1[a,a+ε](t/T )

εT

k∏
j=1

Gt(ηj, t) dt = Ok

(∫
R

1[a,a+ε](t/T )

εT

k∏
j=1

LT (Mkηj, t) dt

)
,

where the implied constant depends only upon k.
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Proof. Note that there is an absolute constant C so that

1

ε
1[a,a+ε](x) ≤ CVa,ε(x)

for

Va,ε(x) :=
1

ε
V
(x− a

ε

)
where

V (x) :=
(

sinπx
πx

)2

.

Because

V̂a,ε(x)(ξ) = ei2πaξ(1− ε|x|)+

is supported in [−1/ε0, 1/ε0] for all a ∈ R and all ε > ε0, we can apply Lemma

5.6.2 to bound the average in Lemma 5.6.3 from above.

We now turn to the second upper bound outlined in section 5.5, for test func-

tions with a narrowly supported Fourier transform. This is

Lemma 5.6.4. For ε0 > 0, there exists a T0 depending only on ε0 so that for all

a ∈ R, all ε > ε0, and all g ∈ C2
c (R) supported in [−X,X] with X ≤ 1/k, for all

T ≥ T0 ∫
R

1[a,a+ε](t/T )

εT

∣∣G̃T ( ĝ` , t)
∣∣k dt = Ok

(
Ak
(

1
logk T

+Xk
))
,

where A is the maximum value of g.

To prove this bound we require another computational lemma that we will

apply to Lemma 5.6.1.

Lemma 5.6.5. For functions g1, ..., gk each supported on the interval [−X,X]

and bounded in absolute value by a constant A, for H ≥ 1 we have

1

Hk

∑
n
ε1
1 n

ε2
2 ···n

εk
k =1

k∏
`=1

Λ(n`)√
n`

g
(
ε` logn`
H

)
= Ok(A

kXk). (5.45)
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Remark: With control on the first and second derivatives of g`, a more exact

evaluation can be made. See Lemma 12 of [61].

Proof of Lemma 5.6.5. We require from number theory only the Chebyshev esti-

mate that ∑
p≤x

log p = O(x).

As the von Mangoldt function Λ is supported on prime powers pλ, the sum in

(5.45) is just

1

Hk

∑
p
λ1ε1
1 ···pλkεkk =1

k∏
`=1

log p`

p
λ`/2
`

g
(
ε`λ` log p`

H

)
≤ Ak

Hk

∑
p
λ1ε1
1 ···pλkεkk =1

k∏
`=1

log p`

p
λ`/2
`

1[0,x]

(
λ` log p`

H

)
.

Here the sum ranges over all collections of k primes {p1, ..., pk}, k positive integers

{λ1, ..., λk} ∈ Nk
+ and signs {ε1, ..., εk} ∈ {−1, 1}k so that pλ1ε11 · · · pλkεkk = 1.

Owing to the weights pλ/2, our main contribution comes from terms in which

λ1 = λ2 = · · · = λk = 1. By unique factorization, pε1 · · · pεk = 1 only when each

pi is equal to some pair, pj. As there are ck ways to form such pairs, where ck is

(k − 1)!! if k is even and 0 if k is odd,

Ak

Hk

∑
p
epsilon1
1 ···pεkk =1

k∏
`=1

log p`√
p`

1[0,x]

(
log p`
H

)
= Akck ·

(
1

H2

∑
log p≤XH

log2 p

p

)k/2
= Ok(A

kXk)

For the remaining terms in which one of λ1, ..., λk is greater than 1, note that if

λ1, λ2, ..., λk are each no less than 3,

Ak

Hk

∑
p
λ1ε1
1 ···pλkεkk =1
λ1,...,λk≥3

k∏
`=1

log p`

p
λ`/2
`

1[0,x]

(
λ` log p`

H

)
≤ Ak

Hk

( ∑
λ≥3,p

log p

pλ/2
1[0,X]

(
λ` log p`

H

))k

= Ok

(Ak
Hk

)
.
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But because the sum is 0 if 3 log 2
H

> X, this is Ok(A
kHk) all the same. Finally, if

some λj is fixed to be equal to 2 – suppose without generality j = 1 – then in our

sum some pi must equal p1. If we with no loss of generality suppose the index i is

2, we have

Ak

Hk

∑
p
λ1ε1
1 ···pλkεkk =1

k∏
`=1

log p`√
p`

1[0,x]

(
log p`
H

)

≤ Ak

Hk

(∑
p

∑
λ2≥1

log2 p

p1+λ2/2

) ∑
p
λ3ε3
3 ···pλkεkk =1

k∏
`=3

log p`

p
λ`/2
`

1[0,x]

(
λ` log p`

H

)

= O

(
A2

H2

Ak−2

Hk−2

∑
p
λ3ε3
3 ···pλkεkk =1

k∏
`=3

log p`

p
λ`/2
`

1[0,x]

(
λ` log p`

H

))
.

An inductive argument shows this is Ok(A
k/Hk), as again, for the sum to be

nonzero we must have 1/H . X. Since there are only k such cases that some λj

may be fixed to be 2, we have shown that the sum (5.45) is Ok(A
kXk).

From Lemmas 5.6.1 and 5.6.5,

Corollary 5.6.6. Suppose we are given non-negative integrable σ of mass 1 such

that σ̂ has compact support, and suppose g1, ..., gk are in C2
c (R) and each supported

in a region [−X,X] with X < 1/k and each bounded in absolute value by a constant

A. Then there exists a T0 depending only on the region in which σ̂ is supported

so that for T ≥ T0,

∫
R

σ(t/T )

T

k∏
`=1

G̃T ( ĝ` , t) dt = Ok

(
Ak
(

1
logk T

+Xk
))
.

With a little more work,

Corollary 5.6.7. For σ as above in Corollary 5.6.6 and g ∈ C2
c (R) supported in

[−X,X] with X ≤ 1/k and bounded in absolute value by a constant A, there exists
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T0 depending only on the region in which σ̂ is supported so that for T ≥ T0,

∫
R

σ(t/T )

T

∣∣G̃T ( ĝ` , t)
∣∣k dt = Ok

(
Ak
(

1
logk T

+Xk
))
.

Proof. By Cauchy-Schwarz,

∫
R

σ(t/T )

T

∣∣G̃T ( ĝ` , t)
∣∣k dt ≤√∫

R

σ(t/T )

T

(
G̃T ( ĝ` , t)

)k(
G̃T ( ĝ` , t)

)k
dt.

But

ĝ(ξ) =

∫
R
e(−xξ)g(−x) dx

and g(−x) is also bounded in absolute value by A and supported in [−X,X], so

the corollary follows from Corollary 5.6.6.

Lemma 5.6.4 then follows exactly in the same way as Lemma 5.6.3, by ma-

jorizing 1
ε
1[a,a+ε] by Va,ε, exploiting the compactly supported Fourier tranform of

the latter.

5.7 Upper bounds for counts of eigenvalues

In order to produce similar bounds for counts of eigenvalues, we need an analoge

of Lemma 5.6.1. This is furnished by a result of Diaconis and Shahshahani [20],

which we recall in full once again:

Theorem 5.7.1 (Diaconis-Shahshahani). Let U(n) be the set of n × n unitary

matrices endowed with Haar measure. Consider a = (a1, ..., ak) and b = (b1, ..., bk)

with a1, a2, ..., b1, b2, ... ∈ {0, 1, ...}.If
∑k

j=1 jaj 6=
∑k

j=1 jbj,

∫
U(n)

k∏
j=1

Tr(gj)ajTr(gj)bj dg = 0. (5.46)
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Furthermore, in the case that

max

(
k∑
j=1

jaj,

k∑
j=1

jbj

)
≤ n

we have ∫
U(n)

k∏
j=1

Tr(gj)ajTr(gj)bj dg = δab

k∏
j=1

jajaj! (5.47)

Recall that a simple manipulation in enumerative combinatorics allows us to

rephrase (5.47) as the statement that for integers j1, ..., jk such that |j1| + · · · +

|jk| ≤ 2N , ∫
U(N)

k∏
`=1

Tr(uj`) du =
∑∏

λ

|jµλ |δjµλ=−jνλ ,

where the sum is over all partitions of [k] = {1, ..., k} into disjoint pairs {µλ, νλ}

and δjµλ=−jνλ is 1 or 0 depending upon whether jµλ = −jνλ . For instance,

the reader who skipped chapters 3 and 4 would be well to study the exam-

ple that {1, 2, 3, 4} can be partitioned into the disjoint pairs {{1, 2}; {3, 4}},

{{1, 3}; {2, 3}}, and {{1, 4}, {2, 3}}, and we have

∫
U(N)

Tr(uj1)Tr(uj2)Tr(uj3)Tr(uj4) du =|j1|δj1=−j2|j3|δj3=−j4

+ |j1|δj1=−j3|j2|δj2=−j4

+ |j1|δj1=−j4|j2|δj2=−j3 ,

when |j1|+ |j2|+ |j3|+ |j4| ≤ 2N .

For the point processes S ′N , by using Poisson summation as in identity (5.32),

Corollary 5.7.2. For g1, ..., gk ∈ C2
c (R) satisfying supp g` ⊂ [−δ`, δ`] with δ1 +

· · ·+ δk ≤ 2,

E
S′N

k∏
`=1

(∑
i

ĝ`(xi)−
∫ ∞
−∞

ĝ`(α) dα

)
=
∑∏

λ

( ∑
j∈Z\{0}

1

N

|j|
N
gµλ

(
j
N

)
gνλ

(
−j
N

))
,
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where the first sum is, as above, over all partitions of [k] into disjoint parts

{µλ, νλ}.

With proofs proceeding exactly as in section 4, we obtain an analogue of

Lemma 5.6.4,

Corollary 5.7.3. For g1, ..., gk ∈ C2
c (R) each supported in a region [−X,X] with

X ≤ 1/k and each bounded in absolute value by a constant A,

E
S′N

k∏
`=1

(∑
i

ĝ`(xi)−
∫ ∞
−∞

ĝ`(α) dα

)
= Ok(A

kXk).

Corollary 5.7.4. For g ∈ C2
c (R) supported in [−X,X] with X ≤ 1/k, and with

maximum value A,

E
S′N

∣∣∣∣∑
i

ĝ(xi)−
∫ ∞
−∞

ĝ(α) dα

∣∣∣∣k = Ok(A
kXk).

In the same way, we can produce an analogue of Fujii’s bound:

E
S′N

∣∣∣∣∑
j

η(xj)

∣∣∣∣k .k

∣∣∣∣ ∫
R
Mkη(α) dα

∣∣∣∣k.
For our purposes this is rendered redundant by our ability to explicitly calculate

the correlation functions of S ′N , and in particular by knowing Proposition 5.4.7 –

that S ′N → S.

5.8 A Tauberian interchange of averages

Recall that for a weight σ, GUE(σ) is an abbreviation for the proposition that the

processes ZT (σ) tend in distribution to the sine-kernel determinantal process S.

In this section we show that for many σ, the proposition GUE(σ) is equivalent to

GUE(1[1,2]), that is to say the GUE Conjecture with which we began the paper.
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We use the abbreviation

dλk(t) := logk(|t|+ 2) dt.

Theorem 5.8.1. Let σ1(t) and σ2(t) be non-negative piecewise continuous func-

tions on R of mass 1 both dominated by a function ς(t) which decreases radially

and is an element of L1(R, dλk) for all k ≥ 1. If for f1(x) = exσ1(ex) we have

f̂1(ξ) 6= 0 for all ξ, then

GUE(σ1)⇒ GUE(σ2).

Our proof makes use of the first upper bound in section 5.6, the positivity of

counts of zeros, and finally Weiner’s Tauberian theorem to relate a specific σ to

other weights.

We first develop an upper bound in terms of the weight σ. As a corollary of

Lemma 5.6.3, making a change of variables τ = t/T and on the right, recalling

the definition (5.34) of LT , making the change of variables x = log T
2π

(ξ − Tτ),

Corollary 5.8.2. For ε > 0 there exists T0 such that for T ≥ T0,

∫
1[a,a+ε](τ)

k∏
j=1

GT (ηj, T τ) dτ

.k

k∏
j=1

‖Mkηj‖L1(dλ1)

(∫
1[a,a+ε](τ) dτ +

∫
1[a,a+ε](τ)

logk(|τ |+ 2)

logk T
dτ

)
.

for all a ∈ R and functions η1, ..., ηk.

Remark: The importance of this bound is that it (and T0) is independent of a

and test functions η.

From this,

Corollary 5.8.3. For σ1 piecewise continuous and dominated by a function ς as
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in Theorem 5.8.1, for T ≥ T0

∫
R
σ1(τ)

k∏
j=1

GT (ηj, T τ) dτ .k

k∏
j=1

‖Mkηj‖L1(dλ1)

(
‖σ1‖L1(dτ) + 1

logk T
‖σ1‖L1(dλk)

)

where T0 depends only on ς and σ1 and the implied constant only on k.

Proof of Corollary 5.8.3. Fix k. Let δ be an arbitrary positive number, and choose

K so that ∫
|t|>K

ς(τ) logk(|τ |+ 2) dτ < δ.

Likewise, choose ε positive but less than 1 so that

∫
|τ |<K+1

(
Mεσ1(τ)− σ1(τ)

)
logK(|τ |+ 2) dτ < δ.

We have that

∫
σ1(τ)

k∏
j=1

GT (ηj, T τ) dτ

.
∫
Mεσ1(τ)

k∏
j=1

GT (ηj, T τ) dτ

.k

k∏
j=1

‖Mkηj‖L1(dλ1)

(∫
Mεσ1(τ) dτ +

∫
Mεσ1(τ) logk(|τ |+2)

logk T
dτ

)

for T ≥ T0 depending only upon ε.

Because ς decays away from the origin and dominates σ1,

∫
|τ |>K+1

Mεσ1(τ) logk(|τ |+ 2) dτ < δ,
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and so for T ≥ T0,

∫
σ1(τ)

k∏
j=1

GT (ηj, T τ) dτ

.k

k∏
j=1

‖Mkηj‖L1(dλ1)

(∫
|τ<K+1

Mεσ1(τ)
(

1 + logk(|τ |+2)

logk T

)
dτ + δ ·

(
1 + 1

logk T

))

.k

k∏
j=1

‖Mkηj‖L1(dλ1)

(∫
σ1(τ)

(
1 + logk(|τ |+2)

logk T

)
dτ + 2δ ·

(
1 + 1

logk T

))
.

As δ was arbitrary, we can let it be smaller for instance than ‖σ1‖L1(dt) and obtain,

∫
σ1(τ)

k∏
j=1

GT (ηj, T τ) dτ .k

k∏
j=1

‖Mkη‖L1(dλ1)

(
‖σ1‖L1(dt) +

1

logk T
‖σ1‖L1(dλk)

)

for sufficiently large T depending only upon ς and σ1.

Before proceeding to a proof of Theorem 5.8.1, we embark on a small digression.

Corollary 5.8.3 yields a quick way to see that there is nothing special about using

Cc(Rk) functions to test whether ZT (σ)→ S in distribution.

Proposition 5.8.4. For each k ≥ 1, let Ak be a collection of functions η : Rk → R

such that

1. For any η ∈ Ak, η decays in each variable at a 3/2-power rate; that is, there

is a constant Aη so that

|η(x1, ..., xk)| ≤
Aη

(1 + |x1|3/2) · · · (1 + |xk|3/2)
,

and more

2. For any ρ ∈ Cc(R) any any ε > 0, there exists η ∈ Ak so that for all x ∈ Rk,

|ρ(x)− η(x)| ≤ ε

(1 + |x1|3/2) · · · (1 + |xk|3/2)
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Then for any σ1 : R → R+ positive, piecewise continuous, and of mass 1, and

dominated by a function ς as in Theorem 5.8.3, GUE(σ1) is equivalent to the

statement that for all k ≥ 1 and all η ∈ Ak,

E
ZT (σ1)

∑
j1,...,jk
distinct

η(ξj1 , ..., ξjk) ∼E
S

∑
j1,...,jk
distinct

η(xj1 , ..., xjk). (5.48)

Remark: If not for the fact that the collections Ak may contain η which are not

compactly supported, this proposition would be standard. The 3/2 power decay

in (i) and (ii) is chosen for convenience rather than canonically. Some decay in the

tails of functions η is necessary for the proposition to be true, and for technical

reasons later on to have a proposition with for η whose tails decay more slowly

than quadratically will be important.

Proof of Proposition 5.8.4. Recall that GUE(σ1) is equivalent to the statement

that for all k ≥ 1 and all ρ ∈ Cc(Rk),

E
ZT (σ1)

∑
j1,...,jk
distinct

ρ(ξj1 , .., ξjk) ∼E
S

∑
j1,...,jk
distinct

ρ(xj1 , .., xjk).

By inductively including lower correlations, we see that this is equivalent to the

statement that for all k ≥ 1 and ρ ∈ Cc(Rk),

E
ZT (σ1)

∑
j1,...,jk

ρ(ξj1 , .., ξjk) ∼E
S

∑
j1,...,jk

ρ(xj1 , .., xjk).

The sums here are over indices which needn’t be distinct. By applying Corollary

5.8.3 for sufficiently large T , for any η,

∣∣∣∣ E
ZT (σ1)

∑
j1,...,jk

η(ξj1 , ..., ξjk)

∣∣∣∣ .k,σ1

∫
Rk
M ′

kη(x1, ..., xk) dλ1(x1) · · · dλ(xk),
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where

M ′
kη(x1, ..., xk) =

∑
ν∈Zk

(
sup
I′k(ν)

|η|
)
1I′k(ν)(x),

where I ′k(ν) abbreviates the k-dimensional cube kν + [−k/2, k/2)k.

Note that for any ε > 0, any η : Rk → Rk which decays in each variable in the

sense of condition (i) can be approximated by ρ ∈ Cc(Rk) so that both

∣∣∣∣E
S

∑
j1,...,jk

(
η(xj1 , ..., xjk)− ρ(xj1 , ..., xjk)

)∣∣∣∣ < ε,

and ∫
Rk
M ′

k(η − ρ) dλ(x1) · · · dλ(xk) < ε.

It therefore follows that for continuous η : Rk −R decaying in each variable as in

(i), GUE(σ1) implies

lim
T→∞

∣∣∣∣ E
ZT (σ1)

∑
j1,...,jk

η(ξj1 , ..., ξjk)−E
S

∑
j1,...,jk

η(ξj1 , ..., ξjk)

∣∣∣∣ < 2ε.

Because ε is arbitrary, this shows that GUE(σ1) implies (5.48) for any η ∈ Ak.

In the opposite direction, suppose that for all k ≥ 1 and any η ∈ Ak, (5.48)

holds. Let ρ be an arbitrary element of Cc(Rk). For any ε > 0, there exists an

η ∈ Ak so that for all x ∈ Rk,

|η(x)− ρ(x)| < ε

(1 + |x1|3/2) · · · (1 + |xk|3/2)
.
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Thus it follows as before that

∣∣∣∣ E
ZT (σ1)

∑
j1,...,jk
distinct

ρ(ξj1 , ..., ξjk)− E
ZT (σ1)

∑
j1,...,jk
distinct

η(ξj1 , ..., ξjk)

∣∣∣∣
≤ E

ZT (σ1)

∑
j1,...,jk

∣∣ρ(ξj1 , ..., ξjk)− η(ξj1 , ..., ξjk)
∣∣

.k,σ1 ε

and ∣∣∣∣E
S

∑
j1,...,jk
distinct

ρ(xj1 , ..., xjk)−E
S

∑
j1,...,jk
distinct

η(xj1 , ..., xjk)

∣∣∣∣ .k ε.

As ε was arbitrary it follows that

E
ZT (σ1)

∑
j1,...,jk
distinct

ρ(ξj1 , ..., ξjk) ∼E
S

∑
j1,...,jk
distinct

ρ(xj1 , ..., xjk).

Because ρ was arbitrary, this is just GUE(σ1).

We return to the proof of Theorem 5.8.1. Recall Weiner’s Tauberian Theorem:

Theorem 5.8.5 (Weiner). For f1, f2 ∈ L1(R, dt) with f̂1(ξ) 6= 0, for any ε > 0

there exists constants w1, ..., wn and a1, ..., an so that

‖f2(t)−
∑

aif1(t− wi)‖L1(dt) < ε

That is, spanw∈R{f(t − w)} is dense in L1(R, dt). See for instance [48] for a

proof.

With this we can proceed to a

Proof of Theorem 5.8.1. Choose ε > 0. Weiner’s Tauberian Theorem implies that

there exist positive h1, ..., hn and (possibly negative) a1, ..., an so that a1+· · ·+an =
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1 and

‖σ1(τ)−
∑

aihiσ1(τ/hi)‖L1(dt) < ε.

Because σ2 and σ1 are both of mass 1, we can choose a1, ..., an so that a1 + · · ·+

an = 1. Because linear combinations of seperable and continously differentiable

functions are dense in Cc(Rk), an expansion into lower order correlations shows

that for σ either of σ1 or σ2, GUE(σ) is equivalent to the statement that for all k

and continuously differentiable and compactly supported η1, ..., ηk,

lim
T→∞ E

ZT (σ)

k∏
`=1

∑
i

η`(ξi) =
k∏
`=1

∑
i

η`(ξi).

Because any continuously differentiable η can be written as the difference of two

radially non-increasing functions, e.g. for x > 0,

η(x) =

(∫ ∞
x

(dη
dx

)
+
dx

)
−
(∫ ∞

x

−
(dη
dx

)
−
dx

)
,

GUE(σ) is equivalent to the statement that

∫
σ(τ)

k∏
`=1

GT (η`, T τ) dτ = E
ZT (σ)

k∏
`=1

∑
i

ηj(ξi)

∼E
S

k∏
`=1

∑
i

ηj(ξi)

for any collection η1, ..., ηj of radially non-increasing functions, continous and com-

pactly supported.

We make use of a monotonicity argument to show that on the hypothesis of

Theorem 5.8.1 for any h > 0,

h

∫
σ1

( t
h

) k∏
`=1

GT (η`, T τ) dτ ∼E
S

k∏
`=1

∑
i

η`(ξi). (5.49)
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Clearly this is true for h = 1. For other h, the left hand side of (5.49) is equal to

∫
σ1(τ)

k∏
`=1

GT (η`, Thτ) dτ.

If we define η[ρ](x) := η(ρ−1x), then for ρ1 < ρ2 (as long as η is non-increasing

radially) η[ρ1] ≤ η[ρ2] pointwise. Also note

GT (η`, Thτ) =
∑
γ

η`

(
log T
2π

(γ − Thτ)
)

= GTh

(
η`
[
1 + log h

log T

]
, Thτ

)
.

We consider first the case that h < 1. In this case, for T > T ′ (because the

quantity 1 + log h
log T

decreases as T increases),

∫
σ1(τ)

k∏
`=1

GT (η`, Thτ) dτ ≤
∫
σ1(τ)

k∏
`=1

GTh

(
η`
[
1 + log h

log T ′

]
, Thτ

)
dτ

∼E
S

k∏
`=1

(∑
i

η`
[
1 + log h

log T ′

]
(ξi)

)
. (5.50)

For the same reason,

∫
σ1(τ)

k∏
`=1

GT (η`, Thτ) dτ ≥
∫
σ1(τ)

k∏
`=1

GTh(η`, Thτ) dτ (5.51)

∼E
S

k∏
`=1

(∑
i

η`(ξi)

)
.

As T →∞, we may choose T ′ arbitrarily large, and because the resulting limiting

expression in (5.50) is continuous in log h
log T ′

, we have (5.49) as claimed.

In the case that h < 1, we may use the same argument, with the inequalities

in both (5.50) and (5.51) reversed.
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To complete the proof, note that by Corollary 5.8.3

limT→∞

∣∣∣∣ ∫ ∞
−∞

(
σ2(τ)−

∑
aihiσ1(τ/hi)

) k∏
`=1

GT (η`, T τ) dτ

∣∣∣∣
.η,k limT→∞

(∥∥∥σ2(τ)−
∑

aihiσ1(τ/hi)
∥∥∥
L1(dt)

+
1

logk T

∥∥∥σ2(τ)−
∑

aihiσ1(τ/hi)
∥∥∥
L1(dλk(t)

)
< ε.

Because ε was arbitrary, (5.49) and the fact that a1 + · · ·+ an = 1 yield that

E
ZT (σ2)

k∏
`=1

∑
i

η`(ξi) =

∫
σ2(τ)

k∏
`=1

GT (η`, T τ) dτ

∼E
S

k∏
`=1

∑
i

η`(xi),

as claimed.

We note two masses σ for which GUE(σ) reproduces itself to other masses.

Corollary 5.8.6. The GUE Conjecture (GUE(1[1,2]), that is) implies GUE(σ2)

for any σ2 which is piecewise continuous, in L1(dλk) for all k, and dominated by

a decreasing function.

Proof. It is apparent that σ1 := 1[1,2] is itself non-negative, in L1(dλk) for all k,

and non-increasing radially. In addition, the function f1(t) := et1[1,2](e
t) satisfies

f̂1(ξ) =
21−i2πξ − 1

1− i2πξ
6= 0,

for all ξ.

Likewise,

Corollary 5.8.7. For

σ1(t) :=
1

2π

(sin t/2

t/2

)2

, (5.52)
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GUE(σ1) implies GUE(σ2) for any σ2 which is piecewise continuous, in L1(dλk)

for all k, and dominated by a decreasing function.

Proof. Again it is apparent that σ1 is non-negative and may be dominated by a

function that is in L1(dλk) for all k and non-increasing radially. If f1(t) := etσ1(et),

then

f̂1(ξ) =
Γ(−i2πξ) sin(−iπ2ξ)

π(1− i2πξ)
6= 0

for all ξ.

Corollary 5.8.8. The GUE Conjecture is equivalent to GUE(σ1) where σ1 is

defined in (5.52).

For us the significance of this particular σ1 is that

σ̂1

(
x
2π

)
= (1− |x|)+.

5.9 Approximating a principal value integral

We have come to the point to introduce the cutoff f |ε of functions f mentioned

in the outline in section 5.5. Recall (5.29) and (5.30), the definition of the bump

function α and rescaled bump function αε of width 2ε. (Earlier our interest was

a rescaling with large width, in the context of the present chapter, we rescale to

small width.) The reader should check that α(0) = 1 and α′(0) = α′′(0) = 0.

Using αε, we define

ωε(x) := 1− αε(x)

Ωε(x) := ωε(x)1R+(x).

It is easy to verify that Ωε ∈ C2(R).
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We define the cutoff function f |ε for f : R→ R by

f |ε(x) := f(x)Ωε(x)

For small ε this approximates f · 1R+ . Further, for b > a > 0 we define

f |ba(x) := f |a(x)− f |b(x),

which is supported on the interval [0, b] and morally acts as a restriction of f to

the interval [a, b].

The purpose of this section is to show that

Lemma 5.9.1. For admissible g (see definition 5.2.3), and non-negative and in-

tegrable σ such that σ̂ is compactly supported, there exists T0 depending only on

the region in which σ̂ is supported so that for all T > T0 and all ε > 0,

∫
R

σ(t/T )

T

∣∣G̃T

(
(g|ε)̂ , t

)∣∣k dt .k ‖g‖kL1(R) + ‖g′‖kL1(R) + ‖g′′‖kL1(R)

for k ≥ 1.

This lemma may be at first surprising in the same way as the upper bound

Lemma 5.6.4. In fact, it is true for much the same reason as Lemma 5.6.4. A

partial explanation for the bound is that while (g1R+ )̂ is not integrable for g

smooth and g(0) 6= 0, for such g the principal value integral

lim
R→∞

∫ R

−R
(g · 1R+ )̂ (ξ) dξ

has the limit

= 1
2
g(0),

owing to the oscillatory nature of g1R+ . For small ε, g|ε resembles g1R+ and so in

particular ‖g|ε‖L1 will grow without bound. But at the same time g|ε will capture
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the same oscillation as g1R+ and (much as in Lemma 5.6.4), this substantially

reduces the size of G̃T ((g|ε)̂ , t).

In proving Lemma 5.9.1, it will be useful to have in mind some standard

explicit bounds on the decay of ĝ for g ∈ C2
c (R). Note that

ĝ(ξ) = − 1

4π2ξ2

∫
R
g′′(x)e(−xξ) dx

and because we have for all ξ (in particular for ξ close to the origin),

|ĝ(ξ)| ≤ ‖g‖L1(R),

we have the estimate

ĝ(ξ) = O
(‖g‖1 + ‖g′′‖1

ξ2 + 1

)
. (5.53)

With this in mind,

∫
R

σ(t/T )

T
LT ( |ĝ| , t)k dt = Ok

(
(‖g‖L1 + ‖g′′‖L1)k

)
. (5.54)

and so a trivial consequence then of Lemma 5.6.2 is

Lemma 5.9.2. For σ non-negative and integrable such that σ̂ is compactly sup-

ported, there exists a T0 depending only on the region in which σ̂ is supported, so

that for all T ≥ T0,

∫
R

σ(t/T )

T
GT ( |ĝ| , t)k dt = Ok

(
(‖g‖L1 + ‖g′′‖L1)k

)
.

From this, it is a short path to Lemma 5.9.1.
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Proof of Lemma 5.9.1. From Minkowski’s inequality,

(∫
R

σ(t/T )

T

∣∣G̃T

(
(g|ε)̂ , t

)∣∣k dt)1/k

≤
(∫

R

σ(t/T )

T

∣∣G̃T

(
(g|1/kε )̂ , t

)∣∣k dt)1/k

(5.55)

+

(∫
R

σ(t/T )

T

∣∣G̃T

(
(g|1/k )̂ , t

)∣∣k dt)1/k

.

From Lemma 5.6.4, there is T0 so that for T ≥ T0,

∫
R

σ(t/T )

T

∣∣G̃T

(
(g|1/kε )̂ , t

)∣∣k dt . ‖g‖k∞( 1

logk T
+
(1

k

)k)
. ‖g‖k∞. (5.56)

On the other hand, applying equation (5.54) and its consequence, Lemma 5.9.2,

∫
R

σ(t/T )

T

∣∣G̃T

(
(g|1/k )̂ , t

)∣∣k dt .k

∫
R

σ(t/T )

T

(∣∣GT

(
(g|1/k )̂ , t

)∣∣k +
∣∣LT ((g1/k ,̂ t

)∣∣k dt
.k ‖Ω1/kg‖kL1 + ‖(Ω1/kg)′′‖kL1

.k ‖g‖L1 + ‖g′‖L1 + ‖g′′‖L1 (5.57)

as Ω1/k,Ω
′
1/k, and Ω′′1/k are all bounded. (Here we have repeatedly used the in-

equality (a+ b)k .k a
k + bk.)

Substituting (5.56) and (5.57) into (5.55) gives the lemma.

5.10 Zeros and arithmetic

From the Tauberian result, Corollary 5.8.8, the GUE Conjecture is equivalent to

the claim GUE(σ1), for σ1 defined in (5.52). In this section we prove Theorem

5.2.4. Our proof is broken into two parts; we first show that the GUE Conjecture

implies the identity (5.12) for admissible functions, and in a seperate second proof

we demonstrate the converse.
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Proof of Theorem 5.2.4: The GUE Conjecture implies (5.12). We begin by estab-

lishing that for fixed admissible f , there exists some positive εT (depending on T )

so that

G̃T

[
(f |εT )̂ , t] =

−1

log T

∫ ∞
−∞

f
(

x
log T

)
eixt dz(x) +Of

(
1

log T

)
, (5.58)

and

G̃T

[
(f |εT )̌ , t] =

−1

log T

∫ ∞
−∞

f
(

x
log T

)
e−ixt dz(x) +Of

(
1

log T

)
, (5.59)

For, for admissible f , there is some α < 1/2 such that

1

log T

∫ 0

−∞
f
(

x
log T

)
eixt dz(x) = Of

(
1

log T

∫ 0

−∞
ex(1/2−α) dx

)
= Of

(
1

log T

)
.

and by continuity there exists some εT > 0 so that

1

log T

∫ ∞
0

(f − f |εT )
(

x
log T

)
eixt dz(x) ≤ 1

log T

as (f−f |ε)(x)→ 0 pointwise for all x > 0 as ε→ 0+. (Of course, one could choose

εT in a way that the left hand side is much smaller than 1/ log T , if desired.)

On the other hand from Proposition 5.4.9,

G̃T

(
(f |εT )̂ , t

)
=
−1

log T

∫ ∞
−∞

(f |εT )
(

x
log T

)
eixt + (f |εT )

(
−x

log T

)
e−ixt dz(x)

=
−1

log T

∫ ∞
−∞

(f |εT )
(

x
log T

)
eixt dz(x) +Of

(
1

log T

)
Combining these equations gives (5.58), and (5.59) can be proved the same way

(or alternatively, by conjugation). Note that we may suppose εT → 0, and if (5.58)

and (5.59) hold true for some εT , they also hold true for any ε′T with ε′T ≤ εT .

We also have for admissible f1, ..., fj, g1, ..., gk, with f := f1 ⊗ · · · ⊗ fj, g :=
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g1 ⊗ · · · ⊗ gk,

ΨT (f ; g) =
1

logj+k T

∫
Rk

∫
Rj
f
(

x
log T

)
g
(

y
log T

)
σ̂1

(
T
2π

(x1 + · · ·+ xk − y1 − · · · − yk)
)

× djz(x) dkz(y)

=
1

logj+k T

∫
R

σ1(t/T )

T

( j∏
`=1

∫ ∞
−∞

f
(

x`
log T

)
eix`t dz(x`)

×
k∏

`′=1

∫ ∞
−∞

g`′
(

y`
log T

)
e−iy` dz(y`)

)
dt

We are above able to interchange the order of integrations in the variable t or

other variables as an application of Fubini’s theorem because for fixed T and any

admissible function f` (or g`′) above,

∫
R

∣∣∣f`( x
log T

)∣∣∣ d(ψ(ex) + ex
)
< +∞.

Hence from this representation of ΨT and (5.58) and (5.59), there is some

εT →∞ such that

ΨT (f ; g) = (−1)j+k
∫
R

σ1(t/T )

T

j∏
`=1

(
G̃T

(
(f`|εT )̂ , t

)
+Of

(
1

log T

))
×

k∏
`′=1

(
G̃T

(
(g`′|εT )̌ , t) +Og

(
1

log T

))
dt

= (−1)j+k
∫
R

σ1(t/T )

T

j∏
`=1

G̃T

(
(f`|εT )̂ , t

) k∏
`′=1

G̃T

(
(g`′|εT )̌ , t

)
dt+Of,g

(
1

log T

)
,

(5.60)

the second line following from expanding the product in the first, and using

Hölder’s inequality and Lemma 5.9.1 to bound those terms in which an error

term appears.
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We will show shortly that for all ε > ρ > 0,

∫
R

σ1(t/T )

T

j∏
`=1

G̃T

(
(f`|ρ)̂ , t

) k∏
`′=1

G̃T

(
(g`′ |ρ)̌ , t

)
dt (5.61)

=

∫
R

σ1(t/T )

T

k∏
`=1

G̃T

(
(f`|ε)̂ , t

) k∏
`′=1

G̃T

(
(g`′|ε)̌ , t

)
dt+Of,g(ε),

and likewise that

E
S′N

( j∏
`=1

∑
i

(f`|ρ)̂ (xi)

)( k∏
`′=1

∑
i

(g`′ |ρ)̌ (xi)

)
(5.62)

= E
S′N

( j∏
`=1

∑
i

(f`|ε)̂ (xi)

)( k∏
`′=1

∑
i

(g`′|ε)̌ (xi)

)
+Of,g(ε),

Let us for the moment assume the truth of these bounds (5.61) and (5.62) to

see that they allow us to derive identity (5.12) on the GUE Conjecture. From

(5.60) and (5.61), with ρ = εT , for any ε > 0, for sufficiently large T ,

ΨT (f ; g) = (−1)j+k
∫
R

σ1(t/T )

T

j∏
`=1

G̃T

(
(f`|ε)̂ , t

) k∏
`′=1

G̃T

(
(g`′ |ε)̌ , t

)
dt+Of,g(ε).

(5.63)

But from (5.36), because

∫
R
(f`|ε)̂ (α) dα =

∫
R
(g`′|ε)̌ (α) dα = 0

for all `, `′, we have

∫
R

σ1(t/T )

T

j∏
`=1

G̃T

(
(f`|ε)̂ , t

) k∏
`′=1

G̃T

(
(g`′ |ε)̌ , t

)
dt

=

∫
R

σ1(t/T )

T

j∏
`=1

(
GT

(
(f`|ε)̂ , t

)
+Of,ε

(
1

log T

)) k∏
`′=1

(
GT

(
(g`′|ε)̌ , t

)
+Og,ε

(
1

log T

))
dt

=

∫
R

σ1(t/T )

T

j∏
`=1

GT

(
(f`|ε)̂ , t

) k∏
`′=1

GT

(
(g`′ |ε)̌ , t

)
dt+Of,g,ε

(
1

log T

)
,
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using in the last step the Fujii upper bound, Lemma 5.6.2. (The last line could also

be obtained from the GUE Conjecture itself, since we are at this point assuming

it.) We substitute this in equation (5.63).

In the language of point processes what we thus show is that

ΨT (f ; g) = E
ZT (σ1)

( j∏
`=1

∑
i

(f`|ε)̂ (ξi)

)( k∏
`′=1

∑
i

(g`′ |ε)̌ (ξi)

)
+Of,g(ε) +Of,g,ε

(
1

log T

)
.

(5.64)

GUE(σ1) implies that

lim
T→∞ E

ZT (σ1)

( j∏
`=1

∑
i

(f`|ε)̂ (ξi)

)( k∏
`′=1

∑
i

(g`′|ε)̌ (ξi)

)

= E
S

( j∏
`=1

∑
i

(f`|ε)̂ (xi)

)( k∏
`′=1

∑
i

(g`′ |ε)̌ (xi)

)
.

In particular, because ε is arbitrary in (5.64), ΨT (f ; g) has a limit as T →∞

for admissible f, g.

But in turn (from Proposition 5.4.7),

E
S

( j∏
`=1

∑
i

(f`|ε)̂ (xi)

)( k∏
`′=1

∑
i

(g`′|ε)̌ (xi)

)

= lim
N→∞E

S′N

( j∏
`=1

∑
i

(f`|ε)̂ (xi)

)( k∏
`′=1

∑
i

(g`′ |ε)̌ (xi)

)
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Note that, for any εN > 0,

E
S′N

( j∏
`=1

∑
i

(f`|εN )̂ (xi)

)( k∏
`′=1

∑
i

(g`′ |εN )̌ (xi)

)

=
1

N j+k

∑
r∈Zj

∑
s∈Zk

j∏
`=1

f`|εN
(
−r`
N

) k∏
`′=1

g`′|εN
(
s`′
N

)∫
U(N)

j∏
`=1

Tr(ur`)
k∏

`′=1

Tr(us`′ ) du

=
1

N j+k

∑
r∈Nj+

∑
s∈Nk+

j∏
`=1

f`|εN
(
r`
N

) k∏
`′=1

g`′ |εN
(
s`′
N

)∫
U(N)

j∏
`=1

Tr(u−r`)
k∏

`′=1

Tr(us`′ ) du

=
1

N j+k

∑
r∈Nj+

∑
s∈Nk+

j∏
`=1

f`|εN
(
r`
N

) k∏
`′=1

g`′ |εN
(
s`′
N

)∫
U(N)

j∏
`=1

Tr(ur`)
k∏

`′=1

Tr(u−s`′ ) du,

(5.65)

using Proposition 5.4.8 (that mixed moments of traces are real valued) in the last

line.

For any function f , for εN ≤ 1/N ,

f |εN (r/N) = f(r/N)

for any positive integer r. Therefore for such εN , (5.65) is just

(−1)j+kΘN(f ; g).

Letting ε be arbitrary, and using ρ = εN in (5.62), we see, in the same way as

for ΨT , that ΘN(f ; g) has a limit as N →∞. But for any ε > 0, both limits will

be within Of,g(ε) of

(−1)j+kE
S

( j∏
`=1

∑
i

(f`|ε)̂ (xi)

)( k∏
`′=1

∑
i

(g`′ |ε)̌ (xi)

)

and therefore Of,g(ε) of each other. Because ε is arbitrary this is (5.12).
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We therefore need only verify (5.61) and (5.62).

To verify (5.61), note that

G̃T

(
(f`|ρ)̂ , t

)
= G̃T

(
(f`|ερ)̂ , t

)
+ G̃T

(
(f`|ε)̂ , t

)
:= a` + A`.

In addition to this shorthand, we also use

b`′ := G̃T

(
(g`′ |ερ)̂ , t

)
B`′ := G̃T

(
(g`′ |ε)̂ , t

)
.

Substituted into (5.61), we show that the terms a`, b`′ make a small contribution.

More exactly,

∫
R

σ1(t/T )

T

j∏
`=1

G̃T

(
(f`|ρ)̂ , t

) k∏
`′=1

G̃T

(
(g`′|ρ)̌ , t

)
dt (5.66)

=

∫
R

σ1(t/T )

T

j∏
`=1

(a` + A`)
k∏

`′=1

(b`′ +B`′) dt

=

∫
R

σ1(t/T )

T

j∏
`=1

A`

k∏
`′=1

B`′ dt

+
∑
∅⊆J⊆ [j]
∅⊆K⊆ [k]
J∪K 6=∅

∫
R

σ1(t/T )

T

∏
`∈J

a`
∏
λ/∈J

Aλ
∏
`′∈K

b`′
∏
λ′ /∈K

Bλ′ dt
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But for any of the terms in this last sum, by Hölder’s inequality,

∫
R

σ1(t/T )

T

∏
`∈J

a`
∏
λ/∈J

Aλ
∏
`′∈K

b`′
∏
λ′ /∈K

Bλ′ dt

≤
∏
`∈J

(∫
R

σ1(t/T )

T
|a`|j+k dt

)1/(j+k)∏
λ/∈J

(∫
R

σ1(t/T )

T
|Aλ|j+k dt

)1/(j+k)

×
∏
`′∈K

(∫
R

σ1(t/T )

T
|b`′ |j+k dt

)1/(j+k) ∏
λ′ /∈K

(∫
R

σ1(t/T )

T
|Bλ′|j+k dt

)1/(j+k)

=
∏
`∈J

Of`(ε)
∏
λ/∈J

Of`(1)
∏
`′∈K

Og`′
(ε)
∏
λ′ /∈K

Ogλ′
(1),

for sufficiently large T . Here we have used Lemma 5.6.2 (the Fujii bound) to

bound those terms with Aλ or Bλ′ , and Corollary 5.6.7 to bound those terms with

a` or b′`, recalling that f`|ερ and g`′ |ερ are supported in the interval [0, ε].

In no term of the finite sum in the last line of (5.66) are both J and K empty,

and so (5.66) is just

∫
R

σ1(t/T )

T

j∏
`=1

A`

k∏
`′=1

B`′ dt+Of,g(ε).

This demonstrates (5.61).

(5.62) is proven in the same way, substituting Proposition 5.4.7 for Fujii’s

upper bound, and Corollary 5.7.4 for Corollary 5.6.7.

A proof in the opposite direction is less technically demanding.

Proof of Theorem 5.2.4: (5.12) implies the GUE Conjecture. Assume that (5.12)

holds for all admissible functions. Let f1, ..., fn be arbitrary C2
c (R) functions.
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From (5.12), we have for any {ε1, ..., εn} ∈ {−1, 1}n,

lim
T→∞

(−1)n

logn T

∫
Rn
f1

(
ε1x1
log T

)
· · · fn

(
εnxn
log T

)(
1− T |ε1x1 + · · ·+ εnxn|

)
+
dnz(x)

= lim
N→∞

1

Nn

∑
r∈Nn+

f1

(
ε1r1
N

)
· · · fn

(
εnrn
N

)∫
U(N)

n∏
`=1

Tr(uεnrn) du.

But by the explicit formula,

∑
ε∈{−1,1}n

(−1)n

logn T

∫
Rn
f1

(
ε1x1
log T

)
· · · fn

(
εnxn
log T

)(
1− T |ε1x1 + · · ·+ εnxn|

)
+
dnz(x)

=

∫
R

σ1(t/T )

T

n∏
`=1

G̃T (f̂`, t) dt.

From Stirling’s formula, in particular (5.36), this is equal as T →∞ to

∫
R

σ1(t/T )

T

n∏
`=1

(
GT (f̂`, t)−

log(|t|+ 2)

log T

∫
R
f̂`(α) dα +Of`

(
1

log T

))
dt

=

∫
R

σ1(t/T )

T

n∏
`=1

(
GT (f̂`, t)−

log(|t|+ 2)

log T

∫
R
f̂`(α) dα

)
dt+Of

(
1

log T

)
, (5.67)

the last line following from Lemma 5.6.2 (the Fujii bound) in the same manner

we have used it previously. Because we have

log(|t|+ 2)

log T
= 1 +O

( | log
( |t|
T

+ 2
T

)
|

log T

)
we may use Lemma 5.6.2 once again so see that the expression in (5.67) is equal

to

E
Zt(σ1)

n∏
`=1

(∑
i

f̂`(ξi)−
∫
R
f̂`(α) dα

)
+Of

(
1

log T

)
.
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On the other hand,

∑
ε∈{−1,1}n

1

Nn

∑
r∈Nn+

f1

(
ε1r1
N

)
· · · fn

(
εnrn
N

)∫
U(N)

n∏
`=1

Tr(uεnrn) du

= E
S′N

n∏
`=1

(∑
i

f̂`(xi)−
∫
R
f̂`(α) dα

)

by equation (5.32).

Thus, it inductively follows (by removing lower order correlations) that for

f1, ..., fn arbitrary C2
c (R) functions

lim
T→∞ E

ZT (σ)

∑
j1,...,jn
distinct

f̂1(ξj1) · · · f̂n(ξjn) = lim
N→∞E

S′N

∑
j1,...,jn
distinct

f̂1(x1) · · · f̂n(xn)

= E
S

∑
j1,...,jn
distinct

f̂1(x1) · · · f̂n(xn). (5.68)

Yet, any such f̂1⊗ · · ·⊗ f̂n will decay quadratically in each variable, and if An

is the linear span of such functions:

An := span{η : Rn → R : η = f̂1 ⊗ · · · ⊗ f̂n, f1, ..., fn ∈ C2
c (R)},

it is easy to see that for any ρ ∈ Cc(Rk) and any ε > 0, there exists η ∈ An so

that for all x, ∣∣ρ(x)− η(x)
∣∣ ≤ ε

(1 + |x1|3/2) · · · (1 + |xn|3/2)
. (5.69)

For, using (5.53), for any η ∈ Cc(R) and ε > 0, there exists f ∈ C2
c (R) such

that for all x

|η(x)− f̂(x)| ≤ ε

1 + |x|3/2
.

And quite generally if B is dense in Cc(R), then the linear span of functions
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{η1 ⊗ · · · ⊗ ηk : ηj ∈ B ∀j} is dense in Cc(Rk). In the case that B = {(1 +

|x|3/2)f̂(x) : f ∈ C2
c (R)} this yields (5.69).

Therefore, because An is in this sense sufficiently dense, by Proposition 5.8.4,

(5.68) is sufficient to deduce GUE(σ), and therefore the GUE Conjecture proper.

Note that in the above proofs to pass from (5.12) to the GUE Conjecture and

back, we did not require knowledge of correlation functions at all levels, but rather

for any n, knowing the first n correlation functions of the zeta zeros was sufficient

to pass to (5.12) for all j + k ≤ n, and vice versa.

Because we know the n = 1 case of the GUE Conjecture is true unconditionally,

we have as a corollary to Theorem 5.2.4 an arithmetic statement that is equivalent

to the pair correlation conjecture.

Corollary 5.10.1. The case n = 2 of the GUE Conjecture is equivalent to the

claim that for all admissible f, g : R→ R,

∫
R

∫
R
f
(

x
log T

)
g
(

y
log T

)
υT (x, y) dz(x)dz(y) ∼ log2 T

∫ ∞
0

f(α)g(α)(α ∧ 1) dα.

On the right hand side,

∫ ∞
0

f(α)g(α)(α ∧ 1) dα =
1

N2

∞∑
r,s=1

f
(
r
N

)
g
(
s
N

)∫
U(N)

Tr(ur)Tr(us) du,

which can be seen from either the Diaconis-Shashahani type identity (5.17) or

the explicit calculation of correlation functions for eigenvalues of U(N), Theorem

5.4.5. The latter approach is somewhat more tedious, involving as it does an

inclusion-exclusion argument, but for us it will generalize.

We have outlined in section 5.1 how Corollary 5.10.1 reduces to Theorem

5.1.2, a weighted estimate for the variance of primes in short intervals, with an
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algebraically nice form. We record below the analogues of Corollary 5.10.1 for

the cases n = 3, 4, but caution that there is no apparent way to put the resulting

statements in a form that is of comparable simplicity to Theorem 5.1.2.

On the other hand, we do derive a generalization of Theorem 5.1.2 which is

algebraically simple in section 5.12. This is the covariance of almost primes with

higher order von Mangoldt weights. The estimates we consider there fall short

however of implying in full that any n-level densities for the zeta zeros follow the

GUE pattern, beyond n = 2.

Corollary 5.10.2 (The three point correlation conjecture). Assume the pair cor-

relation conjecture, that (5.1) holds for n = 2 for all fixed η.

Then the statement that (5.1) holds for n = 3 for all η is equivalent to the

statement that for all admissible f1, f2, g

∫
R

∫
R2

f1

(
x1

log T

)
f2

(
x2

log T

)
g
(

y
log T

)
υT (x1 + x2, y) dz(x1)dz(x2) dz(y) (5.70)

∼ log3 T

∫
R2
+

f1(α1)f2(α2)g(α1 + α2)
[
(α1 ∧ 1) + (α2 ∧ 1)− ((α1 + α2) ∧ 1)

]
dα1dα2.

Corollary 5.10.3 (The four point correlation conjecture). Assume the pair cor-

relation conjecture and the three point correlation conjectures, that is, that (5.1)

holds for n = 2 and 3 for all fixed η.

Then the statement that (5.1) holds for n = 4 for all η is equivalent to the

claim that both:

144



(i) For all admissible f1, f2, f3, g,

∫
R

∫
R3

f1

(
x1

log T

)
f2

(
x2

log T

)
f3

(
x3

log T

)
g
(

y
log T

)
υT (x1 + x2 + x3, y) dz(x1)dz(x2)d(x3) dz(y)

∼ log3 T

∫
R3
+

f1(α1)f2(α2)f3(α3)g(α1 + α2 + α3)
[
(α1 ∧ 1) + (α2 ∧ 1) + (α3 ∧ 1)

(5.71)

− ((α1 + α2) ∧ 1)− ((α1 + α3) ∧ 1)− ((α2 + α3) ∧ 1) + ((α1 + α2 + α3) ∧ 1)
]
dα1dα2dα3.

and

(ii) For all admissible f1, f2, g1, g2,

∫
R2

∫
R2

f1

(
x1

log T

)
f2

(
x2

log T

)
g1

(
y1

log T

)
g
(

y2
log T

)
υT (x1 + x2, y1 + y2) dz(x1)dz(x2) dz(y1)dz(y2)

∼ log4 T

∫
R4
+

f1(α1)f2(α2)g1(β1)g2(β2)
[
δ(α1 + α2 − β1 − β2)

(
1 + (1− α1)+ + (1− α2)+

+ (1− β1)+ + (1− β2)+ − (1− α1 − α2)+ − (1− |α1 − β1|)+ − (1− |α1 − β2|)+

− 2(1− α1 ∧ α2 ∧ β1 ∧ β2)+

)
+ δ(α1 − β1)δ(α2 − β2)(α1 ∧ 1)(α2 ∧ 1) (5.72)

+ δ(α1 − β2)δ(α2 − β1)(α1 ∧ 1)(α2 ∧ 1)
]
dα1dα2dβ1dβ2.

One can of course continue on in this way for even higher correlations.

5.11 Zeros and the zeta function

We turn to upper bounds for moments of ζ ′/ζ.

Proof of Theorem 5.2.1. We recall Theorem 5.3.2, that for f(x) = exp(−Ax), and
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log T ≥ 2A,

1

log T

ζ ′

ζ

(
1
2

+ A
log T
− it

)
=
−1

log T

∫ →∞
→−∞

f
(

x
log T

)
eixt dz(x)

= Of

(
1

log T

)
+
−1

log T

∫ →∞
0

f
(

x
log T

)
eixt dz(x).

There exists εT close enough to 0 so that this expression is

Of

(
1

log T

)
+
−1

log T

∫ →∞
0

f |εT
(

x
log T

)
eixt dz(x)

= Of

(
1

log T

)
+ lim

R→∞

−1

log T

∫
R
f |RεT

(
x

log T

)
eixt dz(x),

the second line being an easy exercise. Using Proposition 5.4.9, this is

Of

(
1

log T

)
+ lim

R∞
G̃T

(
(f |RεT )̂ , t

)
.

Because

lim
R→∞

sup
R′>R

‖f |R′R ‖L1(R) = 0

lim
R→∞

sup
R′>R

‖(f |R′R )′′‖L1(R) = 0

we have from (5.37) and (5.53) that for any δ > 0, there exists Rδ so that

lim
R→∞

∣∣G̃T

(
(|RRδ )̂ , t

)∣∣ ≤ δ log(|t|+ 2).

In particular, setting δ = 1/T , we see that

1

log T

ζ ′

ζ

(
1
2

+ A
log T
− it

)
= G̃T

(
(f |R1/T

εT )̂ , t
)

+Of

(
1

log T

)
+O

(
log(|t|+2)

T

)
= G̃T

(
(f 1/k
εT

)̂ , t
)

+ G̃T

(
(f |R1/T

1/k )̂ , t
)

+Of

(
1

log T

)
+O

(
log(|t|+2)

T

)
,
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so from Minkowski’s inequality,

∫
R

σ(t/T )

T

∣∣∣ 1

log T

ζ ′

ζ

(
1
2

+ A
log T
− it

)∣∣∣k dt .k

∫
R

σ(t/T )

T

∣∣G̃T

(
(f 1/k
εT

)̂ , t
)∣∣k dt (5.73)

+

∫
R

σ(t/T )

T

∣∣G̃T

(
(f |R1/T

1/k )̂ , t
)∣∣k dt+ of (1),

where in this case we define σ(t) to be 1[1,2](t) (though one could certainly use

other weights). From Lemma 5.6.4 (or Lemma 5.6.7), because f
1/k
εT is supported

in [0, 1/k], ∫
R

σ(t/T )

T

∣∣G̃T

(
(f 1/k
εT

)̂ , t
)∣∣k dt = Of,k(1).

Likewise, because

‖fR1/t

1/k ‖L1(R) = Of,k(1)

‖(fR1/t

1/k )′′‖L1(R) = Of,k(1)

as T →∞, Lemma 5.9.1 implies that

∫
R

σ(t/T )

T

∣∣G̃T

(
(f |R1/T

1/k )̂ , t
)∣∣k dt = Of,k(1)

Substituting these bounds in (5.73) gives the theorem.

Remark: This analysis can be reproduced in a more classical way by using the

famous Selberg mollification formula:

ζ ′

ζ
(s) =

∞∑
n=1

Λx(n)

ns
+

1

log x

∑
γ

x1/2+iγ−s − x2(1/2+iγ−s)

(1/2 + iγ − s)2

+
x2(1−s) − x1−s

(1− s)2 log x
+

1

log x

∞∑
q=1

x−2q−s − x−2(2q+s)

(2q + s)2
,
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where

Λx(n) =


Λ(n) for 1 ≤ n ≤ x

Λ(n) log(x2/n)
log x

for x ≤ n ≤ x2

0 otherwise

.

Letting x = 1
2k

log T and s = 1
2

+ A
log T

+ it, we can produce an upper bound for

1

T

∫ 2T

T

∣∣∣ 1

log T

ζ ′

ζ

(
1
2

+ A
log T

+ it
)∣∣∣k dt

in the same way as above, with

1

log T

(∑ Λx(n)

ns

)
playing the role of G̃T

(
(f 1/k
εT

)̂ , t
)
,

and

1

log T

1

log x

∑
γ

x1/2+iγ−s − x2(1/2+iγ−s)

(1/2 + iγ − s)2
playing the role of G̃T

(
(f |R1/T

1/k )̂ , t
)

and the remaining terms of order O(1). Indeed, the latter sum over γ can be

bounded from above by GT (η, t) for some η of quadratic decay, moments of which

can be bounded with Fujii’s theorem.

We can now turn to a proof of Theorem 5.2.2, our restatement of the GUE

Conjecture in terms of the mixed moments of the zeta function. We shall demon-

strate the asymptotic equality of (5.8) and (5.9) on the assumption of the GUE

Conjecture. In fact, we show more:

Theorem 5.11.1. For 1 ≤ j ≤ j and 1 ≤ `′ ≤ k, define

f`(x) := P`(x)e−A`x

g`′(x) := Q`′(x)e−B`′x
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where P` and Q`′ are polynomials and A`, B`′ are constants with <A`,<B`′ > 0.

Let σ(t) be either the function 1[1,2] or 1
2π

(sin(t/2)/(t/2))2 as in (5.52). Then the

GUE Conjecture implies that

lim
T→∞

1

logj+k T

∫
R

σ(t/T )

T

(
k∏
`=1

∫ →∞
→∞

f`
(

x`
log T

)
e−ix`t dz(x`)

k∏
`=1

∫ →∞
→−∞

g`′
( x`′

log T

)
e−ix`′ t dz(x`′)

)
dt

= lim
N→∞

ΘN(f1 ⊗ · · · ⊗ fj; g1 ⊗ · · · ⊗ gk). (5.74)

Remark: It follows from partial integration as before that the integrals

∫ →∞
→−∞

f`

(
x

log T

)
e−ixt dz(x)

converge.

In the case that f` = g`′ = 1, we see from Theorem 5.3.2 that the left hand

side of equation (5.74) is exactly (−1)j+k times the expression (5.8) in Theorem

5.2.2, while the right hand side is

lim
N→∞

1

N j+k

∑
r∈Nj+

∑
s∈Nk+

( j∏
`=1

e−A`r`/N
k∏

`′=1

e−B`′s`′/N
)

×
(∫

U(N)

j∏
`=1

(−Trur`)
k∏

`′=1

(−Trus`′ ) du

)

= lim
N→∞

(−1)j+k
∫
U(N)

j∏
`=1

Z ′

Z

(A`
N

) k∏
`′=1

Z ′

Z

(B`′

N

)
du,

where we can swap the order of integration and summation because for fixed N ,

Tr(ur) is bounded as r →∞. This is, of course (−1)j+k times expression (5.9).

More generally, if f(x) = P (x)e−Ax for a polynomial P , note that

∞∑
r=1

f
(
r
N

)
Tr(ur) = P

( d

dA

)Z ′
Z

(A
N

)
,
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and likewise for the zeta function,

∫ →∞
→−∞

f
(

x
log T

)
e−ixt dz(x) = P

( d

dA

)ζ ′
ζ

(
1
2

+ A
log T

+ it
)
.

We will use this more general framework when evaluating the covariance of almost

primes.

Proof of Lemma 5.11.1. Let ε > 0. We have as above that there exists εT so that

−1

log T

∫ →∞
→−∞

f`

(
x

log T

)
e−ixt dz(x) = Of

(
1

log T

)
+G̃T

(
(f`|εεT )̌ , t

)
+ lim
R→∞

G̃T

(
(f`|Rε )̌ , t

)
,

and likewise for g`′ . As before, there is some R1/T so that

G̃T

(
(f`|

R1/T
ε )̌ , t

)
= lim

R→∞
G̃T

(
(f`|Rε )̌ , t

)
+O

(
log(|t|+2)

T

)
,

and one can find R′, depending on ε, but not on T , so that as T →∞,

‖f`|
R1/T

R′ ‖L1 < ε

‖(f`|
R1/T

R′ )′′‖L1 < ε,

and therefore, using Lemma 5.9.2,

∫
R

σ(t/T )

T

∣∣G̃T

(
(f`|

R1/T

R′ )̌ , t
)∣∣j+k . εj+k

for sufficiently large T .

Therefore we may decompose our integral against dz:

−1

log T

∫ →∞
→−∞

f`

(
x

log T

)
e−ixt dz(x) =Of

(
1

log T

)
+ G̃T

(
(f`|εεT )̌ , t

)
+ G̃T

(
(f`|R

′

ε )̌ , t
)

+ G̃T

(
(f`|

R1/T

R′ )̌ , t) +O
(

log(|t|+2)
T

)
,
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and likewise

−1

log T

∫ →∞
→−∞

g`′
(

x
log T

)
e−ixt dz(x) =Og

(
1

log T

)
+ G̃T

(
(g`′ |εεT )̂ , t

)
+ G̃T

(
(g`′|R

′

ε )̂ , t
)

+ G̃T

(
(g`′ |

R1/T

R′ )̂ , t) +O
(

log(|t|+2)
T

)
.

Here the terms

G̃T

(
(f`|R

′

ε )̌ , t
)

and G̃T

(
(g`′|R

′

ε )̂ , t
)

will be the main contributions. Note that in the second equation we have taken

a Fourier transform (g · · · )̂ , as opposed to the inverse Fourier transform (f · · · )̌

in the first equation; the reader should check that this is indeed what arises from

conjugating the left hand side.

Applying Hölder’s inequality to these decompositions as in section 5.10, as

T →∞,

(−1)j+k

logj+k T

∫
R

σ(t/T )

T

(
k∏
`=1

∫ →∞
→∞

f`
(

x`
log T

)
e−ix`t dz(x`)

k∏
`=1

∫ →∞
→−∞

g`′
( x`′

log T

)
e−ix`′ t dz(x`′)

)
dt

=

∫
R

σ(t/T )

T

j∏
`=1

G̃T

(
(f`|R

′

ε )̌ , t
) k∏
`′=1

G̃T

(
(g`′|R

′

ε )̂ , t
)
dt+Of,g(ε) + of,g(1). (5.75)

But from the GUE Conjecture (which implies GUE(σ) for either choice of σ),

∫
R

σ(t/T )

T

j∏
`=1

G̃T

(
(f`|R

′

ε )̌ , t
) k∏
`′=1

G̃T

(
(g`′ |R

′

ε )̂ , t
)
dt

∼E
S

j∏
`=1

∑
i

(f`|R
′

ε )̌ (ξi)
k∏

`′=1

∑
i

(g`′ |R
′

ε )̂ (ξi). (5.76)

Here we have used that f`|R
′

ε and g`′|R
′

ε are each smooth, implying that (f`|R
′

ε )̌

and (g`′|R
′

ε )̂ are guaranteed to have (much faster than) quadratic decay, so that

Proposition 5.8.4 applies.

151



In turn, the right hand side of (5.76) is the limit as N →∞ of

E
S′N

j∏
`=1

∑
i

(f`|R
′

ε )̌ (xi)
k∏

`′=1

∑
i

(g`′|R
′

ε )̂ (xi)

= E
S′N

j∏
`=1

∑
i

(f`|εN )̌ (xi)
k∏

`′=1

∑
i

(g`′ |εN )̂ (xi) +Of,g(ε) + of,g(1),

for εN = 1/2N , using the same estimates as above with the point processes S ′N in

place of ZT (σ2). But by applying Poisson summation (as in equation (5.32)),

E
S′N

j∏
`=1

∑
i

(f`|εN )̌ (xi)
k∏

`′=1

∑
i

(g`′ |εN )̂ (xi)

=

∫
U(N)

j∏
`=1

(∑
r`∈Z

1

N
f`|εN

(
r`
N

)
Tr(ur`)

) k∏
`′=1

(∑
s′`∈Z

1

N
g`′|εN

(
−s`′
N

)
Tr(us`′ )

)
du

=
1

N j+k

∫
U(N)

j∏
`=1

( ∞∑
r=1

f`|εN
(
r
N

)
Tr(ur)

) k∏
`′=1

( ∞∑
s′=1

g`′|εN
(
s′

N

)
Tr(u−s

′
)

)
du.

Interchanging integration and summation is plainly justified, and we see that this

is

(−1)j+kΘN(f ⊗ · · · ⊗ fj ; g1 ⊗ · · · ⊗ gk)

Because for any ε > 0 as N →∞ this is within O(ε) + o(1) of the right hand

side of (5.76), we see that the right hand limit of (5.74) exists. But in the same

way, for any ε > 0 as T →∞ the left hand side of (5.75) is within O(ε)+o(1) of the

right hand side of (5.76), so that the left hand limit of (5.74) exists. Therefore the

two limits in (5.74) are within O(ε) of each other for any ε and are thus equal.

In the converse direction,

Proof of Theorem 5.2.2: The equivalence of (5.8) and (5.9) implies the GUE Conjecture.

Naturally, our proof will bear a similarity to the proof above of the second part

of Theorem 5.2.4. We use the formula that for L > 0, τ real, and T sufficiently
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large,

1

log T

ζ ′

ζ

(
1
2

+ 2π(L−iτ)
log T

− it
)

=− 1

log T

∫ →∞
→−∞

exp
(
− 2π(L−iτ)

log T
x
)
eixt dz(x)

=− 1

log T

∫ →∞
→−∞

exp
(
− 2πL

log T
|x|+ i2πτ

log T
x
)
eixt dz(x)

− 1

log T

∫ 0

−∞
exp

(
− 2π(L−iτ)

log T
x
)
eixtex/2 dx

+
1

log T

∫ 0

−∞
exp

(
2π(L+iτ)

log T
x
)
eixtex/2 dx

=− 1

log T

∫ →∞
→−∞

exp
(
− 2πL

log T
|x|+ i2πτ

log T
x
)
eixt dz(x) +O

( 1

log T

)
.

Thus,

1

log T

ζ ′

ζ

(
1
2

+ 2π(L−iτ)
log T

− it
)

+
1

log T

ζ ′

ζ

(
1
2

+ 2π(L+iτ)
log T

+ it
)

= − 1

log T

∫ →∞
→−∞

[
exp

(
− 2πL|x| − i2πτx

log T

)
eixt + exp

(
− 2πL|x|+ i2πτx

log T

)
e−ixt

]
dz(x)

+O
( 1

log T

)
.

If

f(x) := exp(−2πL|x|+ i2πτx)

then

f̂(ξ) = hL,τ (ξ) :=
1

L
h
(ξ − τ

L

)
where

h(ξ) :=
1

π(1 + ξ2)
.
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Hence we have by the explicit formula

− 1

log T

∫ →∞
→−∞

[
exp

(
− 2πL|x| − i2πτx

log T

)
eixt + exp

(
− 2πL|x|+ i2πτx

log T

)
e−ixt

]
dz(x)

= lim
R→∞

∫ ∞
−∞

α̂R ∗ hL,τ
(

log T
2π

(ξ − τ)
)
dS(ξ)

=

∫ ∞
−∞

hL,τ
(

log T
2π

(ξ − t)
)
dS(ξ),

the last line following from dominated convergence. Therefore, for positive con-

stants L1, ..., Lk and real τ1, ..., τk,

1

T

∫ 2T

T

k∏
`=1

G̃T (hL`,τ` , t) dt

=
1

T

∫ 2T

T

k∏
`=1

(
1

log T

ζ ′

ζ

(
1
2

+ 2π(L`−iτ`)
log T

− it
)

+
1

log T

ζ ′

ζ

(
1
2

+ 2π(L`+iτ`)
log T

+ it
)

+O
( 1

log T

))
dt

=
1

T

∫ 2T

T

k∏
`=1

(
1

log T

ζ ′

ζ

(
1
2

+ 2π(L`−iτ`)
log T

− it
)

+
1

log T

ζ ′

ζ

(
1
2

+ 2π(L`+iτ`)
log T

+ it
))

dt+O
( 1

log T

)
,

the last line following from Theorem 5.2.1.

On the assumption of condition (5.8) and (5.9), this is asymptotic to

Q := lim
N→∞

1

Nk

∫
U(N)

k∏
`=1

(
Z ′

Z

(
− 2πL` − i2πτ`

N

)
+
Z ′

Z

(
− 2πL` − i2πτ`

N

))
du

Using Poisson summation as before in (5.32)

1

N

(
Z ′

Z

(
− 2πL− i2πτ

N

)
+
Z ′

Z

(
− 2πL− i2πτ

N

))
=

( N∑
j=1

∑
r∈Z

1

N
exp

(
− 2πL |r|

N
+ i2πτ r

N

)
ei2πrθj

)
− 1

=

( N∑
j=1

∑
ν∈Z

hL,τ
(
N(θj + ν)

))
− 1,
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so

Q = lim
N→∞E

S′N

k∏
`=1

(∑
i

hL`,τ`(xi)− 1

)

= E
S

k∏
`=1

(∑
i

hL`,τ`(xi)− 1

)
.

By Stirling’s formula,

G̃T (hL`,τ` , t) =
∑
γ

hL,τ
(

log T
2π

(γ − t)
)
− log t

log T

∫
R
hL,τ (x) dx+OL,τ

( 1

log T

)
=
∑
γ

hL,τ
(

log T
2π

(γ − t)
)
− 1 +OL,τ

( 1

log T

)
.

Using Corollary 5.8.3, we thus have

lim
T→∞E

ZT

k∏
`=1

(∑
i

hL`,τ`(ξi)− 1

)
= E
S

k∏
`=1

(∑
i

hL`,τ`(xi)− 1

)
,

for all k and all sets of positive constants L1, ..., Lk, and real constants τ1, ..., τk.

Inductively removing lower order correlations from the above sums, we obtain for

any such series of constants that

E
ZT

∑
j1,...,jk
distinct

hL1,τ1(ξj1) · · ·hLk,τk(ξjk) ∼E
S

∑
j1,...,jk
distinct

hL1,τ1(xj1) · · ·hLk,τk(xjk). (5.77)

But it is clear that ifAk := span{hL1,τ1⊗· · ·⊗hLk,τk : L1, ..., Lk > 0, τ1, ..., τk ∈

R}, then Ak satisfies the conditions of Proposition 5.8.4, so that (5.77) implies

the GUE Conjecture. This proves the theorem.

155



5.12 Counts of almost primes

We turn at last to the proof of Theorem 5.2.5. It is easy to give a heuristic outline

of the main ideas involved, although the rigorous proof that follows will entail

substantial modifications.

We note that if dP(x) is the measure given by dψ(ex), then it is easy to verify

that

dP ∗ dP(x) + x dP(x) = dψ2(ex)

In the same way, preceding entirely formally, if we define

dz2(x) = dz ∗ dz(x) + x dz(x),

this measure is given by the above measure dψ2(ex) minus a regular approximation:

dz2(x) = dψ̃2(ex),

where, recall, ψ̃2 was defined in section 5.2 in equation (5.22). If we have proved

Theorem 5.2.4 for more general f, g than seperable functions, we could say that

lim
T→∞

Ψ2,1
T (f ; g) = lim

N→∞
Θ2,1
N (f ; g), (5.78)

where for β > 0,

f(x1, x2) := 1[0,β)(x1 + x2)

g(y) := 1[0,β)(y).

The advantage of this particular choice of f is that it allows us to convolve in the

variables x1 and x2, and the left hand side of (5.78) reduces to

1

log3 T

∫
R

∫
R

1[0,β)(x)1[0,β)(y)υT (x, y) dz ∗ dz(x) dz(y),
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while the right hand side reduces to

1

N3

∑
r,s∈N+

1[0,β)

(
r
N

)
1[0,β)

(
s
N

)∫
U(N)

( r−1∑
r1=1

[−Tr(ur−r1)][−Tr(ur1)]

)
[−Tr(us)] du

∼ −
∫
R

∫
R

1[0,β)(x)1[0,β)(y)δ(x− y)(x− 1)+ dx dy

by explicit computation with correlation functions. (cf. Theorem 5.10.2).

On the other hand, setting

f1(x) := x1[0,β)(x),

g1(y) := 1[0,β)(y)

in the identity

lim
T→∞

Ψ1,1
T (f1 ; g1) = lim

N→∞
Θ1,1
N (f1 ; g1)

we obtain

lim
T→∞

∫
R

∫
R

1[0,β)(x)1[0,β)(y)υT (x, y)x dz(x) dz(y)

= lim
N→]∞

∑
r,s∈N+

1[0,β)

(
r
N

)
1[0,β)

(
s
N

)∫
U(N)

[−rTr(ur)][−Tr(us)] du.

This left hand limit as N →∞ tends to

∫
R

∫
R

1[0,β)(x)1[0,β)(y)δ(x, y)x(x ∧ 1) dx dy.

By adding the results, we obtain

∫
R

∫
R

1[0,β)(x)1[0,β)(y)υT (x, y) dz2(x) dz(y) ∼ log3 T

∫
R

1[0,β)(x)(x ∧ 1)2 dx.
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The right hand side above can also be written in the form

log3 T

(
lim
N→∞

1

N3

∑
r,s

1[0,β)

(
r
N

)
1[0,β)

(
s
N

)∫
U(N)

H2(r)H1(s) du

)
,

where Hj(r) was defined in (5.26) and (5.27).

We can generalize this argument. Letting dzj(x) := dψ̃j(x), we obtain

lim
T→∞

1

logj+k T

∫
R

∫
R

1[0,β)(x)1[0,β)(y)υT (x, y) dzj(x) dzk(y)

= lim
N→∞

∑
r,s∈N+

1[0,β)

(
r
N

)
1[0,β)

(
s
N

)∫
U(N)

Hj(r)Hk(s) du.

It is from Lemma 5.2.7 that we can simplify the random matrix part of this

identity. On the other hand, as in section 5.1, the arithmetic side is given by

lim
T→∞

T

logj+k T

∫ Tβ

1

(
ψ̃j
(
τ + τ

T

)
− ψ̃j(τ)

)(
ψ̃k
(
τ + τ

T

)
− ψ̃k(τ)

) dτ
τ 2
.

In this manner we have arrived at a (purely formal) derivation of Theorem

5.23. We are prevented from making this argument rigorous in the above form

in that we have proved Theorem 5.2.4 only for functions f, g that are separable.

In particular, we cannot approximate f(x1, x2) = 1[0,β)(x1 + x2) with a single

separable function. Even to approximate this function with a linear combination

of separable functions will not do, as we have proved no continuity properties for

ΨT (an integral against signed measures). Equation (5.78) is therefore unjustified

for the test functions we have made use of. We are therefore left with two routes

to make the above sketch rigorous. In the first we could reprove Theorem 5.2.4 for

test functions f and g that are not separable. This should certainly be possible,

but will entail making the proof of the theorem more complicated. (The reader

is encouraged to try to come up with a simple argument!) In the second possible

approach, we make use of seperable functions that allow for convolution – these
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are exactly the exponential functions, and therefore the case we have considered

in Theorems 5.2.2 and 5.11.1. This is the route we shall take. It involves the

additional complication that exponential functions are not compactly supported,

and this fact entails a sort of gymnastics that we must go through in the proof

that follows.

Proof of Theorem 5.2.5. We note that Theorem 5.11.1 may be rewritten in the

form that, conditioned on the GUE Conjecture

lim
T→∞

1

logj+k T

∫
R

σ1(t/T )

T

j∏
`=1

P`

( d

dA`

)(ζ ′
ζ

(
1
2

+ A`
log T

+ it
))

×
k∏

`′=1

Q`′

( d

dB`′

)(ζ ′
ζ

(
1
2

+
B`′

log T
+ it

))
dt

= lim
N→∞

1

N j+k

∫
U(N)

j∏
`=1

P`

( d

dA`

)(Z ′
Z

(
A`
N

)) k∏
`′=1

Q`′

( d

dB`′

)(Z ′
Z

(
B`′
N

))
du,

for any polynomials P1, .., Pj, Q1, ..., Qk, where σ1(t) := 1
2π

(
sin t/2
t/2

)2

as in (5.52).

We will use this definition of σ1 throughout this proof.

Because
ζ(j)

ζ
(s) =

(
ζ ′

ζ
+

d

ds

)
ζ(j−1)

ζ
(s),

and likewise for Z(j)/Z, we can inductively show from Theorem 5.11.1,

lim
T→∞

1

logJ+K T

∫
R

σ1(t/T )

T

J∏
`=1

P`

( d

dA`

)(ζ(j`)

ζ

(
1
2

+ A`
log T

+ it
))

×
K∏
`′=1

Q`′

( d

dB`′

)(ζ(k`′ )

ζ

(
1
2

+
B`′

log T
+ it

))
dt

= lim
N→∞

1

NJ+K

∫
U(N)

J∏
`=1

P`

( d

dA`

)(Z(j`)

Z

(
A`
N

)) k∏
`′=1

Q`′

( d

dB`′

)(Z(k`′ )

Z

(
B`′
N

))
du,
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We specialize to the case J = K = 1 and A1 = B1 real to obtain

lim
T→∞

1

logj+k T

∫
R

σ1(t/T )

T

(
(−1)j

ζ(j)

ζ

(
1
2

+ A
log T

+ it
))(

(−1)k
ζ(k)

ζ

(
1
2

+ A
log T
− it

))
dt

= lim
N→∞

1

N j+k

∫
U(N)

(
(−1)j

Z(j)

Z

(
A
N

))(
(−1)k

Z(k)

Z

(
A
N

))
du (5.79)

This is in fact the identity we need, albeit in a somewhat veiled form. We now

prove the theorem in four steps. In the first two steps, our development mimics

the elegant approach in [34], which in turn draws from Selberg [64].

Step 1: We show for positive A and

fκ(s) :=
eκs − 1

s

that for α := 1
2

+ A
log T

,

∫ ∞
0

1

r2α

(
ψ̃j(e

κr)− ψ̃j(r)
)(
ψ̃k(e

κr)− ψ̃k(r)
)
dr (5.80)

=

∫
R

(
(−1)j

ζ(j)

ζ
(α + it)

)(
(−1)k

ζ(k)

ζ
(α− it)

)
|fκ(α + it)|2

2π
dt.

Step 2: We show that for κ1 such that eκ1 − 1 = 1/T , and α and f defined

as in step 1,

∫
R

(
(−1)j

ζ(j)

ζ
(α + it)

)(
(−1)k

ζ(k)

ζ
(α− it)

)
|fκ(α + it)|2

2π
dt

− 1

T

∫
R

(
(−1)j

ζ(j)

ζ
(α + it)

)(
(−1)k

ζ(k)

ζ
(α− it)

)
σ(t/T )

T
dt (5.81)

= OA

( log2(j+k)+1 T

T

)
,

Step 3: We combine these steps with (5.79) and the random matrix statistic
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Lemma 5.2.7. We obtain that for any positive constant A

∫ ∞
0

1

r2+2A/ log T
ψ̃j
(
r; r

T

)
ψ̃k
(
r; r

T

)
dr ∼ logj+k T

T

jk

j + k − 1

∫ ∞
0

e−2Ay(y ∧ 1)j+k−1 dy.

(5.82)

Step 4: We use a Tauberian argument to pass between the weights e−βx and

1[0,β)(x), thereby showing that (5.82) implies the covariance asymptotic (5.23) for

any constant β > 0.

Having verified these steps, our proof will be complete.

Step 1: It follows from a standard argument in residue calculus (using the

bound of Appendix A for ζ(j)/ζ at large heights) that when x > 0 is not an

integer, for α ∈ (1/2, 1),

ψ̃j(x) =
1

2πi

∫ α+i∞

α−i∞

(
(−1)j

ζ(j)

ζ
(s)

)
xs

s
ds.

Continuing the mimick the arguments [34], differencing the values when x = eτ+κ

and x = eτ gives for almost all τ ,

ψ̃j(e
κeτ )− ψ̃j(eτ )
eτα

=
1

2π

∫ ∞
−∞

(−1)j
ζ(j)

ζ
(α + it)

(eκ(α+it) − 1

α + it

)
eitτ dt.

The right hand side is the inverse Fourier transform of (−1)jζ(j)/ζ(α+i2πt)fκ(α+

i2πt), while the left hand side is obviously real valued. It is moreover easy to see

from the elementary estimates in Appendix A that the left hand side is square

integrable in τ and so by an application of Plancherel

∫
R

(
ψ̃j(e

κeτ )− ψ̃j(eτ )
)(
ψ̃k(e

κeτ )− ψ̃k(eτ )
)

e2τα
dτ

=
1

2π

∫
R

(
(−1)j

ζ(j)

ζ
(α + it)

)(
(−1)k

ζ(k)

ζ
(α− it)

)
|fκ(α + it)|2 dt.

Making the change of variables r = eτ and setting α = 1/2 + A/ log T , this is
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(5.80).

Step 2: We quote the estimate from [34], that for α ≤ 1, 0 < κ ≤ 1,

|fκ(α + it)|2 − |fκ(it)|2 = O
(

κ
|t|2 ∧ κ2

)
.

Likewise, because |fκ(it)|2 =
(

sinκt/2
t/2

)2

and

sin2 x− sin2 y = O
(
|x− y| ∧ 1

)
,

we have for real κ1, κ2 and t ≥ 1

|fκ1(it)|2 − |fκ2(it)|2 = O
(
|κ1−κ2|
|t| ∧ 1

|t|2

)
,

while for t ≤ 1 and κ ≤ 1, clearly

|fκ(it)|2 = O(κ2).

We also make use of the basic pointwise bound proved in Appendix A,

ζ(j)

ζ
(α + it) = O

( logj(|t|+ 2)

(α− 1/2)j

)
,

for |σ + it− 1| ≥ 1/4, say.

We let κ1 be such that eκ1 − 1 = 1/T and κ2 = 1/T . Note that fκ2(it) =

σ1(t/T )/T 2, and κ1 − κ2 = O(1/T 2). Hence, the left hand side of (5.81) has the
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bound

.
∫
|t|≥1

logj+k(|t|+ 2)

Aj+k/ logj+k T

(
O
(

1
T |t2| ∧

1
T 3

)
+O

(
1

T 2|t| ∧
1
|t|2

))
dt+

∫
|t|<1

O
(

1
T 2

)
dt

.A logj+k T

(∫ T

1

1

T 3
+

∫ ∞
T

1

T |t|3
+

∫ T 2

1

1

T 2|t|
+

∫ ∞
T 2

1

|t|2
dt

)
+O

(
1
T 2

)
.A

log2(j+k)+1 T

T 2
,

as claimed.

Step 3: We turn to evaluating the right hand side of (5.79). We first demon-

strate inductively that

(−1)j
Z(j)

Z
(β) =

∞∑
r=1

e−βrHj(r). (5.83)

For, the identity (5.7) says just that

−Z
′

Z
(β) =

∞∑
r=1

e−βrH1(r),

while the fact that

(−1)j
Z(j)

Z
(β) =

(
− Z ′

Z
(β)− d

dβ

) (
(−1)j−1Z

(j−1)

Z
(β)
)

and the definition (5.26) and (5.27) of Hj(r) completes the induction to j > 1.

From Lemma 5.2.7 therefore,

∫
U(N)

(
(−1)j

Z(j)

Z
(β)
)(

(−1)k
Z(k)

Z
(β)
)
du =

∞∑
r=1

e−2βr

r∧N∑
ν=1

(νj−(ν−1)j)(νk−(ν−1)k).

(The interchange of integration and summation is easy to justify, as for fixed N ,
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Hj(r) is bounded.) Hence,

1

N j+k

∫
U(N)

(
(−1)j

Z(j)

Z

(A
N

))(
(−1)k

Z(k)

Z

(A
N

))
=

1

N

∞∑
r=1

e−2Ar/N 1

N j+k−1

(
jk

j+k−1
(r ∧N)j+k−1 +O((r ∧N)j+k−2)

)
∼ jk

j+k−1

∫ ∞
0

e−2Ay(y ∧ 1)j+k−1 dy,

since the sum over r is just a Riemann sum.

Using (5.80), (5.81), and (5.79) in succession, we arrive at (5.82).

Step 4: In the first place note that

∫ 1

0

1

r2+2A/ log T
ψ̃j
(
r; r

T

)
ψ̃k
(
r; r

T

)
dr = O

(∫ 1

0

1

r2A/ log T

| log r|j+k−2

T
dr

)
= O

( logj+k−1 T

T

)
,

so (5.82) is equivalent to

∫ ∞
1

1

r2+2A/ log T
ψ̃j
(
r; r

T

)
ψ̃k
(
r; r

T

)
dr ∼ logj+k T

T

jk

j + k − 1

∫ ∞
0

e−2Ay (y ∧ 1)j+k−1 dy.

(5.84)

With this simplification, we move on to the Tauberian part of the proof, as-

suming the truth of (5.84) and using it to demonstrate (5.23).

Note that for any continuous function φ of compact support, and for any ε > 0,

there is a polynomial P so that

∣∣P( 1
w

)
− φ(w)

∣∣ ≤ ε/w for w ≥ 1. (5.85)

For, note that by its compact support, φ(1/x)/x is continuous on the interval

[0, 1] (defined by continuity to take the value 0 at x = 0). Hence by Weierstrass’s

approximation theorem, there is some polynomial Q so that

|Q(x)− φ(1/x)/x| < ε for all x ∈ [0, 1].
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P (x) := xQ(x) thus satisfies (5.85).

We use this to show that for any continuous f of compact support,

∫ ∞
1

f
(

log r
log T

)
ψ̃j
(
r; r

T

)
ψ̃k
(
r; r

T

)
dr ∼ logj+k T

T

jk

j + k − 1

∫ ∞
0

f(y)(y ∧ 1)j+k−1 dy.

(5.86)

For if φ(x) = f(log x), then for P as in (5.85), using Cauchy-Schwarz,

∫ ∞
1

(
f
(

log r
log T

)
− P

( 1

r1/ log T

))
ψ̃j
(
r; r

T

)
ψ̃k
(
r; r

T

) dr
r2

≤
(∫ ∞

1

ε

r1/ log T
ψ̃j
(
r; r

T

)2 dr

r2

)1/2(∫ ∞
1

ε

r1/ log T
ψ̃k
(
r; r

T

)2 dr

r2

)1/2

.j,k
logj+k T

T
ε

by an applications of (5.84) in the case j = k.

On the other hand, from (5.84) again,

∫ ∞
1

P
( 1

r1/ log T

)
ψ̃j
(
r; r

T

)
ψ̃k
(
r; r

T

) dr
r2

∼ logj+k T

T

jk

j + k − 1

∫ ∞
0

P (e−y) (y ∧ 1)j+k−1 dy

=
logj+k T

T

jk

j + k − 1

(∫ ∞
0

f(y) (y ∧ 1)j+k−1 dy +O(ε)

)
.

As ε was arbitrary, this proves (5.86) for continuous and compactly supported f .

We want finally to show that (5.86) remains true when f = 1[0,β). This function

is not continuous, but for any ε > 0, plainly there exist continuous functions of

compact support, f1 and h, so that

f(x) = f1(x) for x ∈ [0, β)

|f(x)− f1(x)| ≤ h(x) for all x, and

∫ ∞
0

h(x) dx < ε.
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Hence,

∫ ∞
1

(
f
(

log r
log T

)
− f1

(
log r
log T

))
ψ̃j
(
r; r

T

)
ψ̃k
(
r; r

T

) dr
r2

≤
(∫ ∞

1

h
(

log r
log T

)
ψ̃j
(
r; r

T

)2 dr

r2

)1/2(∫ ∞
1

h
(

log r
log T

)
ψ̃k
(
r; r

T

)2 dr

r2

)1/2

.j,k
logj+k T

T
ε.

In the second line we used the positivity of ψ̃2
j and ψ̃2

k to replace |f − f1| by its

majorant.

Clearly ∣∣∣∣ ∫ ∞
0

(
f(y)− f1(y)

)
(y ∧ 1)j+k−1 dy

∣∣∣∣ < ε

as well. Because ε is arbitrary, this proves that (5.86) is true even when f = 1[0,β),

which is what we sought to show.

This completes step 4, and therefore the proof of Theorem 5.2.5.
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CHAPTER 6

Applying the Hardy-Littlewood conjectures

6.1 A conditional analysis

In this final chapter we show that conditioned on a uniform version of certain

famous conjectures of Hardy & Littlewood [37], one may verify, with respect to

a slightly wider range of test functions than those considered by Montgomery-

Hejhal-Rudnick & Sarnak in Theorem 1.1.6, that the joint intensities of the zeta

zeros tend to those of the sine-determinantal / GUE point process. We consider

two, three, and four point joint intensities in particular, the analysis of the two

point pair correlation case being due to Montgomery. What can be said rigorously

– by assuming Hardy-Littlewood conjecture – beyond the range of Theorem 1.1.6

in these cases is the content of Theorems 6.1.4-6.1.6. We also record in Theo-

rem 6.3.1 a conditional extension for all higher correlations, but with respect to

a somewhat esoteric class of test functions. In principle our analysis could be

extended to a more natural class of test functions, but seemingly only by passing

through a series of somewhat indecent computations.

In our arguments we follow in outline the well-known heuristic account in

Bogomolny & Keating [2], [3], though in making this implication rigorous we will

deviate from it in some ways. The conjectures of Hardy & Littlewood that we

will make use of, in order of generality are

Conjecture 6.1.1 (A uniform version of Hardy-Littlewood 1). For any ε > 0,
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and all 1 ≤ h ≤ x1−ε

∑
n≤x

Λ(n)Λ(n+ h) = S(h)x+Oε(x
1/2+ε), (6.1)

where

S(h) :=
∏
p

P
(
n+ h 6≡ 0(p)

∣∣n 6≡ 0(p)
)

=
∏
p|h

1

1− p−1

∏
p-h

1− (p− 1)−1

1− p−1
.

Really it is the second line above that defines S(k); the probabilistic notation

in the first line may be taken intuitively.

More generally,

Conjecture 6.1.2 (A uniform version of Hardy-Littlewood 2). For any ε > 0,

and all 1 ≤ a, h ≤ x1−ε

∑
n≤x

Λ(n)Λ(an+ h) =
[
(a, h) = 1

]
S(ah)x+Oε(x

1/2+ε). (6.2)

Here we have used the notation that for a statement A,
[
A
]

is 0 or 1 depending

on whether A is true or false. Note that

∏
p

P
(
an+ h 6≡ 0(p)

∣∣n 6≡ 0(p)
)

=
[
(a, h) = 1

]
S(ah).

More generally still,

Conjecture 6.1.3 (A uniform version of Hardy-Littlewood 3). For any ε > 0,
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and all 1 ≤ a, b, h ≤ x1−ε

∑
n≤x

Λ(n)Λ
(an+ h

b

)[
b|an+ h

]
(6.3)

=
[
(a, b)|h

][
(a, b) = (a, h)

][
(a, b) = (b, h)

](a, b)
b

S(abh)x+Oε

((a, b)

b
x1/2+ε

)
.

To have less faith in these conjectures as they become more general is perhaps

the right attitude. For fixed a, b and h there is every reason to believe that all

are correct, however. These conjectures were made by Hardy and Littlewood for

fixed a, b and h with the error term Oε(x
1/2) replaced by the more modest o(x).

We have written these conjectures seperately in increasing order of generality

because one may treat pair, triple, and quadruple correlation respectively using

only Conjecture 6.1.1, 6.1.2, and 6.1.3.

The results we will prove are

Theorem 6.1.4 (Montgomery). Conditioned on Conjecture 6.1.1 and RH, for all

Schwartz η : R→ R such that supp η̂ ⊂ {(x1, x2) : |x1|+ |x2| < 4},

lim
T→∞

1

T

∫ 2T

T

∑
γ1,γ2

distinct

η
(

log T
2π

(γ1 − t), log T
2π

(γ2 − t)
)
dt

=

∫
R2

η(x1, x2)
(
1−K(x1 − x2)2

)
dx1 dx2.

Remark: Using a 1-level density estimate, this is equivalent to the claim that

2π

T log T

∑
T≤γ1,γ2≤2T

distinct

η
(

log T
2π

(γ1 − γ2)
)
∼
∫
R
η(x)

(
1−K(x)2

)
dx

for all fixed Schwart η : R→ R such that supp η̂ ⊂ (−2, 2).

This dates back to Mongtomery’s original paper on the pair correlation con-

jecture [53], though the argument did not actually appear in print until [54]. We
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generalize the result to three and four point correlations:

Theorem 6.1.5. Conditioned on Conjecture 6.1.2 and RH, for all Schwartz η :

R3 → R such that supp η̂ ⊂ {(x1, x2, x3) : |x1|+ |x2|+ |x3| < 8/3},

lim
T→∞

1

T

∫ 2T

T

∑
γ1,γ2,γ3
distinct

η
(

log T
2π

(γ1 − t), log T
2π

(γ2 − t), log T
2π

(γ3 − t)
)
dt

=

∫
R3

η(x) det
3×3

(
K(xi − xj)

)
d3x.

Theorem 6.1.6. Conditioned on Conjecture 6.1.3 and RH, for all Schwartz η :

R4 → R such that supp η̂ ⊂ {(x1, x2, x3, x3) : |x1|+ |x2|+ |x3|+ |x4| < 12/5},

lim
T→∞

1

T

∫ 2T

T

∑
γ1,γ2,γ3,γ3

distinct

η
(

log T
2π

(γ1 − t), ..., log T
2π

(γ4 − t)
)
dt

=

∫ 4

R
η(x) det

4×4

(
K(xi − xj)

)
d4x.

Remark: Note that 8/3 and 12/5 are each greater that 2, which corresponds

to the region in Theorem 1.1.6. In fact, one can prove slightly more than these

theorems state; in Theorem 6.1.5 for instance, it is trivial to verify the above

equation when η is supported in the region x1 +x2 +x3 6= 0. On the other hand, if

η is supported in a region in which xi, xj are positive (x1 and x2 both positive for

instance), one may verify the above equation when η is supported in the region

xi ∧ xj + xi ∨ xj/2 < 1. By permuting the coordinates of R3, one can verify (on

Conjecture 6.1.2 !) that the triple correlation function of zeta zeros agrees with

that of a sine-determinantal point process for a region slightly larger than even

that of Theorem 6.1.5. Even still, this region will miss some interesting features

of the sine-determinant. We are prevented from enlarging it, in the first place,

because of the error term in (6.2). But even ignoring these error terms altogether

– on for instance a somewhat heuristic assumption that a great deal of cancelation

occurs when adding them – what falls out of our analysis is not really the sine-
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determinant itself, only a proxy for it that agrees against sufficiently band limited

test functions. Similar considerations hold for Theorem 6.1.6. The reason for this

will be made more clear in the proofs that follow, but corresponds to the fact that

Conjectures 6.1.2-6.1.3 are quite false when a, b, or h are larger than x.

6.2 Oscillations of the singular series

In order to prove Theorems 6.1.4-6.3.1, we will need information about the size

of the singular series S(h) on average, and its interaction on average with prime

sums. In proving Theorem 6.1.4, Montgomery made use of the fact that

Theorem 6.2.1 (Montgomery).

∑
h≤H

(
1− h

H

)(
S(h)− 1

)
= −1

2
logH +O(1).

In other words, on average S(h) − 1 looks like −1/2h, which agrees at any

rate with our intution that to first order S(h) will oscillate around 1. It is worth

noting that aside aesthetic considerations there is no special signicance to the

weight (1−h/H)+, except that it is slightly easier analytically to work with than

1[0,H](h). The theorem is no harder to prove when (1 − h/H)+ is replaced by

A(h/H) where A is compactly supported with bounded second derivative such

that A(0) = 1.

It is convenient to extend Montgomery’s result in the following way:

Theorem 6.2.2. For A with compact support and bounded second derivative such

that A(0) = 1,

∑
h≥1

A
( h
H

)([
(h, pλ) = 1

]
S(hpλ)−1

)
= −1

2

(
log(H)−log+(H/p)

)
+O(1)+O

( logH

p

)
,

with the implied constants of error terms depending only on the function A.
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More generally,

Theorem 6.2.3. For k fixed and N = pλ11 · · · p
λk
k and A as above,

∑
h≥1

A
( h
H

)([
(h,N) = 1

]
S(hN)−1

)
= −1

2

∑
δ|N

µ(δ) log+(H/δ)+O(1)+O
( logH

p1 ∧ · · · ∧ pk

)
,

with the implied constants of error terms depending only on A and k. If N = 1

the second error term O(logH/p1 ∧ · · · ∧ pk) may be deleted.

Remark: In fact, what we require of A for such a result is even looser than a

bounded second derivative; in our proof we require only that Â decay quadrati-

cally.

At least two related methods exist to prove results of this sort. The first

involves the Dirichlet series

∑
h

[
(h,N) = 1

]
S(hN)− 1

hs
, (6.4)

which can also be written

ζ(s)

(
2cT (s)

∏
p|N

(
1− 1

p−1
+ 1

ps−1

)−1

− 1

)
, (6.5)

where

c :=
∏
p>2

(
1− 1

(p−1)2

)

T (s) := ζ(s+ 1)
(

1− 1
2s+1

)∏
p>2

(
1 +

2

(p− 2)ps+1
− 1

(p− 2)p2s+1

)
,

so that T(1)=1/2c, with (6.5) defined at s = 1 by continuity. This shows that

(6.3) converges (though not absolutely of course) for <s > 0. In addition 2cT (ε) =

1/ε + O(1) for small ε. With a certain additional amount of calculation these

formulas allow us to prove Theorems 6.2.1 - 6.2.3. The equivalence of (6.3) and
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(6.5) for N = 1 is used in [54] in this way to demonstrate Theorem 6.2.1 and

therefore 6.1.4. (In fact, by an elementary sieving procedure, one can deduce

Theorems 6.2.2 and 6.2.3 directly from Theorem 6.2.1, at least for the weight

A(x) = (1− x)+.)

That the computations thus outlined yield Theorem 6.1.4, the authors of [54]

note, seems “fortuitous... but miracles do not happen by accident, so it seems

there is something going on here that remains to be understood.” We will take a

different approach to prove these theorems that – while still leaving the parsimony

of Theorems 6.2.1-6.2.3 slightly opaque – at least makes more transparent the

oscillations of S(h) or
[
(h,N) = 1

]
S(hN) around the value 1. We will expand

these functions into a linear combination of Ramanujan sums, and then apply

Fourier analysis to the latter.

In fact we will really only prove in full detail Theorem 6.2.2, with the proofs

of Theorems 6.2.1 and 6.2.3 being almost identical (the latter case just involving

more book-keeping).

Proof of Theorem 6.2.2. We note that

[
(h,N) = 1

]
S(hN) =

∏
p

(
1 +

1− p[p|N ]

(p− 1)2
cp(h)

)
=
∞∑
q=1

µ(q)2

φ(q)2
cq(h)

∏
p|q

(1− p[p|N ]), (6.6)

where

cq(h) :=
∑

(a,q)=1

e
(
ah
q

)
are Ramanujan sums, satisfying for a prime p,

cp(h) =


p− 1 if p|h

−1, if p - h
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and for (q, q′) = 1,

cq(h)cq′(h) = cqq′(h).

None of these properties lies deep, the last following from the Chinese remainder

theorem.

It is the expression (6.6) that will allow us to perform Fourier analysis on sums

of singular series. Note that

[
(h,N) = 1]S(hN)− 1 =

∑
q>1

µ(q)2

φ(q)2
cq(h)φ

(
(q,N)

)
µ
(
(q,N)

)
.

We use this to establish

Lemma 6.2.4. For a fixed function A meeting the condition of the theorem,

∑
h≥1

A
( h
H

)([
(h,N) = 1

]
S(hN)− 1

)
=− 1

2

∑
q≤H

µ(q)2

φ(q)2
µ
(
(q,N)

)
φ
(
(q,N)

)
+O

(
1

H

∑
q≤H

µ(q)2
( q

φ(q)

)2

φ
(
(q,N)

))
+O

( ∑
H<q≤H′

µ(q)2q

φ(q)2
φ
(
(q,N)

))
+O

(
H
∑
q>H′

µ(q)2d(q)

φ(q)2
φ
(
(q,N)

))
, (6.7)

uniformly for all N and H ≥ H ′.

Remark: In the instances we will use this theorem (that N is a product of a

fixed number of primes), the error terms will all be O(1) with a proper choice of

H ′.

Proof. To prove (6.7), we rely upon a trick whose usefulness can only be made

clear in the course of our proof. We extend the definition of A from R+ to R by
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symmetry across 0, so that A(−x) = A(x). The left hand side of (6.7) is thus

∑
h≥1

A
( h
H

)∑
q>1

µ(q)2

φ(q)2
cq(h)µ

(
(q,N)

)
φ
(
(q,N)

)
(6.8)

= 1
2

∑
q>1

µ(q)2

φ(q)2

(∑
h∈Z

A
( h
H

)
cq(h)− φ(q)

)
µ
(
(q,N)

)
φ
(
(q,N)

)
,

as cq(0) = φ(q) and cq(h) = cq(−h).

We shall show that each of the following bounds hold:

∑
h∈Z

A
( h
H

)
cq(h) =


O(q2/H)

O(q)

φ(q) +O(Hd(q)).

(6.9)

By applying in (6.8) the first of these relations for q ≤ H, the second for H ≤ g <

H ′, and the third for q > H ′, we obtain (6.7).

We therefore turn to (6.9). Note that the left hand side is, by Poisson sum-

mation, ∑
(a,q)=1

∑
h∈Z

e
(
ah
q

)
A
( h
H

)
=
∑

(a,q)=1

∑
`∈Z

HÂ
(
A(a

q
+ `)

)
. (6.10)

This is turn is no more than

∑
λ∈Z\{0}

H
∣∣Â(H λ

q

)∣∣ .A H
∑
λ 6=0

1

1 + (H/q)2λ2
,

as A′′ ∈ L1(R). (Here one sees that we really only need Â to have quadratic decay,

for instance.) Clearly this sum is both

O
(
H · q

2

H2

)
= O

(q2

H

)
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and (a better bound when H/q is small)

O(q).

On the other hand, making the definition

Sn :=
n−1∑
a=0

∑
h∈Z

e
(
ah
q

)
A
( h
H

)
= n

∑
j∈Z

A
(nj
H

)
,

we have ∑
(a,q)=1

∑
h∈Z

e
(
ah
q

)
A
( h
H

)
=
∑
δ|q

µ
(
q
δ

)
Sδ.

Yet

Sn = nA(0) + n
∑
j 6=0

A
(nj
H

)
= n+O(H),

and the third relationship in (6.9) follows immediately.

This lemma established, for N = pλ a prime power, it is easy to verify that

1

H

∑
q≤H

µ(q)2
( q

φ(q)

)2

φ
(
(q, pλ)

)
=

1

H

∑
(q,p)=1
q≤H

µ(q)2
( q

φ(q)

)2

+
1

H

∑
p|q
q≤H

µ(q)2
( q

φ(q)

)2

(p− 1)

= O(1)

and using the same decomposition,

∑
H<q≤H′

µ(q)2q

φ(q)2
φ
(
(q, pλ)

)
= O

(
1 + log(H ′/H)

)
,

H
∑
q>H′

µ(q)2d(q)

φ(q)2
φ
(
(q, pλ)

)
= O

(H
H ′

logH ′
)
.
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Choosing H ′ = H logH, for instance, we see that (6.7) implies

∑
h≥1

A
( h
H

)([
(h, pλ) = 1

]
S(hpλ)− 1

)
= −1

2

∑
q≤H

µ(q)2

φ(q)
µ
(
(q, p)

)
φ
(
(q, p)

)
+O(1).

(6.11)

From the well known formula first proved in [80] (a by now standard exercise with

Dirichlet series): ∑
q≤H

µ(q)2

φ(q)
= logH +O(1),

we obtain

∑
q≤H

µ(q)2

φ(q)
µ
(
(q, p)

)
φ
(
(q, p)

)
=
∑
q≤H

µ(q)2

φ(q)
−
∑

q′≤H/p
(q′,p)=1

µ(q′)2

φ(q′p)
p

=
∑
q≤H

µ(q)2

φ(q)
− p

φ(p)

∑
q′≤H/p

µ(q′)2

φ(q′)
+

p

φ(p)2

∑
q′′≤H/p2
(q′′,p)=1

(µ(q′′)2

φ(q′′)

= logH − log+(H/p) +O(1) +O
(

logH
p

)
.

We have therefore proved in full detail Theorem 6.2.2. Theorem 6.2.1 fol-

lows rather more directly from Lemma 6.2.4, while Theorem 6.2.3 follows from

a straightforward (but in notation somewhat tiresome) extension of the above

argument.

A simple consequence of these results that we will require later is

Corollary 6.2.5.

∑
h≥1

A
( h
H

)([
p|h
]
S(ph)− 1

)
= −1

2
log+(H/p) +O(1).

We note corollaries of these results that have a slightly different form from

what we will require later to compute correlation functions, but which are worth
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recording anyway:

Theorem 6.2.6. For A as in Theorem 6.2.2, and f ∈ Cc(R),

∑
h≥1

A
( h
H

)∑
n≥1

f
(

logn
logH

)Λ(n)

n

([
(h, n) = 1

]
S(hn)− 1

)
= −1

2
log2H

∫ ∞
0

f(x)(1− (1− x)+) dx+ o(logH).

More generally,

Theorem 6.2.7. For A as in Theorem 6.2.2, and f ∈ Cc(Rk),

∑
h≥1

A
( h
H

) ∑
n1,...,nk≥1

f
(

logn1

logH
, ..., lognk

logH

)Λ(n1)

n1

· · · Λ(nk)

nk

×
([

(h, n1 · · ·nk) = 1
]
S(hn1 · · ·nk)− 1

)
= −1

2
logk+1H

∫
Rk+
f(x)

∑
∅⊆S⊆[k]

(−1)|S|(1− xS)+ d
kx+ o(logkH),

where for a set S ⊆ [k],

xS :=
∑
`∈S

x`.

6.3 An evaluation of correlation functions

Finally we are in a position to prove Theorem 6.1.5 and Theorem 6.1.6. As a

warm-up, we will give Montgomery’s proof of Theorem 6.1.4 in the notation that

will prove convenient in the proofs that follow.

Proof of Theorem 6.1.4. We assume the truth of the Hardy-Littlewood conjecture

6.1.2. We will show that for any Schwartz σ of mass 1 with σ̂ compactly supported
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and η = η1 ⊗ η2 with supp η̂ ⊂ {(x1, x2) : |x1|+ |x2| < 4},

lim
T→∞

∫
R

σ(t/T )

T

∑
γ1,γ2

distinct

η1

(
log T
2π

(γ1 − t)
)
η2

(
log T
2π

(γ2 − t)
)
dt

=

∫
R2

η1(x1)η2(x2)
(
1−K(x1 − x2)2

)
dx1 dx2.

It is then easy, exactly as in chapter 4 by using Theorem 3.4.1, to prove this

result when σ = 1[1,2] and η is not necessarily separable, by approximating 1[1,2]

in the L1(R) metric by sufficiently smooth σ, and general Schwartz η uniformly

by linear combinations of seperable η.

We use once again the measure dS, first discussed in Chapter 2 following the

explicit formula. From a 1-level density estimate, the above equation is equivalent

to

lim
T→∞

∫
R

σ(t/T )

T

∫ ∞
−∞

η1

(
log T
2π

(ξ1 − t)
)
dS(ξ1)

∫ ∞
−∞

η2

(
log T
2π

(ξ2 − t)
)
dS(ξ2) dt

=

∫
R2

η1(x1)η2(x2)
(
δ(x1 − x2)−K(x1 − x2)2

)
dx1 dx2.

To at this point briefly repeat some of the analysis of Chapter 5: by using the

explicit formula to write each side in terms of η̂1 and η̂2 rather than η1 and η2, we

see that this is equivalent to

lim
T→∞

1

log2 T

∑
ε∈{−1,1}2

∫
R

∫
R
σ̂
(−T

2π
(ε1x1 + ε2x2)

)
η̂1

(
ε1x1
log T

)
η̂2

(
ε2x2
log T

)
dz(x1) dz(x2)

=

∫
R
η̂1(y)η̂2(−y)

(
1− (1− |y|)+

)
dy. (6.12)

The summand of the left hand side is plainly asymptotically 0 unless ε1 = −ε2.
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In this remaining case, by symmetry, if we can show that

∫
R

∫
R
σ̂
(−T

2π
(x1 − x2)

)
η̂1

(
x1

log T

)
η̂2

(
−x2
log T

)
dz(x1) dz(x2)

∼ log2 T

∫ ∞
0

η̂1(y)η̂2(−y)
(
1− (1− |y|)+

)
dy. (6.13)

we will recover (6.12). Letting η̂1(x) = f1(x) and η̂2(−x) = f2(x) to ease notation,

note that the left hand side of (6.13) is

∑
n,m

Λ(n)Λ(m)√
nm

σ̂
(
−T
2π

log
(
n
m

))
f1

(
logn
log T

)
f2

(
logm
log T

)
−
∑
n

Λ(n)√
n

∫
R
σ̂
(−T

2π
(x2 − log n)

)
ex2/2f1

(
logn
log T

)
f2

(
x2

log T

)
dx2

−
∑
m

Λ(m)√
m

∫
R
σ̂
(−T

2π
(x1 − logm)

)
ex1/2f1

(
x1

log T

)
f2

(
logm
log T

)
dx1

+

∫
R

∫
R
e(x1+x2)/2σ̂

(−T
2π

(x1 − x2)
)
f1

(
x1

log T

)
f2

(
x2

log T

)
dx1 dx2.

Note that for a Schwartz function g, if σ̂ is supported in [−κ, κ],

∫
R
σ̂
(−T

2π
(y − Y )

)
ey/2g

(
y

log T

)
dy = σ(0)eY/2g

(
Y

log T

)
+O

( 1

T 2
sup

d

dy
ey/2g

(
y

log T

))
= σ(0)eY/2g

(
Y

log T

)
+O

(eY/2
T 2

)
, (6.14)

where the supremum is taken over all y within 2πκ/T of Y , and the implied

constants will depend on σ and g.

The left hand side of (6.13) is thus

∑
n,m

Λ(n)Λ(m)√
nm

σ̂
(
−T
2π

log
(
n
m

))
f1

(
logn
log T

)
f2

(
logm
log T

)
− 2σ(0)

T

∑
n

Λ(n)f1

(
logn
log T

)
f2

(
logn
log T

)
(6.15)

+
σ(0)

T

∫ ∞
1

f1

(
log ν
log T

)
f2

(
log ν
log T

)
dν +O

(T β1∨β2
T 2

)
.
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Suppose f1 is supported in (−β1, β1) and f2 is supported in (−β2, β2). As

supp η̂ ⊂ {(x1, x2) : |x1| + |x2| < 4}, it is the case that β1 + β2 < 4. As in

(6.13) our integrand is nonzero only when x1 is close to x2, we lose no generality

in assuming β1 = β2, both less than 2.

It is the first of the terms in (6.15) that is most interesting. We have

∑
n,m

Λ(n)Λ(m)√
nm

σ̂
(
−T
2π

log
(
n
m

))
f1

(
logn
log T

)
f2

(
logm
log T

)
=
∑
n

Λ2(n)

n
f1

(
logn
log T

)
f2

(
logn
log T

)
+
∑
n 6=m

Λ(n)Λ(m)√
nm

σ̂
(
−T
2π

log
(
n
m

))
f1

(
logn
log T

)
f2

(
logm
log T

)
=
∑
n

Λ2(n)

n
f1

(
logn
log T

)
f2

(
logn
log T

)
+
∑
n

∑
h6=0

n+h>0

Λ(n)Λ(n+ h)

n
σ̂
(
T
2π

log
(
1 + h

n

))
f1

(
logn
log T

)
f2

(
logn
log T

)
+O

( log2 T

T

)
.

By partial summation to access the sums of Conjecture 6.1.2, and rearranging

back, for any ε > 0,

∑
n

∑
h6=0

n+h>0

Λ(n)Λ(n+ h)

n
σ̂
(
T
2π

log
(
1 + h

n

))
f1

(
logn
log T

)
f2

(
logn
log T

)

=
∑
n≥1

∑
h6=0

n+h>0

S(h)

n
σ̂
(
T
2π

log
(
1 + h

n

))
f1

(
logn
log T

)
f2

(
logn
log T

)

+Oε

( ∑
n≤Tβ1∧β2

∑
h6=0

n+h>0

1

n3/2−ε

)
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Hence (6.15) is equal to

∑
n

Λ(n)2

n
f1

(
logn
log T

)
f2

(
logn
log T

)
+
∑
n

∑
h6=0

S(h)− 1

n
σ̂
(
T
2π

(
1 + h

n

))
f1

(
logn
log T

)
f2

(
logn
log T

)
+
∑
n

∑
h6=0

1

n
σ̂
(
T
2π

(
1 + h

n

))
f1

(
logn
log T

)
f2

(
logn
log T

)
− 2σ(0)

T

∑
n

Λ(n)f1

(
logn
log T

)
f2

(
logn
log T

)
+
σ(0)

T

∫ ∞
1

f1

(
log ν
log T

)
f2

(
log ν
log T

)
dν +Oε

(T (1/2+ε)β1∧β2

T
+
T (β1+β2)/2

T

)

We note that by Theorem 6.1.4

∑
h6=0

(S(h)− 1)σ̂
(
T
2π

log
(
1 + h

n

))
=

∑
0<|h|.n/T

(S(h)− 1)
(
σ̂( T

2π
h
n

+O
(
T
(
h
n

)2))
= − log+(n/T ) +O(1 + n/T 2).

We use the Riemann hypothesis and Theorem 6.1.4 to evaluate the above

expression. The expression (6.15) – and therefore the left hand side of (6.13) –

are equal to

∑
n

Λ2(n)

n
f1

(
logn
log T

)
f2

(
logn
log T

)
−
∑
n

log+(n/T ) +O(1 + n/T 2)

n
f1

(
logn
log T

)
f2

(
logn
log T

)
+Oε

(
log T +

T (1/2+ε)β1∧β2

T
+
T (β1+β2)/2

T

)
.

As long as β1 + β2 < 4, this expression is asymptotic to

∼ logT
∫ ∞

0

(
x− (x− 1)+

)
f(x) dx,

which is the right hand side of (6.13).

Proof of Theorem 6.1.5. Our proof runs along the same lines as above. We we
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will ultimately seek to show is that for a certain class of functions f1, f2 and f3

(cf. Corollary 5.10.2.)

∫
R3

σ̂
(

log T
2π

(x3 − x1 − x2)
)
f1

(
x1

log T

)
f2

(
x2

log T

)
f3

(
x3

log T

)
dz(x1)dz(x2)dz(x3)

∼ − log3 T

∫ ∞
0

∫ ∞
0

f1(x1)f2(x2)f3(x1 + x2) (6.16)

× (1− (1− x1)+ − (1− x2)+ + (1− x1 − x2)+) dx1dx2.

Let us see that this is sufficient for our proof. We borrow from chapter 5 the

notation of point processes, not an essential step, but one which greatly simplifies

computations. We define for Schwartz η1, η2, η3 the quantity

Q :=

∫
R

σ(t/T )

T

3∏
`=1

∫ ∞
−∞

η`

(
log T
2π

(ξ` − t)
)
dS(ξ`) dt

= E
ZT (σ)

3∏
`=1

(∑
i

η`(ξi)−
∫
η`

)
+ o(1).

If η = η1 ⊗ η2 ⊗ η3 is a test function of the sort prescribed by the theorem, then

supp η̂` ⊂ [−β`, β`] where β1 + β2 + β3 < 8/3. Hence βi + βj is certainly less

than 4 for any pair i, j, and thus expanding the product above and using a 1-level

density estimate and Theorem 6.1.4 to evaluate lower level correlation functions,

we see that the theorem will be proved if we can show that Q is equal to

E
S

3∏
`

(∑
i

η`(xi)−
∫
η`

)
.

The expansion of the right hand side above is somewhat complicated, but fortu-

nately simplifies in the end; we let ϕ1 = η̂1, ϕ2 = η̂2, ϕ3 = η̂3 and define, in analogy

with φ|ε,

ϕ||ε(x) := (1− αε(x))ϕ(x),

where αε(x) = α(x/ε) for α some even bump function centered at 0 with α(0) = 1
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as in previous chapters. Note that

E
S

3∏
`=1

(∑
i

η`(xi)−
∫
η`

)
= lim

N→∞E
S′N

3∏
`=1

(∑
i

η`(xi)−
∫
η`

)

= lim
N→∞E

S′N

3∏
`=1

(∑
i

(ϕ`||ε)̌ (xi)−
∫

(ϕ||ε)̌
)

+O(ε)

= lim
ε→ε+ E

S

j∏
`=1

∑
i

(ϕ||ε)̌ (xi).

We expand this last expression in terms of a Fourier integral, broken into quad-

rants: ∑
ε∈{−1,1}3

lim
ε→0+

E
S

3∏
`=1

∑
i

(∫
R
φ`(y`)Ωε(ε`y`)e(xiy`) dy`

)
,

where, recall Ωε = (1 − αε)1[0,∞). (The utility of this will be to more accurately

match our sine-determinantal expression to the arithmetic expression we will ob-

tain by applying the explicit formula to Q.)

We now must resort to a few unfortunately somewhat tedious calculations.

Note that by an expansion into correlation sums over distinct indices (cf. the

expansion in 5.4),

E
S

3∏
`=1

∑
i

η`(xi) =

∫
R3

η1(x1)η2(x2)η3(x3)J3(x1, x2, x3) d3x (6.17)
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where

J3(x1, x2, x3) := det
3×3

[K(xi − xj)] + δ(x1 − x2) det
{2,3}2

[K(xi − xj)]

+ δ(x2 − x3) det
{3,1}2

[K(xi − xj)] + δ(x3 − x1) det
{1,2}2

[K(xi − xj)]

+ δ(x1 − x2)δ(x2 − x3)

=1−K2(x2 − x3)−K2(x1 − x2)−K2(x1 − x3)

+ 2K(x1 − x2)K(x2 − x3)K(x3 − x1)

+ δ(x1 − x2)
(
1−K2(x2 − x3)

)
+ δ(x2 − x3)

(
1−K2(x1 − x3)

)
+ δ(x1 − x3)

(
1−K2(x1 − x2)

)
+ δ(x1 − x2)δ(x2 − x3).

so that

J̌3(y1, y2, y3) =δ(y1)δ(y2)δ(y3)− δ(y1)δ(y2 + y3)(1− |y2|)+

− δ(y2)δ(y3 + y1)(1− |y3|)+ − δ(y3)δ(y1 + y2)(1− |y1|)+

+ 2δ(y1 + y2 + y3)

∫
R

1
[−1

2
,
1
2

]
(v)1

[−1
2
,
1
2

]
(v + y1)1

[−1
2
,
1
2

]
(v + y1 + y2) dv

+ δ(y1 + y2 + y3)
(
δ(y3)− (1− |y3|)+ + δ(y1)− (1− |y1|)+ + δ(y2)

− (1− |y2|)+

)
+ δ(y1 + y2 + y3)

This distribution is supported on the plane y1 + y2 + y3 = 0, and by inspection

one can see that on this plane,

∫
R

1
[−1

2
,
1
2

]
(v)1

[−1
2
,
1
2

]
(v + y1)1

[−1
2
,
1
2

]
(v + y1 + y2) dv = (1− |y1| ∨ |y2| ∨ |y3|)+.
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Hence it follows, as Ωε(0) = 0,

lim
ε→0+

E
S

3∏
`=1

∑
i

(∫
R
φ`(y`)Ωε(ε`y`)e(xiy`) dy`

)

=

∫
R3
+

δ(ε1y1 + ε2y2 + ε3y3)ϕ(ε1y1)ϕ(ε2y2)ϕ(ε3y3)
(

1− (1− |y1|)+ − (1− |y2|)+

− (1− |y3|)+ + 2(1− |y1| ∨ |y2| ∨ |y3|)+

)
d3y.

= Sε say.

On the other hand, from the explicit formula,

Q =
−1

log3 T

∑
ε∈{−1,1}3

∫
R3

σ̂
(
−T
2π

(ε1x1 + ε2x2 + ε3x3)
)

× ϕ1

(
ε1x1
log T

)
ϕ2

(
ε2x2
log T

)
ϕ3

(
ε3x3
log T

)
dz(x1)dz(x2)dz(x3)

=Zε say.

Thus if we can show for all ε that

Sε ∼ Zε

we will have proved the theorem. This is obvious when ε = (1, 1, 1) or (−1,−1,−1),

and the reader may check that all remaining cases boil down to verifying (6.16) for

all functions f1, f2, f3 with supp f` ⊂ (−∞, β`) and β1 + β2 + β3 < 8/3.1 Clearly

we lose no generality in assuming β3 = β1 + β2, so that β1 + β2 < 4/3. Likewise,

with no loss of generality, by symmetry we may suppose β1 ≥ β2.

By repeating the analysis of our proof of Theorem 6.1.4, using in particular

1Clearly the values f` take on the negative reals play no role in evaluating (6.16). We support
f` in (−∞, β`) rather than [0, β`) only so that f`(0) is not forced to be 0.
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(6.14), we see that the left hand side of (6.16) is

∑
n1,n2,m

Λ(n1)Λ(n2)Λ(m)
√
n1n2m

σ̂
(
T
2π

log
(

m
n1n2

))
f1

(
logn1

log T

)
f2

(
logn2

log T

)
f3

(
logm
log T

)
− σ(0)

T

∫
R

∑
n2

Λ(n2)f1

(
log ν1
log T

)
f2

(
logn2

log T

)
f3

(
log ν1n2

log T

)
d
(
ψ(ν1)− ν1

)
− σ(0)

T

∫
R

∑
n2

Λ(n2)

n2

f1

(
log(ν3/n2)

log T

)
f2

(
logn2

log T

)
f3

(
logn3

log T

)
d
(
ψ(ν3)− ν3

)
− σ(0)

T

∫
R

∑
n1

Λ(n1)

n1

f1

(
logn1

log T

)
f2

(
log(ν3/n1)

log T

)
f3

(
log ν3
log T

)
d
(
ψ(ν3)− ν3)

)
− σ(0)

T

∫
R
f1

(
log ν1
log T

)
f2

(
log ν2
log T

)
f3

(
log(ν1ν2)

log T

)
dν1dν2 +O

(T β1+β2 log T

T 2

)
= I− II− III− IV − V +O

(T β1+β2 log T

T 2

)
say.

Each of II, III, IV are plainly no more than O(T β1/2+β2/T ).2 On the other hand,

there are no values n1, n2, and m which are prime such that n1n2 = m. Therefore

I =
∑
n1,n2

∑
h6=0

n1n2+h>0

Λ(n1)Λ(n2)Λ(n1n2 + h)√
n1n2(n1n2 + h)

σ̂
(
T
2π

log
(

1 + h
n1n2

))

× f1

(
logn1

log T

)
f2

(
logn2

log T

)
f3

(
log(n1n2+h)

log T

)
=
∑
n1,n2

∑
h6=0

n1n2+h>0

Λ(n1)Λ(n2)Λ(n1n2 + h)

n1n2

σ̂
(
T
2π

log
(

1 + h
n1n2

))

× f1

(
logn1

log T

)
f2

(
logn2

log T

)
f3

(
log(n1n2)

log T

)
+O

( log3 T

T

)
.

2There is an alternative way to eliminate these terms, which is to use a Tauberian argument
to show that σ such that σ(0) = 0 is a dense enough class of averages to recover the average
1[1,2] – so that in this case II, III, IV and V are all O(T β1+β2 log T/T 2), and the right hand side

of (6.16) is in fact I +O(T β1+β2/2 log T/T 2).
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By using Conjecture 6.1.2 to sum in the variable n1, this expression is

∑
n′1,n2

∑
h6=0

S(n2h)
[
(n2, h) = 1

]
Λ(n2)

n′1n2

σ̂
(
T
2π

log
(

1 +
h

n′1n2

))
× f1

(
logn′1
log T

)
f2

(
logn2

log T

)
f3

(
log(n′1n2)

log T

)
+O

( ∑
n1≤Tβ1

∑
n2≤Tβ2

∑
|h|.n1n2/T

1

n
3/2
1 n2

)
.

Note that we can apply Conjecture 6.1.2 because n1n2/T ≤ (T β2)1−ε for some ε

in this range.

Of all the error terms we have encountered in this proof, this last one is

the most fundamental to curtailing our knowledge of correlation functions. It

is Oε(T
β2+(1/2+ε)β1/T ) for any ε > 0. Writing the sum over n2 as a sum over pλ,

making use of Theorem 6.2.2 and otherwise imitating the proof of Theorem 6.1.4,

I− V =−
∑
n1,pλ

log p

n1pλ

(
log+(n1p

λ/T )− log+(n1p
λ−1/T ) +O(1)

+O
( log+(n1pλ/T )

p

))
f1

(
logn1

log T

)
f2

(
logn2

log T

)
f2

(
log(n1n2)

log T

)
+O(log2 T )

=− log3 T

∫ ∞
0

∫ ∞
0

(
(x1 + x2 − 1)+ − (x1 − 1)+

)
× f1(x1)f2(x2)f3(x1 + x2) dx1dx2 +O(log2 T ).

At first glance this expression seems not to agree with the right hand (random

matrix) side of (6.16), where f1(x1)f2(x2)f3(x1 + x2) dx1dx2 is integrated against

1− (1− x1)+ − (1− x2)+ + (1− x1 − x2)+

= (x1 + x2 − 1)+ − (x1 − 1)+ − (x2 − 1)+.

So long as x2 ≤ 1, however, this does agree with (x1 + x2 − 1)+ − (x1 − 1)+, and

we have indeed delimited f2(x2) to be supported in a region in which x2 ≤ 1.
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Moreover, for β1, β2 in the range under consideration, O(T β2+(1/2+ε)β1/T ) = o(1).

This verifies (6.16) and therefore proves the theorem.

It is interesting that (x1 +x2−1)+− (x1−1)+ does not equal (x1 +x2−1)+−

(x1 − 1)+ − (x2 − 1)+ in general. Though Conjecture 6.1.2 allows us to verify

that triple correlation sums of zeta zeros tend to a GUE limit for a wider class

of functions Theorem 1.1.6, even an application of Conjecture 6.1.2 is not enough

to see all the ‘interesting’ phenomena of the triple correlation form-factor, on the

right hand side of (6.16). This is in contrast to pair correlation. There does not

seem to be a rigorously spelled out way to get around this limitation.

In this connection, it is perhaps worth noting at least in passing that

∑
n1,n2

∑
h6=0

(
S(n1n2h)

[
(n1n2, h) = 1

]
− 1
)Λ(n1)Λ(n2)

n1n2

σ̂
(
T
2π

log
(

1 +
h

n1n2

))
× f1

(
logn1

log T

)
f2

(
logn2

log T

)
f3

(
log(n1n2)

log T

)
∼ − log3 T

∫
R2
+

(
1− (1− x1)+ − (1− x2)+ + (1− x1 − x2)+)

× f1(x1)f2(x2)f3(x1 + x2) dx1dx2.

Proof of Theorem 6.1.6. Because of the similarity of this proof to the preceding

we will not be discursive. The reader should check that to prove the theorem, we

must investigate the asymptotic value of two arithmetic quantities:

ZA :=

∫
R4

f1

(
x1

log T

)
f2

(
x2

log T

)
f3

(
x3

log T

)
g1

(
y1

log T

)
σ̂
(
T
2π

(y1 − x1 − x2 − x3)
)

× dz(x1)dz(x2)dz(x3) dz(y1),
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and

ZB :=

∫
R4

f1

(
x1

log T

)
f2

(
x2

log T

)
g1

(
y1

log T

)
g2

(
y2

log T

)
σ̂
(
T
2π

(y1 + y2 − x1 − x2)
)

× dz(x1)dz(x2) dz(y1)dz(y2).

After a computation, random matrix theory predicts (we cite this computation in

Corollary 5.10.3 as well, but leave writing it to the reader) that ZA and ZB will

be respectively

∼ log4 T

∫
R3
+

f1(x1)f2(x2)f3(x3)g1(x1 + x2 + x3)
[
(x1 ∧ 1) + (x2 ∧ 1) + (x3 ∧ 1)

− ((x1 + x2) ∧ 1)− ((x1 + x3) ∧ 1)− ((x2 + x3) ∧ 1) (6.18)

+ ((x1 + x2 + x3) ∧ 1)
]
dx1dx2dx3.

and

∼ log4 T

∫
R4
+

f1(x1)f2(x2)g1(y1)g2(y2)
[
δ(x1 + x2 − y1 − y2)

(
1 + (1− x1)+

+ (1− x2)+ + (1− y1)+ + (1− y2)+ − (1− x1 − x2)+ − (1− |x1 − y1|)+

− (1− |x1 − y2|)+ − 2(1− x1 ∧ x2 ∧ y1 ∧ y2)+

)
+ δ(x1 − y1)δ(x2 − y2)(x1 ∧ 1)(x2 ∧ 1) (6.19)

+ δ(x1 − y2)δ(x2 − y1)(x1 ∧ 1)(x2 ∧ 1)
]
dx1dx2dy1dy2.

To prove the theorem it will be sufficient to verify these relationships for func-

tions with support in the regions

- for ZA, when supp f1 ⊂ (−∞, α1), supp f2 ⊂ (−∞, α2), supp f3 ⊂ (−∞, α3),

(and supp g1 ⊂ (−∞, β1) with β1 = α1 + α2 + α3), for constants α1 ≤ α2 ≤ α3

with α1 +α2 +α3/2 ≤ 1. In this way we can verify it for α1 +α2 +α3 ≤ 6/5, and

hence α1 + α2 + α3 + β1 ≤ 12/5.
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- for ZB, when supp f1 ⊂ (−∞, α1), supp f2 ⊂ (−∞, α2), supp g1 ⊂ (−∞, β1),

supp g2 ⊂ (∞, β2), with α1 + α2 = β1 + β2, β1 ≤ α1 ≤ α2 ≤ β2, and α1 + α2 +

β1 + β2/2 < 2. (Note that this contains the region of α, β ordered in this way

such that α1 + α2 + β1 + β2 < 12/5. We also will use later that this forces the

relationship β1 + β2/2 < 1.)

In applying 6.1.2 to verify this for ZA, our computations proceed exactly as

before, and we do not record the details.

On the other hand, to verify this relationship for ZB, we must apply Conjecture

6.1.3. In this way, one may – with patience and fortitude, but no real cleverness

required – see that

ZB =
∑

n1,m1,m2

∑
h∈Z

1

m1m2

(
Λ(m2)Λ

(m1m2 + h

n1

)[
n1|(m1m2 + h)

]
− 1
)

f1

(
logn1

log T

)
f2

(
log(m1m2/n1)

log T

)
g1

(
logm1

log T

)
g2

(
logm2

log T

)
σ̂
(
T
2π

log
(

1 +
h

m1m2

))
+O

(T β1+β2/2 log2 T

T

)
+O(

T β2/2+β1+α1+α2

T 2

)
.

By summing in the variable m2 when h 6= 0, this sum is equal to, for all ε > 0,

∑
n1n2=m1m2

Λ(n1)Λ(n2)Λ(m1)Λ(m2)

m1m2

f1

(
logn1

log T

)
f2

(
logn2

log T

)
g1

(
logm1

log T

)
g2

(
logm2

log T

)
+

∑
n1,m1,m2

∑
h6=0

Λ(n1)Λ(m1)

m1m2

[[
(n1,m1)|h

][
(n1,m2) = (n1, h)

][
(n1,m1) = (m1, h)

]
× (n1,m1)

n1

S(n1m1h)− 1

]
f1

(
logn1

log T

)
f2

(
log(m1m2/n1)

log T

)
g1

(
logm1

log T

)
× g2

(
logm2

log T

)
σ̂
(
T
2π

log
(

1 +
h

m1m2

))
+Oε

(T β1+β2(1/2+ε)

T

)
.

We label the two multi-index sums here Σ1 and Σ2, respectively in the order they

appear above.
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The sum Σ1 is labelled ‘diagonal’ in much of the literature, and we have eval-

uated sums of this sort before in this thesis. From the prime number theorem and

unique factorization, it takes the asymptotic value

∼ log4 T

∫
R2
+

x1x2f1(x1)f2(x2)g1(x1)g2(x2) (6.20)

+ x1x2f1(x1)f2(x2)g1(x2)g2(x1) dx1dx2.

In the sum Σ2, the summand will be zero unless n1 and m1 are prime powers,

say pr and qs. Breaking the sum up into the cases that one of r or s is more than

1, r and s are both the same prime, and r and s are both distinct primes,

∑
n1,m1,m2

∑
h6=0

=
∑

pr,qs,m2
r∨s≥2

∑
h6=0

+
∑
p,q,m2
p=q

∑
h6=0

+
∑

pr,qs,m2
p 6=q

∑
h6=0

,

it is easy to see that the first of these terms is

O(log3 T ),

while the second is

∑
p,m2

∑
h6=0

log2 p

pm2

([
p|h
]
S(ph)− 1

)
σ̂
(
T
2π

log
(

1 +
h

pm2

))
× f1

(
log p
log T

)
g1

(
log p
log T

)
f2

(
logm2

log T

)
g2

(
logm2

log T

)
∼ − log4 T

∫
R2
+

x1(x2 − 1)+f1(x1)f2(x2)g1(x1)g2(x2) dx1dx2, (6.21)
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using Corollary 6.2.5. The third term is

∑
p,q

distinct

∑
m2

∑
h6=0

log p log q

pqm2

([
(pq, h) = 1

]
S(pqh)− 1

)
σ̂
(
T
2π

log
(

1 +
h

qm2

))
× f1

(
log p
log T

)
f2

(
log(qm2/p)

log T

)
g1

(
log q
log T

)
g2

(
logm2

log T

)
∼ − log4 T

∫
R3
+

(
(y1 + y2 − 1)+ − (y1 + y2 − x1 − 1)+ − (y2 − 1)+ + (y2 − x1 − 1)+

)
× f1(x1)f2(y1 + y2 − x1)g1(y1)g2(y2) dx1 dy1dy2, (6.22)

using Theorem 6.2.3.

Putting (6.20), (6.21), and (6.22) together, we see that conditionally for f1, f2, g1,

and g2 with the regions of support delimited above,

ZB ∼ log4 T

∫
R4
+

f1(x1)f2(x2)g1(y1)g2(y2)
[
− δ(x1 + x2 − y1 − y2)

(
(y1 + y2 − 1)+

− (x2 − 1)+ − (y2 − 1)+ + (y2 − x1 − 1)+

)
+ δ(x1 − y1)δ(x2 − y2)x1

(
x2 − (x2 − 1)+

)
(6.23)

+ δ(x1 − y2)δ(x2 − y1)x1x2

]
dx1dx2dy1dy2.

This does not seem at first glance to agree with (6.19), but we will show that

for functions f, g with the support of f1 and g1 lying in (−∞, 1), the right hand

sides of (6.19) and (6.23) agree. This collection of test functions is restricted, but

the reader may check that it contains the class of test functions for which we set

out to verify (6.19).

Plainly if x1, y1 ≤ 1 the terms

δ(x1 − y1)δ(x2 − y2)x1

(
x2 − (x2 − 1)+

)
and δ(x1 − y1)δ(x2 − y2)(x1 ∧ 1)(x2 ∧ 1)
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agree, and the same is true of

δ(x1 − y2)δ(x2 − y1)x1x2 and δ(x1 − y2)δ(x2 − y1)(x1 ∧ 1)(x2 ∧ 1).

To verify that the coefficients of δ(x1 + x2 − y1 − y2) agree, we need to see that

E :=
(

1 + (1− x1)+ + (1− x2)+ + (1− y1)+ + (1− y2)+ − (1− x1 − x2)+

− (1− |x1 − y1|)+ − (1− |x1 − y2|)+ − 2(1− x1 ∧ x2 ∧ y1 ∧ y2)+

)
+
(

(y1 + y2 − 1)+ − (x2 − 1)+ − (y2 − 1)+ + (y2 − x1 − 1)+

)
is 0 when x1 + x2 = y1 + y2 and x1, y1 ≤ 1. Using that (1 − x1)+ = 1 − x1 and

(1− y1)+ = 1− y1 in this region, and the identity

(w − 1)+ − (1− w)+ = w − 1,

true for all non-negative w, one sees that in this region,

E = −y1 − y2 + |y2 − x1|+ |y1 − x1|+ 2x1 ∧ x2 ∧ y1 ∧ y2.

By inspection one can see that when x1 + x2 = y1 + y2, the right hand side is 0.

This verifies (6.19) for the desired class of test functions, and completes the

proof.

Again, one does not see all the interesting phenomena in (6.19) and (6.20), and

one cannot hope to by using Conjecture 6.1.3 alone in this manner. At present,

it is only from the introduction of what seem to the author to be somewhat ad

hoc devices that one can recover the full part of the right hand sides of (6.19) and

(6.20).

One can continue on in this fashion, but perhaps to somewhat diminishing
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returns. The combinatorial part of the analysis becomes increasingly cumbersome.

There is one class of test functions lying outside the range of Theorem 1.1.6, but

for which the Hardy-Littlewood conjectures can be applied and the combinatorics

remains relatively simple. That in higher correlations the combinatorics of this

case is nicer was noticed by Bogomolny & Keating also.

Theorem 6.3.1. Conditioned on Conjecture 6.1.2 and RH, for all j ≥ 1 and

Schwartz η : Rj → R such that supp η̂ ⊂ {(x1, ..., xj) ∈ Rj−1
+ × R− : x1 + · · · +

xj−1 − x1 ∨ · · · ∨ xj−1/2 < 1}

lim
T→∞

1

T

∫ 2T

T

∑
γ1,...,γj
distinct

η
(

log T
2π

(γ1 − t), · · · , log T
2π

(γj − t)
)
dt

=

∫
Rj
η(x) det

j×j

(
K(xi − xj)

)
djx.

Note that in this case our result is unsatisfying owing to the peculiar region

to which our test function’s support has been restricted. We give only a sketch of

a proof.

To prove Theorem 6.3.1, on the arithmetic side we make use of the same sort

of analysis used to prove Theorem 6.1.5 or evaluate ZA in the proof of Theorem

6.1.6. We are concerned with the likelihood that a product of k−1 primes is close

to a kth prime.

On the other hand, one must also make use of an identity belonging to random

matrix theory: that for test functions η1, ..., ηk with supp η̂1, ..., supp η̂k−1 ⊂ R+,

E
S

k∏
`=1

∑
i

η`(xi) =

∫
Rk−1

η̂1(ξ1) · · · η̂k−1(ξk−1)η̂k(−x1 − · · · − xk−1)

×
∑

∅⊆S⊆[k−1]

(−1)|S|(1− xS)+ d
kx. (6.24)

We outline a proof of this identity. We note the formula that for u1, .., ur with
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supp û1, .., ûr−1 ⊂ R+,

∫
Rr
u1(x1) · · ·ur(xr) det

r×r

(
K(xi − xj)

)
drx (6.25)

= (−1)r−1(r − 1)!

∫
Rr−1

û1(ξ1) · · · ûr−1(ξr−1)ûr(−ξ[r−1])(1− ξ[r−1])+ d
r−1ξ.

This formula is perhaps most easily proven by making use of the identity (used

extensively in [63]),

∫
Rr
K(x1 − x2)K(x2 − x3) · · ·K(xr−1 − xj)K(xr − x1) drx

= δ(ξ[r])

∫
R

1[0,1](t)
r−1∏
j=1

1[0,1](t+ ξ1 + · · ·+ ξj) dt.

From (6.25), by expanding the multi-linear statistic into a sum of determinantal

integrals, one may see that

E
S

k∏
`

∑
i

η`(xi) =
∑
π∈Π[k]

k∈π1

(−1)|π|−1(|π| − 1)!

×
∫
Rk−1

η̂1(ξ1) · · · η̂k−1(ξk−1)η̂k(−x[k−1])(1− x[k]\π1)+ d
k−1x

=
∑

∅⊆S⊆[k−1]

( ∑
π′∈ΠS

(−1)|π
′|(|π′|)!)

×
∫
Rk−1

η̂1(ξ1) · · · η̂k−1(ξk−1)η̂k(−x[k−1])(1− xS)+ d
k−1x

where ΠS is the collection of all partitions π = {π1, ...} of a set S.

By applying the elementary identity

∑
π∈Π[n]

(−1)|π|
(
|π|
)
! = (−1)n,

we obtain (6.24).
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APPENDIX A

Counts of almost primes in long intervals

We made us of the following estimates earlier; as in the rest of the document, we

require the Riemann hypothesis for their proof.

Theorem A.0.2. For fixed j with α ∈ (1/2, 1) and |σ + it− 1| ≥ 1/4

ζ(j)

ζ

(
σ + it

)
= O

( logj(|t|+ 2)

(σ − 1/2)j
)

The region above are chosen so that they do not include the singularity at

α + it = 1.

Theorem A.0.3. For fixed j,

ψj(x) =

∫ x

0

j logj−1 y dy +Oj

(
x1/2 log2j+1 x

)
.

We prove Theorem A.0.3 on the basis of Theorem A.0.2. The error term

bound O(x1/2 log2j+1 x) is not optimal; by refining our technique (by using the

mean value estimates in this preprint for instance), one can obtain an error term

of O(x1/2 logj+1 x), an estimate on the level of the classical von Koch estimate for

j = 1. It is likely that even this estimate is not optimal (for j = 1 for instance

Montgomery has conjectured the error term is of order x1/2(log log log x)2/ log x)

but either estimate will at any rate be sufficient for our purposes.
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Proof of Theorem A.0.2. We have for |t| ≥ 1 and σ > 1/2

ζ ′

ζ

(
σ + it

)
=
∑
|γ−t|≤1

1

σ + it− (1/2 + iγ)
+O

(
log(|t|+ 2)

)
= O

( log(|t|+ 2)

σ − 1/2

)
+O

(
log(|t|+ 2)

)
,

with the first line following from Lemma 12.1 of [56] (essentially taking a loga-

rithmic derivative of a Hadamard product), and the second from bounding the

number of zeros that lie in a unit interval at height t. We show inductively that

ζ(j)

ζ

(
σ + it

)
= Oj

((
(σ − 1/2)−1 ∨ 1

)j
logj(|t|+ 2)

)
for |t| ≥ 1; we have just demonstrated it for j = 1. Suppose we have the estimate

for ζ(j−1)/ζ. Then for s = σ + it, |t| ≥ 2 and δ = (σ − 1/2)−1 ∧ 1,

ζ(j)

ζ
(s) =

(ζ(j−1)

ζ

)′
(s) +

ζ ′

ζ
(s)

ζ(j−1)

ζ
(s)

=
1

2πi

∫
|z−s|=δ

ζ(j)

ζ
(z)

dz

(z − s)2
+Oj

((
(σ − 1/2)−1 ∨ 1

)j
logj(|t|+ 2)

)
= Oj

((
(σ − 1/2)−1 ∨ 1

)j
logj(|t|+ 2)

)
.

For t ∈ (1, 2) clearly
ζ(j)

ζ
(s) = Oj(1),

which completes our induction.

As moreover for |t| ∈ (0, 1) but |σ + it− 1| ≥ 1/4,

ζ |j|

ζ

(
σ + it

)
= Oj(1),

we have proved the theorem.

To prove Theorem A.0.3 we reference Lemma 3.12 from Titchmarsh’s tract
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[79]:

Lemma A.0.4 (Lemma 3.12 of [79]). Let

f(s) =
∞∑
n=1

an
ns

(σ > 1)

where an = O(ρ(n)), ρ(n) non-decreasing, and

∞∑
n=1

|an|
nσ

= O
( 1

(σ − 1)α

)
,

as σ → 1. Then if c > 0, σ+ c > 1, x not an integer, and N is the integer nearest

to x,

∑
n≤x

an
ns

=
1

2πi

∫ c+iT

c−iT
f(s+ w)

xw

w
dw +O

( xc

T (σ + c− 1)α

)
+O

(ρ(2x)x1−σ log x

T

)
+O

(ρ(N)x1−σ

T |x−N |

)
.

Proof of Theorem A.0.3. Using the lemma with an = Λj(n), we have

f(s) = (−1)j
ζ(j)

ζ
(s),

an = O(logj n)

∞∑
n=1

|an|
nσ

= (−1)j
ζ(j)

ζ
(σ) ∼ j!

(σ − 1)j
.
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Setting s = 1/2, c = 3/4, and T = x2 for x = N + 1/2, we have

∑
n≤x

Λj(n)√
n

=
1

2πi

∫ 3/4+iT

3/4−iT
(−1)j

ζ(j)

ζ

(
1
2

+ w
)xw
w
dw + o(1)

= Res
w=1/2

( j!

(w − 1/2)j
xw

w

)
+

1

2πi

(∫ 3/4+iT

1/ log T+iT

+

∫ 1/ log T+iT

1/ log T−iT
+

∫ 1/ log T−iT

3/4−iT

)
(−1)j

ζ(j)

ζ

(
1
2

+ w
)xw
w
dw + o(1)

=

∫ x

0

j logj−1 y
√
y

dy +O

(∫ T

−T

logj T logj(|t|+ 2)∣∣ 1
log T

+ it
∣∣ dt

)
+ o(1)

=

∫ x

0

j logj−1 y
√
y

dy +O(log2j+1 x).

Because log2j+1 x is a slowly growing function we obtain this for all x, not only

x = N + 1/2. The theorem then follows from partial integration.
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APPENDIX B

The sine-kernel determinantal point process

A point process (X,F,P) on R is a probability measure P on the σ-algebra (X,F),

where X is the set of locally finite configurations of sequences of real numbers:

X := {ξ = ((..., ξ−1, ξ0, ξ1, ...)) : ξi ∈ R ∀i ∈ Z,

and for any compact K ⊂ R, #K(ξ) = #{i : ξi ∈ K} ≤ ∞}

and F is the σ-algebra with a basis consisting of the cylinder sets

CB
n := {ξ ∈ X : #B(ξ) = n}

where n = 0, 1, 2, ... and B is any Borel subset of R with compact closure.

In this way for any Borel B1, ..., BK , the expectation

E
∑
j1,...,jk

1B1(ξj1) · · ·1Bk(ξjk) = E
(X,F,P)

#B1(ξ) · · ·#Bk(ξ)

can be evaluated and, from approximation by simple functions, for any measurable

η : Rk → R, the expectation

E
∑
j1,...,jk

η(ξj1 , ..., ξjk)
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can be evaluated as well. By a combinatorial sieving procedure, so too can

E
∑
j1,...,jk
distinct

η(ξj1 , ..., ξjk).

For instance,

E
∑
j1 6=j2

η(ξj1 , ξj2) = E
∑
j1,j2

η(ξj1 , ξj2)−E
∑
j

η(ξj, ξj).

This defines a measure dµk on Rk, called the k-level joint intensity measure:

E
∑
j1,...,jk
distinct

η(ξj1 , ..., ξjk) =

∫
Rk
η(x1, ..., xk) dµk(x1, ..., xk).

These should be thought of as a generalization of moments for random variables.

By no means do all collections of measures {dµ1, dµ2, ...} on R1,R2, ... correspond

to the joint intensity of a point process, but in the case that

dµk(x1, ..., xk) = det
k×k

(
K(xi − xj)

)
dx1dx2 · · · dxk

it is known that there exists a unique point process, labeled ‘the sine-kernel de-

terminantal point process’, with these joint intensities. Details of its construction

and a more general account of the theory of determinantal point processes can be

found in [70].
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APPENDIX C

Some random matrix statistics

We recall without proof some essential facts from symmetric function theory. A

more complete introduction with proofs of the facts cited below is found in [9]. The

references [75] and [29] are also useful, the latter being a streamlined introduction

from the perspective of random matrices and analytic number theory.

In the variables ω1, ..., ωN , recall the definitions that for k = 0, 1..., N

ek = ek(ω1, ..., ωN) :=
∑

j1<···<jk

ωj1 · · ·ωjk

with eo := 1, while for k = 0, 1, ...,

hk = hk(ω1, ..., ωN) :=
∑

j1≤···≤hk

ωj1 · · ·ωjk .

with h0 := 1.

A partition λ = (λ1, λ2, ...) is a sequence of non-negative integers λ1 ≥ λ2 ≥ ...

such that for large enough n, λn+1 = 0. λ may then be thought of as just

(λ1, ..., λn), and the largest n such that λn 6= 0 is called the length of λ.

If the length of λ is no more than N , we define the Schur function sλ by

sλ = sλ(ω1, ..., ωN) :=
detN×N

(
ω
λj+N−j
i

)
detN×N

(
ωN−ji

) .
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The functions also satisfy

sλ =
∑
T

(ωt[1,1]ωt[1,2] · · ·ωt[1,λ1]) · · · (ωt[2,1] · · ·ωt[2,λ2])(ωt[n,1] · · ·ωt[n,λn]),

where n is the length of λ and the sum is over all so-called semi-standard Young

tableau of shape λ, numbers

t[1, 1] t[1, 2] . . . . . . t[1, λ1]

t[2, 1] t[2, 2] . . . t[2, λ2]
...

...
. . .

t[n, λn] . . . t[n, λn]

with t[i, j] ∈ {1, 2, ..., N} for all i, j, so that in rows numbers from left-to-right are

non-decreasing:

t[i, 1] ≤ t[i, 2] ≤ · · · ≤ t[i, λi],

while in columns

t[1, j]

< t[2, j]

...

< t[·, j]

numbers are strictly increasing. For instance, when N = 3, the semi-standard

Young tableaux of the partition (2, 1) are

1 1
2

1 2
2

1 3
2

1 1
3

1 2
3

1 3
3

2 2
3

2 3
3
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and

s(2,1)(ω1, ω2, ω3) = ω2
1ω2 + ω1ω

2
2 + ω2

1ω3 + ω1ω
2
3 + ω2

2ω3 + ω2ω
2
3 + 2ω1ω2ω3.

For us the importance of Schur functions is that

∫
U(N)

sλ1(ω1, ..., ωN)sλ2(ω1, ..., ωN) du = δλ1=λ2 , (C.1)

for all partitions λ1, λ2 of length no more than N , where ω1, ..., ωN are the eigen-

values of U(N); a proof of this fact can be found in [9] or [29].

Finally, let us introduce the abbreviation

λ = (λ1, ..., λj, 1, ..., 1︸ ︷︷ ︸
k

) = (λ1, ..., λj, 1
k).

This generalizes in the obvious way, but the above usage is all that we will make

use of.

Note that in the case that the variables ω1, ..., ωN are eigenvalues of a random

unitary matrix,

Z(β) =
N∑
n=0

(−1)nene
−βn (C.2)

Z(j)(β) = (−1)j
N∑
n=0

(−1)nnjene
−βn (C.3)

1

Z(β)
=

∞∑
m=0

hme
−βm. (C.4)

Proof of Lemma 5.2.7. All symmetric functions in this section are in the variables

ω1, ..., ωN , eigenvalues of a random unitary matrix. We show that

Hj(r) =
r∧N∑
ν=1

(−1)ν(νj − (ν − 1)j)s(r−ν+1,1ν−1). (C.5)
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Lemma 5.2.7 then follows from the Schur orthogonality relation (C.1).

In the first place, from (5.83) and (C.3) and (C.4), we have by pairing coeffi-

cients,

Hj(r) =
r∧N∑
ν=1

(−1)ννjeνhr−ν . (C.6)

But note that for n ≥ 1, m ≥ 0,

enhm =
∑

α1<···<αn

∑
β1≤···≤βm

ωα1 · · ·ωαnωβ1 · · ·ωβm ,

where if m = 0 the sum over β is understood to be empty.

In the case that m 6= 0, breaking the sum into two parts depending on whether

α1 ≤ β1 or β1 < α1, this sum is

enhm =
∑

α1≤β1···≤βm

ωα1ωβ1 · · ·ωβn
∑

α2,...,αn
such that

α1<α2<···<αn

ωα2 · · ·ωαn

+
∑

β1≤···≤βm

ωβ1 · · ·ωβm
∑

α1,...,αn
such that

β1<α1<···<αn

ωα1 · · ·ωαn

=s(m+1,1n−1) + s(m,1n)

Provided we adopt the convention that s(0,1n) = 0, this remains true when m = 0.

On the other hand, if n = N ,

enhm = ω1 · · ·ωN
∑

β1≤···≤βm

ωβ1 · · ·ωβm

= s(m+1,1N−1)

since in this case, for any indices β1, ..., βm of the sum, 1 ≤ β1.
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Therefore, for all j ≥ 1 and r ≥ 1,

Hj(r) =
r∧N∑
ν=1

(−1)ννj
(
s(r−ν+1,1ν−1) + δν 6=r,Ns(r−ν,1ν)

)
=

r∧N∑
ν=1

(−1)ν(νj − (ν − 1)j)s(r−ν+1,1ν−1),

as claimed. Applying (C.1) to this proves the lemma.

We mentioned earlier that this result is equivalent to the 2× 2 ratio theorem

for the unitary group.

Theorem C.0.5. For A,B,C,D complex numbers with |C|, |D| ≤ 1, for N ≥ 1,

∫
U(N)

det(1− Au) det(1−Bu−1)

det(1− Cu) det(1−Du−1)
du

=
(1−BC)(1− AD)

(1− AB)(1− CD)
+ (AB)N

(1− CA−1)(1−DB−1)

(1− (AB)−1)(1− CD)
. (C.7)

Proof. We let

A = e−β1+s1

B = e−β2+s2

C = e−β1

D = e−β2

with <β1,<β2 > 0. (There is no real loss of generality to assume A,B,C and D

are real, and this would make less to keep track of in the argument that follows if

the reader desires.)
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Then the left hand side of (C.7) is

∫
U(N)

Z(β1 − s1)

Z(β1)

(
Z(β2 − s2)

Z(β2)

)
du

=
∞∑

j,k=0

sj1
j!

sk2
k!

∫
U(N)

(
(−1)j

Z(j)

Z
(β1)

)(
(−1)k

Z(k)

Z
(β2)

)
du

= 1 +
∞∑

j,k=1

∞∑
r,s=1

sj1
j!

sk2
k!
e−rβ1−sβ2

∫
U(N)

Hj(r)Hj(s) du.

Here we have used that,

∫
U(N)

Z(0)

Z
(β1)

Z(0)

Z
(β2) du = 1

and slightly less trivially that

∫
U(N)

Z(j)

Z
(β) du = 0

for j ≥ 1, which follows from, for instance, equations (C.3), (C.4) (with all ex-

ponents of ω being positive in both identities) and that for any θ, u 7→ ei2πθu

preserves the Haar measure of the unitary group.

208



On the other hand, after rearranging the right hand side of (C.7), it is just

1 +
(1− e−s1)(1− e−s2)

1− e−β1−β2
es1+s2−β1−β2

(
1− (es1+s2−β1−β2)N

1− es1+s2−β1−β2

)
= 1 +

(1− e−s1)(1− e−s2)
1− e−β1−β2

N∑
ν=1

eν(s1+s2)e−ν(β1+β2)

= 1 + (1− e−s1)(1− e−s2)
N∑
ν=1

eν(s1+s2)

∞∑
r=ν

e−(β1+β2)r

= 1 +
∞∑
r=1

e−(β1+β2)r
∑
ν≤r
ν≤N

[
eνs1 − e(ν−1)s1

][
eνs2 − e(ν−1)s2

]

= 1 +
∞∑

j,k=1

sj1
j!

sk2
k!

∞∑
r=1

e−(β1+β2)r

r∧N∑
ν=1

(
νj − (ν − 1)j

)(
νk − (ν − 1)k

)
.

By pairing coefficients, Lemma 5.2.7 is therefore equivalent to the right and left

hand sides of (C.7) being equal.

One may wonder whether this same analysis can be used at this point to show

that the GUE Conjecture implies the ratio conjecture (5.25) for the zeta function.

The answer is not quite; one would require some uniformity in j and k for our

covariance asymptotics. In particular, an estimate which would be sufficient to

deduce Farmer’s ratio conjecture from the GUE Conjecture is

Conjecture C.0.6. For all fixed positive constants A,

(
1

T

∫ T

0

∣∣∣∣ζ(j)

ζ

(
1
2

+ A
log T

+ it
)∣∣∣∣2 dt)1/2j

.A log T (C.8)

uniformly for all j ≥ 1 and T ≥ 1.

Of course one could only hope to prove such an estimate on RH. On RH,

a weaker estimate in which the right hand side grows in j such a bound can

be obtained from the methods of section 5.11. It would be interesting if these

methods can be refined to produce the conjectured uniformity in j.
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