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ORIENTATION AND ENERGY TRANSFER STUDIES ON CHLOROPHYLL
IN THE PHOTOSYNTHETIC MEMBRANE "

By

John A. Nairn

ABSTRACT

The aim of this thesis is to study the 1light reactions of

photosyntheéis. The two methods of study wused are orientation dependent

‘spectroscopy and picosecond resolution of the fluorescence decay

kinetics.

Analysis of spectroscopic measurements on. complex partially
ordered ensembles, such as photosynthetic systems, is usually limited by
knowledge of the orientational distribution function. A neﬁ method of
parametrically representing - the distribution function using a physical
model of the partially ordered ensemble is described in Chapter II. The
parametric representation of the distribution function is the density of
states function. Many’ formul as are included which ‘can be used to
calculate density of states functioné for a large range of problems.

Fluorescence decay kinetics 1in chloroplasts from green p]ants and
algae are investigated ﬁsing'a synchronously pumped, mode-locked dye
laser as an excitation source. This sétup can resolve fluorescence
1ifetimes -as short as 25 ps.

The fluorescence decay kineticsua}e‘ found to be characterized by

tmreer@x@dnentﬁaﬂ tnmpOnentsm'Wﬁe:sﬂ@w;pﬁése is 1to2 ns, and the two
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faster phases are.350 to 750 ps and 50 to 100 ps. The exact lifetime and
yield of each component depends on the experimental conditions. The
results are shown to be consistent with a model of the photosynthetic
unit described in Chapter V. Briefly, the fast phases are “prompt"
fluorescence which results from excitation lost in transit to the
reaction center of photosystem II. The slow phase is “"delayed"

fluorescence which results from excitation that returns to the

chlorophyll antenna after a charge separation and recombination reaction

in the photosystem II reaction center.

The addition of,Mg+2 to broken chloroplasts induces changes in the
primary processes of photoSynthesis. The effects of these changes oh the
fluorescence decayxkinetics are reported in Chapter VI. The results are

interpreted by postulating two effects of Mg+2

that occur at different
levels of added Mg+2. As the concentration of Mg+2 is increased from 0.0
to 0.75 mM the 1lifetimes of the slow and middle phases increase. These
increases indicate that cbnnection§ between photosystem II and
photosystem I are 'a1tered resulting in a decreased rate of energy
spillover from photosystem Ii to photosystem I. As the concentration of
M9+2 is increased up to 2 mM, the yield of the slow phase increases at
Fmax’ but at FO it decréases from a peak at 10w concentrations of Mg+2.
In conjunction with the intensity dependence of the fluorescence decay
in the presence and absence of’Mg+2, these changes indicate that effects
on the chlorophyll a/b 1ight-harvesting antenna cause both an increase
in the absorption cross section of photosystem II and an initiation of
communication between photosystem I1 units. Investigatfbn of the
Fluorescence lifetimes and 3ﬁé3ﬂs durﬁxg*iﬁe*?“tn”s'fiuaré%cvnte decline

in chloroplasts, described in Chapter VII, .suggests:that the transition

Vand
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to the S state is analogous to removal of the Mg+2

effect.

In Chapter VIII, five kinetic components are found in the low-
temperature fluorescence decay kinetics from spinach chloroplasts. Three
- of these components are present at short wavelengths (670 and 680 nm);
~they appear to be analogous to the room-temperature fluorescence decay
components, and their behavior adds support to the model in Chapter V.
Two new components are observable at Tlong wavelengths (>710 nm). One
long-wavelength component is a resolvable risetime of 50 to 150 ps, and |
the othef is a slow decay of 2 to 3 ns. The resolvable risetime is a
direct observation of energy transfer from the bulk chlorophyll antenna
to the small pigment bed of ch]orbphy11 responsible for the 1long-
wavelength emission.

These fluorescence decay studies greatly increase the effectiveness
of fluorescence as a non-destructive probe into the photosynthetic unit.
The complex nature of the fluorescence decay - in chloroplasts has now
been characterized. Knowledge of the three fluorescence decay components
and the ability to measure these components under various sample

conditions can provide much information.
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Chl a chlorophyll a antgnna-of photosystem I
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CHAPTER I
INTRODUCTION

I-1. THE LIGHT REACTIONS

The  photosynthetic  1light reactions in green plants and. in
photosynthetic bacteria convert absorbed 1ight energy into chemical

potential energy. They begin with the absorption of an incident photon

- by a light-harvesting array of pigment molecules - mostly chlorophyll

molecules. Electronic excitation is‘then transferred through the pigment
array until it is trapped by a reaction center which contains'a prjméry
donor and intial acceptors for a series of electron transfer reactions.
The electron transfer reactions, which are_driVen"by the trapped
electronic excitatidn energy, provide the mechanism for the storagé of
chemical potential energy. | |
Thé cpmp]ete set of 1ight reactions in green plants is divided into
two systems - photosystem I and photosystem IT. ~ Photosystem I is
involved 1in the storage of chemical potential energy Sy reducing NADPT
to NADPH. Photosystem II is 1nv019ed in splitting water into molecular
oxygen and-réducingvequiva]ents. The oxygen is evolved and the reducing

equiva1ents provide a source of electrons for the photosystem I 1light

- reaction. Photosystem - I and photosystem II are lTocalized in- the

thylakoid membrane which is an internal membrane component of the green

" plant photosythetic organelle called -a chloroplast. An electron

micrograph of a chloroplast is shown in Fig. 1-1 [17. mne_=thyﬂakgﬁd

membrane s partitioned -into stacked regions (grana) -and wunstacked
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XBB 821-170

Figure I-1: Electron micrograph of a chloroplast displaying the

arrangement of the thylakoid membranes {from Ref. [11]).
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regions (stroma). The outer membrane defines the envelope 6f the
cﬁ1orop1ast. ‘

Detergent treatments of - thylakoid membranes has resulted in the
isolation of three major protein complexes - the chlorophyll a/b
protein, the photosystem I comp]ex; and the photosystem II complex [2].
About 50% of thé green p]ént chlé;ophy11 is foundvin’ chlorophyll é/b
proteins [3]. The chlorophyll a/b protefn subunit has a molecular weight
of 35,000 daltons and contains three mo]ecules‘each‘of chlorophyll a and
chlorophyl1l b [4]. The twé photosystem complexes contain both Tlight-
harvesting chlorophyll a molecules and the reaction center of that
photosystem. A reaction center from each photosystem together with a set
of .light-harvesting ch]orophyll- ~and associated electron transport
components is known as a photosynthetic unit.

| The detailed organization of the chlorophyll-protein complexes
within the thylakoid membrane is not known. Some of the basic features
are shown in ng. 1-2 which illustrates a hypothetical section of a
thylakoid membrane. The photosystem I ahd-‘photosystem IT comp]exes
together with the chlorophyll a/b -protéins are spread throughout the
membrane. 9700 and P680 shown in Fig. I-2 are the primary electron
donors in photosystem I and photosystem II respectively. These electron
donors are specialized chlorophyll a molecules, or chlorophyll a dimers,
which are distinquished from the 1ight-harvesting chlorophyll by the
ability to initiate electron transfer reactions and their red-shifted
absorption spectrum. 9790 and P680 refer to pigmen?s absorbing at 700 nm

‘and'680 m respectively [5,6].
The study of the photsynthetic 1ight reactions in this thesds

follows two directions. The first -direction is .an .attempt to -elucidate
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Figure I-2: Hypothetical section of a thylakoid membrane. Chl a/b, P680,
and P700 are defined in the text: RC1 and RC2 are the photosystem I and

photosystem II complexes (K. Sauer, private communication).
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TNTRODUCTION .

specific orientation details for the model in Fig. I-2. To this end, we
have developed new methods for extracting structural information from
spectroscopy of complex partially ordered systems. The second direction
examines the transit of electronic excitation energy through the
photosynthetic unit. This question is studied by picosecond resolution

of the fluorescence decay kinetics.

I-2. ORIENTATIONAL AVERAGING

The orientation of photosynthetic pigments with respect to the
thylakoid membrane, or the orientation of these pigments with respect to
each other, can be characterized through studies involving Tlinear
dichroism, fluorescence polarization, magnetic resonance, or X-ray
crsytallography on ordered samples. A highly ordered sample is best
- obtained thrgugh 'crysta11ization, but unfortunately only one
chlorophyll-protein complex has been crystallized to date [7]. Partial
order in photosynthetic samples can be induced in a magnetic field
[8,91, in an electric field [10], in a stretched film [11-13], or in a
flow system [14,15]. Partial order‘ in biological systems is generally
- complex and the problem with analyzing spectroscopic studies on these
types of samples is incomplete knowledge of the distribution function.

In Chapter II is presented a new approach to orientational
averaging which is particularly useful for analyzing spectroscopic data
from ﬂcompiex partially ordered. systems. The ‘techniques described in
Chapter II were introduced in Refs. [16-19] and first applied to

calculate the orientation -of the-reaction center in -the photosynthetic
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bacterium Rhodopseudomonas viridis with respect to the membrane [20]. In

this thesis emphasis is placed on actual use of our orientational
averaging theory through provision of detailed examples. Our techniques
are generally applicable to complex orientational averaging problems; we
hope that their use will encourage new quantitative studies on partially

ordered systems.

[-3. FLUORESCENCE DECAY KINETICS

The  room-temperature fluorescence emission  spectrum from
chloroplasts has a maximum at 680 to0.685 nm and a tail that extends
beyond 730 mm [21]. The fluorescence yie]d at 680 nﬁ\is a function of
‘the state of an electron acceptor Q iﬁ-photosystem IT [22]. When Q is
reduced, it is‘ not capable of accepting an electron from P680" the
primary electron donor in photosystem II. If all photosystem II's have Q
reduced, the chloroplasts are said to be in the all-closed state. In the
all-closed state, the fluorescence yield is at é maximum level, Fmax‘
When Q is oxidized and capable of accepting an electron from Pggg» the
reaction center in photosystem II is open. In the all-open state, the
f1uorescénce yield is at a minimum level, FO' The ability of Q to quench
fluorescence when it is oxidized is the'origin of the nomenclature Q for
quencher."Action‘spectra and the fluorescence emission spectra of
subchloroplast particles enriched in either photosystem I  or
photosystem II indicate that at reom temperature, all of ‘the 'vari&blé
- Fp) and most of the background fluorescence (FO)

fluorescence (F__.

-emanates from photosystem 1T [21,23,24].
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Brody and Rabinowitch were the first to investigate the
fluorescence decay kinetics of ch10rop1asts [25]. Since their work,
direct observation of the f1uorescehce decay on an oscilloscope [25-29]
and by phase fluorimetry [30-37] have been used to investigate the time
resolved fluorescence decay kinetics as a function of the state of Q.
There is general agreement . that in the all-open state the average
lifetime 1is about 0.5 ns, and in the all-closed state the average
lifetime increases to about. 2 ns. Unfortunately, these conventional
methods of time resolving f1luorescence decays do not have sufficient
réso1ution to investigate the details of picosecond f1uorescence decays.
This prob1em is especially apparent in the all-open state, where the
decay is very fast.- |

The application of solid state picosecond lasers to photosynthetic
research in the early 1970's promised much better timé resolution. The
eér1y reports using these 1lasers were that thev average fluorescence
lifetime is much shorter then previouély reported - 100 to 200 ps as
compared to 500 ps [38-45]. The measured fluorescence lifetimes turned
out to  be artificially shortened by exciton-exciton annihilation
processes [46-49]. These excited state interactions are possible because
~of the large nﬁmbér of excited states created in the chlorophyll 1ight-
harvesting antenna by the high-intensity, solid-state laser pulses. More
céreful studies using theée same Tlasers at reduced intensity are in
general agreement with econventiona] methods [50-54]. The necessity of
lowering the laser pulse energy reduces the signal-to-noise ratio of
data detected with a streak camera. As a result, these picosecond lasers
5ti11 -do not allow a detailed investigation of the fluorescence decay in

chloroplasts.
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Single-photon timing [55j has often been used to time resolve
fluorescence decays and subnanosecond resolution 1is possible even with
traditional spark gap excitation sources [56,57]. The technique of
single-photon timing has been applied - to fluorescence decays in
chloroplasts [58,59]. The most recent applications have rep1aced} the
spark gap excitation source with a synchronously pumped, mode-1ocked dye
laser which has a pulse width of less than 10 ps [60,61]. This type of
single-photon timing 1is capable of picosecond resolutibn, and the
intensity of the Taser pulses 1is low enough that excition-excition
annihilation processes are ne?er a problém. The fluorescence decay
kinetic studies in this thesis are dbne using such a sing]é—photon
timing system. The details of our picosecond fluorimeter which is
estimated to have a 25 ps resolution are described in Chapter III.

In Chapter IV is.presented fluorescence decay measurements as a
functioﬁ‘ of the state of Q. 1In both'the all-open state and the all-
closed state, we find the fluorescence decay in spinach chlorop1a§ts, in
pea chloroplasts, and in green algae to be characterized by three
exponential components. A slow component has a lifetime of 1 to 2 ns and
two fast ~components  have lifetimes of 350 to 750 ps and 50 to 100 ps.
The exact lifetimes and yields of each component- depénd oh the -
experimental c¢onditions. All of our data are consistent with a modified
tripartite -model [62464]. The tripartite mode], schematically
illustrated in Fig.v I-3, was developed by Butler and coworkers [62-64].
It divides the chlorophyll light-harvesting antenna into three parts.
The Chl a/b LH antenna is composed?of.ch]orophy]l.a/b proteins, and the
Chl a; and <hl vaz"antennae are composed of -<chlorophyll a Tight-

harvesting proteins closely .associated with the reaction centers .of
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Chl a/b LH

XBL 8112-12972

Figure °1-3: Schematic.representation of ‘the tripartite modél (from Ref.

[63])
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photosystem I and photosystem II, respectively. The relative connections
between the components of the tripartite model displayed in Fig. I-3 are
intended to il]ustraté the possible routes of energy transfer between
these canpohents.

Complete interpretation of our data requires extension of the
}trip;}tite model to explicitly include the electron transfer processes
in photosystem II. Recent work by Klimov and coworkers [65-71] has led
to the photosystem II reaction center model dépicted in Fig. I-4.vUnder
conditiens where Q is reduced, they measured a reversible photobleaching
of a pheophytin'mo1ecu1e (Ph) in photosystem II subchloroplast particles
[65-70] and in chloroplasts [69,70]. Their proposal is that Ph acts as
an intermédiary electron acceptor between P680 and Q. Charge separation
between Pggy and Ph is possible in both the all-open and the all-closed
states. In the all-closed state, electron transfer past Ph 1is not
possible, but a charge recombination between ngo and Ph~ leading to
excited-state chlorophyll molecules may result in  “"delayed"
fluorescence. This mechanism is the origin of the 1to 2 ns slow
component - we observe. A detailed kineti; analysis of a'tripgrtite model
which includes the photosystem II reaction center processes is presented
in Chapter V. |

Besides the state of Q, other factors influence the fluorescence
properties of ch]orop1asts, Many of these factors are related to
regulation mechanisms by which energy is partitioned between
photosystem I and photosystem II. These regulation mechanisms probably
are controlled by “ﬁﬁhﬁc levels and fluxes in the chloroplasts T?Qﬂ. The
fluorescence decay kinetics in different States .of energy ﬂﬁﬁivﬁhﬂiion

are pngsented~&n Chapters VI amd VII. In Chapter V1 we wexamine :the
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P-*-
Feso —717 PHh

Volis

0.4

0.8

| =
1.2 680

XBL 8112-12970

Figure I-4: Midpoint level diagram for the electron donors and acceptors
in -photosystem - TI f(’fr*qn Ref. 1[69]). Abbreviations: Pggg» Primary

electron donor; Ph, pheophytin; and Q, secondary electron acceptor.
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effect of Mg+2 on the robmetEmperature fluorescence decay kihetics in
spinach chloroplasts. In Chapter VII is presented measurement of the
fluorescence decay at various stages of the slow transition from the
vinitia1 high fluorescence yield state (P state) to the steady statevlow
fluorescence yield state (S'state) [73]71h spinach'ehTOroplasts.

While the room-temperature emission spectrum of chloroplasts is
~broad and featureless, at 77K 'the.fluorescence emissien spectrum is-
resolved into three peaks at 685 nm, 695 nm, and 735 nm [21].v These
_peaks have been assigned to the Chl a/b LH antenna, photosystem II, and
photosystem I, respectively [74], In Chapter VIII s presented a
wavelength-resolved measurement of the fluorescence decay kinetics in
spihach chloroplasts at 77K.. The results 1ndieate that it is possible to
.study fluorescence from‘ different parts of the photosynthetic unit

independently of the other parts.
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CHAPTER II
ORIENTATIONAL AVERAGING

IT-1. INTRODUCTION

Spectroscopic studies on oriented sysﬁems pkovide important sohrcés'
of “structural information in chemicél and biochemical systems. These
studies involve preparing a sample in a partially ordered ensemble and
measuring a spectroscopic response such as linear dichroism, EPR, or
fluorescence po]arization. The problem we undertake is how to extract
the structural information from an observed response in such a partially
ordered ensemble. In biological systems, such as photosynthetic
membranes, the analysis problem is often very complicated, because it is
difficult to quantitatively ~describe the bartia] ordering. To
i11u$trate, some photosynthetic systems (e.g. ch]ofop1asts [1] and
bacterial cells [2]) will orient in a magnetic field. The photosynthetic
pigments ‘which can be.probed ‘spectroscopica11y are imbedded in the
membranes  internal to  these systems; they become oriented as a
consequence of thé entire system becdning oriented. To completely
describe this partially ordered ensemble, it 1is necessary to consider
two typeé of ordering effects: |
(1). Incomplete alignment of the photosynthetic system in the magnetic
field due to a finite magnetic susceptibility anisotropy-.

- (2). Inherent disorder present in the‘membfanes. This disorder can arise
?rom 10ba1 imperfections in the:meﬁbrahe-suﬁfacefor %run“fimctuaiﬁbns*ﬁn

the orientation.of the photosynthetic pigment being probed with respect
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to the membrane.
The second effect makes the problem much more complex than traditional
systems oriented in a magnetic field [3] or an electric field [4]. Our
theory proVides a general method for dealing with many types of unusual
and complicated partially ordered ensembles.

In this chapter, I will extend the work begun in Ref. [5]. I will
emphasize examples that- illustrate the use of the orientational

averaging theory.

II-2. GENERAL COMMENTS

We consider an ensemble of mo1écu1es that are spectroscopically
identical and noninteracting. An observed response is, therefore, a
superposition of the responses for the individual molecules. The
superposition can be calculated by averaging a response function over an
orientational distribution function. In what follows, I will be
concerned only with a static ensemble of molecules whose independent
molecular motion is negligible. The orientational averaging will then be
done with a distribution function that is independent of time.

Befbre continuing, let me formally define two axis systems that
will frequently be used in the ensuing discussions. First is the
laboratory axis system (LAS); it 1is an axis system fixed in the
1aboratory reference frame. Any electramagnetic probe, such as the
direction of the magnetic field wmsed in EPR experiments, -will be a
sconstént~wector in the LAS. T will label the LAS axes x, y, and i, and

411 vectors imLAS coordinates will be unprimed (e«g. the vector ¥). The
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second axis system 1is the molecular axis'system (MAS); it is an axis
system fixed with respect to the molecule being probed. I will Tabel the
MAS axes x', y', and z', and all vectors in the MAS will be primed (e.g.
the vector V'). |

Many spectroscopic response functions depend only on - the direction
of one vector V' in the MAS. Examples include V' as the polarization
- vector of the electric field in absorption spectroscopy or V' as the
direction of the magnétic fie]d in EPR spectroscopy. The observed
response when a one-vector response function is abp]icab]e can be
written

T 2w : '
KI> = 6 de s d¢ I(e,4)D(06,4,4) (1)
0

where I(e,¢) is the response of the system when V' has coordinates
[V'1(sin e cos ¢, sin e sin ¢, cos 8) (i.e; V' is defined by the
spherical ang]esie and ¢ - see vector yl' in Fig. IIel) in the MAS,
D(6,6,4) is the probabilty that V' has those coordinates, and A = (A1
seeey Ak) is a set of parameters that deséribe the partia] ordering. We
call D(®,,) the density of states function. The core of our
orientational averaging theory 1is the evaluation of D(9,¢,A) from
~arbitrary models. The evaluation technique is easily applied to
comp]iéated problems like the one mentioned above.

Some spectroscopic response functions depend on the directions of
two vectors yi' and ye' in the MAS which are perpendicu]gr to each -other
and define directions of interest. vFor example, 1in a fluorescence
polarization mx@erﬁm@ntwly&“ could be the polarization direction of the

exciting 71ight and “ﬂz‘ could ‘be the polarization directﬁon"of “the
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XBL 804-4110

Figure II-1: Def‘im‘tionv of the angles 8, ¢, and w in the MAS (primes are
omitted from the axis labels). 8 and ¢ are the traditional spherical
éngles for the vector 11'; 8 s the polar angle and ¢ is the azimuthal
angle. w is the .angle between ¥," and an arb"it%ary {but fixed) direction

d in the plane perpendicular to . *
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detected fluorescence. In this case, we need a two-vector density of
states function P(6,¢,0,a) that is an extension of D(9,¢,4) to.
simultaneously in;]ude  the second vector. P(6,¢,0,4) gives the
probability that the location of 12' is defined by w when the spherica]
angles of V;' in the MAS are 6 and ¢. This situation is f11ustrated in

Fig Ii-l; by trigonometry, the coordinates,oflll' énd !2' are given by

sin & cos ¢
V' = | sin e sing - | (2)

cos o
and

COS 6 COS ¢ €COS w+ Sin ¢ sin w
V,' = | sin ¢ cos 8 cos w - cos ¢ sinw (3)

-sin 8 cos w

The observed response is

m 2r  2n
<I>= s de s do s dw I(6,¢,0)P(0,0,0,4) : (4)
0 0 0 : ' ‘

where 1(6,¢,0) is the response when yl' and yzf are - defined by Eqs. (2-
3) in the MAS.

IT-3. ONE-VECTOR PROBLEMS

The derivation of D(6,¢,A) -in Eq. (1) has been given in detail in

Refs. {5] and [61. A %r$éf«out]ﬁne;pf the.dekﬁvatien $hould suffice
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here. Consider a partially ordered set of MAS's such that each MAS is
related to the LAS by & = (a5 ey @) where ey, ..., o are n angles
used in n rotations Rl(al), ceos Rn(an) that rotate the LAS into the
MAS. The average intensity is

A>= 1 oo 1 I(a)W(a,d)da (5)

a B X
1 n

where I(a) is the intensity function when the MAS is at orientation a,
W(a,a) is a weighting function which gives the probability that the MAS
has orientation a, and a = (845 «ees 8) is, as before, a set of
parameters that describe the partial ordering. A coordinate
transformation (al, coes an) to (8,4,vys «eo, Vn-2) Js performed using

the constraint that V in the MAS is

Vl

[V'|(sin 8 cos &, sin & sin ¢, cos o )

n
i=1 » .

where V is the vector of interest in the LAS (see Appendix I for the
convention used for rotation matrices). Application of the n dimensional
change of variable theorem [5-7] yields
- _
I(e ,¢)ded¢ f e I W(9,¢,V1,oa.,vn_2 ’_A.)

. i Vp-2
X dJ :(79 ,"¢ 3 Vl gew e’y an_z )d_\{. (7 )

| T2
I>=7r7
00

where J is the Jacobian of the transformation. By -comparison with Eq.

{1) we have
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D(B8,6,4) = S ees f w(e,¢,v1,...,vn_2t5)
1 "n-2 v
X J(e,¢,v1,...,vn;2)q! (8)

A. EVALUATION OF D(e,6,A) FROM A MODEL

The - spectroscopic simulation technique discussed above is based on
the density of states function D(8,4,4) given in Eq. (8). I present here
detai]s of how D(6,¢,4) is obtained in practice. The key step is to
determine fhe set of n rotations Rl(al), cons Rn(an) that generate the
partia11y ordered ensemble of MAS's. The orientation of a given member
of the ensemb]e.is specified by a = (al, cees an). The‘density of states

~is  determined by the weighting function W(a,a) which gives the
probability that a member of the ensemble has orientation a (see Eq.
(8)). Because ft takes only three'angTes to specify the orientation of
the MAS with respect to the LAS, one might ask why n would ever be
greater than three. The answer is that the n rotatibns are chosen to
utilize symmetry properties of the system and allow one to write down
W(a,A) by inspection. In contrast, if only three rotatfons, such as the
Euler rotations, are used, it is not possible in general to construct
W(2,4) in a straightforward fashion. In fact the problem of constructing

V W(e,8) becomes equivalent to the problem of finding D(®,4,4).

1. Densitytof states for a fhin film

As an example, consider -an ensemble of prolate cy]indricai
particles that are oriented by drying in a thin film. The LAS (xyz) is
~defined -such that the xz plane is the plane of the film with its normal

along the y -axis. The MAS {x"y'z") will be taken with the z' axis along
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the Tong axis of the cylinder. A reasonable model for this system is
that the particles tend to align such that the angle between the long
axis of the cylinder and the plane of the film, ®,, is zero. That is,

the probability distribution in a, is
wm:(“z;.é) = eXp('E("Z’A)/kT) | (9)

where - E(aZgA) is a potential energy function with a minimum at a, = 0.
The ensemble of MAS's can be generated by beginning with the MAS aligned
with the LAS and applying the following three rotations: 1) a free
rotation of ay about the =z axis, 2) a rotation of azlweighted by Eq.
(9) about the x axis, and 3) a free rotation of as about the y axis. The
probability that a particu1af member of the ensemble has orientation a =
(al,az,a3) is given by Eq. (9).

Let V' be the direction of interest in the MAS, then D(e,9,4) is
the probility that !j’has spherical angles o and ¢ in the MAS. In Ref.
[5], we assigned the z axis to the axis of the first rotation (as was

done above) and showed that the Jacobian in Eq. (8) is
J = sin 8 []av,'(a)/3a [ (v], eev, v, 5,0)] (10)

and that Eq. (8) reduces to

; W(a,A)dv
D(e,0.8) = 222 s. s (11)
V{ Vpo2 avi(g)
aan Vl, --o,vn-z ,e

where N is a normalization constant,

31 = -¢ + fl (vl’ ER R TP vn_z ,;'e)
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. - | (12)

®n-1 = Vn-2

(!n = fz(vl, evay Vn_z,e)

IaVz'(g)/aanl is the indicated partial derivative with G1s  eee, @
replaced by the transformed variables in Eq. (12), f(vys eees vn-2’°)
and fz(vz, cees Vn-2’°) are determined by the constraints in Eq. (6) and
dv includes all the necessary volume elements. To illustrate, we will
consider a polarized absorption experiment on a driéd film with V in the
LAS equal to (cos ¥, sin ¥, 0). Application of'Eq. (11) yields (see
Appendix IT) |
s 8-y
sin o v
D(6,a) = £ cos vy Wne(vqsa)
LI B T

x {[sin vy+sin(e+¥)I[sin(e-v)-sin v1]}'1/2dv1 (13)

Note that D(8,8) is axially symetric. In fact, any density of states
derived from a rotation scheme where the first rotation is unrestricted
will be axially symnefric; The reason is that the onTy occurance of.¢ in
Egs. (11-12) is in the equation for @1 and if the first rotation is
unrestricted (i.e. W(2,A) independent of al), D(9,4) will be independent

of ¢.

2. Three-Rotation Density of States - Evaluation by Chebyshev Quadrature
The integral in Eq. (13) must be -evaluated numerically, a task

which is -complicated by:thessingﬂ]ariijes of the integrand. at the
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endpoints. Al1 density of states: calculations that we have attempted
have similar singularities, but the problem can be circumvented. By

making the substitution
vl(x) = sin”l(x sin 6 cos ¥ - sin ¥ cos o) (14)

Eq. (13) can be transformed to
R _ .
in o 2y-
D(o.8) = S 1 by (v (0,8) (15720 (15)
the function (l-xz)“l/2 is the kernal for Chebyshev quadrature and,

therefore, Eq. (15) is trivial to evaluate by numerical techniques. The

result to Qth order quadrature is

. Q
D(s.4) = 0% e.zleF(vl(x.i),_Q) (16)
. j=
where
X; = cos(Eig%all) | ' - (17)

The dried film model is an example of a zxy rotation scheme. If one
picks the z axis. as the axis of the first rotation, the only possible
three-rotation schemes are zxy, zyx, zyz, and 2XZ. Furthermore, zxy and
zyz are related to zyx and zxz by a simple exchange of x and y, which
means that the only two .unique three-rotation schemes are zxy and zyz.
We will now consider all possible three-rotation density of states; but
first 4t is «onvenient to ﬁmtr@ﬂuce.a general notation for density of

states ?ﬂnctﬁnnSQ“ihE%notatinn is



'ONE=VECTOR ‘PROBLEMS ' ' 29

0y [e o] o (18)

where RS is the rotation scheme (e.g. zyz, zXy, 2zXyz, etc.), v is the
type of 'V field vector [V=1 for ,!?(cos ¥, sin ¥, 0), v=2 for V=(cos ¥,
0, sin ¥), and w3 for V= (0, cos ¥, sin ¥)1, ¥ is the angle of the V

field vector, and W 'is the weighting function. As an example, the

dénsity of states for dried films in Eq. (16)'is_denoted_by
D(0,a) = DF™T0, W] W

We find that all thfee-rotation density of states can be reduced to
. Chebyshev quadrature integrals. Analagous the Eq. (16), we write in the
new notation

oR o W(al(e #:%1)53p(0,x) a3(0,%;) ) (20)

IIMO

s954] = h
=1

where x; is given by Eq. (17) and N is a normalization constant. In
Table II-I we quoté the functional forms of a,(8,0,x;), ay(6,x;), and
a3(9,xi) for rotation schemes equa1 to zyz and zxy and v equg] to 1, 2,

and 3.

3. Four-Rotation Density of States

Next, we proceed to the density of states for‘mode1s that require
four rotations. In general, these density of states functions are much
more difficult to calculate, and ‘we will treat only the aXia]]y
. symmetric D{®,A); d.e. the case wihen W(a,8) is “independent of a,. As
will be explained later, it is straightforward to extend our results to

cases ‘that Tack axial -symmetry. We dl'so make -the simplifying -assumption
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Table II-I: The functional forms of °1(°’¢’xi)’ “2(°’xi)’ and a3(e,xi)
in Eq. (20). The normalization constant in Eq. (20) is chosen such that
n/2 w/2 RS
s de rde D7 [oa,0,W] =1
o o Vo¥
Q 1is chosen to insure convergence of the numerical integration formula

Q=25 is usually sufficient).

a. Both the + and -~ forms of a3(6,x) must be included in the sum in Eq.
(20).
b. These formulas are inconvenient when the denominators are zero;

instead use

D5YZ ,[6,6,W] = D32 o0, 0,11

2 n/ 3 n/
g T/2
= S;\ln éDa3w(al,02,a3,A)

a, = a ée.
whgre 1 ¢ and 2
¢c. These formulas are inconvenient when the denominators are zero;

instead use

szy/2[9,¢ Wl

zxy[e o, W]

sine /2
N (J)’ da3W(a1,a2,a3 _)

where @ = ©/2 - ¢ and @, = 8 - /2.
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Table II-1 (part 1)

RS az(e,x) a3(e,x)
’ a
zyz cos™[sine/TI=X)7Z ] ¢tc05'1(§%%§—)
cose-sinycosa, b -
zyz ~cos°1(xcoswsine+sinwcose)» cos'l( TR 2)
o ¥Sinap
v ,_1( ) _1,Cose-sinycosa, b
zZyz ~¢c0S “(xcosypsine+sinycose sin - —
| ~ cosysine,
' , cose+sinysina, C
Xy sin'l(xcoswsine-sinwcose) sin'l( - 2
_ : cosvcosa,
. =1 i . -1,cos0 , @
zZXy ~sin “[sine/{1-x)72 ] +Y+sin ﬁﬁiﬁfﬁ
v 2
-1 : .1,C0s8+cosvsina,
Xy sin”"“(xsin¥siné-cos¥cose). cos

sTn¥cosa,
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TABLE II-I (part 2)

RS

a1 (8,6,x)

zyz

zyz

zyz

ZXy

Xy

Xy

-¢+sin'1(

-¢+cos'1(|cotazcote|)

-¢+sin” .
LA sine

cosycosaq
sine

CoS¥cosag
siné

)

-¢+sin'1(

-¢+sin'1(ltana2cot9|)

. -
sin¥sin 3
S ——

1
( s1n®

-¢+sin”

32
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that the weighting function can be factored to
W(e) = w1(“4)w2(“2,“3) (21)

This assumption is not crucial, but it is applicable to the density of
states that have concerned . us [8]; furthermore, it leads to a
simplification of the formulas. |
Let us consider an example - we will calculate szyz[e W W2]
Application of Eq. (11) yields (see Appendix III)
8- y+v

27
szyZ[e WW,]1 = N ef dvohy(v,) s 2 cos vy
0 -0- ¥+,

X wz[vl,a3(v1,v2,e)]{[sin v1+Sin(e+¢-y2)]

'1/2dv

x [sin(e-v+vy)-sin v; 11 1 ' (22)

The vi integral together with the sin o is identical to«Eq; (13) except
that the v in Eq. (13) is replaced by ¥-v,, there is no normalization
constant, and W, is replaced be W,. Because the normalization cohstant

in Eq. (13) is independent of ¥, we can write
2w
Y2[0 W W, ] = 3 6 dvyly (v, )0 155 v, [6,W,] (23)

We now utilize the symmetry properties of W;(v,) and szy[e w2] to
simplify Eq. (23). Because partial ordering -is induced by some force,
the sign of whose direction is arbitrary, wl(vz) is periodic with period
T .and symmetr1c about T72; iwe. Wylvy) = wl(v2+“) and Wy(vo) = Wy (T-v5).

For weighting functions pessessing these symmetry propert1gs, the

--densﬁty‘bf states has similar properties with respect to ¥; i.e.
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ZXYy ZXy ,
Dl,\P[e ’w2] = Dl,¢+n[e’w2] (24)
and
ZXy ZXy
Dl,ll)[e ’NZJ = Dl,TI'=\|J[e ’w2] ’ (25)

Finally, using these symmetry properties, Eq. (23) reduces to

/2

] |
DTy [8,W] = 'ET' £ du DPILo, My J0Np (v-u)4iy (v+)] (26)

O -

Equation (26) may not appear to be simpler than Eq. (23), but the extent
of integration is decreased from the fnter?a1 0 to 2w to the-interval 0
to /2. When numerical integration techniques are used this reduction
will save computer time. |

In Table II-II, wé present many four-rotation density of states
functions. Five characteristics of these functions are: 1) If the field
has no canponent along the axis of the last rotation, the density of
-states can always be written as an integral oVer a three-rotation
density of statéé analagous to Eq. (26). 2) If the field is along the
axis of the Tlast rotation, the 1last rotation is superfluous and the
density of states is identical to the density of states function for the
first three rotations. 3) If the field has a nonzero component along the
axis of the last rotation and a nonzero component along another axis,
evaluation of the density of states becames very caﬁp1icated. We do not
consider this case. 4) These formulas are formally valid for nonaxially
| symmetric systems, except ‘that new functional forms .for ¢ in Table I
must be used. These functional forms {which we ‘have not evaluated) can -

be found from the constraints in £q. (6). 5) When .only the. second
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Table II-II: Functional form of many density of states functions for
- ensembles generated by four  rotations..The normalization constant is

chosen suéh that

/2 w/2 RS
S de s d¢ Dv ¢[9’¢’w] = 1;
00 :

w1 and w2 are the weighting functions for the last rotation, and the
second and third rotations respectiVely (see text); the three-rotation
density of states functions - can be evaluated by use of Eq. (20) and

Table II-I.

a. These are the values of ¥ for which the formula is valid.
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TABLE" I1-11

- RS v ¢a Dssw[és¢’w]

zyzy 1 1r/2 §y2/2[99¢3w2]

; 1" /2 zyz
2yzy 2 all g ! du D57 [0 0, Hp 10Uy (u-v)Hiy (w-u-v)]

zyzy 3 0 Dl,n/2[°’¢’w2]
zyzx 1 0 Dzyz[e b, w2]

zyzx 2 0 Dzyz[e,¢,w2]

1 /2 zyz
zyzx 3 all N/ dy D [e o, w2][w1(u ¢)+w (m=n-v)]
-0

zxyx 1 0 szy[e 'R w2]

zZxyx 2 0 zxy[e ¢,H,]

/2 -
s du DYL0,0,WyI0Ny (u-9)4#y (1-1-¥)]
0

zxyx 3 all ~%
1 w2 ZXX

zxyz 1 all & [ du D [e &, WoJIW, (u-¥)+W (w-u_w)]
N 0 2-"1 1

zxyz 2 n/2 DZX Y 1208,0,H,]

zZxy
zxyz 3 n/2 D2 /2[9 b, w2]
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rotation is weighted, the Vo integral can be rewritten as a complete.
elliptical integral [5]. When computer time is 1limited, this approach

can save camputer time [7].

B. LINEAR DICHROISM

Reference [9] gives examples of calculations for several types of
spectroscopies whose response functions depend on only one vector. The

examples include 1linear dichroism, circular dichroism, and magnetic

resonance. In this section, I will give a detailed example for the use

.of density of states functions in the analysis of linear dichroism. I

will try to emphasize calculation techniques. Much of this section has

already been presented in Ref. [10].

1. Theory

The dichroic ratio R of an absorption band is defined as the ratio
of integrated absorption bands measured with 1ight polarized parallel,
EH’ and perpendicu]ar; gv, -to a given direction; i.e. R = AH/AV where
AH and AV are the integrated absorbances. Most reported forms of 1ingar
dichroism can be related to R by simple algebra. One notable exception
is for experiments that directly‘measure AH - AV [11-13] and normalize -
by dividing by Ar which is the absorbance of the corresponding randomly
oriented sample. We call this form the dichroic po]érization L, defined
as L = (AH'AV)/Ar‘ ‘When the laboratory reference frame is axially
symetric, L can be related to R, but in the general nonaxially
symmetric case, L cannot be related to R. Therefore, we also derive
formulas for L. |

We define two -density of states 'funct$0né~ﬂﬂle;¢jﬁ)rand'DVIG;QQA).
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These are the density of states. functions-for g, and Ey in the MAS.
These electric fields will interact with‘the transition mament u which
is fixed with respect to the MAS; that is, a unit vector i = (ux; By
uz) in the direction of the transition moment u is a constant vector in
the.MASe Using the density of states formalism, we can now develop a new
approach to the theory of linear dichroism.

We begin by calculating AH. The absorbance of a transition moment
u interacting with a polarized field E is proportional to (3{5)2. For a

partially ordered ensemble interacting with EH’ the absorbance ‘is

® 2w 2
s do £ de (§i-E)Dy(e,0,2) (27)
0 0 |

=2|=

Ay =

where E = |E|(sin o cos ¢, sin 6 sin ¢, cos 8), = (ux,uy,uz) is a
constant vector (see Fig. II-2), K is an experimental constant which
includes sucﬁ parameters as extinction coefficient, concentration, and
path Tength, and N fé a normalization constant. Throughout this section,
we use unnormalized density of states functions; the N in the
denaninator given by

T 2w
N = 6 de 6 de DH(e,¢aA) o (28)

provides the required normalization. As above, DH(°’°*A) is periodic
with period v and symmetric about w72 with respect to both o and 4.

Using only these symmetry properties, Eq. (27) reduces to
By = k(0 2OT () () T R ()0 11T, (0)7) 9)
AH X “"H H* Ty THY z Tg—=id. | {2

where K' 4s .a -new constant,
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- N

> Y

" XBL 796-4825

Figure I1-2: Arrangement of » and E in ‘the MAS. @ and 4 are the

- 'spherical -angles-of E.
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n/2 2 /2
TH(A) 6 de sin“e s d¢ D (e ) A)/N (a) (30)
0
>1r/2 2 w/2 2
FH(_) f de sin“e 6 d¢ sin“¢ DH(9,¢ A)/NH(A) (31)
and
- w/2 =/2 .
Ny(a) = s de s do Dy(e,4,2) (32)
H 0 0 H

In a random sample, Ay = A, DH(e,¢,£Q = sin o, TH(A) = 2/3, and FH(A) =
1/3. Using these facts, we find that K' = 3Ar and Eq. (29) for the

ordered sample becomes
= 3, (1, TTy (8)-Fy (&) T, PRy () 4w 21T, (8)]) ()
Ay = 3A Gy LTy H Hy TH\Z/TH, Hi=
An analogous expression holds for A, where we define T, (8), F,(2),
and N, (&) using Dy (®,$,8). The dichroic batio is thus given by

2 2
. fﬂ,_ [T, (2)- -F(8)I+uy F (A)+u [1-T (8)1 (%)

Ay ZtTvc_) “Fy(8)Ten, 2Fvc_)w 2£1-Tv(_)]

and the dichroic polarization is given by

L-=-(AH-AV)/A = 3tu AT (A)-TV(A)+FV(A)-FHC;)}
JOTFy (8)-Fy (&) Jow °LTy (8)-Ty(4) (35)

Equations (34) and (35) take simpler forms when the density of

states depends .only on ® and 2, which happens whenever -the molecular
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reference frame is axially symmetric. Equations (30) and (31) became

w/2 . n/2 ,
TH(A) = f do sin 9DH(9zA) / f de DH(etA) : (36)
0 0
and
Fiy(a) - nw | | (37)

The dichroic ratio reduces to

. Ty (8)+u, 2237, (4)]
TV(A)fgzztz_-srv(A)J

(38)

If the Tlaboratory reference frame is also axially symmetric and E, is

along the symmetry axis
_1 - | ‘
Aos gy e 2y) O

When Eq. (39) holds, L is given by 3(A.-Ay)/(A+2A,). In this form L can
easily be related to R. If EH is not along a laboratory symmetry axis,

Eq. (39) is no longer valid but we can still write
L = S0[T,(A)-Ty(8)](3u_2-1)} (40)
2 -V H z - .

We choose the =z axis to be the axis of symmetry in the MAS. The angle

between the z axis and the transition moment u is (see Fig. II-2) ¢ =

1

oS~ u,. From Eq. (38)

1 172
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We  now consider some specia1 cases of Eq. (38). One type of
perfect ordering is where all the molecular z axes line up with the
Taboratory z axis. If linear dichroism is measured with E, = (0,0,1) and
Ey = (1,0,0), we have Dy(e) = &(e), Dy(e) = 6(v/2 - 6), T,(6) = 0 and
Tv(e) = 1 where § is the Dirac delta function. Substitution into Eq.

(38) gives the result first derived by Fraser [14]

R = 2cot2e _ (42)
The opposite extreme is a random sample where DH(e) = Dv(e) = sin ® and

T, = Tv = 2/3. The dichroic ratio is 1; i.e. there is no 1linear

H
dichroism. In the general partially ordered case, a calculation of Ty(2)

and TV(AQ is sufficient to interpret the linear dichroism.

2. An Example: Rhodopseudomonas sphaeroides in Stretched Film

In this section, I will apply the above theory to an example. Most
reports of dichroic fatios are ratios of the peak absorbances and not
the integrated absorbances. As long as the parallel and perpendicular
lineshapes do not differ too much, the ratio of peak absorbances is a
close approximation to the "true" dichroic ratio. We will ignore this
difficulty. Another difficulty arises from band overlap of sevefa1
transitions making it difficult to measure the dichroic ratio for a
particular transition. In this examp1e, I avoid this problem by
analyzing a relatively purevtransition.

The plan of attack for analyzing a linear dichroism experiment 1is
the same for all systems. First, from a .characterization of the
absorption spectrum, one decides which bands are pure enough for an

analysis. Second, from <consideration -of the symmetry properties of the
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system, one calculates DH(es¢zA) and Dv(e,¢LA). Last, the formulas in
the 1last section are used to extract all of the possib]e structural
information. _

Two papers by Rafferty- and Clayton [15,16] describe the 1linear

dichroism spectra of reaction centers of Rhodopseudomonas sphaeroides in

stretched films. The reaction center particles contain  four
bacteriochlorophyll a molecules and two bacteriopheophytin a molecules
which all contribute to a comp]icéted absorption spectrum [17]. We
choose to study the 860nm transition because it is belijeved to be a pure

transition of P860, which 1is a Bacteriochlorophyll a dimer that

functions as the primary electron donor in Rhodbpseudomonas»sphaeroides
[18]. - | |

We assume, as did Rafferty énd Clayton [15,16], that the reaction
center particles possess an axis of symmetry which tends to align with
the stretch direction. As a first approximation, this partially ordered
ensemble can be generated by the following rotation scheme (see Fig. II-
3): 1) a free rdtation of a; about the Taboratory z axis, 2) a weighted
rotation of e, about the laboratory y axis, and 3) a free rotation of
s about the laboratory z axis. The second rotatfon is weighted by the
probability that the symnetry‘axis‘of-the particle tilts by o, from the
plane of the film. Having no justification for anything else, we choose

to weight the second rotation by a Gaussian
W.(B,8,) = exp(-a,2/a2) (43)
Mg\ e%gl = &XPL-% /o

*whererAG is the only parameter for the density of states function and it
“describes the width of the Gaussian for the stretched film. We call this

:model -~the symmetric uniaxial model (Note: to retain correct symmetry

P
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— X

FILM [

XBL 8011-7560

Figure II-3: Orientation of macramolecular structure in a stretched
film. z' defines the symmetry axis of the macromolecular structure, and
as ‘Is ‘the angle between z' and the -stretch direction along-the the

laboratory z axis.
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properties, we use Eq. (43) up to @y = 7/2 and extend to other values
using the fact that wG(az, AG) = WG(n-az, AG) and wG(aZ, AG)Y =
WG(ﬂ+a2, AG)). |

Because the first rotation is unweighted, the density of states

function is axially symmetric. In the notation of section A
: _ n2yz
DH(B sAG),/' D3’"/2v[9 ’wG] v (44)
and
Dy(e,ag) = Df{é[e,wG] ' (45)

'DH(e,AG) and Dv(e,AG) for several values of Ag and TH(AG) and TV(AG) are
plotted in Figs. I1-4 to II-6. The dichroic ratio, R, as calculated from
Eq. (38) 1is plotted in Fig. II-7 versus the ang]e'between the symmetry
axis of fhe parﬁic]e and the transition moment.

At 860 nm, Rafferty and Clayton [15,16] measure R = 2.28 which
means ¢ < 43%. The curves in Fig. II-7 with Ag > 1.0 radian never reach
2.28; thus we must have A. < 1.0 radian. We can narrow the Timit on 4.
further by considering the value of R = 0.48 at 597 nm. If we assume
597 nm to be a pure transition, we find A, must be Tless than 0.75
radians. In reality, the 597 nm»iransition is not a pure transition, but
this means that it must contain at least one transition whose R value is
not- greater than 0.48. Thérefore, the limit of 0.75 radians .on-AG is a
conservative upper limit. Rafferty and ‘Clayton [15,16] did experﬁménts
on films that were stretched to different extents. In one such fi}m,
‘they determined R at 860nm to be as high as 2.50. An R-of 2.50 means
‘that *€ ‘must ‘be Tess than 42°. Returning -to “the “Film where R= 2.28, :we

find . that because -t%e~ﬁﬁf<*@.30~raﬂﬁanswcurves Jin Fig. 11«7 do wnot :go
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5.0 ( ) 1 | | | { ] || 1 1 1
. _
a0k Ag=0.2 | | -
3.0} 1
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b ot
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1.0H -
Ag=10
00 L L : e =
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@ (degrees) :
XBL798 -4954A

Figure 11-4: Dy(e,an) for ‘the symmetric uniaxial model for several

values of 4, in radians.
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8 (degrees)

XBL798-4955

‘Figure 11<5: Dy{e »8g) for ‘the symmetric uniaxial model for _several

~“values of F‘:A‘?G ¥n radians.
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IO‘J T " T T T T 1 T

| (¢)
osl Ag=1.0_
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Ag (radians)
| XBL798-4950A

" Figure I11-6: "in(AG,,'Ae;:) and Ty(3,,4.) for the symmetric wuniaxial model

JCAe = 1.0) .and the elliptic wuniaxial model with 4, = 0.2
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Figure II-7: Dichroic ratio R versus angle € between ‘the transition
moment p’and the symmetry axis of the molecular reference frame. The
pl ots are for the symmetric ‘uniaxial .model with several :fv.askué’*s' of s dn |

‘radians.
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below 42° until R > 2.28, we must have AG > 0.30 radians. The final most

conservative limits on Ag are
0.30 radians < 4q < 0.75 radians : (46)

From Eq. (41), the limits on e are
29°% < ¢ < 42° : (47)

Perhaps the symmetric uniaxial model 1is an oversimplification,
because it neglects the anisotropy of the unstretched film; i.e., it
neglects the possibility that the particlé symmetry axes lie in the.
plane of the unstretched film. We will therefore consider a more
sophisticated model. Instead of giving equal weights to all symmetry
axes that 1lie on the circle in Fig. I1I-8a, we now use the model
i1lTustrated in Fig. II-8b where all symmetry axes that 1ié on an ellipse
have equal weights. Upon stretching, it is more_like]y that the tilt of
the particle symmetry axis away from the laboratory z axis is in the
plane of the film than out of the plane of the film. Therefore, the
ratio of the ellipse axes 4, = b/a is less than 1. This model can bg
generated by the same rotation scheme (zyz) but the total weighting

function is changed to
Wenla,,a An,A ) = ex (-XZ/A 2) (48)
EG\72°%3:76>"e P G
where
x = tan" {tans,[(sin?ay/a 2) + cos?ag]/?) o (49)

Despite the Joss of axial -symmetry in the laboratory reference frame,

f@gﬂ;’(ﬂ ;,‘;fl\ie,;i\:e‘:) and ‘*‘3“!’)#‘:‘(4e ,,-‘Ai;.;ﬂ_éf) are still axially -symmetric. IHEI("A‘%G"A:e) and
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Figure I11-8: (a) Schematic represéhtation of the symmetric uniaxial
model. g is the half angle of the cone centered on the Tlaboratory z
axis. (b) Schematic 'representation of the elliptical uniaxial model. x
is the angle between the laboratory z axis and the Tine in the 'yz plane
that points to the ellipse. a and b are the major and minor axes of the

ellipse.
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TV(AG,Ae) for e = 1.0 (symmetric uniaxial) and A, = 0.2 are pTotted in
Fig. II-6.

To use this new model, we pick a trial value for Ba and gha]yze the
_1inear dichroism data just as we did with the symmetric uniaxial model.
After doing this for all values of Aé,< 1.0, we find that the Timits on
€ ih Eq. (47) are ’independent‘ of A,. Thus, Eq. (47) is consistent with
thfS'more sophisticated model.

Rafferty and Clayton [15,16] calculated € to be 40.8° by assuming
that an extrapolated value of R = 2.68 at 860nm corresbonds to perfect
order. Thfs value falls within our 1imits, but if their extrapolation is
not valid, the range of € in Eq. (47) provides a more realistic
" interpretation of their data. The question can be fesolved by wusing
DH(e’AG’Ae) and'DV(e,AG,Ae) to analyze other /types of experiments and
thereby pin down AG and Aé. Reference [10] gives several more examples
on the use of‘density of states functibns fqr analyzing linear dichroism

data.

I1-4. TWO-VECTOR PROBLEMS

The derivation of P(6,¢;wgg) is very similar in theory to the
derivation of D(9,6,8). The main difference is the coordinate .
~transformation. Begihning from Eq. (5), we perform a new transformation
(al, cees an) to (6, ¢, w, Vis sees vn_3)-under the constraints that !l'

v

and

G

' in the MAS are

n ' v
¥, = I{ZiRﬁ%ﬂi)a!l : {50)
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n
P,
i=1

Ri(cz,i):l!_2 | (51)
where V, and Y, are the two vectors of interest in the LAS and v,' and

- ¥,' are given by Egs. (2-3).

The details of the coordinate transformation are presented in

Appendix IV (see also Ref. [19]). If we take thé z axis to be the axis

of the first rotation, the two-vector density of states function is
sinzesiné
P(e,¢,w,4) = ——N———{l .-.vf Wyl-0+,(vysene,v, 3,0,0)]
| 1 n-3 ‘
X wn_l[fz(vl,...,vn_3,9,m)]wn[f3(v1,...,vn_3,9,w)]
n-2

I w.(v._ )dv._ ’
i=2 i‘v'i-1 i-1 (52)

Wy, 3V, ) 3V, 3V,, I

Ja Jda da ia .
n-1 ""n n n-ll

Here, Wi is the weighting function for the ith rotation, f2, f3, and f4
are defined in Appendix IV, and N is a normalization constant. Equation
(52) is an extension of Eq. (11) for the one-vector density of states
function. We note that if the first rotation is unweighted (Wj(a;) = 1),
we have an axially symmetric distribution. If we have a randomly
oriented system, it can be shown that P(e,¢,0,4) = constant x sin 6.
When the partially ordered ensemble can be generated with three
rotations, there is no need for the dummy variables Vis +e+s Vo 3 1n Eq.
{3) of Appendix 1V -aﬁd Eq. {52) will not involve any integration. In

'such a-case, £g. (52) simplifies to
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P(0,4,0,8)= 5110 Wlay(0,0,0) ,0,(68,a) sa5(0,0) ] (53)

where Wla;,a5,a4,a] 1is the product of the weighting functions for the
three rotations. The two-vector density of states is thus determined by
finding the functional forms of al(e,¢,m), az(e;m), and a3(e,w). These
- functional forms for all possible three-rotation schemes and
combinations of yl’and v, are listed in Table II-III; We do not include
a1(9,¢,w5, therefore Tab1e II-III. is restricted to axially symmetric

two-vector density of states functions.

AN EXAMPLE: FLUORESCENCE POLARIZATION

To illustrate the density of states approach to analysis of two-
vector problems, we will work through a hypothetica] 'example. The
example 1is a fluorescence polarization study of a f]uorophore attached‘
to a macromolecular structure which can be oriented in a stretched film.
This example is shown in Fig. II-3 with the Tab z axis as the stretch
direction. We can use the symmetric uniaxial model. disbussed in section
2B above. Thus the ensemble can be generated by'a zyz rotation scheme
and the weighting function is given by Eq. (43).

To calculate the two-vector density of states function, we need to
know the two vectors V, and V, in  the LAS. Fluorescence polarization
experiments are typica11y'done’with the éonfiguration shown in Fig II-9.
A sample is excited with nght that is polarized in the z direction and
propagating -along the y axis and fluerescence is detected along the x
-axis, the fluorescence intensities F., ,and‘Fz

Y
-analyzing polarizer oriented either :along ‘the z axis or along ‘the y axis

are measured with ~an
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Table II-III: The functional forms of az(e,m) and a3(e,m) in Eq. (51).
When t+ appears in an equation for ay(6,0) or as(6,w), both terms must be
iHC1Uded; i°e9 P(esw"A) = sing (W[32+(6,¢.n)’, a3+(6,w), A] + w[d’zﬂ(esw)s

03_(6 sm) s A]) .

a. Use these formulas if the denominators are not equal to zero.

b. Use these formulas if the denominators in the previous column equal
zero.

~C. “In these cases, any value of @5 can be used, because for any
physically realizable model w[cz,a3;gj will be ihdependent of d3 when

the denominators in the previous column equal zero.
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TABLE II-III (part 1)

RS 4 P ay(0,0)
2yz (;osw,sinw,O) (0,0,1) cos'l(sinec05m)
zyz (cos@,O;sinw) (0,1,0) cos"l(cosesinwtcoswsinesinm)’
zyz (0,cos¢,sin¢) (1,0,0) ' cos'l(cosesinwicoﬁwsinesinm)
zyz (0,0,1) (cosy,siny,0) o
zyz (0,1,0) (cosv,0,sinv) cosfl(sinesin(wtw))
zyz  (1,0,0) (0,cosv,siny) cos'l(Sinesin(wtw))
zxy (cosv,siny,0) v(0,0,1)v sin'l(cosesinwicoswsinesinw)
zxy ’(cosw,O,sinw)‘ (0,1,0) sfn'l(sinecosw)
:zxy (0,cosw,sinv)  (1,0,0) sin'l(cosecoswtsinwsinesinw}
zxy (0,0,1) (cosw,sin¢,05 siﬁ'l(sinesin(wiw))
zxy (0,1,0) (cosw,O,sinw) n/2-6
zxy (1,0,0) (0,cosv,sind) sin'l(sinecos(wiw))




TWO-VECTOR PROBLEMS

TABLE II-III (part 2)

58

RS v, v, ay(8,0)° az(8,u)”

zyz (cosvy,siny,0) (0,0,1) w-cos'l(tcose/sinaz) | OC_

zyz (cosy,0,siny)  (0,1,0) sin'l(sineCOSm/sinaz) 1/2-w

zyz- (0,cosy,siny) (1,0,0) cos"l(sinec05w/sina2) w

zyz (0,0,1) | (cosv,siny,0) v*w VEw

zyz (0,1,0) (cosv,0,sinv) | sin'l(cose/sinaz) 0¢

zyz (1,0,0) - (0,cosy,siny) cos'l(cose/sinaz) 0¢

zxy (cosv,siny,0) (0,0,1) cos'l(sineCOSm/cosaz) w

Xy (cos¢,0,sfn¢) (0,1,0) ¢-sin’1(tcose/coscz) 0¢

ZXy (0,cos¢,$inw) (1,0,0) sin‘l(sinecosm/cosaz) T/2-w

zxy  (0,0,1) (cos¥,sin¥,0) cos"i(cose/cosaz) 0¢
~zxy (0,1,0) (cosv,0,sin¥) m/2-¥tw T/2-9tw

zxy (1,0,0) _(0,cosw,sjh¢) sin'l(cose/c05a2) ¢
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sample |- m Frz0 122
detect
> X

XBL 804 -4i08

Figure I1-9: Experimental set up for a potarization experiment with
-exciting Tight polarized along the ‘z “axis. "The axis system shown 95 -the
LAS.
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respectively. We take V, to be the polarization direction of the
excitind 1ight and !2 to be the polarization direction of the defected
fluorescence. Thus, for Fzz and Fzy’ !1 is along the laboratory z axis
while !2 is along either the laboratory z or y axes. It is also possible
to excfte with a different polarization, such as along the laboratory x
axis (see Fig. II-10), and correspondingly measure F*é and-ny (here !1
= % and !é = 2 or 9). In a randomly distributed sample, Fy, and Fy do

y

not prov.ide any new information because FZy = FXZ = ny. In an ordered

sample, the 2z direction and the x direction wiT] not be equivalent

(unless the y axis 1is an axis of symmetry in the LAS); thus Fzy’ sz’
and ny will all be different and, in principle, will provide more
information.

‘Having established a pértial]y ordered system and decided on !1 and

AL}

one density of states function for each measured quantity; i.e. one

F

, we can now calculate the density of states functions. We will need

density of states function for each of FZ F and ny. We begin

z’ zy’ xz°

with F . Because Y; = V5, we need only a one-vector density of states
function. We call this density of states function Dzz(e,AG). Dzz(e,AG)
is equal to DH(e,AG) presented in section 2B-2 and plotted in Fig. II-4.
F F

and Fx all need two-vector density of states functions.

zy® "xz° y
Because our hypothetical example can be generated with three rotations,
the appropriate two-vector density of states functions are easily found
by proper use of Eq. (53) and Table II-III. We ca11 these density of
states functions sz(e,w,AG), sz(e,w,AG), and ny(e,w,AG). A plot of
Jsz&O,m,AG) for 4, = 0.5 radians is shown in fig II-11..

The next step is to find the response function for fluorescence

polarization. In the dipole approximation, ‘the response function in a
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«A,;,G"'= 0.5 radians.
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static noninteracting ensemble of molecules is

2 A A
I(e,6,0) =K (ul'll)z(u2°!2)2 , (54)
where ﬁl = (xl,yl,zl) is a unit vector along the absorption dipole
moment , u, = -(xz,yz,zz) is a unit vector along the emission dipole

moment , 14 is the polarization direction of the exciting light, !2 is

the polarization direction of the detected fluorescence, and K2 is a

constant. Equation (54) can be reduced tb
1(994”“’) = ll'L'!z : (55)

where T is given by the dyad

X2 X1%2 Y1X2 1%
I-= Kﬁzzﬁl = K Ys (xl Y1 Zl) = K X1Y2 Y1¥2 Z1Y2 (56)
| Z \X122 Y122 2122/

To calcu1ate-Fzz, we substitute Eq.(55) with !2 = 14 and yi given
by Eq. (2) into Eq. (1) using Dzz(e,AG). For the moment, we will retain

the general tensor elements of T (e.g. T T.., etc.) rather than thg

XX* Xy
specific tensor elements of Eq. (56). The partial ordering in our

example is induced by exerting a mechanical stretch on the film.
Utilizing the symmetry properties of D, (0,4g), expanding Eq. (1), and

integrating over ¢ results in

_ 2 2 )
"2z~ (1/8)(8Tzz+a[8TxxTzz+4(sz+sz) +8Tnyzz+4(Tyz+sz)

1 2quarar 20ar 2uor T afT < V2.
‘16TzzJ+8Lsxxx*3xyyfzrxx1yy+(Ixy+Tyx) 8Txx T2z

P P S .
AT #T,. ) -81£y{é2-4(TMZ+TZy) +8T 1) | (57)

where
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/2

a =t do sine D__(0,4;) (58)
T/2 4
B = 6 dQ sin’e Dzz(e,AG) - | (59)

and Dzz(e,AG) is normalized such that

/2 ‘
6 de Dzz(e,AG) =1 , (60)

After incorporation of the elements of I from Eq. (56) into Eq. (57), we

arrive at
Fop = (K/8)[82§z§f4a(z§+z§-102§z§+421;2c05e)
+B(-5Z§-5Z%+352§Z§-2021ZZCOSe+2C0528+1)] (61)

where ¢ is the angle between i, and ﬁz- Fzy’ ny

by inserting Eq. (55) with ¥;' and V,"' given by Egs. (2) and (3) into

, and sz are calculated

Eq. (4) using the appropriate density of states function. Expanding Eq.

(4) and evaluating the integral over ¢ yields

Fig= (1/8)(a(T,2 )2

2 2,+2,+2 42
xz+Tyz)+“ij[4(T +T 4T C-T

Xy yx 'xz yz)'(Txy+Tyx

. 2 . 2 V2.
T Tyy) T 1T T, ) 4 (T T ) 2T T

2 2.+ 2+2,22
+2(Txy+Tyx) -4(2TXZTZX+2Tszzy+Txy+Tyx+TxZ+Tyz)]

2 2 2
+§ij[4(sz+sz) +4(Tyz+sz) -(Txy+Tyx)

+ (T~ Tyy) 24 (T T ) 2-(T T, ) 2T) -' (62)

)2

where
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/2 ©/2 2 2 :

Yij = 6 de 6 dw sin"ecosw Pij(e,w,AG) (63)
©/2 =/2 4 2 _

Eij = 6 de é do sin ecos“w Pij(e,w,AG) (64)

Pij(e;m,AG) is normalized such that

r/2 n/2 .
s de s do Pi-(e,m,AG) =1 (65)
0 0 J

1= X, ¥y, 0orzand j= y or z. Here %y is given by Eq. (58) but %y and

a , are given by

K ' |
o é devs1n 0 Dxx(e,AG) : : (66)
where Dxx(e,AG) is the one-vector density of states function for a

vector along the laboratory x axis. Inserting the tensor elements of Eg.

(56) into Eq.(62); we obtain

2 2 22

= 2 ,.2.2 : : 2.2
Fij = (1/8)[(421-4;122)+a1j(3-2cos e-721-322+52122+42122COSe)
+yij(4cosze-22§+22§a2+302§z§-24z122c05e)

2 2.2 2

+gij(5z§+5z2-3521zz-1-2cos e+202122COSe)] (67)

Fluorescence polarization data are generally in the form of ratios
to eliminate the experimental -constant K. From the four quantities Fzz’

Fzy’ sz, and ny we can construct three ratios. For example

(68)
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and P2 and P3 are derived from Pl'by-replacing F,,6 by F and. FX

zy X2z y

respectively. In an ordered sample, one can measure P1s Pos and P3. In a
random sample P1 = Pz. = P3 = P, but it is worth measuring P, because it
provides an independent measure of the parameter ¢ (see below). We
therefore find four measurable quantities Pys P2, and P3 from an ordered
sample and P from a random sample as data .to determine the four
parameters z;, z,, e, and Ag in Eqs. (61) and (67). In our hypothetical
example, we will use the following data: P = 0.14%0.02, Py = 0.50+0.04,
Py = -0.52+0.04, and Py = -0.26:0.04. |

In the random sample (a= 2/3, 8 = 8/15, vy= 1/3, and &= 4/15),
Eqs. (61) and (67) reduce to

2 '
P = 3C0$2e -1 (69)
cos"e + 3 ’ '

From the data, we find e = 45.0° + 1.5°
In the ordered sample, we use Eqs. (58-59), (63-64), and (66) to

calculate a, 8, a and L for several

xz = ®xy* Yzy» Yxy» Yxz* Exy* Szy»
values of Ags in our example, we ca]cu1atgd these values for bg between
0 and 1 radian at increments of 0.05 radians. A simple caﬁputer program
is then written to enumerate through all possible values of zy and zZ,
(zi and z, are between 0 and 1). For each set of z; and Z,, the ratios
Pl’ Pz, and P3 are calculated for each value of L considered. Any set’
of zy5 Z,, and AG-where Pl’ P2, and P, all fall within the experimental
error 6f the measured ratios is an acceptable solution. The set of all
solutions define 215 2 and AchomPPete'%ﬁth uncertainties. Carrying out

this procedure for our hypothetical data results in

L]
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= 0.22 + 0.08 | (70)

|
z, = 0.70 + 0.03 (71)
 ag= 0.35 + 0.10 radians o | (72)

It is important to emphasize that we have measured Ag in this example.
That is, we did not need to know the distribution function to carry out
the above analysis; we needed only a model which enabled us to

parametrically represent the the distribution function with Age

II-5. DISCUSSION

Spectroscopic studies of partially ordered ehsembles can be used to
probe information not available from the corresponding studies on
randomly oriented ensembles. Three types of parameters (type I, type II,
 v and type II) that can be measured are: |
(I). Spectroscopically inherent structural parameteré which relate
molecular properties to the MAS. To illustrate, consider Eqs. (61),
(67), and (68) for fluorescence polarization; these expressions contain
the spectroscopically inherent structural parameters 29> Zos and .
These parameters describe the projection of ﬁl and ﬁz on the z axis of
the MAS (z; and z,) and the ‘angle between i, and §, (). In contrast,
Eq. (69) for the random system contains only e. Therefofe, an experiment
~on an ordered sample is required to probe 21 or z,.

(Jl)w Fundamental molecular parameters which describe quantum mechanical
interactions at the molecular level. Examples include the polarizability -

&

tensor “in ‘Raman -spectroscopy T19] wand ‘the elements of the spin
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Hamiltonian matrix in EPR

(I11). Order parameters which describe the partial ordering. In the
density of étates method, this information 1is contained in A. 1In
complicated systems, such as biological systems, A is often of much
interest.

The importance of these three types of parameters makes studies on
partially ordered ensembles highly desirable. We believe that the
density of states approach provides a useful technique for extracting
these parameters. In this section, I will contrast the density of
states approach to other methods that exist in the literature t20,21]'
and point out the advantages of our method.

When anaiyzing a spectroscopic response of a pértia]]y ordered
ensemble, one is faced with evaluating an integral 1ike Eq. (1) or (4).
To evaluate such an expression, one needs to know the spectroscopic
response function and the distribution function of the partfa]]y
ordered ensemble. The spectroscopic response function is usually
determined through quantum mechanical analysis; if this analysis can not
be done with much precision (such as in the case of Resonance Ramaﬁ
[22]), a quantitative analysis of the results will not be possible. If a
suitable spectroscopic response vfunction is known, one 1is Tleft with
determining the distribution function. Sometfmes the distribution
function can be written down. An example would be aligmment in a
magnetic field of a molecule with a known magnetic susceptibility
anisotropy [3]. But, more often one is faced with one of the following
difficulties: 1) A formula for the distribution function can be written
«dowm., but parameters din the formula {e+g- -the magnetic susceptibility

133) -are not known. 2) The partial ordering is very complex, {e.g.
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biological systems) and rigbrous- ordering formulas cannot be written
down. In both of these cases, the problem of analyzing spectroscopic
data in partially ordered systems is reduced to the problem of
detefmining the_distribution function.

A mathematica11y elegant method of dealing with the distribution
function has been presented by Hentsché] et. al. [20] and McBrierty
[21]. They began by writing the average intensity as

27 +1 2w
<I> = s da s dcos8 s dy p(a,B8,7)I(a,8,7) : ' (73)
0 -1 0 v '

~where p(a,B,y) is the distribution function, here defined as the
probabi]ity'that the MAS of a member of the ensemble is related to the
LAS by the Euler angles a,8, and y (for a.vdiscussfon of Euler ang]es;
see Arfkénv[23], page 179), and I(a,B,y) 1is the response function for
brientation a,B, and y. The distribution function is handled by .

expanding it in terms of the Wigner rotation matrix elements (denoted

here by M)
p(G,B,Y) = ? p]mn (asBsY) i (74)
where
oz M 2
p1mn = 2 S da s dCOSB i) dY p(“sB;Y)M (aaBaY) (75)
“8r° 0 -1 0
is ‘the lmnth moment of the distribution function. The problem of

detenniﬁing.p(a,ﬁ,y) is thus reduced to -determining the fm@mEﬁts,of*the'.

expansion. If the :ensemble is axially Symmetrit,‘$qmn is “zero uniess m-=
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= 0. In other words

p(s) = ? P]OOM(])O(O,B,O) (76)

and the problem = of determining p(«,8,y) is further reduced to
determining only the maments P100°

When Eq. (74) (or Eq. (76) in axially symmetric cases) is
substituted into Eq. (73), the average response is written in terms of
the maments Pimn® Due to symmetry, this substitution often Tleads to
simplified formulas with most of the Pimn moments not entering the
expression for <I>. For example, in ‘Tinear'dichroism, the resulting
expresssion for <I> depends only on the 1 = 2 moments. If the
distribution function is axially symmetric, the resulting expression
will depend only on P200° P200 is related to the traditional 1linear

dichroism order parameter S [24] by

S = (1/3)(3<cos?8>-1) = (8n/5)pygq (77)

2 2

where <cos“B> 1is the ensemble average of cos“8. In this extreme case,
the effect of partial ordering introduces only a single parameter S. In
general , more than the 1 = 2 maments will survive. For example, if
I(a,B,y) is given by Eq. (55), both 1 = 2 and 1= 4 moments survive
[19] or, if I{a,8,y) is the response funétion'for»a magnetic resonance
experiment (EPR of NMR), all moments may survive [5,6,9].
In summary, the disadvantages of the mament expansibn method are:

{1). If an experiment is planned to measure parameters of type I or II,
it is necessary to know all the surviving moments or to be able to fit

the data wusing the surviving moments as parameters. In the case of
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Tinear dichroism in an axially symmetric system, only one moment
survives énd the situation may not be too bad. In general, hdwever, the
survival of many moments may preclude the possibility of a meaningful
analysis. It is difficult even to place limits on these moments, because
they are merely mathematical projections of an unknown distribution
function onto the Wigner rotation matrix elements.

(2). If type I and II parameters are known, it is possible to measufe
type III parameters with an experiment on an ordered system. At best,
the result will be to measure some of the moments. If only a few moments
are determined, they may be of 1little value for describing the
distribution function especially if the expansion in Eq. (74) is slowly
convergent. Even ifv many 'mcments can be determined, one would 1ike to
~ construct a model, ca]cu]ate'p(q,sgy),'aﬁd see if.the calcu]ated’manents
agrée with the measured mdnentsi However, no general method for
constructing p(a,B,x) from a model that invo]Ves a rotation scheme of
four or more rotations has beén described.

The density 6f_ states approach overcohes these two problems. One
way to think of the difference between our approach and the mament
expansion'approach "~ is that we‘repreéent the distribution function in
terms of the parameter A instead of the maments Plmn® The major benefits
afforded by adopting our approach are:

(1). If an experiment is planned to measure type I or II parameters, it
is necessary to know the magnitude of A instead 6f the maments pq . It
is easier to estimate the magnitude of A then to est1mate the magnitude
of the\manents-p1mh- because A may often be restr1cted from physical
cdnsideratinns._ With most models for partial ﬁrderﬁﬂg;fthe"nﬂmber -of

- parameters- needed in A will usually be Tess than the number of moments
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needed.

(2). If‘typé I and II parameters are known and used to. probe the
distribution function, one may obtain A. The A parameter in conjunction
with the rotation scheme and weighting functions gives a complete
‘definition of the distribution function. In fact, if one knows A, one
could calculate all the moments p, [9,19]. Furthermore, each As is
related is related to some physical property of the ensemble and, as
such, is a quantity of interest [10,8].

(3) Our approach solves the general problem of calculating distribution
functions from complicated models. As such, it is straightforward to
interpret data in 1ight of a specffic model.

(4). The fact that we average orientations in the MAS instead of the LAS
sometimes makes our approach more efficient;: For example, Ref. [10]
gives an example of a system where the distribution function is axially
symetric in the MAS but not in the LAS.

The one-vector t5,9,10] and two-vector [19] density of states
functions provide a new approach to 'fhe analysis of spectroscopic
properties 1in partially ordered ensembles. This approach displays
several advantages over the traditional moment expansion approach. These
advantages are particularly apparent in two cases: 1) in systems where
many moments are required, and 2) in systems where the partial ordering
is complex (e.g. biological systems). In these two cases, most work has
either attempted the cumbersame moment expansion method [25,26] or
resorted to only a qualitative ana1ysis_[27].,As a result, spectroscopic
studies on these types of ordered sampTES is prebably an underexplored
area. We hope ‘the density of -states approach will enable greater

~exploration in these areas.
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CHAPTER III
PICOSECOND FLUORESCENCE LIFETIME SYSTEM

ITI-1. INTRODUCTION

Fluorescence T1ifetimes reported in these studies where measured
using the single-photon timing apparatus diagrammed in Fig. III-1. Thfs
set up is a modificatfon of an earlier system [1-3] to include a
synchronously pumped, mode-locked dye 1laser. The output: pulses of this
laser have a full-width-half-maximum (FWHM) of about 10 ps; with these
bu1ses, we can push sing]e—photoh timing to the limit of its resolution
capabilities. In this chapter, I wi11vdescribe the single-photon timing
apparatus and diséuss the techniques used for numerical anaylsis of our

data.

[IT-2. THE EXCITATION SOURCE

The excitation pulse _jn the single-photon timing apparatus is
provided by a Spectra Physfcs synchronously pumped, mode-locked dye
laser. The pump laser is a Spectra Physiés SP 171 argon ion laser which
is mode Tocked acoustooptically [4]. The acoustooptic mode Tlocking
crystal is driven by a Spectra Physics SP 362 Ultrastable Mode Locker.
The output pulses of the argon ion laser have-a FWHM of about 150 ps and
the output is at 514 nm. The'output of the argon ion laser -is used _to

pump -a modified Spectra Physics SP 375 dye laser. The dye laser cavity
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Figure III-1: Block diagram of the single-photon timing system used for
picosecond lifetime measurements. Abbreviations: ADC, analog-to-digital
converter; BS, beam splitter; CFD, constant fraction discriminator; F1,
neutral density filter; F2, interference filter; LEV. DISC., Tevel
discriminator; MCA, multichannel analyzer; M.L., mode locker; P.D.,

photomultiplier; P.M., photodiode; TAC, time—to-amplitudé converter.
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haS been extended to match the cavity length of the argon ion laser. In
a similar configuration, dye laser pulses of less than 1 ps have been
obtained using the laser dye rhodamine'SG [5,6]. The dramatic shortening
of the dye laser pulses as compared to the argon ion laser pulses is due
to a partial reduction of the pump-pulse induced population inversion by
§timu1ated emission which is induced by simultaneous transit of the dye
pulse through the dye stream [7,8].

Pulse widths from the dye laser are measured by the technique of-
zero-background, second harmonic generation [9]. The setup used for
pulse width measurement is shown in Fig. III-2. The laser beam is
divided into two beams by a beam splitter. One beam traverses a fixed
path Tength while the path.length-of the other beam is variable. The two
beams are recombined by focusing onto a thin potassium dihydrogen
phosphate, KDP, crystal which has been cut to the phase matching angle
[10]. When two pulses overlap in the crystal, one photon from each beam
can combine, resulting in a UV photon which leaves the crystal along the
bisector of the two input beams. Measuring the UV intensity along the
bisector while changing the variab]é path Tength results in an
éutocorre]ation function for the 1aser‘pulsé. |

We can obtain pulse widths with a FWHM of 1.5 ps atb620 nm by using
rhodamine 6G, pumping at the threshold of Tlasing (about 750 mW argon
pump power), and carefully matching the cavity lengths of the two
lasers. For the fluorescence lifetime experiments, it was more
convenient to run the dye laser above +threshold and pump with about
950 mW argon ion power. A typical autocorrelation function for an
excitation pulse used in f]horescence Tifetime studies is shown in Fig.

IT1-3. The spike in the center is :a coherence :spike and. it -occurs in the
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Figure 111-2: Block diagram of zero-background, second harmonic
generation system used to measure pulse widths. Abbreviations: AFC,
analog to freguency converter; BS, ~beam splitter; KDP, second harmonic
generating crystal; L, lens; M, mirror; ﬁMCS,:mu]tichanngi'-sca%ér; P,

right angle prism; PMT, photomultiplier.
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Figure 111-3: Autocorrelation function for the output pulse of the
‘synchronously ‘pumped, mode-locked dye 7aser when in the configuration

used-for fluorescence experiments.
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autocorrelation function of a pulse that has fine structure under the
pulse enveTOpe. The presence of fine structure indicates incomplete
mode-locking; the result is a broadening of the pulse width [11]. The
FWHM of the autocorrelation trace is 12 ps. To find the width of the
laser pulse, we need to know the laser pulse shape; we assume that the
laser pulse has a Gaussian envelope. An autocorrelation function of ' a
Gaussian pulse has a FWHM that ‘is v2 times the FWHM of the Gaussian.
Thus, we estimate the FWHM of our laser pulse to be about 8 ps. The
assumption of a Gaussian pulse shape 1is a conservative assumption
- because other_pu1se shapes (e.g. Lorentzian) lead to division of the

FWHM of the autocorrelation function by factors larger than v2 [12].

ITI-3. SING.E-PHOTON TIMING ELECTRONICS

Conventional single-photon tjming systems start a voltage ramp in a
time-to-amplitude converter (TAC) (We usé a Canberra 2043 TAC) updn each
éxcitation pulse and stop the voltage ramp when a f]ﬁorescence photon is
detected. The resultant height of the Vo]tage ramp is proportional to
the time between the starf and the stop pulse. The recording of many
such events results in a histogram which is equivalent to the
fluorescence intensity versus time [13]. Because the repetition‘rate of
our laser (82 MHz or 12 ns pulse separatibn) is tbo high for the TAC to
start a voltage ramp on each laser pulse, we have adopted a reverse
sﬁmgiﬁa@ﬁatnm-timﬁmg scheme. In our system, we start the TAC with a
fluorescence photon and _stOp’the"IAC with the next 1laser f]agh;‘The

Jitter of the time between laser pulses s -sufficiently Tow (< 5ps) that
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we do not sacrifice resolution in this mode of operation.

Fluorescence photons are detected by a RCA 31034A photomultiplier.
The output of the photomultiplier is amplified and input to a constant
fraction discriminator [1,2]. One output of the constant fraction.
discriminator provides a pulse to the TAC resulting in the start of the
voltage ramp. Two other Qutputs trigger the gate box (see below) and
feed a count ratemeter; the couﬁt ratemeter was used to monitor the
fluorescence intensity during an experiment. Laser pulses are detected
by a Texas Instruments TIED 55 photodiode mounted in a transmission line
housing similar to the oﬁe described by Sfeinmetz [14]. The output of
the phofodiode triggers a level discriminator Qhose'output provides a -
pulse to the TAC which stops the voltage ramp. Before reaching the TAC,
the output of the level discriminator passes through the gate box.

The function of the gate box is to brevent pulses from the level
discriminator from reaching the TAC except when a fluorescence photon
has been detected. F1uorescencevdata taken before insta11ation of the
gate box showed large oscillations with a period of about 2 ns (See Fig.
IIT-4). The oscillations appear to be due to perturbations in the TAC
circuitry caused by the presehce of a pulse from the level discriminator
every 12 ns. Insertion of the gate box eliminated most of the
oscillations. Remaining oscillations were attributable to the sloWness
of an ORTEC 462 TAC which was used in early versions of the single-
photon timing system. The faster Canberra 2043 TAC eliminated thése last
oscillations. A1l data presented here were taken with the Canberra TAC
and the gate box; the results are' free from instrumental oscillations.
Reference [15] has more details on the gate box and other features in

this system.
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Fluorescence decay measured without gate box between level .

and TAC. Fluorescent sample has a lifetime :of about 2 ns.
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The output of the TAC is converted into av channel number by a
“Northern 1024 ana1og-to=di§ita1 converter and stored 1locally in a 1024
channe] Northern NS636 multichannel analyzer. We collected data until
| the peak channel had at least 10000 counts. The contents of the Northern
NS636 was transferred to a VAX 11/780 computing system for data

analysis.

ITT-4. NUMERICAL ANALYSIS

A fluorescence lifetime determination involvés measurement of both
E(t) and F(t). E(t) is the response of our system, and it is measured
with a scattering so]ution in the'samp1e cell. F(t) is the fluorescence
decay curve, and it is measured with a fluorescent sample in the sample
cell (See Fig. III-1). F(t) is related to E(t) by the convolution

integral

F(t) = g du E(u)I(t-u) | (1)
\

where I(t) 1s' the actual f]uorescenbe decay law. It is the actua] decay

law, I(t), that is sought in a fluorescence 1lifetime experiment. When

the width of E(t) is not negligible compared to the width of F(t), I(t)

is oniy obtainable by deconvolution techniques. Our deconvolution
techniques will be described in this section.

The two most popular methods for numerical deconvolution of Eq.

(1) found in the literature are non-Tinear least squares (NLLS) [16-18]

and method-of moments (MOM) [19-233. In each method, one assumes a ‘form
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of I(t) which contains. adjustable parameters. A common I(t), and ‘the
I(t) that I will discuss here, is a sum of exponentials
N .
I(t) = 2 aiexp(-t/ri) (2)
i=1 '
where @, is the amplitude and ri.is -the lifetime of the ith component.

The yield bf'the ith component given by
4). = a.'[.. : (3)

is equal to the number of photons emitted in the ith phase. In NLLS, a
non-linear least square minimization routine [16,17] is used to minimize

the least squares residual

~ NPTS 2 '
S= = (F5(t)-C;(£))°/F () (4)
J=1

where NPTS is the number of data points and Fj(t) and Cj(t) are the jth
points in the fluorescence data (after the dark counts have been
subtracted out), and the calculated reconvolution using a particular sef
of a, and Tye In photon counting data, the signal to noise ratio is
proportional to the square root of the number of counts. The factor
1/Fj(t), theréfore, weights the squared deviation at the jth point by
l/c2 where o is the standard deviation of the jth point; this factor is
the appropriate weighting factor for a least squares residual [18]. MOM
is based on the fact that the 2N pafameters s and T4 in an N
exponential decay law can be calculated “from the first 2N':momehts-of'

E(t) -and F(t). Here, the kth-moment is defined as
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M(k) = ¢ dt t*"1F(¢) | (5)
0

In general, F(t) and E(t) data are collected only to some finite time,
Tf, and all of the work in MOM is determining cutoff corrections to the
moments. Formally, we have
Te k-l ° k-1
M(k) = s" dt t"°F(t) + r dt t"T°F(t)
0 T

f
Mg(k) + aM(k) | - (6)

where My(k) is the kth moment calculated from the available data and
§M(k) is the cutoff correction. Because E(t) is normally zero by time
Tes §M(k) for E(t) is assumed to be zero. Isenberg et. al. [19-23]
describe a self consistency approach to evaluating &M(k) for F(t) in the
case where I(t) is a sum of exponentials.

With high signal-to-noise ratio data free from instrument
artifacts, both NLLS and MOM work well when I(t) contains one or two
exponentials. We found that any discrepancy befween the two methods was
due to problems with the data and not -to an inherent sqperiority of
either NLLS or MOM over the other method. Besides collecting enough data
for a high signal to noise ratio and removing all instrument artifacts,
two more subtle problems needed to be dealt with beque NLLS and MOM
would agree consistently. First, because E(t) is recorded at the
excitation wave]eﬁgth and F(t) is recorded at the fluorescence
wavelength, one might expect different transit times through the
photomu1t1p1ier when recording E(t) and F(t). The different transit

times would be due to the different energies- of the incident photons. To
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account for this éffect, we.shiff E(t) 1in time; we use the shift that
yields the best fit as determined by the least squares residual. When an
E(t) at 620 nm and an F(t) at 680 nm are recorded one after another, the
shift with an RCA C31034A photomultiplier is fairly constant at about
+10 ps. When the recording of E(t) and the recording of F(t) is
separated by more than 30 minutes, the}optimal shift varies from about
-15 ps t9~+30 ps. This vafiation is probably due to long term drifts in
some system transit time property. Allowing the shift to varyvfree1y
enabled us to get good fits even when the recording of E(t) and F(t) are
separated by 2 hours.

"The second problem we encountered concerned how much datalto
include in the analysis. If too few points are included, it is obvidus
that inferior fits will result due to av1ack of iﬁformation. We a1§o
found that if: too many points out to long times are included, inferior
fits can also result. The problem here seems to be due to-vincluding
points with few counté and a low signal-to-hoise ratio. In all resu]ts

reported here, we were careful to avoid this problem by “Timiting the

~anaysis range to include only points with a signal-to-noise ratio

greater than 10.

When fits to three exponentials were §ought, both NLLS and MOM
worked and agreed, but NLLS achieved solutions faster than MOM and was
Tess 1ikely to result in computer errors when approaching the solution.
For convenience, we have adopted NLLS as our standard method.

A1l data analysis is done by the ﬁrogram'FLORFIT and its.associatedk
subroutines. This program is-capable~of deconvolution by NLLS {16;183,
MOM . [19-231, @r»ﬁxp@nentﬁa1.-seriesﬂmefhod”TZﬂ]._'?tUR?IT’is‘Wargély-an

implementation of the methods described fin -the cited references. One
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major change was necessary due to the 12 ns pulse separation time in our -

excitatipn source. When some of the exponential components have 1long
lifetimes (> 2 ns), all fluorescence from a particular excitation pulse
will not have decayed to zero by the next excitation pulse. The
surviving fluorescence contributes a non-random background in F(t) which
needs to be subtracted out. )

The expected background can be calculated for a particular set of
@, and T;e First, consider an E(t) and F(t) collected up.to time Tee For
t < Tf, F(t) due to a single excitation pulse is given by Eq. (1). For
I(t) given by a sum of exponentials

F(t) = / du E(u)a;exp(- (t-u)/x;) - (7)

Q% ot

where, here and below, a sum over i is understood. For t > Tf, we note
that E(t) should have decayed to zero (i.e. E(t) = 0 for t > Tf). By Eq.
(1), F(t) for t > T is |

-
exp(-(t-Tf)/ri) 6fdu E(u)aiexp(-(Tf-u)/ri)

F(t)

exp(- (t-Te) /v )P, (Te) N - (8)

where Fi(Tf) is the measured fluorescence at time Tf due to the ith
component. |
Now look at t < Tf and add in the fluorescence from previous pulses

using Eq. (8). The result is

S et

F(t) = 1 duE(u)agexpl=(t-u)/z;) + Fy{Telexp(- (44T -T¢)/25) +

o
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where Tp is the pulse separation time - about 12 ns for our laser.

Evaluating the infinite series results in

F(t) = 7 duE(u)ajexp(-(t-u)/r;) + Coexp(-t/z;) (10)

Ot

where
G = Fi»(Tf)/[exp((Tp—Tf)/ri):exp(-Tf/ri)] - (1)

From the second term in Eq. (10), we see that the expected
' background decays as a sum of exponentials with the same lifetimes as
the fluorescence decay and amplitudes given by Ci' If T is short,
Fi(Tf) is small and Ci is near zero, but if T, > 2 ns, Ci is no longer
negligible. Td correct for the 1long-lifetime background, we use the
following procedure: 1) An initial set of a; and T is found, usually by
~a normal fit with no long 1lifetime background subtractions. 2) The
-current set of @ and T is used to'ca1cu]ate Ci’ and a long-Tifetime
background is subtracted from F(t). 3) The new F(t) is used to  find a
new set df o and ri.‘ 4) Steps 2 and 3 are repeated until the 1ifetimes
no longer change. The convergence normally takes two or three cycles.
The program FLORFIT is'capable of fitting to an I(t)\decay 1aw that
is noi a sun of exponentials. The numerical procedures ére much slower
due -to a loss of some simplifications tﬁat result when using exponential
decay laws. Also, the procedure for long-1ifetime background subtraction
‘must be altered because the above metﬁod is based on I(t) given by a sum

~ of exponentials.

3
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ITTI-5. CONCLUSION

The picosecond Tlaser, single-photon timing electronics, and
computer software described above represent a system that pushes current

single-photon timing techniques to their 1imits of resolution. Based on

deconvolutions of simulated data that are convoluted using one real E(t)

and deconvoluted using another E(t), we estimate that we can resolve
fluorescence 1ife£imes as short as 25 ps. The T1imiting factor is a
broadening of E(t) due to jitter in the electronics. The most probable
source. of Jitter is the photomu]tfp1ier and .constant fraction
discriminator combination which is used to detect photons. Application
of newly developed static crossed field photomultipliers to single-
photon timing should reduce this jitter and result in even higher

resolution [25].
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_ CHAPTER IV
Fo» FmaX AND INTENSITY DEPENDENT FLUORESCENCE DECAY KINETICS IN

SPINACH CHLOROPLASTS AND ALGAE AT ROOM TEMPERATURE

IV-1. INTRODUCTION

It has been known for a ]ong time that the state of the photosystem
IT reaction center affects the room-temperature f1uorescence emission of
chloroplasts in higher plants and algae. This emission is usually
attributed to photosystem II chlorophyll [1-3]. In. the all-open étate
(electron acceptor Q all oxidized), the fluorescence yield, Fos is Tow
and the average lifetime 1is short. In the all-closed state (electron
acceptor Q reduced), photochemistry 1is blocked and .the fluorescence
'yield, Fmax’ is 3 to 5 times greater»than F0 [4,5]. A simple model of
the photoéynthetic unit (See reference [6] and discussion section of
this chapter) predicts that when photochemistry, which has a quantum
yield of about_ 0.95 [7,8], is blocked, the fluorescence yield should
increase 20 fold: This apparent discrepancy -could occur for two reasons.
First, either photosystem I chlorophyll or chlorophyll that 1is not
connected to any photosystem could contribute a constant background

fluorescence present in both Fo and F [9,10]. Second, there may be a

max
new radiationless deactivation mechanism in the closed reaction center
which does not occur in the open reaction center [11-13]. Recently, it
was proposed that variable fluorescence results “from recombination
between thevprimaryaeiéttron acceptor and the primary electron donor of

’phbtgsystem I1 and ‘that this :charge recombination repopu]ateﬁ‘ the
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excited. singlet state of chlorophyll [14-20]. An analogous process
leading to triplet or ground state chlorophyll molecules could provide a
mechanism for radiationless deactivation in closed reaction centers.
" Fluorescence decay kinetic studies provide a direct method for
distinguishing between these two models.

The experiments described in this chapter investigate the
fluorescence decay kinetics in spinach chloroplasts, pea chloroplasts,
and whole algae for various states of the photosystem II reaction
center. We find three exponential decay components in the all-open state

(FO Tevel) as well as for the all-closed state (F ax Tevel). The slowest

m
component has a 1ifetime of 1 to 2 ns and exhibits a dramatic increase
in yield as Q becomes reducedf Under the same conditions the lifetime of
this component shows a small change. Two faster phases (< 700 ps) are
present and they show minor lifetime and yield changes between Fo and
Fﬁax’ The intensity dependence of the fluorescence decay kinetics shows
how the three components change at intermediate states between all-open
and all-closed. Our results support the model that variable fluorescence
is due to charge recombination between the primary electron acceptor and
the primary' electron donor in photosystem II. A working model for the

interpretation of fluorescence lifetimes is presented in Chapter V.

IV-2. MATERIALS AND METHODS

Broken spinach chioroplasts were isolated by the method described

in reference [21]. Fresh spinach 1leaves, grown either in a growth

chamber. or in a green house, were ground for 10 sec in 50 mM HEPES<NaOH .

Ry
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buffer (pH 7.5) with 0.4 M sucrose and 10 mM NaCl followed by
centrifugation for 2 min at 2000 xg. After one wash with fresh grinding
buffer, the chloroplasts were kept for 20 min at 0%C in 10 mM HEPES-NaOH
buffer (pH - 7.5) with 0.1 M sucrose and 10 mM NaCl. After a
centrifugation for 5 min at 2000 xg, the pellet was resuspended in 10 mM
HEPES-NaOH buffer (pH 7.5) with 0.1 M sucrose, 5 mM MgCl,, and 5 mM
NaCl. For experiments in the absence of magnesium, MgC12 was omitted
from the resuspending buffer. The chlorophyll concentration was adjusted
to 18 ug chlorophyl1/ml by dilution with the resuspending buffer. For
experiments’at the F0 Tevel, we added 1.25 mM ferricyanide as electron
acceptor, 1.25 mM ferrocyanide to control the fedox potehtial, and
2.5 ug/ml gramicidin D as uncoupler. The latter was added to prevent the
-sTow formation of a pH gradient across the thylakoid membrane which has
been reported to cause a decline in the fluorescence yield [22]. The
chloroplast sample was rapidly stirred in a 1 em x 1 cm cuvette and each
sample was replaced every 10 min if more data accumulation was needed.

For experiments at the F level, we added 12.5 uM DCMU and 2 mM

max
hydroxylamine hydrochloride. To close the reaction centers, the sample
was illuminated with about 10 flashes of saturating intensity
immediate]y'before the lifetime measurement.

Chlorella pyrenoidosa, strain UTEX 1230, and Chlamydomonas

reinhardtii, strain UTEX 89, were grown as described [23,24] and diluted
with growth medium to give a_ chlorophyll concentration of 18-20 ug/ml.
The measurements were carried out in a 0.7 ¢m x 1 cm cuvette. For Fo
measurements the sample was flowed at a rate of 6 ml/min - the effective
sample 'replacementl volume was approximately @.15¥m1, For Fhax

measurements the algae were incubated for 10 min with 20 M DCMU.-and
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10 mM hydroxylamine hydrochloride,. preilluminated with several flashes
of saturating intensity, and not flowed. All cuvettes were painted black
except for a window for the exciting beam and a window in the direction
of the phdtomu1tiplier. This masking was necessary to eliminate an
apparent broadening of the excitation pulse shape due to reflections
from the cuvette surfaces.

The sing]e—photon timing f1uorescehce lifetime system and methods

of numerical analysis are described in Chapter III.

ITI-3. RESULTS

1. Separation of three components in Fo and Fnax 7

In Fig. IV-1 4s plotted the fluorescence decay data, F(t), in
spinachv chloroplasts with all reaction centers open in the presence of
Mg+2. If the excitation intensity is high enough to 1induce a steady
state level of closed reaction centers, the f1uorescence yield will rise
during the course of an experiment. We checked for this effect by
continuously monitoring the fluorescence yield (photon céunt rate). The
yield did not increase during the:measurement. The fluorescence decay
law was assumed to be a sum of exponentials (see Eq. (2) in Chapter
II1); the lifetimes and amplitudes were deconvolved using the numerical
techniques described in Chapter III. We first tried a sum of two
exponentials. A plot of the deviations between the best two-exponential
fit and the data is plotted on a 1inear 'scale in the middle of Fig. IV-
1. The ringing pattern near the peak of the data is above the noise

level and- indicates that' the decay cannot be described by two
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| Figure IV-1: Fluorescence decay of spinach chloroplasts at 680 mm in the
presence of 5 mM MgC12 at Tow excitation intensity (Fo level). The curve
Tabeled E(t) is the excitation profile, and it has a FWHM of 310 ps. The
curves labeled F(t) are the experimental fluorescence decéy data (noiSy)
and the best three-exponential fit (smooth). The lifetimes, T, and the
relative yields, ¢, of fhe three components are indicated. The middle
and bqttom plots are the deviations between the best two- and three-
exponential fits and the fluorescence data. The deviations plots are on

a linear scale.
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exponentials. The bottom of Fig. IV-1 illustrates that the deviations
resulting from the best three-exponential fit contain only statistfsal
noise. It is the best three-exponential fit that is the smooth Tine
following F(t).

The fluorescence.decay at the Fmax Tevel also requires a three-
exponential fit to eliminate systematic errors in the deviations plot.
The Fmax data are plotted in Fig. IV-2. Because the fastest component is
only a small amount of the total decay (approximately 1%), the two-
exponéntia] deviations resemble statistical noise. The finding of thfee
components in FO, hdwever,v1ed us to look for a thifd component in ﬁnax'
The bottom of Fig. IV-2 shows that the addition of the third fast
component inproves the fit. | | |

The results in Figs. IV-1 and IV-2 are for spinach chloroplasts in
the presence of,SimM MgC12. Elimination of MgC]2 from the suspension
buffer causes = the grana membranés‘.to unstack and alters the
fluorescence properties of the chloroplasts [25,26]. The fluorescence
results in the absence of MgCl, are given in Table IV-I. For both Fj and
Fmax we needed a three-exponential decay law to fit the data. A detailed
discussion of the magnesium effect is reserved for Chapter VI.

Table IV-I summarizes the results discussed above. This table
includes the lifetime, t, relative amplitudes, a, and yields, ¢; of our
best three-exponential fits. The amplitude, a, is the preexponential
factor in Eq. (2) in Chapter III; the yield, which is proportioha] to
aT, represents the totéI fraction of the photons emitted in each phase.
To compare our results with published experiments, we have included our

- ‘best two-exponential fits and our T _

ean ca%cuﬂatedffrom._
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Figure IV-2: Fluorescence decay of spinach chloroplasts at 680 nm in the
preéence of 5 mM MgC12 at the maximﬁm fluorescence level, ﬁnax' The
chloroplasts were | preilluminated with several saturating flashes
following the addition of 12.5uM DCMU and 2 mM hydroxlyamine

hydrochloride. Other details.are as in Fig. IV-1.

-
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Table IV-I: Lifetimes and relative amplitudes of the exponential decay
components in the fludrescence kinetics of spinach chloroplasts.
Published values are indicated by the reference in the vcolumn at the
right. In Ref. [32], the measurements under ' low salt were done without
the addition of 5-10 mM monovalent cations. The techniques were single-
photon counting [31,32], streak camera with high intensity single
vpicosecond pulse [33], and phase f1udrimetry [4,38]. The chloroplasts
were isolated from spinach [31], pea [32,38], lettuce [4], or barley
[33]. -
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1290 - 0.48 ’

1.35 [38]

TABLE IV-I
Experimental 3-exponential fit 2-exponential fit 1l-exponential fit
conditions r(psg- a ¢ t(ps) a 'rmean(ns)
130 0.55 26% 250 0.92 0.55 [This
Fo 360 0.41 55% 1100 0.08 study]
: 1500 0.04 19%
~+5 mM NaCl
200 0.99 [31] 0.6 [4]
500 0.01
410 0.96 [32] 0.4 [38]
1460 0.04
160 0.77 [33]
600 0.23
160 0.31 8% 410 0.76 1.04 [This
FMAX 530 0.53 47% 1500 0.24 study]
» 1700 0.16 45%
+5 mM NaCl _ :
480 0.93 [31] 1.31 [4]
2000 0.07
450 0.90 [32] 0.9 [38]
1330 0.10
150 0.72 [33]
1060 0.28
100 0.34 10% 320 0.80 ~0.47 [This
' F0 420 0.63 78% 750 0.20 : study]
1200 0.03 12% ‘
+5 mM NaCl o :
_ ~ 320 0.99 [31] 0.7 [4]
+5 mM MgC12 >500 0.01
150 0.66 [33] 0.5 [38]
620 0.34 '
50 0.25 1% 790 0.37 ~1.73 [This
FMAX 750 0.26 17% 2000 0.63 study]
2000 0.49 82% :
+5 mM NaCl : ‘
460 0.63 [32] 1.7 [4]
+5 mM‘MgC]2 1340 0.37 _
130 0.52 [33]
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“mean ~ iy / ? b | - (1)
The remaining values in Table IV-I are results from earlier studies. In
general, we find fairly good agreement with published results. The major
new finding of our experiments is that one or two components do not
adequately describe the data, while three components describe the data
well. The picosecond resolution capabilities of our system enable us to
detect the fast component with a Tifetime of about 100 ps. The lifetime
of the middle component is between 400 ps and 700 ps and the lifetime of
the slow component is between 1.2 ns and 2.2 ns; each of these 1ifetimes
depends on* the conditions of the experiment. The yield of thé sTow
component is extremely sensitive to the state of the reaction center of
photosystem II.

It is not possible for the fast phase to be an artifact
originating from a low level transmission of scattered excitation 1ight
through the 680 nm interference filter and Corning 2-59 cutoff filter
(passes > 640 nm) used in front of the photomultiplier. A typical F0
measurement is collected at a .photon count rate of about 2000 photons_
per second. Because about 10% of F0 is fast phase, the fast phase
accounts for about 200 photons per second. We determined that, with the
excitation intensity used on an F0 experiment, less than 5 photons per
second of scattered 1ight pass through our filter combination. This low
level of scattered 1ight could not cause the obsgrvation of a fast

phase.

2. Fluorescence Decay Kinetics in Green Algae

Spinach chloroplasts were removed from spinach leaves by the
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procedure described in the Materials' and Methods section. There is a
possibility that this treatment, which breaks the chloroplasts, affects
the fluorescence decay kinetics of ch]ofophy11 a. To test for such an
effect, we measured the fluorescence decay kinetics in the green algae

Chlamydomonas reinhardtii and Chlorella pyrenoidosa;(_these experiments

were  done on intact cells. In Fing IV-3 and IV-4 are p]otted the
fluorescence data from green algae. The va1ues for the lifetimes and
yields are given in Table IV-II. As in broken chloroplasts, a good fit
tovthe green algae data requires a thfee-exponentia] decay Tlaw. The
three components are nearly identical.to the three components we found
-~ in spinach except for a slightly larger contribution of the slow phase

to the‘FO Tevel.

3.  Intensity Dependence of Fluorescence Decay Kinetics in Spinach
eCh]orop]asts

Two extreme models of the photosynthetic antenna are the lake and
puddle models. In the lake model, the antenna ch]orophy11 can transfer
its energy to any one of many reaction centers. This mode1.predicts that
as reaction centers become progressively closed, there will be a gradual
change in the fluorescence decay kinetics induced by an increased
concentration of closed reaction centers. In the puddle model, each
reaction center has an ~ isolated chlorophyll antenna associated with it.
In this model, as the -reaction centers,-becane~progressive1y closed,
there will be two classes of 1lifetimes - 1ifetiﬁes associated with open
reaction centers and 1ifetimes associated with closed reaction centers.
Provided that we are able to:fesdﬂve all of the fluorescence components.,

~ “the puddle model predicts that as reaction centers became closed, there
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Figure IV-3 Fluorescence decay of Chlamydomonas reinhardtii at 680 nm in

the dark adapted state, Fo(t), and in the state of maximum fluorescence,
Fmax(t). The curve Tlabeled E(t) 1is as in Fig. IV-1. The noisy
experimental decays are superimposed' with a smooth curve that 1is the
best three-exponential fit. The deviations befween the best fit and the

s

experimental data are shown on a linear scale for FO’ middle, and Fmax

bottom.



ROOM-TEMPERATURE FLUORESCENCE

107

CHLAMYDOMONAS
Fraxtt) 7
> -
’_
> Fo (1) -
Z
Ld
—
5 E (t)

3
- TIME (nsec)

XBL8II-4432



~ ROOM-TEMPERATURE FLUORESCENCE , 108

Figure IV-4: Fluorescence decay of Chlorella pyrenoidosa at 680 nm.

Other details are as in Fig.vIV-B.
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Table 1IV-II: Decay components for fluorescence decay kinetics in green
algae (intact cells) and in spinach chloroplasts (broken chloroplasts in
the presence of 5 mM MgC]z). The fluorescence yields in this table are
normalized for a total yield of Fo equal to 100. Pea chloroplasts were
isolated by the same procedure as for spinach chloroplasts, either from
11 day old seedlings grown in a growth chamber or from peas germanated
for 7 days in the dark and illuminated by 50 intermittent light peridds
(1700 Tux) of 2 min each followed by a dark period of 118 min [23,24]

Sample Level t(ps) ¢ tp(ps) ¢p  13(ps) 63 Fpo/Fg

Chlamydomonas ~ F 70 8.0 390 44 750 48 3.8
reinhardtii

FMAX.- 60 2.3 850 62 2300 310
Chlorella Fo 60 2.0 390 30 840 68 3.0
pyrenodosa
FMAX 70 2.2 810 48 2100 250
Spinach ' Fo 110 10 420 78 1200 12 4.0
- Chloroplasts

Fmax 50 4.0 750 68 2000 330

Pea Fo 50 6.0 340 65 680 29 5.1
Chloroplasts
. FMAX 70 2.5 700 68 2200 440
Iml-Pea Fo 80 14 510 35 2100 51 2.2
Chloroplasts -
F 90 9.0 660 50 2400 158
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will be a build-up of components due to closed reactiOn-centersvand a
disappearance of components due to open reaction centers. It 1is not
possible to discriminate between these models by looking only at the
all-open and all-closed states. Thus, we have Tlooked at the
fluorescence decay kinetics in spinach chloroplasts as the reaction
centers become increasingly closed.

The spinach chloroplast sample measured was in the buffer
‘containing 5 mM MgC]2 with the addition of 2 ug/m1‘ of gramicidin D. The
sample was stirred ina 1 ecm x 1 cm cuvette. In Figs. IV-5 and IV-6 are
plotted the Tifetimes and yiers, repectively, as the intensity is
varied to progressively close reaction centers. The results at the
lowest intensity and at the highest intensity are very similar to the

F0 and Fmax results in the presence of 5 mM Mg+2_

presented in Table IV-
- 1. Thus, the data in Figs. IV-5 and IV-6 span the entire range from all-.
open reaction centers to a]]-cfosed reaction centers. |

The major change in yields is a 30-fold increase in the slow phase.
The yields of the fast and middle phases are nearly constant, which
means that the slow phase accounts for nearly all vof the variable
fluorescence; i.e., all of the change in ¢tot'

The lifetime of the slow phase increases by a factor of only two,
despite the enormous change_in_its yield. The middle phase lifetime also
increases by a factor of two and the fast phase lifetime decreases
somewhat. The change in the lifetime of the fast phase ié less definite
- because of the difficulty of resolving this phase, especially near the

all-closed state.
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Figure IV-5: Lifetimes of the components of the fluorescence decay
kinetics in ‘spinach chloroplasts as a function of the laser intensity.

Other experimental conditions as in Fig. IV-l.
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Figure IV-6: Yields of .thev.c-omponents -of the fluorescence decay kinetics
in spinach .chloroplasts as a function :of the laser dintensity. Other

experimental conditions as. in -A:F-’;ﬁ:gf». IV -1.
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4. Intermittent-Light Pea Chloroplasts

Changes in the composition of the - 1ight-harvesting antenna
chlorophyll might influence the fluorescence decay kinetics and may give
insight into connections ﬁetween photosynthetic units. To investigate
this effect, we have measured the fluorescence decay in pea chloroplasts
grown in intermittent light. These’ch1orop1asts have intact photosystem
I and photosystem II but are agranal and do not contain the Tight-
harvesting. chlorophyll a/b protein [27,28]. The values of the best
three-exponential fits are given in Table IV-II. The major changes
compared to normal pea chloroplasts (results also given in Table IV-II)
are: (1) very little change 1in the 1lifetimes of the slow and middle
phases between Fg and Fnax> and (2) a much smaller change in the yield
of the slow component as thé reaction centers become closed. The ratio

Fmax/FO = 2.2 is in good agreement with previous measurements [28].

IV-4. DISCUSSION

1. Comparison With Other Lifetime Méasurements
| The deconvolutions of our fluorescence decay kinetics indicate that
three-exponential decays fit the experimental data within the
statistical noise. The three components are found in intact cells of
Chlorella and Ch]amydomonas as -well as in chloroplasts from spinach and
- peas; the three components are observed at both the F0 and Fmax Tevels.
As demonstrated by the deviations plots in Figs. IV-1 and IV-2, a two-
exponential decay is not sﬁfficient to describe the fluorescence decay

kinetics. We also are not-able to fit our data with nonexponential decay
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Taws such as those used by Barber et al. [29].

A comparison of our findings with those published in the recent
literature (See Table IV-I) shows that, apart from the number of
resolved components, our results can be reconciled fairly well with the
results of other workers. Compared to previous measurements from this
laboratory [30,31] the time resolution and the deconvolution techniques
have both been improved. These changes account, in part, for the
different results presented in this paper. If our results are reduced to
the best two-exponential fits, the fluorescence 1ifetimés and amplitudes
are comparable to those measured by Beddard, et al. [32]. They used a
fluorescence lifetime measuring system similar to ours.

Searle, et al. [33] excited chloroplast samples with a high laser
14

pu]Se energy of about 2 X 10 photons/cm2 and monitored the

fluorescence vdecay with a streak camera. These authors resolved two
exponential components and the two components were affected by the

addition of Mg*2

and the closing of photosystem II reaction centers in a
similar way to the components of our two-exponential analysis. Their
lifetimes, however, are considerably shorter thah ours. The shortening
was probably caused by singlet-singlet annihilation, Which is induced by
picoseéond pulses having energies'greatér than 1013 phdtons/cm2 [34,35].

6 photons/cmz, is

We emphasize that the energy or our pu]ges, 2-4 X 10
more than six orders of magnitude lower than the energy of pulses used
in studies involving single picosecond pulses from a solid state laser.
In addition, the time averaged intensity of the excitation during our
measurements is similar to that used in conventional studies of the
fluorescence yield. | |

- Most of the fluorescence 1lifetime studies in the literature have
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been done by phase f]uorimetfy. The lifetimes.are generally calculated
from the results by assuming that the fluorescence follows a single-
exponential decay lTaw. We find good agreement between .1ifetimes derived
by phase fluorimetry and the mean 1ifetimes calculated from the best
three-exponential fits in Table IV-I. The most complete phase
fluorimetry studies have measured the lifetime as a function of light
intensity. In each case, the Tifetime was found to increase from about
0.4 ns at Tow intensity to about 2 ns at high intensity and to be
proportional to the total yield [4,36-39]. To compare these results to
our data, we have plotted in Fig. IV-7 the mean lifetime of the results
plotted in Figs. IV-5 and IV-6 as a function of the total fluorescence
yield. The nearly 1linear relation closely agrees with the phase
fluorimetry results. This deceptively simple linear re]atiqn has
influenced the conclusions of some authors about the fluorescence

properties of chloroplasts.

2. A Model for the Origin of the Fluorescence
A simple model for the fluorescence lifetime and yield from an
array of Tlight-harvesting chlorophylls connected to photosystem II

reaction centers, P680Q (cf. Ref. [5]), leads to the relations

T= 1/(kg *+ kp *+ Kic * k[PsgeQT) — (2)
and

b = KT | | (3)

where k. is the intrinsic rate constant for fluorescence, ky is the sum

of the rate constants for radiationless- deactivation by internal

i
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Figure 1V-7: Average -1ifetime -of ‘the fluorescence decay as a function of
total fluorescence yield. Average lifetime calculated from ‘the data in

Figs. IV-5 and IV-6.
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conversion and spillover to photosystem I,.k._ is the rate éonstant for

ic
intersystem crossing, kT is the second order rate constant for energy
transfer to photosystem II reaction centers,_and [P6800] is the fraction
of open photosystem II reaction centers. If all of the reaction centers
are open, the fluorescence yield is at a minimum (FO); if all reaction

centers are closed, the fluorescence yield is at a maximum (F . It is

max)
easy to show [40] that based on this model, the maximum yield of

photochemistry is given by

Fmax - F0

Pmax Fmax

A value of ®Pmax > 0.95 has been estimated from the quantum yield of the

electron transport through photosystem II [6,7]. A slightly lower value

of pmax " 0.935 can -be estimated from the minimum quantum yield of-
excitation losses by fluorescence of 2% [7] and by intersystem crossing

of 4.5% [41]. These values give a predicted ratio Fﬁax/FO of 20 and 15,

‘respectively, which is not consistent with the ratio of 3 to 5 found for

chloroplasts and algae (cf. Refs. [4], [5] and Table II).

One proposai to account for this discrepancy without modifying the
simple model is that a portion of Fo and Fmax is fluorescence from
chlorophyll that is not connected to the reaction center of photosystem
IT. Free chlorophyll or chlorophyll separated from the 1ight-harvesting
pigments could account for 'such a constant contribution to the
fluorescence. It should have a long lifetime (2 to 5 ns), however, and
we see no significant contributien from a constant long-lifetime
‘background. Another 50ufce of constant fluorescence <could be

chlorophyll in photosystem 1. Beddard et al. [32] have measured a
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fluorescence lifetime. of 110 ps for photosystem I particles, and this
result is consistent with the Tlifetime of 80 ps attributed to
photosystem I by Paschenko et al. [42]. These results suggest that our
fast phase may be due to photosystem I. The spectrum of the fast phase
is very simi1ak to those of the other two components, all peaking around
680 nm, and shows only_ a slightly larger relative yield around 730 nm
compared to 680 nm (data not shown). We conclude thatbsome of the fast
phase may be emission from‘ chlorophyll a from the antenna pigments
associated wifh bhotosystem I. These pigments have an emission speétrum
similar to that of the pigments of photosystem II [2]. Apart from this
assignment, the yield of the fast phase, being 10% or less of Fg» s
much smaller than approximately 80% of Fo that would have to be constant
fluorescence to accouhﬁ for the above discrepancy.

Butler [13,40,43] and Duysens [11,12] account for the discrepancy

between the measured and predicted ratio F

max/Fo'by assuming ‘a new

radiationless deactivation pathway in closed reaction centers. That is,
the closed reaction center can still quench fluorescence. Duysens
[11,12] has calculated - the amount of quenching required in the closed
reaction centers in order to observe only a 4 fold increase between Fo
and Fméx‘ His model 1is  adequate to describe this efféct as well as the
relation in Fig. IV-7, but it cannot explain our data in Figs IV-5 and
IV-6. |

In the tripartite model - proposed by Butler et al. [13,40,43],
excitation is transfered to photosystem Il reaction centers from closely
connected chlorophyll a proteims.‘Energy can reach the chlekophyli a
proteins weither by direct absorpti@n'@r by energy transfer from remotely

~connected Ilight-harvesting ch]orophy]ﬁ a/b proteins. Excitation‘reaching
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‘@ closed reaction center can undergo radiationless deactivation of be
transferred back to the chlorophyll antenna where fluorescence is
possible. A qualitative kinetic analysis of this scheme results in the -
following conclusions for photosystem II fluorescence: 1) When all
reaction centers are open, the fluorescence would be dominated by twd
fast components whose lifetimes are close to the transfer times from the
two different components of the photosystem II antenna to the reaction '
center..2) When reaction centers are closed, the fast components would
still be present, because transfer to the reaction center is still
taking place, and a new slow component would arise reflecting the
kinetics of back transfer from the reaction center to the antenna. This
pattern is qualitatively identical to our observations, except that we
see a small amount of slow fluorescence in FO.'The residual slow
fluorescence could be due either td'a dark level of closed photosystem
IT reaction centers or to kinetic competition between photochemistry and
back transfer in open photosystem II reaction centers.

The results of Klimov et al. [14-20] suggest a mechanism for the
processes occuring in the photosystevaI reaction center thét may
control the back transfer of energy to the antenna discussed by Butler
et al. [13,40,43]. In the model of Klimov et al. [14-20], a pheophytin
molecule (Ph) functions as a primary electron acceptor in photosystem II
between P680 and Q. Charge separation is always possible in a
photosystem II reaction center. When Q is oxidized, a fast charge

stabalization takes place
ProPh™Q —— PY o Ph Q | (5)
680 680

But when Q iS'redvcéd, charge*recombﬁnatﬁonitan'occurftr44263
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* .

680

+

PegoPh Q" —> P Ph Q" | o (6)

The excited state may lead to fluorescence from the antenna or from the
reaction center. Charge recombination to the ground state provides the
new mechanism- of radiationless deactivation in closed reaction centers
postulated by Butler et al. [13,40,43] and Duysens [11,12]. Our data are
consistent‘uﬁth Butler's tripértite model forienergy transfer and with
B the processes in the reaction center described by Klimov et al. {14-20]
We conclude that the fast phase and the middle phase represent
fluorescence resulting from excitation that is lost on its way from the
1ight-harvesting pigments to the phOtosystem 1I reaction center and
| reflect the 'tranSfer times from the two different antenna proteins.
Photosystem I fluorescence may account for some of’the fast ‘phase.-We‘
propose that the canponent,' increasing from 1 ns when all reaction
centers are open. to 2.2 ns .when  all reaction centers are closed,
reflects the kinetics of the charge recombination. The two fold increase
in lifetime indiéates some connection between photosystem'II units. Our
slow component is shorfer than the 4 ns component reported by Shuvalov
v‘gg_gl. [44]. We did not find in either chloroplasts or algae such a slow
component of fluorescence. o
In‘Chaptér V, is presenfed a detailed ana}ysisvof a kinetic model
for fluorescence emission. The model allows us to'makebsunevquantitativg
conclusions about the emission from the antenna chlorophyll proteins and

about the connectedness between photosystem II units [45].
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CHAPTER V
A WORKING MODEL FOR INTERPRETATION OF FLUORESCENCE DECAY
KINETICS IN SPINACH CHLOROPLASTS

V-1. INTRODUCTION

In the discussion of Chapter IV and in Refs. [1] and [2], a working
model was proposed which is consistent with our room-temperature
fluorescence 1lifetime experiments. The complete kinetic scheme for this
model is diagrammed in Fig. V-1. Chl a/b* and Chl az* represent excited
state chlorophyll in the chlorophyll a/b 1light-harvesting antenna
(Chl a/b LH) and the chlorophyl] a antenna of photosystem IT (Chl az),'
respectively. These are the chlorophyll antenna components of
photosystem II in Butler's tripartite model [3]. The kinetic paths
connecting the Chl a/b* and Chl az* to each other and to the the
reaction center of photosystem II arev identical to those of the

‘tripartite model [3] except that, for simplicity, we have assumed that
the fluorescence rate, kF’ and' the radiationless decay rate, kD, from
Chlva/b* and Chl a2* are identical. The remaining states in Fig. V-1 are
the possible " states of the photosystem II reaction center; here, P680’
probably a chlorophyll a monomer, is the primary e]éctron donor in
photosystem II [4]; Ph, probably a pheophytin a molecule, is the primary
electron acceptor in photosystem II [5-11]; and Q, probably a quinone
molecule, -is the secondary eélectron acceptor Tn'photbSystem 11 [12,131.

;?he top row represents the kinetic paths 4n photosystem II wunits with

- open reaction centers (Q oxidized), .and the‘bottom;rnwﬂrepresents the
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Figure V-1: Working model for the interpretation of the room-temperature
lifetime experiments in spinach ch]orop]asts._kf is a f]uorescence rate;
kD’ kd, and kd' are radiationless decay rates; kT32’ ’kT23’ kTZO’ and

: kT02 are energy transfer rates; kes kr,'and k., are electron transfer

_ p
rates, and f ( = 1-g) is the fraction of c]osed photosystem II reaction

centers.
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kinetic paths 1in photosystem II units with closed reaction. centers @Q
reduced). The electron transfer processes which can occur in the
photosystem II reaction center are derived from thé model proposed by
Klimov et al. [5-11].

- In this chapter, I describe the use of the kinetic scheme in Fig V-
1 to simulate the intensity dependence of the room-temperature
fluorescence lifetime data from spinach chloroplasts jsolated in the
presence of 5 mM MgC]2 (see Figs. IV-5 and IV-6). The sihu]ation is

begun by considering the Fma state, where all of Q is reduced. The

X
simulation of the fluorescence properties of this state requires
consideration of only the four states in the bottom row of Fig IV-1. The

- fluorescence intensity at time t is given by
* *
F(t) = kF([Chl a/b ] + [Chl ay 1 (1)

where [Chl a/b*] and [Chl az*] are the concentrations of excited states
in the Chl a/b LH antenna and the Chl 2y antenna. at  time t,
respective]y. These time-dependent concentrations can be found by
solving a system of linear differential equations which are derived from
Fig. V-1 by mass action. For example, invthe all-closed state, the time
dependence of [Chl azf] follows |

*

d[Ch]-a2 1

* *
e = - (kptkp+kyogtkyog)[ChT ay 1 + kgo[Chl a/b' 1 (2)

+ k102[PggoPhQ

For any set of rate constants and initial conditions, -the system of
linear differential equations can easily be solved numerically and F(t)

found by use of £g. {1). A three-exponential fit of the resulting F(t)
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yields three components which can be compared to our fluorescence data.
The rate constants and the initial conditions are varied until the three
calculated components agree with our experimental Fmax data which
corresponds to the highest intensity data points in Figs. IV-5 and IV-6.

To simulate expefiments at intermediate intensities, we consider
all of the kinetic paths in Fig V-1, use the rate constants found from
the Fmax simulations, and vary f, the fraction of photosygtem Il units
with- Q reduced. These calculations give three f1uorescence decay
components as a function of the fraction of closed photosystem II
reaction centers. To:compare with our experimental data, the calculated
decay components and the actﬁa1'data are replotted as a function of the
total - f1uorescehce yield. The total fluorescence yield of the
chloroplasts is normalized such that the fluorescence yield at the
highest intensity 1is 100; the total fluorescence yield of the
calculations is norma1ized such that the total fluorescence yield when

= 1 is 100.

In Figs. V-2 and V-3 are plotted .the results of a complete
'simulation which reproduces all of our experimental data. The points in
Figs. V-2 and V-3 are results f?om two different experiments one of
which was presented in Figs. IV-5 to IV-7. The smooth 1lines are the
results calculated from the set of rate constants and initial conditions
listed in Table V-I. The rate constants under the Fmax column are the
ones used to reproduce the Fméx data. The rate constants under the F,
column are the additional ones used to reproduce the Fo data. For points

between FO and F (f+= 1 and f #= 0), kT32 and kT23 were varied in a

max
smooth Fashion between their values for the FO andiFmaX simulations. The

reasons we adjusted kT32 and kT23 are discussed below in the section on
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Figure V-2: Simulation of the intensity dependence of the fﬁuorescencé
lifetimes from spinach chloroplasts at room temperature in the presence
of Mg+2.‘The points aregexperimenta1 data, and the smooth curves are the
*reéults-o? our simulation. Rate constants and initial conditions ‘for the

simulation are in Table V-I.
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Figure V-2: Simulation of the intensity dependence of the fluorescence
yields from spinach chloroplasts at room temperature in the presence of

2. The points are experimental data, and the smooth curves are the

Mg+‘
results of our simulation. Rate constants and Initial -conditions for ‘the

simulation are in Table V-I.
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Table V-I: Set of rate constants and initial conditions that reproduces

the fluorescence 1lifetimes and yields for the highest intensity points

in Figs. IV-5 and IV-6. Rate constants are in units of nsec'l. Initial

- conditions are probability densities at time= 0

Fmax | : FOv
Rate constants v Rate constants
kpzo(closed) 0.80 | ky3o(open) 2.80
AkT23(closed) 0.50 kT23(open) 1.75
kTZO 15.00 kp 5.00
kT02 : 13.00 kr(open) _ 5.00
kcﬂ 135.00

kr(closed) 85.00

kp 0.90
ko 0.24
kg 0.32
ky' 0.65

Initial conditions

chl a/b 0. 50
o
Chl a, 0.50
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the middle phase.

We see that our model is consistent with our data. The large number
of parameters 1involved in the fits precludes a quantitative
determination of each rate constant. The simulation procedure, however,
gives insight into the origin of each component. The following sections
discuss the origin of each component of the fluorescence decay and
describe important features of the model which afe required to fit the
data. A1l of our calculations assume that the room-temperature
fluorescence emanates from photosystem II; that is, from the Chl a/b LH
antenna and the Chl a, antenna. The effect of ignoring photosystem I

fluorescence is briefly discussed.

V-2. THE SLOW COMPONENT

Our interpretation of the slow component is that it is "delayed"
fluorescence due to excitatioh that returns to the chlorophyll antenna
after a charge separation and recombination reaction in the photosystem
I keaction center. The yield of the charge recombination-is high when
photochemistry is blocked by reduction of Q. The assumption that P;80
itself is non-fluorescent follows Butler's tripartite model [3]. The
evidence for this assumption is that the emission spectrum of the slow
component peaks at 680-685 nm 1like the chlorophyll antenﬁa emission
spectrum [1]. If PZ8O fluoresced, the expected emission would be red-
shifted from 680 nm.

To understand the kinetics of the slow component, we examine a set

of rate constants and initial conditions»Whidh-reproduees-the«Fmax-data;
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such a sétvvis presented in Table V-I. This solution set has a very fast
charge\separation rate (1/kC = 7 ps) for electron transfer from Pego to
Ph. This value 1is analogous to experimental numbers in bacterial
reaction centers [14,15] and 1in photosystem I reaction centers [16].
Because ’kc is large, when P;sOPhQ- is formed either"by excitation
transfer from Chl az* or by charge recombination from PgsoPh'Q', the
most probable next step is a charge separation. We expecf that before
energy transfer back to the chlorophyll éntenna results in "delayed"
fluorescence, the photosystem II reaction center will cycle between the
states P;80PhQ' and PZBOPh'Q' many times. Because the slow fluorescence
lTifetime component is relatively fast for "delayed" fluorescence, the
charge recombination reaction which occurs many times before "delayed"
fluorescence must be very fast. The solution set in Table V-I has a
charge recombination rate that is comparable to the.charge separation
rate (I/kr = 12 ps). The states ngoPhQ‘ and PgsoPh'Q"can accurately be
considered to be in a state of quasi equi1ibrium. The lifetime of the
slow component is approximately equal to the Tlifetime of the quasi
equilibrium which is a weighted average of 1/ky4' (1500'ps) and l/kd
(3300 ps) where kd' and kd are the radiationless decay rates of the
reaction center states. The exisfence of akquasi equilibrium agrees with
recent detailed quantum mechanical ca]pu]ations on the charge separatioh
in bacterial reaction centers by Wertheimer and Friesner [17,18].

The situation when Q is oxidized is similar except that the

radiationless decay rate of PESOPh'Q is dominated by kp. We choose k. to

p
be similar to the rate of analogous -electron transfer reactions in
bacterial reaction centers [14,15] and in photosystem 1 reaction .centers

{19,20]. Because '17kp'=‘200‘ps, the "delayed" fluorescence will have a-
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lTow yield and be fast - nearly as fast as the "prompt" fluorescence. We
conclude that the slow fluorescence in the 1lowest intensity data in
Figs. IV-5 and.IV-6 is not "delayed" fluorescence from open photosysfem
II reaction centers. This slow component could be due to the presence of
same closed photosystem II reaction centers. Alternatively, its origin
could be some mechanism distinct from "delayed" fluorescence.

For simulations where-a~ fraction f (f7= 1 and f= 0) of the
photosystem II reaction centers are closed, it is necessary to consider
energy transfer between photosystem Il units. If no energy transfer is
possible, the Tifetime of the slow component would remain constant and
only its yield would decrease  as f decreases. We observe, however, a
decrease in the the slow phase lifetime. The 1ifetime decreases because
excitation returning to the chlorophyll antenna from a closed reaction
center may get quenched by transfer to an open reaction center. For a
complete simulation, we must 1include energy transfer between
photosystem II units.

The slow phase lifetime in chloroplasts isolated from peas grown in
intermittent 1ight is the same in F0 as in Fmax‘ These chloroplasts lack
the Chl a/b LH proteins [21,22j, which éuggests that communication
between photosystem II wunits is through the Chl a/b LH antenna. A
refinement in our model, which is consistent with this result and with
our data, is that the Chl a/b LH antenna 1is a lake antenna that is
capable of transferrihg excitation to a lTarge number of Chl a, antennae.
Excitation in the Chl a/b LH antenna is transferred to a Chl a, antenna
with rate constant kysoe It will be transferred to the Chl as antenna of
a closed reaction center with probability f, .and to xhe*thﬂfq?(anbenna

of an open reaction center with' probability g = 1-f. We note-that the
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lifetime of the slow component decreases only two fold. If we introduce
lake character to the Chl a, ’antennae, it is not possible to simulate

such a small change.

V-3. THE MIDDLE COMPONENT

The two faster components of the fluorescence decay are "prompt"
fluorescence which results from excitation Tlost prior to reaching a
reaction center. The middle component reflects excitation that

originates in the Chl a/b LH antenna. Its lifetime is approximately
middie = 1/(kg * kp * kg3p) (3)

where kp, kp, and k3, are the rate constants for fluorescénce,
radiationless decay, and energy transfer from the Chl a/b LH antenna.
_The lifetime of the middle - phase decreases from 750 ps to 400 ps
between F0 and Fmax' By equation (3), we see that ft is possible to
simulate this decrease only if the denominator is larger at F0 than at
Fnax® We suggest that kT3é’ which is the dominant rate in Eq. (3), is
faster in the all-open state than in the all-closed state. This change
may be related to energy distribution regu]afioh mechanisms present in
chloroplasts such as the state 1 to state 2 transition [23,24]. When a
photosystem II reaction center is closed, the rate constant for energy
transfer to that reaction center;is'decreased, and the probability of
.energy transfer to -an -open ‘photosystem II reaction center or to
phbtosysiem I is increased. This situation favors efficient use of

excited states. The change in ‘the ~middle phase Tifetime -<cannnot be
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explained by changes in ka or kD’, because Tlarge rates for tﬁese
processes are inconsistent with the high yield of photochemistry present

in the all-open state [25,26].

V-4. THE FAST COMPONENT

The fast component is “prompt" fluorescence which is due to
excitation that originates in the Chl a, antenna and is lost prior to

transfer to the reaction center. Its lifetime is approximately

Trast = 1/(kp *+ kp + krpg + krp3) (4)

where kF, kps Kypgs and kT23'are- rate constants for fluorescence,
radiationless decay, and energy transfer from the Chl a, antenna. Eq.
(4) 1is dominated by the rate constant kT20' The yield of the fast
component is very 1owv because nearly all of the excitation that
originates in the Chl ay antenna is rapidly transfekred to the reaction

center of_photosystem IT.

V-5. PHOTOSYSTEM I FLUORESCENCE

The Chl a/b LH antenna and the Chl a, antenna are two parts of
Butler's tripartite model [3] - the third part is the chlorophyll a
antenna associated with photosystem I (Ch] al). The inclusion of Chl a
in our model -should not substantially effect the interpretation of the
three room-temperature fluorescence decay fcampohenism The room-

temperature -emission -spectrum -of the-photosystem. 1 -antenna s similar to
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the fluoréscence.emission spectrum of the photosystem II antenna [27].
Therefore, we might expect photosystem I fluorescence at 680 nm where we
measured the fluorescence decay. In analogy with the interpretation of
the fast phase, excitation or%ginating in the Chl a; antenna would
probably contribute a Tow yield of fast fluorescence. The lifetime of

the photosystem I fast fluorescence would be approximately
Tps1 = Vlkg * kg * kpyp) | (5)

where kF and kD are aS above, and leI is the rate of energy transfer
from Chl a; to the reaction center of photosystem I. Beddard et al.
[28] have measured a fluorescence lifetime of 110 ps for photosystem I
particles. This suggests that Tpg] from Eq. (5) may be around 110 ps and
that some of our fast phase may be due to excitation originating in
Chl a;. ‘
If we include the excitation transfer between photosystem II and
photosystem I, the interpretation of the midd]e}phase would change only
slightly. Instead of using Eq. (3), the lifetime of the middle phase

would be approximately

Tmiddle = Y/(Kg + kp + kp3p + kpg3p) | (6)

where kF,'kD, .and kT32 are as'abové, and kT31 is the rate of energy
transfer from the Chl a/b LH antenna to the Chl a, antenna.

Fluorescence emission spectra of subchlorop1ast}part1c1es indicates
.thét there 1is no Variable fluorescence originatihg from photosystem I
27,297, Thus, ‘we expect no ccontribution from photosystem I to the slow
-:¢mase-@bserv£ﬂ;ﬁt W@Om'iempehaturem'Me'note,‘mawever, that “the Tifetime

:of the slow t@mpeﬁent;wiiﬂﬁbeqafﬁéctédabyvchanges in the rate of energy
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transfer from photosystem II to photosystem I. In the tripartite.model,
transfer from photosystem II to photosystem I is irreversible, and
increasing this rate is equivalent to increasing the rate of
fluorescence quenching paths in the photdsystem IT antenna. Increasing
the rate of fluorescence quenching path;»in the photosystem II antenna
tends to decrease the lifetime of the "delayed" f]uoréscence.

The quantitative inclusion of Chl a; into our analysis of the room-
temperature fluorescence decay requires more experimental data. Detailed
fluorescence lifetime éxperiments on photosystem I-enriched

subchloroplast particles should resolve this problem.

V-6. SUMMARY

The results of this Chapter and Refs. [1] and [2] Ted to the
working model for the origin of room-temperature fluorescence diagrammed
in Fig. V-1. The basic structure of the model fs derived from the
tripartite model proposed by Butler [3]. The major addition is the
explicit inclusion of the electron transfer processes involving
pheophytin which occur in the reaction center of photosystem II [5-11].
A detailed kinetic analysis of this model shows -that the totaT
fluorescence which is emitted from both the Chl a/b LH antenna and the
Ch].a2 antenna can be described by the sum of three exponentials. The
origin of each phase is a complex interaction among the rate constants
in Fig. V-1, but they can be described qualitatively as follows: 1) The
fastest phase (about 100 ps) is kinetically controlled by the decay

processes of the Chl a, antenna. These processes-are dominated by the

%
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transfer rate, kyyg, from the Chl a, antenna to the reaction center of‘
photosystem II. 2) The middle phase (300-750 ps) is kinetically
controlled by the decay processes of the Chl a/b LH antenna. These
processes are dominated by transfer rates from the Chl a/b LH antenna to
the Chl aé.antenna and the Chl a antenna (kT32 + kT31)‘ 3) The yield of
the slow phase is controlled by the. presence of Q~ and its ]ifetime is
determined by‘ two factors. The first factor is the kinetics of the
charge. recombination between'Pg80 and. Ph™ and the second factor is the

rates of fluorescence quenching from the photosystem II antenna.
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CHAPTER VI
EFFECT OF MAGNESIUM ON THE ROOM-TEMPERATURE FLUORESCENCE
DECAY KINETICS IN SPINACH CHLOROPLASTS

VI-1. INTRODUCTION

The addition of cations to broken chloroplasts induces changes in
the primary processes of photosynthesis. These changes include: (1) a
dramatic increase in the room-temperature fluorescence yield of DCMU
poisoned . chloroplasts [1-4], (2) an increase of the 685 nm fluorescence
at Tlow temperature relative to the 735 nm fluorescence [2-4], (3) an
increase 1in the photosystem I1 qdantum efficiency [2-4], and (4) a
decreasé in the photosystem I quantum efficiency [2-4]. Murata [2-4]
postulated that cations decrease the rate of spillover from photosystem
II to photosystem I and.that cationic regulation of thi§ rate may be the
basis of the state 1 to state 2 transition observed in intact
chloroplasts [5,6]. In his model, state 1 (the.dark state) is analogous
to the state of high cation concentration, with low photosystem II to
photosystem I spillover; state 2 is analogous to the state of low
cation - concentration, with high photosystem II to photosystem I
spillover. More recent work suggests that the cation effect on energy
distribution between photosystem II and photosystem I 1is more
complicated. Butler and Kitajima ‘[7] concluded from fluorescence
induction data at 1low temperature that, in addition to decreasing the

+2

rate of photosystem Il to photosystem I spﬁﬂﬂoy@r, Mg" < increases -the

‘absorption cross section of photosystem II. The analysis of ‘Henkin and
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Sauer [8] ‘indicates that the only effect o1°'Mg+2

may be an increase in
the absorption cross-section of photosystem II.
Joliot and Joliot [9] reported that the fluorescence induction

curve for intact chloroplasts in whole cells of Chlorella pyrenoidosa

displays a sigmoidal rise. They attributed the sigmoidicity to the
ability of enefgy to transfer between photosystem' I units. They
proposed a theoretical relation between the probability of transfer
between photosystem II units, p, and the shape of the fluorescence
induction curve; the fluorescence induction curve from intact
chloroplasts indicates that ¢=0.55 [9]. Experiments with broken
chloroplasts shows'that the fluorescence induction curve is sigmoidal in
the presence of Mg+2,‘but exponential in the absence of Mg+2; the twov
2

curves correspond to p=0.5 to 0.6 in the presence of Mg+ and o

decreasing to a low value in the absence of Mg+2 [10-13]. The conclusion

2 is' required for energy transfer between photosystem II

is that Mg
units to exist.

Several possibilities have been presented for explaining the
mechanism of the cationic regulation of energy distribution. Izawa and
Good [14] found that chloroplasts isolated in 1low salt medium have
unstacked thylakoid membranes and that the addition.of salts induces
thylakoid stacking. This stacking is correlated with increased 1light
scattering and with the fluorescence increases described above [15,161.
Murakami and Packer [15] and Murata [16] concluded that thy]akofd
stacking may be the mechanism behind the cation effect and the state 1
to -state 2 transition. More recent experiments show that -thylakoid
stacking and “fluorescence yield ¢hanges are '“separable phenomena; that

is, one effect can be induced independently of the -other [17,18].
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2 effect and a state 1 to

Experiments with mutants indicate that a Mg+
state 2 transition is absent 1in photosynthetic organisms that lack the
chlorophy1l a/b Tight-harvesting protein [19]. The conclusion is that an

interaction between Mg+2

and the chlorophyll a/b light-harvesting
protein induces some change which can control the energy distribution
between photosystem II and photosystem I [19-21]..

In this éhapter, I describe the measurement of the three components
of the fluorescence decay described in Chapters IV and V (See also Refs.
[22] and [23]) as a function of the concentration of Mg+2. This
experiment was done on the all-open state (FO level) and on the all-
closed state (Fmax Tevel) in’spinach chloroplasts at room temperature.
To examine the extent of energy transfer between photosysfem IT units,
it is necessary to look at the fluorescence decay when - some of the
photosystém IT' reaction centers are open and some are closed. For
experiments 1in the - partially closed state; we have measured the
intensity dependence of the f1uorescehce-decay kinetics for} spinach
chloroplasts in the absence of Mgfz. We find that most of our data can

be explained by assuming that Mg+2-

+2

has - two effects. The addition of
Mg = to thylakoids from broken spinach chloroplasts isolated in a‘Mg+2
free buffer, first decreasesx the rate of energy transfer or spillover
from photosystem II to photosystem I; this first effect saturates at low
concentrations of Mg+2 (<-0.7S.mM).,A second effect, saturating at about

, +2 . e e . .
2 mM Mg ~, causes an increase 1in both the absorption cross section and

the extent of energy transfer between photosystem IT units.
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VI-2.MATERIALS AND METHODS

Broken spinach_ chloroplasts were isolated by methods similar to
those described in Chapter IV except that portions of the ch]orop1ast
be]]et were resuspended in several different buffers. Each buffer
‘contained 10 mM HEPES-NaOH {(pH 7.5), 0.1 M sucrose, and 5 mM NaCl. Each
buffer also either had no Mg+2, or contained a concentration of MgCl,
equal to the concentration desired for the fluorescence measurement. The
chloroplasts were allowed to equilibrate in these buffers for at least 1
hour. The chlorophyll concentration was édjusted to 18 ug chlorophyll/ml
by dilution with the appropriaté resuspending buffer. For experiments at
the FO'1eve1, we added 1.25 mM ferricyanide as electron acceptor,
125 mM ferrocyanide to control the redox potential, -and 2.5 ug/ml
gramicidin D as uncoupler. These levels of added anionic electron
acceptors along with their coion, K+, do not induce ionic effects inthe
room-temperature fluorescence properties of broken spinach chloroplasts.
The chloroplast sample was rapidTy stirred in al am x 1 cm cuvette, and
each sample was.rep1aced every 10 min if more data accumulation was
needed. For experihents at the Fp.. level, we added 12.5 uM DCMU and
2 mM hydroxylamine hydrochloride. To close the reaction centers, the
sample was 1illuminated with about 10 flashes of saturating intensity
immediately before the 1ifetime measurement. The intensity dependence
experiment was done like an Fo experiment, except that only gramicidiﬁ D
was added to the resuspending buffer. All measurments were carried out
at room temperature*(ZO-ZZQC), and the cuvette was painted black for
;reaSDnS-descrﬁbed'in Chapter TV.

The single-photon timing apparatus and the methods of numerical



MAGNESIUM EFFECT 149

analysis are-described in Chapter III.

VI-3.RESULTS

1. mg*2

Dependence of Fo Level Fluorescence

Table VI-I summarizes some of the resu]ts>from‘Chapter IV (see also
Ref. [22]) which have been renormalized to facilitate éanparison of the
yields between different experiments. The effects of adding Mg+2 to
§pinach ch]orop]astsfat-the Fo level aré: 1) a decrease in thé-]ifetime
‘of the slow phase with no change in its yield, 2) a slight increase in
- the Tifetime of the middle phase accompaniéd by a doubling of the yield,
'and 3) a decrease in the yield of the fast phase. The changé in the fast
phase, however, may 'be within the uncertainfy of our measurements
because the fast phase is the most difficu1t phaée to resolve. The
dependénce of the three lifetimes on .Mg+2 concentration is plotted in
~ Fig. VI-1. The slow phase increases sanéwhat at Tow levels ovag+2'and
1 theh decreases'to'its final value, with the decrease being complete by
[Mg+2] = 2 mM. We note that, 1ike the fast phase, the slow phase is a
small part.of ‘the total Fo decay and 1is difficult to resolve. The
pfeciée details of the change in' the slow phase lifetime will need
confirmation; but we generally observe a decrease in._the slow phasé
1ifetime upon the addition of 5 mM Mg+2; The 1lifetimes of the fast and
middle phases show only minor changes.

In Fig. VI-2 are plotted -the total yield and the yield of each
component versus'Mg+2'concentration. The total yield increases about 307

.+23 -

saturating at [Mg 0.75 mM; this increase s “in -good agreement wWith
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'Tab.1e VI-I: Lifetimes and relative yields of the fluorescence from
spinach chloroplasts. These data show the effects of adding 5 mM Mg+2 at
both the F'0 and Fma* levels. All resu}ts are from chloroplasts 'isolated
from a single set of spinach Tleaves. The yield figures are normalized

2

such that Z¢ at Fmax.in the presence of Mg+ equals 100.

No Mg*2 +5 mM Mgt

Level T ¢ o T ] ¢
' 130 4.4 100 2.5

Fo 360 9.4 17 420 19.5 25
1500 3.2 1200 3.0
160 3.5 50 1.0

Frax 530 20.7 44 750 17.0 100
1700 19.8 . 2000 82.0
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Figure VI-1: ‘Lifetimes of the components of the Ffluorescence decay in
spinach chloroplasts 4t ‘the F level as a ‘Ffunction of ‘the concentration

of Mg*2,



MAGNESIUM EFFECT | | 152

150 — . ; — >

o
o

@ | (arb. units)

18]
O

0 1 | ! ]
0 . 2 - 3 4 S
[Mg+2] _ (mM) YBL 8112-12767 -

Fig.dre VI-2: Total yield and yields of the components of the
‘fluorescence decay in spinach chloroplasts at the Fo Tevel as a function

of the tconcen Tation ‘tb"f»‘Mg*Z.. Yields are normalized such that 2% in the

absence of Mg equals 100.
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the results of Henkin and Sauer [8]. The other changes are quite
complex. The yield of the slow phase increases four fold peakiﬁg at
[Mg+2] = 0.75 mM and then decreases to ﬁear ité original value. The
decrease 1is complete at about [Mg+2] = 2 mM. Despite difficulty in
resolving the Tifetime of the slow phase, the rise and fall of its yield
was observed to be similar in each sample. It is therefore 1ike1y that
the rise and fall of ihe lifetime of the slow phase mentioned above is
real. The yield of the middle phase remains approximately constant up to-
1 mM and then approximately doubles, with the doubling nearly complete

by [Mg+2] = 2 mM.

- 2. Mg+2 Dependehce of the Fmax Level Fluorescence
The effects on the Fmax level resulting from increasing the
concentration of Mg+2 added to broken spinach chloroplasts are: 1) an
increése in the lifetime of the slow phase accompanied by a four fold -
increase in its yield, 2) an increase in the lifetime of the middle
phase accompanied by a 'slight decrease in its yield, and 3) changes in
the fast phase which probably do not 1ie outside the uncertainty of our
_measuré&ent. The fast phase in the Fmax level is especially difficult to
resolve because it is a very small component relative to the other two

2

phases. The lifetimes of the three components versus'Mg+ concentration

are plotted in Fig. VI-3. The lifetime of the slow phase increases from '
1170 ps to 1600 ps, saturating at [Mg+2] = 0.75 mM or less. The range of
the change, 1170 ps to 1600 ps, is different from the range in Table IV-
I (1700 ps -to 2000 ps); -the discrepancy is probably due to -sample
variability. Despite fhe differences in range#, the saturation of the

+2] -

effect at Mg 0.75 mM is reproducible for the slow phase 1ifetime.
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Figure VI-3: Lifetimes of the <components of the fluorescence decay ‘in
spinach -chloroplasts at the F, . Tevel as a function of the

concentration of ‘M g-+2.
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The T1ifetime of the middle phase‘ increases only s]ightTy from 380 ps to
430 ps; the increase occurs at 1ew Mg+2 concentration (< 0.75 mM). The
smaller change here as compared fo Table VI-I could also be due to
sample variability. We have always seen an increase in this lifetime at

2. The increase 1is sometimes

the Fmax level upon the addition of Mg+
small, and the increase presented in Table VI-I fepresenté about the
maximum effect. |

The total yield and the  yield of each cqmponent. versus Mg+2
concentration are plotted in Fig. VI-4. The total yield doubles,
saturating at [Mg+2] = 2 mM; this increase is in close agreement with
the results of Henkin and Sauer [8]. A1 of the increase 1is accounted
for by a four fold increase in the yield of the slow phase, and this
increase also saturates at [Mg+2] = 2 mM. The only other effect is a
slight decrease ih the yield of the middle phase saturating at about

[Mg*21 = 1 mm.

3. Intensity Dependence of the Fluorescence Decay Kinetics in the
Absence of Mg+2 | "

The effect of intensity on the thfee kinetic components of spinach
chloroplasts in the presence of Mg+2 is plotted in Figs. IV-5 to IV-7
(see Chapter 1IV). The results show a smooth transition from the.FO
val ues tp the Fhax values given in Table VI-I. Here, we have repeated
the same experiment in the absence of Mg*z. The results plotted in Figs.
VI-5 and VI-6 showlsmooth transitions between results- similar to the FO '
‘and Fmax values given in Table VI-I. The lﬁEEiime?@faihezshow;phaéevﬁ5
nearly constant .at ﬁboht 1350 .ps. The slow phasegyieid increases 8:3

fold. The lifetime and -yield of the middle ‘phase increase somewhat, ‘the
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Figure VI-4: Total yield and yields of the components of the

fluorescence decay 4n -spinach chloroplasts at the Frnax level as a

2. Yields are normalized such that
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Funttion of “the ‘concentration of Mg

T$ in ‘the absence .of éMg*jz equals .100.



-~ MAGNESIUM EFFECT , 157

1500 T — T ' T ' T
S o v 0 VvV o _ -
1000 - - al
) X .
=
- :
500 |- | g n Agmou-: ~
3 r og o 'D~ T
L o _ -
: X X Xyl a — ;JTUMSTb i
] 1 L '. L
09 05 1.0 1.5 2.0 2.5
LOglo(lntenSity) XBL 8112-12766

Figure VI-5: Lifetimes of the componeﬁts of the fluorescence decay in
spﬁnachkchioﬁopﬁasts' isolated in ‘the absence of ﬂM§+2 as a function of

Taser intensity
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Figure VI-6: Total yield and yields of the components of the
fluorescence decay in spinach chloroplasts isolated in the absence of
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yield increasing about 60-70% The 1lifetime of the fast phase remains

constant and its yield decreasés.

VI-4. DISCUSSION

‘1. Comparison with other Mg+2

Dependent - Fluorescence Lifetime
Measurements

Because we have resolved three fluorescence decay components where

other studies have resolved only two components [24-26]~or bne component

[27], it is difficult to compare our results quantitatively to

 Titerature results. A qualitative comparison, however, reveals that our

data can be reconciled quite well with other Mg+2

:dependent
fluorescence 11fetime measurements [24-28]. Searie.gg_gl. [25] Tooked at
the effect of adding Mg+2 to wild-type barley chloroplasts at both the
FO and Fmax levels. At FO’ they saw very }sma11 changes in thellifetimes
of two components and a slight increase in the yield of their. slow
component (600 to 650 ps). Oﬁr result for Fo agrees with this result, if
we note that their slow phase is probably an average of our middle and

+2

slow phases. The effect of adding Mg at the F .. Tlevel has been

examined for chloroplasts from wi]d-type bar]ey [25] and from peas A
[24,26]. AT] three studies [24-25] recorded increases in yields which "
- predominate in the slow part of the fluorescence. The slow fluofescence
.1ifetime was found either to increase [24,25] or remain constant [26].
Qur results are in essential agreement with these results as well. These
previously reported Mg¥2-effécts, hqwever, are generally smaller because

-a two component analysis averages -some .of the middle phase ‘into ‘the :slow
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* phase. ‘
Moya et al. [27], using the technique of phase fluorimetry with a
one component analysis, measured the fluorescence lifetime as a function
of intensity both in the presence and absence of Ng+2. A plot of their
average lifetime versus total yield showed that in the absence of Mg+2
the average lifetime is proportional to the total yield and it increases
from 0.4 ns in the all-open state to 1.0 ns in the all-closed state.- A
vp]ot of an average lifetime calculated from our intensity dependent data
fn the absence of Mg+2 (see Figs. VI-5 and VI-6) by Eq. (1) in Chapter
IV is identical to the results of Moya et al. [27] (plot not shown). The

deceptively simple Tinear relationship between average 1lifetime and

total yield has influenced the conclusions of several authors.

2

2. Interpretation of the Mg+ Effect

The first discussions of the Mg+2 effect postulated that addition

2 decreases the rate of spillover from photosystem II to

of Mg
photosystem I [2-4]. In the model in Chapter V, this decrease would be a
decrease in kT31‘ Because, as discussed in Chapter V, the midd]e phase
lifetime 1is approximately equal to 1/(kT32 +ky31), (See Eq. (6) in.
Chapter V) a decrease in kT31 should result in an increase in the middle
phase 1ifetime. At both Foiand Fmax in Table VI-I and in Figs. IV-lvand
IV-3, we see an increase in the middle phase lifetime. The changes are
usually small .and completed by [Mg+2] = 0.75 mM. We conclude that
changes in the phofosystem IT to phdtosystem I spillover rate may be
taking place but that they are .completed .at very JTow concentrations .of
Mg+2 and therefore, cannot account for all the observed fluorescence

'changes at higher cohcentrations.
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2

The Targest Mg+ effects observed are changes in the slow phase at

Fnax® The increase in the slow phase lifetime (see Fig. IV-3) is
complete by [Mg+2] = 0.75 mM. This increase could be due to a direct
affect of Mg+2 on the kinetics of the charge recombination step in the
photosystem II reaction center. Alternatively, the 1lifetime 1increase
could be due to changes in the chlorophyll antenna. An increase in

‘lifetime would be brought about by decreases in rate constants for
quenching paths in the chlorophyll antenna. One such decrease could be a
decrease 1in the photosystem II to photosystem I spillover rate. It is
therefore possible, that the lifetime increases in the middle and slow

phases, both of which are completed at low Mg+2

concentrations, are both
due to changes in the photosystem II to photosystem I spillover rate.

Both mechanisms discussed abové, by which Mg+2 induces an increase
in the s]ovahase lifetime, should also cause an .increase the slow
phase yield. The yield of the slow phase continues to increase up to
[Mg+2] = 2 mM, however, while the 1lifetime effects are completed at a
lower concentration of Mg+2. A mechanism to account for this continued
yield change is a Mg+2 induced increase in the effective absorption
cross-section of photosystem II. An increase in the photosystem II
absorption cross-section would cause the yield of the slow phase to
increase without increasing its 1lifetime. The conclusion that both
spillover changes and absorption' cross section changes occur upoh the
addition of Mg+2 is in agreement with the work of Butler and Kitajima
[73. |

The intensity dependence of‘fhe'fTuorescence kinetics Can'bé ‘used
to -examine the @Xbentiafaenergy‘transﬁer‘between photosystem 11 units. A

striking difference between the results in Figs. VI-5 and VI-6, “in ‘the
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absence of Mg+2, and the results of a similar experiment in the presence
of 5 mM Mg*2 presented in Figs. IV-5 to IV-7 (see also Table VI-I and
Ref. [22]), is that in the absence of Mg*z, the Tlifetime of the slow
phase is almost constant. As discussed in Chabter V, changes in the slow
phase 1lifetime in the presence of Mg+2 probably result from
communication between photosystem II units through the Chl a/b LH
antenna. The results shown 1in Figs. VI-5 and VI-6 suggest that Mg+2 is
required for communication to exist and that, in the absence of »Mg+2,
there is no communication between photosystem II units. This conclusion
is consistent with the results of fluorescence induction experiments in
the presence and absence of Wb+2_[10-13].

2

The Mg'-+ dependence of the F0 - kinetics.are more complex, but they

can be rationalized using the above conclusions. At 1low concentrations

2, the photosystem II antenna is in a puddle or disconnected state

of Mg*
and Mg+2 is causing an increase in the rate of photosystem II to
photosystem I spillover and/or a direct effect on the kinetics of the
charge recombination. The low-level Mg+2 effects on the slow phase are
expected to be an increase in its lifetime and yield (Note: the presence
of a slow phase in FO is probably due to the presence of some closed
photosystem II reaction centers even in the dark - see Chapters IV and
V). At higher levels of Mg+2, the photosystem IT antenna begins to 511ow
communication between photosystem II units. In this state, excitation
rethrning to the chlorophyll antenna following a charge recombination
can now be quenched by transfer to an open photosystem II reaction
center. The result is a shortening of the lifetime and a decrease in the
yield of the 'slow phase. ©Our model, therefore, predicts the rise iand

fall of the slow phase yield; which we reproducibly observe. The fact
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+2] = 2mM gives us new

that the yield decrease is completed by [Mg
information about the levels of Mg+2 required to bring about éonnections
between photosystem II units. Our model, also predicts a rise and fall
of the slow phase 1lifetime. Despite the difficulty 1in resolving the
lifetime of the slow phase at the Fo level, we believe the rise and fall
shown in Fig; VI-1 is an accurate measure of its behavior.

The yield of the middle phase in the Fb experiment increaseé with
[Mg+2] until about [Mg+2] = 2 mM. This effect is consistent with an
increase of the absorption cross section of photosystem II. However, we
didlnot observe an increase in the yield of the middle phase in the
Fmax-experiment. | | :

Although it is difficult to be precise about changes in the fast
phase, we conéistently observed a decrease in its lifetime upon the
additidn of Mg+2. As Mg+2 increases communication between photosystem II
units, we postulate that it also strengthens the connection between the
Chl a, antenna and the - photosystem II reaction center. A Mg+2-induced

increase in the rate constant kT20 - could account for _the observered

shortening of the fast phase lifetime.

3. Conclusion
The addition of Mg+2 to broken spinach chloroplasts isolated in the

2 has two effects which occur in different concentration

absence of Mg+
- ranges. As the wg+2 concentration is increaﬁed from 0.0 to 0.75 mM, the
‘rate constant for transfer between photosystem‘ IT and photosystem I
decreases. It is possible that changes occuring 7in this concentration
range also affect“the kinetics of the <charge ‘recombination jn the

photosystem IT reaction center. As ‘ﬁhe?M§+2'C°"Centﬁatioﬂ is ‘increased
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up to. 2.0 mM, changes in the Chl a/bLH antenna occur which both
increase the absorption cross-section of photosystem II and bring about
communication between photosystem II units. There is probably also an
increase in the transfer rate between the Chl a, antenna the the
photosystem II reaction center. Most of these correlations can be

understood as a consequence of effects of Mg+2

on the organization of
the Ch] a/b LH antenna. This conclusion is in good agreement with the.
results of Lieberman et al. [19] who concluded that the Chl a/b LH

antenna is required for Ng+2 effects.
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| CHAPTER VII
FLUORESCENCE DECAY KINETICS DURING THE P TO S
FLUORESCENCE DECLINE IN SPINACH CHLOROPLASTS

VII-1. INTRODUCTION

The yield of chlorophyll a fluorescence in chloroplasts exhibits a
slow quenching from an_initfaT high-yfe]d state (P state) to a steady
state low-yield state (S state) [1-3]. There is general agreement that
the slow quenching is caused by.a 5tructura1 change of the membrane in
‘the chloroplasts [4]; it has recently been postulated that this
struétura] change can be induced by two distinct mechanisms [5,6]. The
first mechanism involves Mg+2 effTux from the thylakoids CauSed by T
uptake into the thylakoids [7-12]. This mechanism is dominant at low
light intensity and can be inhibited or reversed by uncouplers; it is
termed jonophore-reversible or Mg+2-dependent quenching [5,6]. The
second mechanism does not inyo1ve MgJ_'2 ion movement and may reflect
conformational chandes of the coupling factor [13]. This mechanism is
dominant at high 1ight intensity and is not reversed by uncouplers; it
is termed ionophore-resistént quenching [5].

In this chapter; I present the measurement of the three phases of
the fluorescence decay described in Chapters IV through VI (see also
Refs. [14-16]) during the P to S transition under conditions where
fonophore-reversible quenching is daminant. Briantai s et. al T17] have
proposed that while quenching under these conditions s associated with

o 2 2

Mg™“ ‘efflux, the quenching is not a reversal of the well known Mg+
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effect [18]. In particular, the spillover from photosystem II to
photosystem I, as measured by the ratio of the 735 nm peak to the 685 mm
peak of the fluorescence spectrum at 77K [17], is the same in the P
‘state as it is in the S state, while it is different in chloroplasts

2. By comparing the 1ifetimes

isolated in the presence or absence of Mg+
and yields in the P state and the S state to those in chloroplasts in
the presence and absence of Mg+2 [14,16], we find, contrary to Briantais
et al. [17], that the P to S transition appears to be a reversal of the

+2

Mg © effect.

VII-2. MATERIALS AND METHODS

Broken chloroplasts were isolated from freshly harvested spinach
leaves by the methods described in Chapter IV. The P to S decline was
measured for a chloroplast sample in 10mM HEPES-NaOH buffer (pH 7.5)
containing 0.1 M sucrose, 5 mM MgC]z, 5mM NaCl, and 18 ug/ml of
chlorophyll. The chloroplasts were excited at 6205 nm using the laser
dye Rhodamine 6G. Fluorescence was monitored at 680+5 nm. The intensity
of 1light hitting the chloroplast supension was approximately 40
kerg/cmz/sec, and this was sufficient to induce the P to S transition.
Measurements where done on a small volume (0.3 ml) that was uniform1y
illuminated to prevent artifacts due to diffusion of chloroplasts into
and out of the beam.

The single-photon timing apparatus and the methods of numerical

analysis are described in Chapter III.
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VIT-3. RESULTS

Fig. VII-1 shows the photon flux (fluorescence intensity) versus
time for a typical sample. The initial rise from Fo to ﬁnax or from the
0 state to the P state [19] is not resolved. The slow quenching from the
P state to the S state is observed to occur with a half time of about 75
seconds. The total extent of the quenching is between 50% and 60%

Addition of 1 uM gramacidin D prior to illumination inhibits fhe '
quenching; thus, our conditions favor the jonophore-reversible quenching
mechanism [5,6]. The intensity of our excitation source (about
40 kerg/cmz/sec) is four times higher than that used by Krause f6] to
measure ionophore-reversible quenching, but his eXcitation was broad-
band red 1light from 630 nm ‘to.680 m while our excitation is at
620+5 nm. Absorption by chloroplasts at 620 nm is lower than it is
between 630mm -and 680nm.

Accurate single-photon timing data require 'accumu1ating 'enough
counts to achieve a good signal-to-noise ratio in the fluorescence decay
data. We accomplished this by illuminating 7 fresh dark-adapted
chloroplast samples and éol]ecfing photon timing- data during the
intervals marked in Fig. VII-1. Addition of data from the corresponding
intervals of the 7 chloroplast samples gives a sufficiently high signa1;
to-noisg ratio. Fig. VII-2 shows the raw data for the earliest time.
~ (10s) and the latest time (435s). The bottom:.of Fig. VII-2 -shows plots
of the deviations between the best three-exponential fits and the raw
data.

Fig. V11-3 ds a plot of the 'Qﬁﬁbtime31ofvJimevﬁhﬁee*mﬁmpahents

:durﬁmg-the-;ﬁvto-'SitransTtﬁbn;“mhe qﬁ$é%imezoffeach;ﬁhaseaﬁecneasesfby
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~ Figure VII-1: Fluorescence photon flux rate for a typical sample of
spinach chloroplasts undergoing a P to S transition. Data for 1ifetime
‘measurements were tbllected during the intervals marked on the Figure.

At “time-= 0, “the -dark adapted sample-is -exposed to 1ight.
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Figure VII-2: Single-photon timing data for fTuorescenée decays at the
earliest time (FT=105(t)) énd at the 1latest time'(FT=43ss(t)). E(t) is
the response function for our single-photon timing system. The smooth
lines through-the two F(t)'s are the best thrée-exponentiaT fits, and
the two lower plots are the deviations between these fits and the raw

data.
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20% Fig.. VII-4 plots total yield and the yield of each component during
the P to S transition. The total yield decreases about 60%, and all of"
this decrease is accounted for by a 6.2-fold decrease in the yield of
the slow phase. This 6.2'fo1d decrease in yield is accompanied by much

less  dramatic changes in The yields of the two faster phases

Tslow*
increase, but by a factor of 1less than two. It 1is difficult to be
precise about the fastest phase, because it amounts to less than 5% of
the fluorescence.

As mentioned in the Introduction, ionophore-reversible quenching

»4___;,f___invglve§_umg+2 efflux from the thylakoids; Even though Briantais et. al.

[17] have concTuded that some characteristics of the S state differ from

2, it is still tempting to equate the

those of chloroplasts devoid of Mg+
fluorescence decline results with the 1loss of the Mg+2-stimu1ated
fluorescence increase. To expTore further this question, we compare
'1ifetime data in the P and S state to the Mg+2 effect on fluorescence
lifetimes reported in Chapter VI and Ref. [15]. Table VII-I summarizes
the canpafison. In both the P to S experiment and the ng+2 experiment,
the fast and middle phases behave similarly. The fast bhase increases in
yield with only small changeé in the 1lifetime. (The fast 1lifetime is
difficult to resolve accurately.) The middle phase increases in yield
about 1.5 fold and decreases slightly in Tlifetime. The slow phase
-1lifetime decreases by about the same extent in both cases, but its yield
'shows minor differences. In the P to S transition, the yield decreasés
6.2 fold. In the S state the yield of the slow phase has decreased to
about 1/2 of the yield of the middle phase. It may have decreased even
- ‘more than this, ‘because our first point is actually an average over the

first 15 seconds; this averaging tends to lessen the observed decrease
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"Table VII-I: A canparison of the lifetime and yield changes upon going

from the P state to the S state with the Tifetime and yield changes in

the presence and absence of Mg+2. For the ng+2 effect, 1 uM DCMU and
1 mM hydroxlamine hydrochloride were added to keep Q reduced. All

lifetimes are in picoseconds.

PTOS 1mg*2 —
State : T ® ot T ® ot
High Yie1d+2 : 1390 81 100 1580 83 100
(t=10s or +Mg 7) 480 17 : 430 13
: 150 2 40 4
Low Yield +2 1100 13 44 1160 24 49
(t=435s or -Mg*c) 410 26 380 21

110 5 : 60 - 5
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in the slow phase yield. In the ng+2 experiment, the yield of the slow
phase decreases only 3.5 fold, and it is still the ~largest component

even in the absence of_Mg+2.

VII-4. DISCUSSION

The changes in the 1ifetimes and yields of the three fluorescence
decay canponénts between the P and S state and between the presence and
absence of Mg+2 ére very similar. This similarity suggests that the
effect of the P to S transtion on energy distribution in the thylakoid
membrane is the same as thé effect of removing Mg+2. In particular, -the
small decreases in thev'1ifet1mes of the middle and slow components
reflect an increase in the rate of spillover from photosystem II to
photosystem I. The ]arge'decrease in the slow phase yield and the small
decrease in middle phase yield parallels the N§+2 effect on these yields
plotted in Fig. VI-4. These yield changes reflect changes in the rate of
photosystem II to photosystem I spillover and changes in the absorption
cross section of 'photosystem II (see Discussion section of Chapter VI). -

Our conclusions are contrary to the results of Briantais et al.
[17]. They froze cﬁ]oroplast samples in liquid nitrogen at various times

during the P to S transition. Unlike the fluorescence emission Sbectra

2

at 77K of chloroplast samples in the presence and absence of Mg+ , their

frozen samples. showed no change in the ratio of- the 735 nm to 685 nm
peak heights. One proposal to account for the discrepancy between their
results and ours is that the P to S transition does induce a removal of
2

theiMé* effect, but the :mechanism of removal does mot survive low’
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~tenperatures,nln contrastgngfz removal by isolation of the‘ch10rop]asts :
in the absence of Nb+2 induces changes which are still present at low

temperature. These changes alter the low temperature emission spectrum.
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CHAPTER VIII
FLUORESCENCE DECAY KINETICS IN SPINACH CHLOROPLASTS
AT LOW TEMPERATURE

VITI-1. INTRODUCTION

The fluorescence decay kinetics for spinach chloroplasts at room
temperature has been found in Chapters vIV 'through VII to be
~ characterized by three exponential components [1-3]. The room-
temperature fluorescence emission spectrum from spinach chloroplasts is
broadvand féétureless with a peék at 680-685 nm and a tail extending to
beyond 700 nm [4]. The spectra of the three fluorescence decay
components are “similar to each other [1]. Thus it is not possible to
study the f1uorescencé decay from the different components of the
‘photosynthetic unit - independently by varying‘ the detection wavelength.
In contrast, at 77K the fluorescence emission spectrum, while still
broad, is resolved into three peaké at 685 nm, 695 nm, and 735 nm [4,5].
From measurement of thé fluorescencé enisgion spectra of purified
subchloroplast particles at 77K, it has been proposed that the origin of
these three peaks are the Chl a/b LH antenna (685 nm), the Chl a,
antenna (695 nm), and photosystem I (735 mm) [51.

~ Picosecond resolution of the fluorescence decay kinetics as a
function of wavelength at 77K allows a selective study of the
fﬂuoregcenGE‘pnOpertﬁes of different parts of the photosynthetic unit.
The  fluorescence -decay -at wéhert “wavelengths {(a <-680=mm) -is

rchaﬁacterizedﬁby three exponential decay -components which resemble those



‘LOW-TEMPERATURE FLUORESCENCE 182

.at room temperature. At long wavelengths (x» > 710 nm), the fluorescence
decay is described by one exponential rise component and two exponential
decay caﬁponents. The resolvable risetime is 50-100 ps, and the major
decay component has a lifetime of about 3 ns. The other component, with
a lifetime of 400-600 ps; is a Smal] fraction of the total decay and
~appears to be associated with the tail of the short-wavelength

fluorescence.

- VIII-2. MATERIALS AND METHODS

Broken spinach chloroplasts were isolated by the methods described
in Chapter IV. Measurements were done on chloroplast samples with a
chlorophyll conéentration of 18 ug/ml. The chloroplasts . were suspended
in 10mM ﬁEPES-NaOH buffer (pH 7.5) containing O0.1M sucrose, 5mM MgCl,,
5mM NaCl, 12.5uM DCMU, and 1.25mM hydroxlamine hydrochloride. DCMU and
" hydroxlamine hydroch]or%de were added to assure that all of the
photosystem II reaction centers were closed by reduction of the
secondary electron acceptor Q. The sample was . illuminated while being
coo1ed to low temperature (77K) by immersion in 1liquid nitrogen in an
optical dewar.

The single-photon timing system and the methods of numerical

analysis are described in Chapter IIIl.

VITI-3. RESWTS

?he~Tﬂuonescence7dé¢ay@tomponénts'ffhbm'spinaéh*cbﬁ@ropﬂasts at 77K
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for detection wavelengths < 680 nm are summarized in Table VIII-I. These
camponents are similar to the three components observed in spinach
chloroplasts at room temperature that are suspended in the same buffer;
i.e., spinach chloroplasts iﬁ the presence of Mg+2, DCMU, and
hydroxlamine hydrochloride. Two apparent differences between the room-
and low-temperature results are that the slow and middle phases are
faster at 77K and' that the relative yield of the slow phase-is 40-50%
less at 77K. |

At wavelengths > 710 nm, we observe a very different fluorescence
decay, which is characterized by three different kinetic components. One
component is a risetime of 50-100 ps and the other two are decays of
400-600 ps and 2200-3200 ps. The lifetimes of these three components are
plotted as a function of emission wavelength in Fig. VIII-1.

- At the Tongest wavelengths (A > 740 nm), the 400-600 ps phase is
less than 3% of the total f1uorescen¢e yield. The resolved rise and slow
decay components that predaminate have approximately equal amplitudes
- which are opposité in sign. This fact suggests that_the rise and slow
decay can be assigned to a single pignent bed of ch]drophy11. The
observable riseAéf 50-100 ps is the time required for energyltransfer to
this pigment bed, which then fluoresceses at long wavélengths and‘decays
with a-3.ns lifetime. The yield of the fluorescence emitted from the
long-wavelength pigment bed of chlorophyll, the yield of the 400-600 ps
component, and the total yield as a function of emission wavelength are.
plotted in Fig. VIII-2. The yield of the fluorescence emitted from the
.T%ongewavéiengt%. pigment bed of -chlorophyll “follows the fluorescence
?&pectrum?beynnd‘llﬁ ‘m, and ‘in ‘this wavelength region the yield of the

400-600.ps component decreases to a low-level.
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Table VIII-I: Amplitudes, 1lifetimes, and fluorescence yields of the
three fluorescence decay components in spinach chloroplasts at 77K in
the presence of 5 mM MgC]Z,_IZ.S uM DCMU, and 1.25 mM hydrdxlamine

hydrochloride. Amplitudes and yields are in percent of the total.

x (nm) a t (ps) ¢
8 1590 - 40

670 38 310 40
54 110 20
13 1520 48
680 49 320 39

38 - 140 13
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At intermediate wavelengths it was not possible to fit the data
adequately with either three or four kinetic components, presumably
owing to overlap of the short-wavelength and the 1long-wavelength

emissions. The resulting decay is multiphasic and complex.

VIII-4. DISCUSSION

We propose that there are five exponential kinetic components in
the low-temperature emission of spinach chloroplasts in the presence of
+
Mg 2

are observable at 670 nm and at 680 nm. These are a slow component with

s DCMU, and hydroxlamine hydrochloride. Three of these compbnents

a lifetime of 1500-1600 ps, a middle component with a lifetime of about
300}bs, and a fast component with a lifetime of 100-150 ps. The weighted
mean 1ifetime of the short-wavelength decay is 750-900 ps. This range is
in agreement with short-wavelength measurements on pea chloroplasts by
Wong et al. [6]. A two-component fit to our data 1is in agreement with
the two-component analysis of 685 nm fluorescence from pea chloroplasts
at 77K by Beddard et al. [7]. The fourth and fifth combdnents that we
observe predaminate at Jong wavelengths and are best characterized
beyond 750 nm, where they are > 97% of the total decay. The fourth
kinetic .cunponent is a risetime of about 100 ps, and the fifth is a
decay with about a 3200 ps lifetime. The long-wavelength decay is in
reasonable agreement with 11teréture values from pea chloroplasts
[6,8,9] and from bean leaf {107 which range between 2100 -ps and 3100 ps.
A similar risetime of 135 ps at ‘735 nm in spinach chloroplasts

i1Tuminated at short wavelengths was -reported by Campillo-et -al. 111,
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but But]er_gg}gl. [10] reported that the 1long-wavelength fluorescence
rise in pea chloroplasts illuminated at short wavelengths is less than
the 50 ps reéolution of their® system. We find that a long-wavelength
fluorescence risetime between 50 ps and 150 ps is reproducib]e.

At wavelengths between 685 nm and 700 nm each of the above five
camponents is present to a large enough extent that the data cannot be
. fit. with only three or four components. At'waveléngths between 710 nm
and 735 nm, the 1ong-wave1ength components are sufficiently dominant
that three-exponential fits describe the data. The 400-600 ps component
of the long-wavelength fits, which monotonically decreases in yield for
wave]engths > 730 nm,' is probably the tail of the short-wavelength
fluorescence. It is slower than the middle phase measured at short
wavelengths because some of the short-wavelength slow phase is averaged
into it. Analogously, the lTong-wavelength slow decay component 1ifetime
decreases at wavelengths less than 740 nm because some of the short
wavelength slow phasé probably is averaged into it.

-The fluorescence decay components at 670 nm and 680 nm are similar
to the room-temperature decay components. We have studied the
temperature dependence of theée"components and the absence of an abrupt
transition in the temperature dependence suggests that the origin of
these components is the same as the origin of the room-temperature
canponenfs; Our analysis of the room-temperature fluorescence postulated
that the slow 'cdnponent is "delayed" fluorescence which arises from
excited chlorophyll antenna molecules populated after a charge
recombination in the photosystem II reaction -center [1,3]. This model
accounts for the wobserved decrease in 'fhe'reﬂﬁtﬁwé yield of the slow

phase at 77K; at low temperatures, the -energetically uphill charge
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recombination and energy transfer back to the chlorophyll antenna
becames less probable.

The fact that the amplitudes of the rise and of the slow decay of
the 1long-wavelength fluorescence are equal but opposite in sign means
that’ the chlorophyll pigment bed responsible for the long-wavelength
eﬁission receives most of its excitation through relatively slow.
(100 ps) energy transfer and not by direct absorption of the excitation
pulse by the pigment molecules that subsequently emit. This pigment bed
probably contains_ba small number of chlorophyll molecules, which is
consistent with the assignment of the long-wavelength f]uoresqénce to a
chlorophyll trap, C705, located in photosystem I [9,10,12]. The risetime
of about 100 ps reflects the time required for energy to transfer from
the bulk chlorophyll antenna to C705. In future studies we hope  to
~ determine whether there is a "variable" component of PS I fluorescence
fhat is distinct from that resulting from excitation transfer controlled

by the state of the PS II reaction center.
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CHAPTER IX
'CONCLUSION

IX-1. ORIENTATIONAL AVERAGING

Concrete methods for applying our density of states approach to
orientational averaging problems are described in Chapter II. These
methods involve detailed formulas for calculation of density of states
functions that ehcanpass a 1arge range of problems. The complete
formulas are presented in Tables II-I, II-II, and II-III. Density of
states functions not included 1in these tables can be evaluated by fhe
techniques outlined in Chapter II and presented in Refs. [1-31].

Our orientational éveraging techniques were originally developed
for ana]ysis of spectroscopy on photosynthetic systems [4,5], but they
should be applicable to many bio]oéica] systems. I hope that.scientists
interested in spectroscopy of partially ordered systems have found that
the details presented in this thesis and in Refs. [1-5] make our

orientational averaging techniques understandable and usable.

[X-2. FLUORESCENCE DECAY KINETICS

The picosecond resolution of the fluorescence decay kinetics in
.chloroplasts presented in this thesis and in Ref. T61 wepresent the
first high time resolution, high signal-to-noise ratio investigation of

these kinetics. Our first new Tinding s ‘that <t ‘takes ‘three



CONCLUSION ‘ 192

- exponentials to accurately describe the fluorescence decay. One slow
phase is 1 to 2 ns, and two faster phases are 350 to 750 ps and 50 to
100 ps. The exact lifetimes and yields of eéch phase depend on the
experimental éonditions, The fastest bhase has been missed in previous
investigations because it is very fast and because it has a low yield.

A working model for the interpretation of the three decay
components is presented in Chapter V. The model is an extension of
Butler et al.'s tripartite model [7-9] to explicitly include electron
transfer processes 1in the photosystem II reaction center [10-16].
Simulation procedures using the model illustrated in Fig. V-1 have given
us an understanding of the origin of each fluorescence decay component
[17]. The middle and fast phases are "prompt" fluorescence phases due to
excitation in photosystem II that is Tlost prior to reaching the
photosystem II reaction center. Their lifetimes are approximately equal
to the time for energy transfer from the Chl a/b LH antenna and from the
Chl a, antenna to the reaction center ofvphotosystem II, respectively.
The slow phase is "delayed" f1uorescénce that is due to excitation that
returns to the chlorophyll antenna after undergoing a charge separation
and recombination reaction in the photosystem II reaction center. The
charge recombination reaction in the photosystem Il reaction center
occurs with a high yield when the reaction center is closed.

The working model pkovides a framework for interpretation and
analysis of changes in ‘fluorescence . properties of chloroplasts that are
related to samb1e conditions. There are numerous reports in the
v,photosynthesis 1iterature of how chloroplast preparation and treatment
affect the total fluorescence yield [see reviews {7,18]). Many of these

studies could be extended by resolving the fluorescence decay and



CONCLUSION | 193

investigating how the chloroplast preparation and treatment affect the
lifetime and yields of each component. Comparison of the measured total
fluorescence yield with the published total fluorescence yield studies
provides a built-in parameter that indicates we are studying the same
phenamena. Our first attempts at such an experimental program are
presented in Chapters VI and VII.

In Chapter VI is presented an examination of the effect of‘Mg+2 on
the room-temperature fluorescence: decay kinetics in spinach
chloroplasts. The ability to measure the 1ifetime and yield of each
phase led us to propose two effects that occur at different levels of
added Mg+2.[19J. As Mg+2 is added to spinach chloroplasts isolated in
the absence of Mg+2,’ the connections between photosystem II and
photosystem I are altered such that the rate of energy transfer from
photosystem iI to photosystem I is . decreased. This effect saturates at

[Mg+2] = 0.75 mM. At higher 1levels of added Mg+2

(up to 2 mM), the
connections between photosystem II units are altered such that energy
transfer between photosystem II units is possible and the absorption
cross section 6f photosystem II is increased.A'Studies on the P to S
fluorescence decline in spinach ch1orbp1asts, preseﬁted in Chapter VII,
suggest that the transition froh the P state to the S state is analogous
to the removal of the Mg+2 effect.

The photosynthesis Titerature also contains a large volume of.work
on low-temperature fluorescence intensity properties of chloroplasts
{7]. Our first examination of the 1low-temperature fluorescence decay
“kinetics, which s presented in ‘Chapter VII1, lhas uncovered Tfive
:c@m@@nenisgieﬁﬁ;'?hree @omponEntﬁ-mhﬁmh;xwe@nminat@ at short wavelengths

appear- to be analogous to the room-temperature components. A decrease. in
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the yield of the slow phase supports the interpretation that the slow
phase originates from a charge recombination reaction that is
energetically uphil]. Two new components, which predominate at Tlong
wavelengths, appear to. originate from a small pigment bed of
chlorophyll analogous to the C705 chTorophy11 trap in photosystem I
proposed by Satoh and Butler [21]. One of these 1long-wavelength
components is a resolvable risetime of 50 to 150 ps. The measured onset
of ‘f]uorescence provides a direct observation of energy transfer from
the bulk chlorophyll antenna. to the pignent bed of chlorophy11
responsible for the long-wavelength emission.

Possible future directions for fluorescence decay investigations
are numerous. I will mention three projects which are already in
progress :

(1). By varying the electrochemical potential of a chloroplast
suspension, it is possibTe to reduce controlled amounts of Q [22-24].
- The fluorescence yield change as a function of potentia1 is quite
complex and 1is suggestive of heterogeneity in the photosystem IT
reaction ;enters [22-247. Resolution of the fluorescence decay kinetics
as a function of potential may help to sort out some of the
heterogeneity questions and suggest refinements for the model in Fig V-
1.

(2). Fluorescence decay experiments with subchloroplast particles
enriched in either photosystem I or photosystem II should enable a
quantitative determination of the contribution of photosystem I to the
room-temperature ‘fqu0r95téﬁce. This result would enable 'more
-quantitative <ewakua1%én°:ef spillover between photosystem I and

photosystem 1.
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(3). Fluorescence from the pigmént bed of chlorophyll responsible- for
the 1ong-waye}ength emission at  1dw temperature can be probed
independently of that from other components of the photosynthetic unit.
Many possible experiments could elucidaté the propertfes of this pigment
bed; Examples include temperature dependence and excitation-wavelength
dependence of the fluorescence risetime.

The aim of thé fluorescence decay kinetics section of this thesis
has been to initiate detailed picosecond resolution bf‘the fluorescence
decay in phoiosynthetic syétems. We were able to uncover the complex
nature of the fluorescence decay kinetics in spinach. chloroplasts. The
know]ege' of three fluorescence decay components and the ability to
measure these components provides more information thaﬁ measuring only
the total fluorescence yield. Thus, time-resolved fluorescence deéay
studies can greatly increase the effectiveness of fluorescence as a non-
destruétive probe into the photosynthetic unit. I believe that such
studies can lead to a detailed understanding of the paths of energy
transfer‘thfough the phoytosynthetic unit, kinetics of énergy transfer
between chlorophyll-proteins, and mechanisms behind energy regulation in
éhTorop]asts. I hope the work presented in thié thesis will prove to be

the groundwork for such studies.
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-APPENDIX I

We follow the convention of Arfken [1], page 179, and define
rotation matrices for rotations about the x, y and z axes by
1 0 0
R(0) = |0 cose sinoe (1)

0 -sin 6 cos o

cos ¢ 0 -sin ¢

Ry(s) =\ O 1 0 | (2)
sin ¢ 0 cos ¢
cos v sin ¢ 0
Rz(w)'= -sin ¥ cos ¥ 0 (3)
0 0 1

These rotation matrices have the following property: If V is some vector

in the laboratory axis system (LAS), the coordinates of V in the LAS

after V has been rotated counterclockwise through an angle a about the

ith LAS axis are

Vo= RT(a)Y = Ry(a)1'Y (4)

For density of states caféu]ations, we need to know the coord%nates of
V in an axis systém (the molecular axis system - MAS) that is related to
‘the LAS by successive counterclockwise rotations of Ugy  eees B about
the 5 wee, 4, LAS axes. The unit vectors along the x, y, and z axes of

the LAS are rotated by the n rotations into unit vectors along the x, y,

L
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and z axes of the MAS. From Eq. (4), the coordinates of these rotated

unit vectors in the LAS are
-1 - '
% = R7M an) oo T (ap) 2 | | (5)

and analogously for yr and 2,,. The coordinates of V in the MAS, denoted

V', is thus given by

ll

(!,o fr ’l‘. yr ’10 zr )

-1 -1 T
R~ (a;).. R7 (a))1TY

n ) ’

“Je Ge ;Ar"ﬁken*,._::M“a"?cjihvemagt*;i:cﬁaﬂ Methods .for Physicists {Academic, New York,
1970). ' -
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APPENDIX I1I

The three ro£ations that generate the ensembTe of MAS's in a thin
film are:-l)\a free rotation of g about the z axis, 2) a rotation of
@y weighted by Eq. (9) in Chapter II about the x axis, and 3) a free
rotation of a3 about the y axis. In terms of Ay, Ao, and as, the field

direction in the MAS, V'(a), is

cos ¢
¥V'(a) = R (ag )R, (ap)R (ag)| sin v (1)
0
The z component of V'(a) is
Vz'(g) = |V|cose = I!J(coswcosuzsina3~sin¢sina2) (2)

Following Eq. (12) in Chapter 11, we choose the change of variables

al = _¢'+ fl(vl’e)
W=V - - 3)
cos 8 + sin ¥ sin v
-1 L (4)
cos V¥ cos v1

[*]
1]

3 sin

Evaluation of 3V,'(a)/3a5 and substition into Eq. (11) in Chapter II

results in
D(e,a) = sine s dv,cosvy War{v A9(COSZ¢-COSZV
| R ?;r ,N .3 o » 1» A g k. 1 'B'FL 1 ’,,» ) \ ., 1

- c@§2@~m2ces@»$ﬁww,sﬁmv1 w.Sﬁm%w sﬁszijﬁllz A5)

.
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where cos vy dv; = dv is the necessary volume element for a zxy rotation
scheme. Expansion of the denominator and integration where the integrand

is real yields Eq. (13) in Chapter II.
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APPENDIX III

‘For an ensemble of MAS's generated by a szz rotation scheme, the

field direction in the MAS, V'(a), is given by

cos ¥
v’ (_(!_) = RZ(GI)Rx(az)Ry(°3)Rz(°4‘) lSIin L] (1)
N\ oo

The z component of the V'(a) is

V,'(a) = |V|cos @ = |V|[cos¥(cosa,sinazcosay+sina,sina,)

+sin¢(c05a251ha3sina4-sina2c05a4)]_ (2)

Using a slight modification of Eq. (12) in Chapter II, we choose the

change of variables

~al = -¢ + fl(vlsvzse)
a = Vvq (3)

1,608 8 + sin vq sin(w-vé)

93 = sin COS vy cOS(¥-Vy)
(14 = V2
Now
v, ' (a)
e, = €OS ¥y COS ay ?os(w—vz) (4)

Msﬁmg,thigggﬁesuﬂt in £g. {3).-and substituting into £q. {(11) infﬁhapter

11 results -in

I
v
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D(e,a) = Elﬁﬁ s dvy s odv, cosvlwl(vz)wz(v1a3)
Vi )
X [coszvlcosz(w-vz)-cosze~2cosesinvlsin(¢-v2)

- si_nzvlsinz(‘p-vz)]'1/2 . (5)

where cos vidvydv, = dv is the necessary volume element for a zxyz
rotation scheme. Expansion of the denominator and integration where the

integrand is real yields Eq. (22) in Chapter II.
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-  APPENDIX IV

| Application of the n dimensional change of variable theorem to Eq.

(4), in Chapter II yields

1 7 27 2w ' 1 :
KD = N 6 de 6 dé 6 dw I[_\I_l.(ﬂ"_"”“’) ,!2(9&,&)]

chI eee [ an_3W(9,¢,m,V1,..o,Vn_3)J(9,¢,a),V1,.o.,Vn_3) (1)
1 ' vn-3 . -

where J(e,¢,m,v1,...,vn°3) is the Jacobian of the coordinate

tranSfomation. By inspection, we set

P(e,¢’w,—A-) = % ! dvl ceee J dvn_3W(9,¢,N;V1,o.a,vn_3) (2)
Y1 n-3
X J(O,¢,w,v1,...,vn_3)

Following the approach of Chapter II (see also reference 5 of
Chapter 1II), we pick the laboratory z axis to be the axis of the first

rotation, Rl(al), and use the following transformation

Gl = f1(¢,V1,o-.,Vn_3,0,m)

@ =V

. _ (3) |

-2 = Vn-3

= fz(v‘l,ooo,yn-‘3,e,m)

a. = f3( Vl seee ,'Vn-s‘, e ,w)
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where_an_1 and a, are defined by solving the two equations
COS 0=_ Viz(az,o-o,an) ’ | ' : (4)
-sin g COS w = Véz(az,...,an) | (5)

for.a, and o ; and setting Gyseeesly o equa1 t0 Viseee,v 3.
As shown in reference 5 1in Chapter II, under the above

transformation,

al = -¢ + f4(V1,..-Vn_3,9,w) . (6)

w7 m

and
—L = id1 | (8)

From Eq. (6-8), the Jacobian simplifies to

]
Iaan_l 2o da a

- n n-1 ""n| .
191 = , 3@ 3w 9w 90 (9)

By differentiating both sides of Eqs. (4) and (5) with respect to both

& and w, we get four equations in the four unknowns 3an_1/89, acn/?w,

ean_l/aw, and ann/ae; Solving these equations for the Jacoebian yields

-‘sﬁnzevsin W

191 = 1%V12 oy Ny Wy, | S v (10)

{3a_ . 2a__ WBa_ Bda .,
~-§ m=1 n n n-11
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with apseessa, replaced by their transformed variables  v1,..,,vn_3,,

fz(vl""’vn-3’°’”)’ and f3(v-1,...,vn_3,e,w). Substitution into Eq.
(2) yields Eq. (50) in Chapter II.
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