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Abstract

Large and regular seasonal price fluctuations in local grain markets appear to offer African
farmers substantial inter-temporal arbitrage opportunities, but these opportunities remain largely
unexploited: small-scale farmers are commonly observed to “sell low and buy high” rather than
the reverse. In a field experiment in Kenya, we show that credit market imperfections limit
farmers’ abilities to move grain inter-temporally. Providing timely access to credit allows farm-
ers to buy at lower prices and sell at higher prices, increasing farm revenues and generating
a return on investment of 29%. To understand general equilibrium effects of these changes in
behavior, we vary the density of loan offers across locations. We document significant effects
of the credit intervention on seasonal price fluctuations in local grain markets, and show that
these GE effects shape individual level profitability estimates. In contrast to existing experi-
mental work, the results indicate a setting in which microcredit can improve firm profitability,
and suggest that GE effects can substantially shape microcredit’s effectiveness. In particular,
failure to consider these GE effects could lead to underestimates of the social welfare benefits

of microcredit interventions.
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I Introduction

African agricultural markets are thin and imperfectly integrated, resulting in substantial variation
in staple commodity availability and prices (Fafchamps| |1992; |Barrett and Doroshl |1996; [Minten
and Kyle, 1999). Price fluctuations over time are particularly pronounced, with grain prices in
major markets regularly rising by 25-40% between the harvest and lean seasons, and often by more
than 50% in more isolated markets. Underpinning these fluctuations is seemingly puzzling behavior
at the farmer level: despite having access to relatively cheap storage technologies, many farmers
tend to sell their crops immediately after harvest and then, several months later during the lean
season, return to the market as consumers once prices have risen.

In this paper, we explore the role of financial market imperfections in contributing to farmers’
apparent inability to exploit this arbitrage opportunity. Lack of access to credit markets has long
been considered to play a central role in underdevelopment, but much of the literature has focused
on the implications for firm growth and occupational choice (Banerjee and Newman,|1993; |Galor and
Zeira, 1993; Banerjee and Duflo, 2010). Here we explore a novel channel by which poor financial
market access may limit development: by restricting individuals’ ability to engage in arbitrage
and, at a market level, by subsequently contributing to the large seasonal price fluctuations that
characterize these markets.

Rural households’ difficulty in using storage to move grain from times of low prices to times
of high prices appears at least in part due to limited borrowing opportunities. Lacking access to
credit or savings, farmers report selling their grain at low post-harvest prices to meet urgent cash
needs (e.g., to pay school fees). To meet consumption needs later in the year, many then end up
buying back grain from the market a few months after selling it, in effect using the maize market
as a high-interest lender of last resort (Stephens and Barrett, [2011]).

Working with a local agricultural NGO, we offered randomly selected smallholder maize farmers
a loan at harvest, and study whether access to this loan improves their ability to use storage
to arbitrage local price fluctuations relative to a control group. We find that farmers offered
this harvest-time loan sold significantly less and purchased significantly more maize in the period

immediately following harvest, and that this pattern reversed during the period of higher prices 6-9



months later. This change in their marketing behavior resulted in a statistically significant increase
in revenues (net of loan interest) of 1,573 Ksh (or roughly 18 USD), a return on investment of 29%
over a roughly nine month period. We replicated the experiment in back-to-back years to test the
robustness of these results and find remarkably similar results on primary outcomes in both years.

To test whether farmers are able to use the additional revenues earned from this loan product
to “save their way out” of credit constraints in future years, we conducted a long-run follow-up
survey with respondents 1-2 years after the harvest-time credit intervention had been discontinued.
We find no evidence of sustained shifts in the timing of farm sales in subsequent seasons, nor
any long-run effect on sales or revenues in subsequent years, though we do find some evidence of
heterogeneity by treatment saturation.

To explore whether this shift in sales behavior by individuals farmers had an effect on market-
level prices, we experimentally varied the density of treated farmers across locations and tracked
market prices at 52 local market points. We find that increased grain storage at the market level
(induced by the credit intervention) led to significantly higher prices immediately after harvest and
to lower (albeit not significantly so) prices during the lean season. One immediate implication of
these observed price effects is that grain markets in the study region are highly fragmented.

We find that these general equilibrium effects also greatly altered the profitability of the loan.
By dampening the arbitrage opportunity posed by seasonal price fluctuations, treated individuals
in areas highly saturated with loans showed diminished revenue gains relative to farmers in lower
saturation areas. We find that while treated farmers in high-saturation areas stored significantly
more than their control counterparts, doing so was not significantly more profitable; the reduction
in seasonal price dispersion in these areas appeared to have reduced the benefits of loan adoption.
In contrast, treated farmers in low-density areas had both significantly higher inventories and
significantly higher profits relative to control.

These general equilibrium effects — and their impact on loan profitability at the individual
level — have lessons for both policy and researchﬂ In terms of policy, the general equilibrium

effects shaped the distribution of the welfare gains of the harvest-time loan in our setting: while

!Because we do not examine prices of other goods beyond maize, some scholars might not consider these estimates
the full general equilibrium effect.



recipients gained relatively less than they would in the absence of such effects, we find suggestive
evidence that non-recipients benefitted from smoother prices, even though their storage behavior
remained unchanged. Though estimated effects on non-treated individuals are relatively imprecisely
estimated, a welfare calculation taking the point estimates at face-value suggests that 81% of
overall gains in high-treatment-intensity areas were due to these spillover effects. These indirect
gains, which cannot be readily recouped by private sector lending institutions, may provide some
incentive for public provision of such products.

The eroding profitability of arbitrage that we observe in highly loan saturated areas also has
implications for impact evaluation in the context of highly fragmented markets, such as the rural
markets in this study. When general equilibrium effects are pronounced and the SUTVA assumption
violated (Rubin 1986), the evaluation of an individually-randomized loan product may conclude
there is a null effect even when there are large positive social welfare impacts. While this issue
may be particularly salient in our context of a loan explicitly designed to enable arbitrage, it
is by no means unique to our setting. Any enterprise operating in a small, localized market or
in a concentrated industry may face price responses to shifts in local supply, and credit-induced
expansion may therefore be less profitable to borrowers than it would be in a more integrated
market or in a less concentrated industry. Proper measurement of these impacts requires a study
design with exogenous variation in treatment density.

The results speak to a large literature on microfinance, which finds remarkably heterogenous
impacts of expanded credit access. Experimental evaluations have generally found that small
enterprises randomly given access to traditional microfinance products are subsequently no more
productive on average than the control group, but that subsets of recipients often appear to beneﬁtﬂ
Here we study a unique microcredit product designed to improve the profitability of small farms, a
setting that has been largely outside the focus of the experimental literature on credit constraints.

Why do we find positive effects on firm profitability when many other experimental studies on

2Experimental evaluations of microcredit include |Attanasio et al.| (2015); Crepon et al.| (2015); [Karlan and Zinman
(2011); Banerjee et al| (2013); |Angelucci et al.| (2013) among others. See |[Banerjee| (2013)) and [Karlan and Morduch
(2009)) for recent reviews of these literatures. A related literature on providing cash grants to households and small
firms suggest high rates of return to capital in some settings but not in others. Studies finding high returns to cash
grants include |De Mel et al.| (2008); McKenzie and Woodruff| (2008)); [Fafchamps et al.| (2013); |[Blattman et al.| (2014).
Studies finding much more limited returns include Berge et al.|(2014) and Karlan et al.| (2012)).



microcredit do not? First, unlike most of the settings examined in the literature, using credit to
“free up” storage for price arbitrage is a nearly universally available investment opportunity that
does not depend on entrepreneurial skillE| Farmers do not even have to sell grain to benefit from
credit in this context: a net-purchasing farm household facing similar seasonal cash constraints
could use credit and storage to move its purchases from times of high prices to times of lower
prices. Second, the terms of repayment on the loan we study are flexible, which has been shown
to be important for encouraging investment (Field et all [2012). Finally, as described above, the
general equilibrium effects of credit expansion could alter individual-level treatment effect estimates
in a number of ways, potentially shaping outcomes for both treated and untreated individuals (Breza
and Kinnan|, 2018)). This is a recognized but unresolved problem in the experimental literature
on credit, and few experimental studies have been explicitly designed to quantify the magnitude of
these general equilibrium effects (Acemoglu, 2010; Karlan et al., 2012)E| Our results suggest that,
at least in our rural setting, treatment density matters and market-level spillovers can substantially
shape individual-level treatment effect estimates[]

Beyond contributing to the experimental literature on microcredit, our paper is closest to a
number of recent papers that examine the role of borrowing constraints in households’ storage
decisions and seasonal consumption patternsﬁ Using secondary data from Kenya, |Stephens and
Barrett| (2011) argue that credit constraints substantially alter smallholder farmers” marketing and

storage decisions, and Basu and Wong| (2015) show that allowing farmers to borrow against future

3Existing studies have concluded that many small businesses or potential micro-entrepreneurs simply might not
possess profitable investment opportunities (Banerjee et al.;[2013; [Fafchamps et al.,|2013; |Karlan et al., [2012;|Banerjeel,
2013) or may lack the managerial skill or ability to channel capital towards these investments (Berge et al., 2014;
Bruhn et al.} [2018).

“For instance, [Karlan et al.| (2012) conclude by stating, “Few if any studies have satisfactorily tackled the im-
pact of improving one set of firms’ performance on general equilibrium outcomes. ... This is a gaping hole in the
entrepreneurship development literature.” Indeed, positive spillovers could explain some of the difference between
the experimental findings on credit, which suggest limited effects, and the estimates from larger-scale natural exper-
iments, which tend to find positive effects of credit expansion on productivity — e.g. [Kaboski and Townsend| (2012).
Acemogluyl (2010]) uses the literature on credit market imperfections to highlight the understudied potential role of
GE effects in broad questions of interest to development economists.

SWhether these GE effects also influenced estimated treatment effects in the more urban settings examined in
many previous studies is unknown, although there is some evidence that spillovers do matter for microenterprises
who directly compete for a limited supply of inputs to production. For example, see De Mel et al.| (2008) and their
discussion of returns to capital for bamboo sector firms, which must compete over a limited supply of bamboo.

5In an early contribution, McCloskey and Nash| (1984) attribute the dramatic reduction in seasonal grain price
fluctuations observed in England between the 14th and 17th centuries to a reduction in interest rates.



harvests can substantially increase lean-season consumption. Similarly, Dillion| (2017) finds in
Malawi that an administrative change in the school calendar that shifted the timing of school fee
payments to earlier in the year forced credit constrained households with school-aged children to
sell their crops earlier and at a lower price. |[Fink et al.|(2018]) shows that agricultural loans aimed
at alleviating seasonal labor shortages can improve household welfare in Zambia, while [Beaman et
al. (2015)) find in Mali that well-timed credit access can increase investment in agricultural inputs.

As in these related papers, our results show that financial market imperfections lead households
to turn to increasingly costly ways to move consumption around in time. In our particular setting,
credit constraints combined with post-harvest cash needs cause farmers to store less than they
would in an unconstrained world. Taken together, the body of evidence suggests that farmers are
credit constrained at multiple points in the year, and that alleviating these constraints can have
important impacts on production decisions, consumption outcomes, and local prices.

The remainder of the paper proceeds as follows. Section [T describes the setting and the ex-
periment. Section [[II] describes our data, estimation strategy, and pre-analysis plan. Section [[V]
presents baseline estimates ignoring the role of general equilibrium effects. Section [V] presents the
market level effects of the intervention. Section [VI shows how these market-level effects shape the

individual-level returns to the loan. Section [VII] concludes.

II Setting and experimental design

II.I Arbitrage opportunities in rural grain markets

Seasonal fluctuations in prices for staple grains appear to offer substantial intertemporal arbitrage
opportunities, both in our study region of East Africa as well as in other parts of the developing
world. While long-term price data do not exist for the small, rural markets where our experiment
takes place, price series data are available for major markets throughout the region. Average
seasonal price fluctuations for maize in these markets are shown in Figure [} Increases in maize

prices in the six to eight months following harvest average roughly 25-40% in these markets; price



increase reported elsewhere in Africa are consistent with these figures, if not higherm

These increases also appear to be a lower bound on typical increases observed in the smaller
markets in our study area, which (relative to these much larger markets) are characterized by
smaller catchment areas and less outside trade. We asked farmers at baseline to estimate the average
monthly prices of maize at their local market point over the five years prior to our experiment. As
shown in Panel A of Figure |4 they reported a typical doubling in price between September (the
main harvest month) and the following Juneﬂ We also collected monthly price data from local
market points in our sample area during the two years of this study’s intervention, as well as for a
year after the intervention ended (more on this data collection below)ﬂ Panel B of Figurepresents
the price fluctuations observed during this period. Because data collection began in November 2012
(two months after the typical trough in September), we cannot calculate the full price fluctuation
for the 2012-2013 season. However, in the 2013-2014 and 2014-2015 seasons we observe prices
increasing by 42% and 45% respectively. These are smaller fluctuations than those seen in prior
years (as reported by farmers in our sample) and smaller than those seen in subsequent years, which
saw increases of 53% and 125% respectivelym There is therefore some variability in the precise
size of the price fluctuation from season to season. Nevertheless, we see price consistently rise by
more than 40% and, in some years, by substantially more.

These fluctuations have meaningful and negative consequences for the welfare of rural house-
holds. Food price seasonality drives large fluctuations in consumption, with both food and non-food
consumption dropping noticeably during the lean season (Kaminski et al., 2014; Basu and Wongj,

2015). Barrett and Dorosh! (1996)) find that the greatest burden of such price fluctuations falls on

"For instance, Barrett| (2007) reports seasonal rice price variation in Madagascar of 80%, [World Bank| (2006)
reports seasonal maize price variation of about 70% in rural Malawi, and |Aker| (2012)) reports seasonal variation in
millet prices in Niger of 40%.

81n case farmers were somehow mistaken or overoptimistic, we asked the same question of the local maize traders
that can typically be found in these market points. These traders report very similar average price increases: the
average reported increase between October and June across traders was 87%. Results available on request.

9The study period covers the 2012-2013 and 2013-2014 season. We also collect data for one year after the study
period, covering the 2014-2015 season, in order to align with the long-run follow-up data collection on the farmer
side.

0For the 2015-2016 season, we combine our data with that collected by [Bergquist| (2017) in the same county in
Kenya and estimate that maize prices increased by 53% from November to June. For the 2016-2017 season, we thank
Pascaline Dupas for her generosity in sharing maize price data collected in the same county in November 2016 and
June 2017, from which we estimate an increase of 125%.



the poorest of farmers.

These price fluctuations are surprising in light of the storable nature of staple commodities.
Home storage is a simple technology available to farmers in this region. To store, farmers dry
maize kernels on a tarpaulin immediately after harvest, treat the crop with insecticide dust, and
store it in locally-made sacks, kept on wooden pallets to allow for air circulation and typically
located in farmers’ homes or in small outdoor sheds. Our survey data suggests the cost of these
storage materials is low, at around 3.5% of the value of the crop at harvest time. Post-harvest
losses also appear minimal in this setting, with an average of 2.5% of the crop lost over a 6-9 month
storage period (see Appendix B| for further discussion). The low cost of storage, in conjunction
with consistently large price increases over the course of the season, therefore appears to offer large
opportunities for arbitrage.

However, farmers do not appear to be taking advantage of these apparent arbitrage opportuni-
ties. Figure shows data from two earlier pilot studies conducted either by our NGO partner (in
2010/11, with 225 farmers) or in conjunction with our partner (in 2011/12, with a different sample
of 700 farmers). These studies tracked maize inventories, purchases, and sales for farmers in our
study region. In both years, the median farmer exhausted her inventories about 5 months after
harvest, and at that point switched from being a net seller of maize to a net purchaser as shown in
the right panels of the ﬁgureE This was despite the fact that farmer-reported sales prices rose by
more than 80% in both of these years in the nine months following harvest.

Why are farmers not using storage to sell grain at higher prices and purchase at lower prices?
Our experiment is designed to test one specific explanation: that credit constraints limit farmers
ability to arbitrage these price fluctuations. In extensive focus groups with farmers prior to our
experiment, credit constraints were the unprompted explanation given by the vast majority of
these farmers as to why they sold the majority of their maize in the immediate post-harvest period.
In particular, because nearly all of these farm households have school-aged children, and a large
percentage of a child’s school fees are typically due in the few months after harvest in January,

given the calendar-year school year schedule, many farmers report selling much of their harvest to

" Over half of farmers in our sample report having some form of non-farm income from either non-agricultural
self-employment or salaried employment.



pay these fees, which account for 17% of the value of harvest and 37% of harvest incomeE Indeed,
many schools in the area will accept in-kind payment in maize during this period. Farmers also
report having to pay other bills that have accumulated throughout the year during the post-harvest
period. Finally, many farmers also spend more on discretionary expenditures during this harvest
period as well, which may be reflective of high levels of impatience or present-biased preferences.
Regardless of the source, harvest is a time of large expenditure; we estimate that 43% of farmers’
expenditures occur in the three months after harvest (Round 1 in our survey).

Why do these high harvest-time expenditures necessitate high harvest-time sales of maize? In
the absence of functioning financial markets, the timing of production and consumption — or, more
specifically, sale and expenditure — must be intimately tied. As with poor households throughout
much of the world, farmers in our study area appear to have very limited access to formal credit.
While storage would be highly profitable at even the relatively high interest rates charged by
formal banking institutions in Kenya (around 20% annually, compared to the typically greater
than 40% price increases regularly observed over the 9-month post-harvest period)ﬂ very few of
the smallholder farmers in our sample have access to these formal loans; only eight percent of
households reported having taking a loan from a commercial bank or lender in the year prior to
the baseline survey. Informal credit markets also appear relatively thin, with fewer than 25% of
farmers reporting having given or received a loan from a moneylender, family member, or friend in
the 3 months before the baseline. Further, these loans often carry much higher interest rates. For
example, the median household in our sample that took out a loan from a moneylender reported
paying interest rates of 25% per month. Given such a high rate, it would not make sense for farmers
to borrow informally from moneylenders for the purpose of storage (and given the aggregate nature
of the harvest season, which affects all households at the same time, respondents in focus groups
reported that borrowing from friends, family members, or other informal sources for the purpose
of storage was challenging). Finally, while all of our study farmers at baseline are receiving in-kind

provision of fertilizer and seeds on credit at planting from our partner organization One Acre Fund

12The percent of harvest income is larger than the percent of harvest value because not all of harvest is sold.

13This is true even after accounting for storage costs and losses (e.g., due to spoilage), which we estimate to be
around 6%. Moreover, as noted above, these fluctuations are often much greater than 40% in rural areas such as the
one in which our study takes place.



(more on this below), OAF had not provided cash loans to its clients, nor any sort of loan other
than in the in-kind input loan at planting, prior to our intervention.

Absent other means of borrowing, and given the high expenditure needs they report facing
in the post-harvest period, farmers end up liquidating grain rather than storing. Furthermore, a
significant percentage of these households end up buying back maize from the market later in the
season to meet consumption needs, and this pattern of “sell low and buy high” directly suggests
a liquidity story: farmers are in effect taking a high-interest quasi-loan from the maize market
(Stephens and Barrett, 2011). Baseline data indicate that 35% of our sample both bought and
sold maize during the previous crop year (September 2011 to August 2012), and that over half
of these sales occurred before January (when prices were low). 40% of our sample reported only
purchasing maize over this period, and the median farmer in this group made all of their purchases
after January. [Stephens and Barrett| (2011) report similar patterns for other households in Western
Kenya during an earlier period.

It is worth noting that other factors besides credit constraints may also be at play in restricting
farmers’ ability to store. However, based on pilot and baseline data collected for this project, it
appears unlikely that storage is constrained by either the fixed or marginal costs of storing additional
bags, nor by grain losses due to moisture or pests when grain is stored for many months; under
the technology they currently use, farmers estimate they lose only 2.5% of their grain to rotting or
pests when it is stored for 6-9 months. Appendix [B] explores in greater detail these other factors
and other interventions in the literature that have attempted to address them, e.g. by distributing
storage equipment or encouraging communal storage (Basu and Wong| (2015); Aggarwal et al.
(2018)). For the most part, these factors are outside of the scope of this paper, but the general
equilibrium mechanisms explored in Sections [V] and [VI] of this paper are in principle relevant for

any intervention that succeeds in improving farmers’ ability to store.

II.LIT Experimental design

To test the hypothesis that the limited availability of credit constrains farmers from taking advan-

tage of the arbitrage opportunities presented by seasonal price fluctuations, we partner with the

10



organization One Acre Fund (OAF) to offer farmers a harvest-time cash loan. OAF is an agricul-
tural NGO that provides fertilizer and seeds to groups of farmers on credit, as well as providing
input delivery and training on improved farming techniques. OAF had not prior to this interven-
tion provided cash loans to its clients; their existing product is given in-kind and only at planting
timeE OAF group sizes typically range from 8-12 farmers, and farmer groups are organized into
“sublocations” — effectively clusters of villages that can be served by one OAF field ofﬁcerE OAF
typically serves about 30% of farmers in a given sublocation.

The study sample is drawn from existing groups of One Acre Fund (OAF) farmers in Webuye and
Matete districts in Western Kenya. The Year 1 sample consists of 240 existing OAF farmer groups
drawn from 17 different sublocations, and our total sample size at baseline was 1,589 farmers. The
Year 2 sample attempts to follow the same OAF groups as Year 1; however, some groups dissolved
such that in Year 2 we are left with 171 groups. In addition, some of the groups experienced
substantial shifting of the individual members; therefore some Year 1 farmers drop out of our Year
2 sample, and other farmers are new to our Year 2 sampleE Ultimately, of the 1,019 individuals
in our Year 2 sample, 602 are drawn from the Year 1 sample and 417 are new to the sample.

Figure [2] displays the experimental design. There are two main levels of randomization. First,
we randomly divided the 17 sublocations in our sample into 9 “high intensity” sites and 8 “low
intensity” sites. In high intensity sites, we enrolled 80% of OAF groups in the sample (for a
sample of 171 groups), while in low intensity sites, we only enrolled 40% of OAF groups in the
sample (for a sample of 69 groups). Then, within each sublocation, groups were randomized into
treatment or control. In Year 1, two-thirds of the groups in each sublocation were randomized into
treatment (more on this below) and one-third into control. In Year 2, half of the groups in each

sublocation were randomized into treatment and half into control. As a result of this randomization

14The timing of farmer repayment for the in-kind product is spaced throughout the year. The average value of the
in-kind products is $89.

15 A sublocation is a group of 4-5 villages, with a typical population of 400-500 people.

16Shifting of group members is a function of several factors, including whether farmers wished to participate in the
overall OAF program from year to year. There was some (small) selective attrition based on treatment status in Year
1; treated individuals were 10 percentage points more likely to return to the Year 2 sample than control individuals
(significant at 1%). This does slightly alter the composition of the Year 2 sample (see Table [L.2)), but because Year
2 treatment status is stratified by Year 1 treatment status (as will be described below), it does not alter the internal
validity of the Year 2 results.

11



procedure, high intensity sublocations have double the number of treated groups as in low intensity
sublocations.

The group-level randomization was stratified at the sublocation level (and in Year 1, for which
we had administrative data, further stratified based on whether group-average OAF loan size in
the previous year was above or below the sample median). In Year 2, we maintained the same
saturation treatment status at the sublocation levelﬂ but re-randomized groups into treatment
and control, stratifying on their treatment status from Year 1@ Given the roughly 35% reduction
in overall sample size in Year 2, treatment saturation rates (the number of treated farmers per
sublocation) were effectively 35% lower in Year 2 as compared to Year 1.

In Year 1, there was a third level of randomization pertaining to the timing of the loan offer.
In focus groups run prior to the experiment, farmers were split on when credit access would be
most useful, with some preferring cash immediately at harvest, and others preferring it a few
months later timed to coincide with when school fees were due (the latter preferences suggesting
that farmers may be sophisticated about potential difficulties in holding on to cash between the
time it was disbursed and the time it needed to be spent). In order to test the importance of loan
timing, in Year 1, a random half of the treated group (so a third of the total sample) received the
loan in October (immediately following harvest), while the other half received the loan in January
(immediately before school fees are due, although still several months before the local lean season).
As will be described in Section [[V] results from Year 1 suggested that the earlier loan was more
effective, and therefore in Year 2 OAF only offered the earlier timed loan to the full sample (though
due to administrative delays, the actual loan was disbursed in November in Year 2).

Although all farmers in each loan treatment group were offered the loan, we follow only a

randomly selected 6 farmers in each loan group, and a randomly selected 8 farmers in each of the

17Such that, for example, if a sublocation was a high intensity sublocation in Year 1 it remained a high intensity
sublocation in Year 2. While we would have liked to re-randomize the intensity across sublocations, during the study
design we saw no easy way to both stratify individual level treatments and re-randomize treatment intensity, given
how we had initially randomized treatment intensity (which required sampling more groups in the high intensity areas
at baseline) and given our original interest in estimating multi-year treatment effects (which we pursued by stratifying
Y2 treatment on Y1 treatment status). For this reason, treatment intensity across sublocations was retained in both
years of the study.

18This was intended to result in randomized duration of treatment — either zero years of the loan, one year of the
loan, or two years — however, because the decision to return to the Year 2 sample was affected by Year 1 treatment
status, we do not use this variation here and instead focus throughout on one year impacts.

12



control groups.

Loan offers were announced in September in both years. The size of the loan for which farmers
were eligible was a linear function of the number of bags they had in storage at the time of loan
disbursal@ In Year 1, there was a cap of 7 bags for which farmers could be eligible; in Year 2, this
cap was b bags. In Year 1, to account for the expected price increase, October bags were valued
at 1500 Ksh, and January bags at 2000 Ksh. In Year 2, bags were valued at 2500 Ksh. Each loan
carried with it a “flat” interest rate of 10%, with full repayment due after nine monthsm These
loans were an add-on to the existing in-kind loans that OAF clients received, and OAF allows
flexible repayment of both — farmers are not required to repay anything immediately.

OAF did not take physical or legal position of the bags, which remained in farmers’ home stores.
Bags were tagged with a simple laminated tag and zip tie. When we mentioned in focus groups
the possibility of OAF running a harvest loan program and described the details about the bag
tagging, many farmers (unprompted) said that the tags alone would prove useful in shielding their
maize from network pressure: “branding” the maize as committed to OAF, a well-known lender
in the region, would allow them to credibly claim that it could not be given out@ These tags
also represent a ‘“nudge” or encouragement to store from OAF. Because tags could represent a
meaningful treatment in their own right, in the Year 1 study we offered a separate treatment arm
in which groups received only the tags@ This allows us to separate the effect of an OAF nudge to
store from the role of credit per se.

Finally, because self- or other-control problems might make it particularly difficult to channel

cash toward productive investments in settings where there is a substantial time lag between when

YHowever, there was no further requirement that farmers store beyond the date of loan disbursal. This requirement
was set by OAF to ensure that farmers took a “reasonable” loan size that they would be able to repay.

20 Annualized, this interest rate is slightly lower than the 16-18% APR charged on loans at Equity Bank, the main
rural lender in Kenya.

21For example, a farmer who committed 5 bags when offered the October loan in Year 1 would receive 5%1500 =
7500 Ksh in cash in October (~$90 at current exchange rates), and would be required to repay 8250 Ksh by the end
of July.

223uch behavior is consistent with evidence from elsewhere in Africa that individuals may take out loans or use
commitment savings accounts as a way to demonstrate that they have little to share with others (Baland et al., 2011}
Brune et al., 2016).

Z3This is not the full factorial research design — there could be an interaction between the tag and the loan — but
we did not have access to a sufficiently large sample size to implement the full 2 x 2 design to isolate any interaction
effect.
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the cash is delivered and when the desired investment is made, in Year 1, we also cross-randomized
a simple savings technology that had shown promise in a nearby setting (Dupas and Robinson),
2013). In particular, a subset of farmers in each loan treatment group in Year 1 were offered a
savings lockbox (a simple metal box with a sturdy lock) which they could use as they pleased.
While such a savings device could have other effects on household decision making, our hypothesis
was that it would be particularly helpful for loan clients who received cash before it was needed.
The tags and lockbox treatments were randomized at the individual level during Year 1. These
treatments were not included in Year 2 due to minimal treatment effects in Year 1 (discussed
below), as well as the somewhat smaller sample size in Year 2. Using the sample of individuals
randomly selected to be followed in each group, we stratified individual level treatments by group
treatment assignment and by gender. So, for instance, of all of the women who were offered the
October loan and who were randomly selected to be surveyed, one third of them were randomly
offered the lockbox (and similarly for the men and for the January loan). In the control groups, in
which we were following 8 farmers, 25% of the men and 25% of the women were randomly offered
the lockbox, with another 25% each being randomly offered the tags. The study design allows
identification of the individual and combined effects of the different treatments, and our approach

for estimating these effects is described below.

IIT Data and estimation

The timing of the study activities is shown in Figure In August/September 2012 (prior to the Year
1 experiment), a baseline survey was conducted with the entire Year 1 sample. The baseline survey
collected data on farming practices, storage costs, maize storage and marketing over the previous
crop year, price expectations for the coming year, food and non-food consumption expenditure,
household borrowing, lending, and saving behavior, household transfers with other family members
and neighbors, sources of non-farm income, time and risk preferences, and digit span recall.

We then undertook three follow-up rounds over the ensuing nine months, spanning the “long

rains” post-harvest period, the“long rains” spring planting period, and concluding just prior to the
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following year’s “long rains” harvest season@ The multiple follow-up rounds were motivated by
three factors. First, a simple inter-temporal model of storage and consumption decisions suggests
that while the loan should increase total consumption across all periods, the per-period effects could
be ambiguous — meaning that consumption throughout the follow-up period needs to be measured
to get at overall effects. Second, because nearly all farmers deplete their inventories before the
next harvest, inventories measured at a single follow-up one year after treatment would likely
provide very little information on how the loan affected storage and marketing behavior. Finally,
as shown in [McKenzie| (2012), multiple follow-up measurements on noisy outcomes variables (e.g
consumption) has the added advantage of increasing power. The follow-up surveys tracked data on
storage inventory, maize marketing behavior, consumption, and other credit and savings behavior.
Follow-up surveys also collected information on time preferences and on self-reported happiness.

Because the Year 2 experiment was designed to follow the same sample as Year 1, a second
baseline was not run prior to Year 2. In practice, due to the administrative shifts in farmer group
composition described in greater detail in Section [[I 417 of the 1,019 individuals in the Year 2
sample were new to the study. For these individuals, we do not have baseline data (there was
insufficient time between receiving the updated administrative records for Year 2 groups and the
disbursal of the loan to allow for a second baseline to be run)@ A similar schedule of three follow-up
rounds over 12 months was conducted in Year 2 following the loan disbursal.

Attrition was relatively low across survey rounds. In Year 1, overall attrition was 8%, and not
significantly different across treatment groups (8% in the treatment group and 7% in the control).
In Year 2, overall attrition was 2% (in both treatment and control, with no significant difference).

Table [1| presents summary statistics for a range of variables at baseline; we observe balance on
most of these variables across treatment groups, as would be expected from randomization. Table

shows the analogous table comparing individuals in the high- and low-treatment-density areas;

24The “long rains” season is the primary growing season.

25Because the loan offer was re-randomized in Year 2, however, this should not affect inference regarding the
impacts of the loan. We can also run balance tables for Year 2 farmers if we restrict to the sample that was also
present in Year 1. Farmers appear balanced on most outcomes, though there does appear to be some imbalance in
harvest levels at baseline (two years prior) among this subsample. While we lack baseline controls to adjust for this
in our full sample, we can control for self-reported harvest in Year 2; Table [F.2] in Appendix F demonstrates that
results are robust to controlling for this potential imbalance.
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we find balance on all variables except two: the average price increase from September to June
and the percent of farmers that can correctly calculate the interest rate. While this is in line with
the number of variables one would expect to be imbalanced due to chance given the number of
variables tested, the former difference is potentially important and suggests that at baseline, areas
of high treatment saturation may historically have seen greater price swings than low saturation
areas. Given that we find lower price swings in high intensity areas after treatment, this suggests
that our estimated treatment effect may be, if anything, an underestimate of the true impact of
treatment. Moreover, we show that all results are robust to controlling for any baseline imbalances
in Appendix J and Kﬁ

Year 1 treatment status is predictive of Year 2 re-enrollment in the study (treated individuals
were more likely to re-register for OAF in the second year, perhaps reflecting a positive appraisal of
the value of the loan). However, because Year 2 treatment status was re-randomized and stratified
by Year 1 treatment status, this does not alter the internal validity of the Year 2 resultsmlﬂ

In order to explore the long-run effects of the loan, we also ran a Long-Run Follow-Up (LRFU)
survey from November-December 2015. This was two (one) years following loan repayment for
the Year 1 (Year 2) treatment group. This survey followed up on the entire Year 2 sample (1,091
individuals) and a representative subset of the Year 1 only sample (another 481 individuals), for
a total sample of 1500 individuals. The survey collected information on maize harvests, sales,
purchases, and revenues by season from 2014-2015. It also collected data on farm inputs (labor
and capital), food consumption and expenditure, household consumption, educational expenditure
and attendance among children, non-farm employment and revenues, and a self-reported happiness
measure. Attrition in the LRFU was 9%, with no differential attrition based on Year 2 treatment
status and slight differential attrition based on Year 1 treatment status@ Appendix |L| provides

26See Table and Table

2"This does, however, mean that we cannot exploit the re-randomization in Year 2 to identify the effect of receiving
the loan for multiple years or of receiving the loan and then having it discontinued, as an endogenously selected group
did not return to the Year 2 sample and therefore was never assigned a Year 2 treatment status.

28This also slightly alters the composition of the Year 2 sample, relevant to external validity. Appendix [L|explores
this further.

29Being treated in Year 1 is associated with a 3 percentage point increase in the likelihood of being found in the
long-run follow up survey, significant at 10%. This appears to be at least partially driven by the fact that Year 1
treated individuals were more likely to be in the Year 2 sample (and therefore had been more recently in touch with
our survey team). After controlling for whether an individual was present in the Year 2 sample, Year 1 treatment
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further discussion.

In addition to farmer-level surveys, we also collected monthly price surveys at 52 market points
in the study area. The markets were identified prior to treatment based on information from local
OAF staff about the market points in which client farmers typically buy and sell maize. Data
collection for these surveys began in November 2012 and continued through December 2015. Each
month, enumerators visited each market and collected prices from three traders in the market; we
then average these three prices to get the price for that market in that month. Finally, we utilize

administrative data on loan repayment that was generously shared by OAF.

III.I Pre-analysis plan

To limit both risks and perceptions of data mining and specification search (Casey et al., 2012)), we
registered a pre-analysis plan (PAP) for Year 1 prior to the analysis of any follow-up data@ The
Year 2 analysis follows a near identical analysis plan. The PAP can be found in Appendix

We deviate significantly from the PAP in one instance: the PAP specifies that we will analyze
the effect of treatment saturation on the percent price spread from November to June. However,
because in practice the loan was offered at slight different points in time (October and January in
Year 1; November in Year 2) and because there is year-to-year variation in when markets hit their
peak and trough, this measure may fail to capture the full effect of treatment on prices. Moreover,
this measure is statistically underpowered, ignoring 77% of our monthly data by focusing solely on
the price gap between two months, rather than exploiting the full nine months of data collected
over the season.

Therefore, in our primary specifications, we relax our attachment to this underpowered and
perhaps misspecified measure November-June price gap, instead analyze the non-parametric effect
of treatment on the evolution of monthly prices, as well as a level and time trend effect. Appendix
[TV presents the pre-specified November-June effect. For all analyses, we maintain our original

hypothesis that effect of high-density treatment on prices will be initially positive if receipt of the

status is no longer significantly correlated with attrition.
39The pre-analysis plan is registered here: https: //www .socialscienceregistry.org/trials/67, and was registered on
September 6th 2013. The complete set of results are available upon request.
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loan allows farmers to pull grain off the market in the post-harvest surplus period and later negative
as stored grain is released onto the market.

In two other instances we add to the PAP. First, in addition to the regression results specified
in the PAP, we also present graphical results for many of the outcomes. These results are based
on non-parametric estimates of the parametric regressions specified in the PAP, and are included
because they clearly summarize how treatment effects evolve over time, but since they were not
explicitly specified in the PAP we mention them here. Second, we failed to include in the PAP the
(ex-post obvious) regressions in which the individual-level treatment effect is allowed to vary by

the sublocation-level treatment intensity, and present these below.

III.IT Estimation of treatment effects

In all analyses, we present results separately by year and pooled across years. Because the Year
2 replication produced results that are quantitatively quite similar to the Year 1 results for most
outcomes, we rely on the pooled results as our specification of primary interest. However, for the
sake of transparency and comparison, we report both.

There are three main outcomes of interest: inventories, maize net revenues, and consumption.
Inventories are the number of 90kg bags of maize the household had in their maize store at the
time of the each survey. This amount is visually verified by our enumeration team, and so is likely
to be measured with minimal error. We define maize net revenues as the value of all maize sales
minus the value of all maize purchases, and minus any additional interest payments made on the

“net revenues” rather than “profits” since

loan for individuals in the treatment group. We call this
we likely do not observe all costs; nevertheless, costs are likely to be very similar across treatment
groups (fixed costs of storing at home were already paid, and variable costs of storage are very low).
The values of sales and purchases were based on recall data over the period between each survey
round. Finally, we define consumption as the log of total household expenditure over the 30 days
prior to each survey. For each of these variables we trim the top and bottom 0.5% of observations,

as specified in the pre-analysis plan.

Letting T}, be an an indicator for whether group j was assigned to treatment in year y, and
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Yijry as the outcome of interest for individual ¢ in group j in round r € (1,2,3) in year y. The
main specification pools data across follow-up rounds 1-3 (and for the pooled specification, across
years):

Yijry = a+ BLjy + nry + die + s + €ijry (1)

The coefficient 8 estimates the Intent-to-Treat and, with round-year fixed effects 7, is identified
from within-round variation between treatment and control groups. [ can be interpreted as the
average effect of being offered the loan product across follow-up rounds, though as we detail below,
loan take-up was high. To absorb additional variation in the outcomes of interest, we also control
for survey date (d;), as pre-specified. Each follow-up round spanned three months, meaning that
there could be (for instance) substantial within-round drawdown of inventories. Inclusion of this
covariate should help to make our estimates more precise without biasing point estimates. Finally,
we follow |Bruhn and McKenzie (2009) and control for stratification dummies (7s), again as pre-
speciﬁed@ Standard errors are clustered at the loan group level. Finally we also present family
error-wise corrected p-values for our main family of outcomes.

The assumption in Equation [I] is that treatment effects are constant across rounds. In our
setting, there are reasons why this might not be the case. In particular, if treatment encourages
storage, one might expect maize revenues to be lower for the treated group immediately following
harvest, as they hold off selling, and greater later on during the lean season, when they release

their stored grain. To explore whether treatment effects are constant across rounds, we estimate:

3
}/ijry = Z /Brij + Ny + di + s + Eijry (2)
r=1

and test whether the 3, are the same across rounds (as estimated by interacting the treatment
indictor with round dummies). Unless otherwise indicated, we estimate both and for each

of the hypotheses below.

31'We also pre-specified controlling for baseline values of outcome variables, but because we lack a baseline for our
Year 2 data, we omit these in the main specification. In Appendix [F} we show results with baseline controls for the
Year 1 sample and the subset of the Year 2 sample that was present in Year 1 and therefore has baseline measures.
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To explore heterogeneity in treatment effects, we estimate:

Yijiry = a+ 1Ty + B2Zio + BTy * Zio + Ny + di + ¥s + €ijry (3)

where Z; is the standardized variable by which we explore heterogeneity, as measured at baseline.
As pre-specified, we explore heterogeneity by impatience (as measured in standard time preference
questions), the number of school-aged children, the initial liquid wealth level, the percent of baseline
sales sold early (prior to January 1), and the seasonal price increase expected between September
2012 and June 2013. Because a baseline was only run prior to Year 1, we are only able to present
these specifications for the Year 1 intervention.

To quantify market level effects of the loan intervention, we tracked market prices at 52 market
points throughout our study region, and we assign these markets to the nearest sublocation. To

estimate price effects we begin by estimating the following linear model:

Pmsty = & + P1Hg + Bamonthy + B3(Hg * monthy) + emst (4)

where pn,,st represents the maize sales price at market m in sublocation s in month ¢ in year
y@ H, is a binary variable indicating whether sublocation s is a high-intensity sublocation, and
month; is a time trend (in each year, Nov = 0, Dec = 1, etc). If access to the storage loan allowed
farmers to shift purchases to earlier in the season or sales to later in the season, and if this shift in
marketing behavior was enough to alter supply and demand in local markets, then our prediction is
that 81 > 0 and B3 < 0, i.e. that prices in areas with more treated farmers are higher after harvest
but lower closer to the lean season.

While H; is randomly assigned, and thus the number of treated farmers in each sublocation
should be orthogonal to other location-specific characteristics that might also affect prices (e.g. the
size of each market’s catchment), we have only 17 sublocations. This relatively small number of
clusters could present problems for inference (Cameron et al., 2008]). We begin by clustering errors

at the sublocation level when estimating Equation We also report standard errors estimated

32Prices are normalized to 100 among the “low” intensity markets in the first month (Hs = 0, month: = 0).
Therefore, price effects can be interpreted as a percentage change from control market post-harvest prices.
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using both the wild bootstrap technique described in |(Cameron et al.| (2008) and the randomization
inference technique used in (Cohen and Dupas| (2010)).

To understand how treatment density affects individual-level treatment effects, we estimate
Equations [T] and [2] interacting the individual-level treatment indicator with the treatment density

dummy. The pooled equation is thus:

Yvijsry =a+ 61ij + 52Hs + B3<ij * Hs) + Thry + dt + Eijsry (5)

If the intervention produces sufficient individual level behavior to generate market-level effects, we
predict that 83 < 0 and perhaps that $2 > 0 - i.e. treated individual in high-density areas do worse
than in low density areas, and control individuals in high density areas do better than control
individuals in low density areas. As in Equation [4, we report results with errors clustered at the
sublocation level P3|

For long-run effects, we first estimate the following regression for each year separately:

Yij = a+ BTy +di + €5 (6)

in which Y;; is the outcome of interest for individual 7 in group j. The sample is restricted to those
who were in the Year y study.

We further also estimate the following specification:

Yij = a+ BiTj + BoTj2 + B3Tj1 + Tho + di + €45 (7)

in which T}; is an indicator for being an in treated group in year 1, Tj12 is an indicator for being
in a treated group in year 2, and Tj; * Tj is an interaction term for being in a group that was
treated in both years. The sample is restricted to those who were in the study for both years.
Because of this sample restriction, and because decision to return to the sample from the Year 1

to Year 2 study was differential based on treatment status (see Appendix , this last specification

33Note that we cannot include controls for stratification dummies in this specification, as treatment was stratified
on sublocation, the level of the randomized saturation treatment.
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is open to endogeneity concerns and therefore should not be interpreted causally. For the sake of

transparency, we present it regardless, but with the aforementioned caveat.

IV Individual level results

IV.I Harvest loan take up

Take-up of the loan treatments was quite high. Of the 954 individuals in the Year 1 treatment
group, 617 (64%) applied and qualified for the loan. In Year 2, 324 out of the 522 treated individuals
(62%) qualified for and took up the loan]

Unconditional loan sizes in the two treatment groups were 4,817 Ksh and 6,679 Ksh, or about
$57 and $79 USD, respectively. The average loan sizes conditional on take-up were 7,533 Ksh (or
about $89 USD) for Year 1 and 10,548 Ksh (or $124) for Year 2°| This is 43% of the value of
harvest (valued at harvest time prices). Of those who take out loans, 24% take out the maximum

loan size. Default rates were extremely low, at less than 2%.

IV.II Primary effects of the loan offer

We begin by estimating treatment effects in the standard fashion, assuming that there could be
within-randomization-unit spillovers (in our case, the group), but that there are no cross-group
spillovers. In all tables and figures, we report results broken down by each year and pooled. As
explained in Section[[TI} the Year 2 replication produced results that are quantitatively quite similar

to the Year 1 results for most outcomes, and as such, we report in the text the pooled results, unless

34Relative to many other credit-market interventions in low-income settings in which documented take-up rates
range from 2-55% of the surveyed population (Karlan et al., [2010), the 60-65% take-up rates of our loan product
were very high. This is perhaps not surprising given that our loan product was offered as a top-up for individuals
who were already clients of an MFI. Nevertheless, OAF estimates that about 30% of farmers in a given village in
our study area enroll in OAF, which implies that even if no non-OAF farmers were to adopt the loan if offered it,
population-wide take-up rates of our loan product would still exceed 15%.

35Recall in Year 1 there were two versions of the loan, one offered in October and the other in January. Of the
474 individuals assigned to the October loan treatment (T1), 333 (71%) applied and qualified for the loan. For the
January loan treatment (T2), 284 out of the 480 (59%) qualified for and took up the loan. Unconditional loan sizes in
the two treatment groups were 5,294 Ksh and 4,345 Ksh (or about $62 and $51 USD) for T1 and T2, respectively, and
we can reject at 99% confidence that the loan sizes were the same between groups. The average loan sizes conditional
on take-up were 7,627Ksh (or about $90 USD) for T1 and 7,423Ksh (or $87) for T2, and in this case we cannot reject
that conditional loan sizes were the same between groups.
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otherwise noted.

Tables and Figure [5] present the results of estimating Equations [I] and 2] on the pooled
treatment indicator, either parametrically (in the table) or non-parametrically (in the figure). The
left column in Figure [5[ shows the means in the treatment group (broken down by year and then
pooled, in the final panel) over time for our three main outcomes of interest (as estimated with Fan
regressions). The right column presents the difference in treatment minus control over time, with
the 95% confidence interval calculated by bootstrapping the Fan regression 1000 times@

Farmers respond to the intervention as anticipated. They hold significantly more inventories
for much of the year, on average about 25% more than the control group mean (Column 6 in Table
. Inventory effects are remarkably similar across both years of the experiment. The size of the
inventory effect in Round 1 suggests that 50% of the loan was “spent” on a reduction in net maize
sales (or conversely, an increase in maize inventories)@ It is possible that some of the loan was
used for immediate consumption, as one would expect if households are smoothing consumption,
given that the return from the loan is not realized until later in the season ]

Net revenueﬂ are significantly lower immediately post harvest and significantly higher later
in the year (Column 6 in Table . The middle panel of Figure [5| presents the time trend of net
revenue effects, which suggest that treated farmers purchase more maize in the immediate post-
harvest period, when prices are low (as represented by more negative net revenues November to
February) and sell more later in the lean season, when prices are high (as represented by more
positive revenues May to July). The net effect on revenues averaged across the year is positive in
both years of the experiment, and is significant in the Year 2 and the pooled data (see Columns
1, 3, and 5 in Table |3). Breaking down Year 1 results by the timing of the loan suggest that the

reason results in Year 1 are not significant is that the later loan, offered in January to half of the

36In Appendix [F| we check the robustness of these non-parametric results to the choice of bandwidth size.

3"The increase in inventories in Round 1 (pooled specification, Table 2) is 1.05 bags. Given the average value of a
bag of maize in Round 1 is 2,625 Ksh, this is valued at 2,756 Ksh. The average loan size (unconditional on take-up,
which is appropriate because the estimated treatment effects are intention-to-treat effects) was 5,500. This suggest
that 50% of the loan was “spent” on a reduction in net maize sales. Note also that the Round 1 survey occurs after
the October and November loans were disbursed in Year 1 and 2 respectively (see Figure[3]). Therefore, farmers may
have sold part their inventory that they used for OAF loan eligibility by the time we measure it in Round 1.

38The positive (though not significant) effect on consumption, in conjunction with a negative effect on net revenues,
seen in Round 1 are consistent with such an explanation.

39From which loan interest rates were subtracted for those who took out a loan.
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treatment group, was less effective than the October loan. Table [D.1] presents results for the Year
1 loan, broken down by loan timing. We see in Column 6 that the October loan (T1) produced
revenue effects that are more similar in magnitude (and now significant, at 5%) to those of the
Year 2 loan (which was offered almost at the same time). The January loan (T2) had no significant
effect on revenues. Appendix Section [D.] explores the effects of loan timing in greater detail.

The total effect on net revenues across the year can be calculated by adding up the coefficients in
Column 6 of Table [Bjwhich yields an estimate of 1,573 Ksh, or about $18 at the prevailing exchange
rate at the time of the study. Given the unconditional average loan size of 5,476 Ksh in the pooled
data, this is equivalent to a 29% return (net of loan and interest repayment), which we consider
large.

The bottom row of Figure |5|and Table 4] present the consumption effects (as measured by logged
total household consumption). While point estimates are positive in both years, and marginally
significant in Year 2, they are not significant at traditional confidence levels when pooled@@ It
is worth noting, however, that the magnitude of the point estimates suggests that much of the
increase in net revenues may have gone to consumption, though we lack the statistical precision to
say so with certainty@

Table [5| presents effects on the pattern of net sales and on prices paid and received. We see
in that in the immediate post-harvest period net sales are significantly lower among the treated
group, as sales decrease/purchases increase. Later in the season, this trend reverses, as net sales
significantly expand among the treated. As a result of this shifted timing of sales and purchases,
treated individuals enjoy significantly lower purchase prices (as prices are shifted to earlier in the
season, when prices tend to be lower) and receive significantly higher sales prices (as sales are

shifted to later in the season, when prices tend to be higher). The total impact on net sales is a

4OWhile the Round 2 coefficient in the pooled specification is significant at 10% using traditional p-values, this
effect does not survive the family-wise error rate correction.

41Because the consumption measure includes expenditure on maize, in Appendix we also estimate effects on
consumption excluding maize and consumption excluding all food. Results are similar using these measures.

42Taken literally, the pooled point estimates on net revenues in Column 6 of Tablesuggests that revenue increased
by 1,573 Ksh in total. This is a little less than 3% of the total consumption measured by our survey. The point
estimate on consumption effects from Column 5 of Table 4] is a 4% increase, quite close to this predicted increase
of 3% if all additional revenue went to consumption. The lack of treatment effect on cash savings observed (results
available upon request) is also consistent with the interpretation that most of the increase in net revenue went to
consumption.
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small positive effect, which — off of a negative average net sales amount — means that households
are slightly less in deficit [P

As a result of these findings, OAF has begun scaled this loan product in Kenya (following a
brief hiatus, during which the long-run follow-up study was completed). Given the finding that the
timing of credit is important, the product being scaled is the earlier loan, akin to the Year 1 October
loan and the Year 2 loan. In Appendix [D.II} we pool these two treatments to estimate the likely
impact of the policy-relevant program@ Because the earlier loan is more effective, we estimate
even larger impacts from this product, including a marginally significant increase in consumption

of 5% (see Table [D.4). Appendix [F|includes several robustness checks for these results.

IV.III Heterogeneity

Tables [C.IHC.3] in Appendix [C] present the pre-specified dimensions of heterogeneity in treatment
effects on inventories, revenues and log household consumption. Because the pre-specified specifica-
tion is an intention-to-treat estimation, we also present a regression of take-up on the standardized
variable of heterogeneity. While we see greater take-up of the loan by impatient households and
households with more school-aged children, we see no significant heterogeneity in treatment effects
by these dimensions. We observe somewhat larger treatment effects among wealthy households
(significant for revenue outcomes, but not significant for inventories or consumption). Interest-
ingly, we see significant increases in the estimated treatment effects for households with a larger

percentage of early sales at baseline (that is, those who were less likely to store at baseline). It

43Unlike the impact on net sales per round, on which we have strong theoretical predictions, the impact on total
net sales is ex-ante ambiguous, from a theoretical perspective. In practice, the total effect on net sales will be a
combined response of the increase in purchases in response to lower effective purchase prices and increases in sales in
response to higher effective sales prices.

4“From where is the increase in net sales drawn? We assume net sales = amount harvested - post-harvest losses
- amount consumed - amount transferred and decompose the treatment effect on each component part. We see a
marginally significant (at 10%) increase in amount that treated households transfer to others by 0.02 bags. We are
unable to identify with precision any effects on the other components of net sales (results available upon request).

45Appendix presents effects on net sales and prices broken down by year. It appears that the overall increase in
net sales observed in the pooled data is stronger in Year 2. In addition, we do not observe the decrease in net sales
in Year 2 Round 1 that we see in Year 1 Round 1. This may be partially due to slight differences in the timing of the
survey rounds across years (see Figure 3| for exact survey timing). In particular, Round 1 survey collection occurred
a bit later in Year 2 than in Year 1. We see in Figure [F.2] which shows a more flexible estimate of treatment effects
by date, rather than round, that effect estimates in Year 1 and Year 2 have a similar shape for most of the season.

46We thank a referee for suggesting this specification.
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may be that these households have the greatest room for adjustment in storage behavior and/or
that these households were most constrained at baseline. For inventories and revenues, treatment
appears to cut in half the gap between the baseline storers and non-storers. Expectations regarding
the impending seasonal price increase does not appear to be related to take-up or treatment effects.
Table [C.4] presents heterogeneity by baseline credit access, which was not pre-specified. Interest-
ingly, we see the percent of households that take up any loans is higher among those who were
borrowing at baseline@ We see no significant heterogeneity in effects on inventories, net revenue,

or consumption by baseline credit access, though these effects are noisily estimated.

IV.IV Secondary effects of the loan offer

Appendix Section [E] presents outcomes on potential secondary outcomes of interest. We find no
significant effects on food expenditure, calories consumed, or maize eaten (Tables . We
also find no significant effects on schools fees paid (the primary expenditure that households say
constrain them to sell their maize stocks early; see Table , though effects are generally positive
and are marginal significant at 10% for Year 1. We find no effect on labor or non-labor inputs used in
the subsequent planting period (Table . We also find no significant effects on non-agricultural
business outcomes, including profits earned from and hours worked at non-farm household-run
businesses (Tables and and wages earned from and hours worked in salaried employment
(Tables and . We find in Table a marginally significant decrease in the percent of
households that borrow anything from other sources (both formal and informal) by two percentage
points, off of a base of 22% borrowing; there may therefore be some off-setting effect on outside
loan sources. However, this effect is quite small in magnitude. Moreover, we see no effect on
the (unconditional) amount borrowed (Table . We see a significant increase in self-reported
happiness by 0.04 points on a three point scale (an index for the following question: “Taking
everything together, would you say you are very happy (3), somewhat happy (2), or not happy
(1)”) (Table [E.12). This represents an increase of 0.08 of a standard deviation.

4"This may be the result of the requirement that farmers have at least something in storage to be eligible for the
loan. We do see that the size of the loan taken out is smaller among those who were borrowing at baseline (point
estimate of -377.353, with a standard error of 217.129).
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IV.V Nudges, temptation, and social pressure

The above results suggest that well-timed loans can enable farmers to engage in greater arbitrage of
seasonal price differentials and earn higher annual revenues. We interpret this as primarily resulting
from relaxing post-harvest credit constraints; however, the structure of loan — the amount of which
was a function of the number of bags in storage at the time of loan disbursal — may have also
generated a nudge for farmers to store. Similarly, it is possible that the group loan structure may
have spurred group monitoring dynamics. While we cannot unbundle these alternative possible
mechanisms in our main treatment, the tag treatment— in which bags of stored maize were given
laminated tags branding the maize as committed to OAF — allows us to explicitly test the impact
of a product that nudges farmers to store more grain and that generates social awareness of the
intent to store, but, crucially, does not provide liquidity.

We find no effect of this “nudge-only” treatment on storage behavior. Estimates are displayed
in Table . We see no significant difference in inventories, revenues, or consumption, and point
estimates are small. This suggests that credit per se is important in generating the effects seen
from the main loan product@

Several other pieces of evidence suggest that relaxing credit constraints was a crucial mechanism.
First, the “nudge” to store only lasted until the loan was disbursed; there was no further requirement
that farmers store beyond the date of loan disbursal. Yet we see persistent effects on inventories long
past the removal of the nudge (see Figure[5). The loan timing results provide further evidence that
relaxing liquidity constraints is per se important. In Year 1 of the experiment, both the October
and January loan were announced (and the link to stored bags fully explained) in September. If
the observed effects are solely driven by a nudge from OAF or by group monitoring dynamics, we
should expect to see similar results for these two interventions (in fact, we might expect results
to be stronger with the January loan, as the inventory check for loan disbursal occurs later in the
season, and therefore the nudge lasts for longer). However, we find instead much stronger results
from the October loan, suggesting that the primary lever at play is receiving credit at the right

time in the season.

48This also suggests that the tags did not generate significant change to margins related to self-control or kin tax.
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IV.VI Long-run effects

Appendix Section [G] presents the long-run effects of the loan, as measured in the Long-Run Follow-
Up (LRFU) survey conducted November-December 2015, which measures outcomes one to two
years after completion of the intervention (for the Year 2 and Year 1 loan respectively). In this
section, we primarily focus on the effects of each year of the study as estimated separately, as these
results can be interpreted causally. For the sake of transparency, we also present a specification
with the two treatment years interacted, but with the aforementioned caveats described in Section
1L

We first explore outcomes for the 2014 long-rains harvest, the season immediately following
the completion of the Year 2 study. If farmers are able to use revenues from the one- (sometimes
two-) time loan to “save their way” out of this credit constraint, we should expect to see sustained
shifts in the timing of sales, as well as long-run revenue effects. However, in Table we observe
no statistically significant differences in the timing of transactions (neither in terms of the percent
of purchases conducted in the low-price harvest season nor the percent of sales conducted in the
high-price lean season). We also see no statistically significant difference in long-run net revenues
(though due to the imprecision of these estimates, we cannot rule out large, positive eﬁects)@ We
also see no long-run effect on amount and value sold or purchased (Tables , though again
estimates are relatively noisy.

We are able to ask more detailed questions about the subsequent season (the 2015 long-rains
harvest), which occurred immediately prior to the LRFU survey and therefore required shorter

recall. Measuring impacts on input usage and harvest levels, we test the hypothesis that loan

49While we see no significant changes in sales timing or revenue in among the pooled treatment group, we see when
breaking these results down by treatment status some interesting heterogeneity (see Table . Point estimates
suggest (and are significant in Year 2) that the percent sold in the lean season and the percent purchased in the
harvest season are higher in low-saturation areas. In high saturation areas, the negative interaction terms cancels
this effect out (see Table . This is consistent with the idea that in low intensity areas, the lack of effect on
prices means storage is highly profitable, encouraging individuals to purchase more in the post-harvest period and
sell more in the lean season. In contrast, in high intensity areas, price effects dampen the returns to arbitrage, and
there is lower incentive to store. However, we see that control individuals in high intensity areas may be storing
more, buying more (significant among Year 2 individuals) in the harvest period, when prices are low. As a result, we
see cannot rule out sizable increases in revenues for control individuals in high-intensity areas; though this effect is
measured with considerable noise, it is consistent with the idea that control individuals may benefit from the loan.
See Appendix El for greater discussion of this heterogeneity.
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access produced long-run increases in on-farm investmentﬂ However, Table suggests little
movement on this margin. We estimate fairly precise null effects on labor inputs, non-labor inputs,
and 2015 long-rains harvest levels.

We also explore other outcomes for the 2015 year. We find no significant effects on a variety
of outcomes, including: maize eaten, food expenditures, consumption, educational expenditure,
school attendance, non-farm enterprise profits, hours worked in non-farm enterprises, and hours
worked in salaried positions (Tables - . Point estimates on wages in salaried positions are
positive, but is only significant in Year 2. Finally, we see slight increases in self-reported happiness,
but only among the Year 1 treated sample.

In summary, while we cannot rule out potentially large long-run effects on revenues, we find no
significant evidence that the loan permanently alters farmers’ timing of sales or a variety of other
household-level economic outcomesﬂ We therefore find little evidence that this one-time injection
of credit permanently ameliorated the underlying constraints limiting arbitrage. It is possible that
that larger injections would do more push households out of a potential poverty trap zone, as found

in studies of “graduation programs” (Banerjee et al.| (2015)); Bandiera et al. (2017))@

IV.VII Savings one’s way out of the credit constraint

How long might it take for a farmer to “save his way out” of this credit constraint? In Appendix
[ we present various estimates suggesting that it would take the farmer 3-6 years to self-finance
the loan, if he were to save the full returns from his investment, but 34 years if he saved at a more

standard savings rate of 10%. Therefore, low savings rates are important to understanding why

59This could occur if revenues from the loan relaxed credit constraints that previously restricted farmers’ ability
to invest in inputs. Alternatively, if the loan led to long-run improvements in the price farmers receive for their
crops, this increased output price could increase incentives to invest in production-enhancing inputs. An improved
price could be attained either in the lean season, if the farmer in question himself stores, or at harvest time, if other
farmers are arbitraging and producing lower overall season price fluctuations (though note in Tables and we
see no evidence of such long-run shifts in either sales timing or prices).

5! Consistent with this, we find no long-run effects on local market prices (though effects are in the same direction
as the short-run effects, but are much muted; see Table .

52The loan studied here is on average about $100 for those who borrow. Other programs offering larger bundles of
assets, skills training, and food stipends have shown long-run effects on poverty. For example, Banerjee et al.| (2015)
studies an asset and skills program valued at $1,120 in purchasing power parity (PPP) terms per household, while
Bandiera et al.| (2017)), studies seven “graduation programs” that provide asset transfers and food stipends valued at
$680-2,048 per household. Both find significant long-run effects.
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credit constraints persist in the presence of high return, divisible investment opportunities.

In order to test the importance of savings constraints, we examine the impact of the lockbox,
as well as its interaction with the loan. Table presents these results. We observe no significant
effects of the lockbox on inventories, revenues, or consumption in the overall sample. Interestingly,
when interacted with the loan, we see that receiving the lockbox alone is associated with significantly
lower inventories; perhaps the lockbox serves as a substitute savings mechanism, rather than grain.
However, receiving both the lockbox and the loan is associated with a reversal of this pattern.
We see no such heterogeneity on revenues. Interestingly, the point estimates on consumption are
negative (though not significant) for the lockbox and loan when received separately; however, the

interaction of the two is positive (and significant, at 95%), canceling out this effect.

V  General equilibrium effects

Because the loan resulted in greater storage, which shifted supply across time, and given the high
transport costs common in the region, we might expect this intervention to affect the trajectory
of local market prices. By shifting sales out of a relative period of abundance, we would expect
the loan to result in higher prices immediately following harvest. Conversely, by shifting sales into
a period of relative scarcity, we would expect the loan to result in lower prices later in the lean
season. Note, however, that these effects will only be discernible if (1) the treatment generates a
substantial shock to the local supply of maize; and (2) local markets are somewhat isolated, such

that local prices are at least partially determined by local supply.

V.I Market level effects

To understand the effect of our loan intervention on local maize prices, we identified 52 local market
points spread throughout our study area where OAF staff indicated their clients typically bought
and sold maize, and our enumerators tracked monthly maize prices at these market points. We
then match these market points to the OAF sublocation in which they fall.

A note on the matching process: “sublocation” is an OAF administrative unit that is well-

defined in terms of client composition (i.e. OAF divides its farmer groups into sublocations based

30



on geographic proximity), but which is less well-defined in terms of precise geographic boundaries
(that is, no shape file of sublocations exists). Given this, we use GPS data on both the market
location and the location of farmers in our study sample to calculate the “most likely” sublocation
of each market, based on the designated sublocation to which the modal study farmer falling within
a 3km radius belongs. Because we draw twice the sample from high-intensity areas compared to
low (in accordance with our randomized intensity), we weight the low-intensity observations by
two to generate a pool reflective of the true underlying OAF population (though in Appendix we
show that this weighting has little effect on our estimates). From this pool, we identify the modal
farmer sublocation. This procedure, including the radius to be used, was pre—speciﬁedﬂ As was
also pre-specified, we test robustness to alternative radii of 1km and 5km.

We then utilize the sublocation-level randomization in treatment intensity to identify market-
level effects of our intervention, estimating Equation |4 and clustering standard errors at the sublo-
cation level. Regression results are shown in Table [6] and plotted non-parametrically in Figure [6]
In each year, we explore the price changes from the period following loan disbursal (November in
Year 1, December in Year 2) until the beginning of the subsequent harvest (August in both years).
In Figure [0 which presents the pooled data, we see prices in high-intensity markets on average
start out almost 4% higher in the immediate post-harvest months. As the season progresses, prices
in high-intensity markets begin to converge and then dip below those low-density markets, ending
almost 2% lower in high-density areas compared to low-density. Table |§| presents these results ac-
cording to the empirical specifically outlined in Section [[TI} In line with the graphic results visible in
Figure |§|7 here we see the interaction term on “High” treatment intensity is positive (and significant
at 5%), while the interaction term between the monthly time trend and the high intensity dummy
is negative (though not significant). Columns 4-5 display robustness to alternative radii; we find
similar point estimates. Apendix [J] presents alternative functional form specifications.

The overall picture painted by the market price data is consistent with the individual-level
results presented above. Price effects are most pronounced (and statistically significant) early on

in the season. This is when we observe the largest and most concentrated shock to the supply on

53With the exception of the weighting procedure, which we show in Appendix [J] has little effect on results.
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the market (note in Table [2 that the greatest shift in inventories is seen in Round 1). Sensibly,
treatment effects are most concentrated around the time of the loan disbursal, which represents a
common shock affecting all those taking out the loan; this produces a simultaneous inward shift in
supply in the post-harvest period. In contrast, the release of this grain onto the market in the lean
period appears to happen with more diffuse timing among those the treatment group (as can be
seen in Figure 5] in which we note a gradual reduction in the treatment-control gap in inventories,
rather than the sharp drop we would expect if all treated individuals sold at the same time).
Anecdotally, farmers report that the timing of sales is often driven by idiosyncratic shocks to the
household’s need for cash, such as the illness of a family member, which may explain the observed
heterogeneity in timing in which the treatment group releases its stores. Perhaps as a result of
these more diffuse treatment effects in the lean season, price effects are smaller and measured with
larger standard errors in the second half of the year.

Are the size of these observed price effects plausible? A back-the-envelope calibration exercise
suggests yes. OAF works with about 30% of farmers in the region. Of these farmers, 80% were
enrolled in the study in high density areas, while 40% were enrolled in low-density areas. About
58% of those enrolled received the loan oﬂ"erﬂ Together, this implies that about 14% of the
population was offered treatment in high-intensity sublocations and 7% in low-intensity areas, such
that treatment was offered to 7 percentage points more of the population in high-density areas.
Table [2| suggests that treated individuals experienced average increases in inventory (i.e. inward
supply shifts) of 25.9%. Taken together, this suggests a contraction in total quantity available in
the high-density markets by 1.8%. Experiments conducted in the same region in Kenya suggest
an average demand elasticity of -1.1 (Bergquist, 2017)). This would imply that we should expect
to see an overall price increase of 1.6%. In the period immediately following harvest, when the
inventory effects are most concentrated — during which time inventories are 48.6% higher among
treatment individuals — we see an inward supply shift of 3.4%, and should therefore expect to see

a 3.1% increase in priceﬁ This is quite close to what we observe in Figure @ We see a jump in

1In Year 1, 66% of the sample received the loan offer (1/3 received the offer in October, 1/3 received the loan offer
in January, and 1/3 served as control). In Year 2, 50% of the sample received the loan offer (1/2 received the offer
in November and 1/2 served as control). In this calibration exercise, we use the average of the two years’ rates.

55Note this exercise assumes no trade across sublocations. On the opposite extreme, the case of perfect market
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price of about 2.5% during this periodﬂ which then peters out to a slightly negative (though not

significant) effect towards the end of the season.

V.II Robustness checks

We check the robustness of the regression results to functional form assumptions. Table presents
a binary version of Equation [4] replacing month; with an indicator lean; for being in the lean
season (defined as April-August) and the interaction term with lean; x Hs. Results suggest similar
significant increases in price post-harvest in high-intensity markets. The lean season interaction
term suggests that prices in high-intensity markets are lower overall in the lean season, although
the point estimate on the interaction term is only slightly larger in absolute value than the the
main Hg treatment coefficient, such that the combined effect of treatment in the lean season is to
lower prices in high-intensity markets only slightly below those in low-intensity overall. Comparing
these effects to Figure [6] we observe this is because at the beginning of the lean season prices are
still higher in high intensity markets, with a cross-over mid-lean season as prices in high-intensity
markets drop below those low-intensity markets. However, the 1km and 5km specifications shown
in the bottom panel in Figure [6] shows suggest that this crossover occurs closer to the transition
from the harvest to lean season; therefore the 1km and 5km specification of the binary specification,
shown in Columns 4-5 of Table estimate a more substantial decrease in price for the full lean
season.

In another specification check, Table presents treatment effects by round. We find roughly
similarly sized — and in fact, often more precise — effects by round. Of particular interest is whether
there is a statistically significant difference between the coefficient estimates on the treatment terms
in Round 1 and Round 3, as this tests whether there is a a differential change in prices across high
vs. low areas (this is the analogue of the High*Month interaction term in our primary specification).

We find a p-value of 0.13 for this F-test in our pooled main specification.

integration with zero transaction costs would imply perfect smoothing of any localized supply shock, and we would
therefore observe no change in price. We therefore view the range of 0-3% as the extreme bounds of what price
changes we should expect to observe.

56We measure shifts in post-harvest inventories in Round 1 of the survey, which conducted roughly January-
February for the average respondent. We therefore estimate the change in price change in January-February from
Table[6] to be 3.97 + 2.5 % (=0.57) = 2.5.
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We also check the robustness of these results to a more continuous measure of treatment at
the market-level, following the technique described in |Miguel and Kremer| (2004). We construct
an estimate of the ratio of total treated farmers to the total farmers in our sample within a 3km
radius around each market[’] We re-estimate an equation identical to Equation [4] with H, re-
placed with ratio,,, the aforementioned ratio. Results are presented in Table We also present
non-parametric estimates of this specification in Figure displaying average prices in markets
with above- vs. below-median ratios. While results are somewhat less precisely estimated in this
specification, the broad patterns remain consistent: prices are higher in the post-harvest period
and lower in the lean period in markets with a greater proportion of treated individuals in the area.

Finally, we check robustness to small cluster standard error adjustments. These market-level
price results rely on the treatment saturation randomization being conducted at the sublocation
level (a higher level than the group-level randomization employed in the individual-level results).
While we cluster standard errors at the sublocation levelﬂ one might be concerned due to the small
number of sublocations — of which we have 17 — that asymptotic properties may not apply to our
market-level analyses and that our standard errors may therefore be understated. We run several
robustness checks to address these small sample concerns. In Appendix [J| we use a nonparametric
randomization inference approach employed by Bloom et al. (2013)) and |Cohen and Dupas| (2010) to
draw causal inferences in the presence of small samples. Results are broadly consistent with those
from the primary specification, with impacts significant at conventional levels from December to
mid-February (p-values are less than 0.05 for January and less than 0.1 for December and February).
We also check the robustness of our results by conducting the wild bootstrap procedure proposed by
Cameron et al] (2008) (shown in the notes of Table [6]). While we do see some decrease in statistical
precision, these adjustments are small. To ensure that results are not sensitive to a single outlier
sublocation, we drop each sublocation one-by-one and re-run our analysis; the pattern observed in

the full data is generally robust to this outlier analysis. See Appendix [J]for further details. Finally,

5"Because we draw twice the sample from high-intensity areas compared to low (in accordance with our randomized
intensity), for the total farmer count, we weight the low-intensity observations by two to generate a count reflective
of the true underlying OAF population.

58For all analyses in this paper, we cluster our standard errors at the level of randomization. For the individual
results shown in Section [[V] this is at the group level. For the results presented in this section, which relying on the
sublocation-level randomized saturation, we cluster at the sublocation level.
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we check the robustness of non-parametric results to the choice of bandwidth size. See Appendix

[ for further details.

V.III Related Outcomes

We also check whether treatment intensity affected other outcomes of interest related to market
price. First, we check whether treatment effects can be seen in farmgate prices (as measured by
self-reported prices reported by farmers in our household survey, rather than directly from our
market surveys; see Table . We see similar patterns in these prices as well. We also explore
whether trader movement responds to treatment. We see some evidence that fewer traders enter
high-intensity treated markets in the immediate post-harvest period in Year 2 (see Table , a

sensible demand response to the increase in price observed during a time when traders are typically

purchasingﬂ

VI Individual results with spillovers

Mass storage appears to raise prices at harvest time and lower price in the lean season, thereby
smoothing out seasonal price fluctuations. What effect does this have on the individual profitability
of the loan, which is designed to help farmers to take advantage of these price variations? That is,
how do the individual-level returns to arbitrage vary with the number of arbitrageurs@

To answer this question, we revisit the individual results, re-estimating them to account for
the variation in treatment density across sublocations. Table[7] and Figure [7] display how our main
outcomes respond in high versus low density areas for treated and control individuals. We find that

inventory treatment effects do not significantly differ as a function of treatment intensity (though

59This, along with the overall weaker treatment intensity in Year 2, may contribute to the smaller price effects
observed in Year 2. In terms of weaker treatment intensity, note that the sample size in Year 2 is only about 65% that
of Year 1. As a result, the intensity in Year 2 is only about 65% what it was in Year 1. Note that the point estimate on
“High” in column 2 (Y2) of Table[]is almost exactly 65% of the coefficient on column 1 (Y1) (4.41%0.65=2.87~2.85).
The coefficient on “High Intensity * Month” in column 2 (Y2) is close to (a bit less than) 65% of the coefficient on
column 1 (Y1). (-0.57%0.65=-0.37 ~>-0.48).

50Local market effects may not be the only channel through which treatment density affected individual-level results.
For example, sharing of maize or informal lending between households could also be affected by the density of loan
recipients. Appendix [K]explores these alternative channels and presents evidence suggesting that the individual-level
spillover results are most consistent with spillovers through effects on local markets. However, we cannot rule out
that other mechanisms could also be at play.
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the point estimate suggests that treated individuals in high-intensive areas may store a bit less
than their counterparts in low-intensity areas).

Turning to net revenues, we see much starker differences by treatment intensity. We find that
treatment effects in low-intensity areas are much larger — roughly double — those estimated in the
overall treatment specification in Table [3] This is because most of the revenue effects seen in the
pooled specification are concentrated among treated individuals in low-intensity sublocations. In
contrast, revenue effects for treated individuals in high-intensity sublocations are substantially lower
(and, in fact, are statistically indistinguishable from zero in the pooled results presented Column
6 of Table @lﬂ Therefore, while individuals in both high and low-intensity sublocations store
significantly more as a result of treatment, only treated individuals in low-intensity sublocations
earn significantly higher revenues. As with earlier estimates, estimates for consumption remain
relatively imprecisely estimated@

Why might loan profitability be lower in high treatment density areas? Intuitively, arbitrage
— the exploitation of price differentials — is most profitable to an individual when she is the only
one arbitraging. As others begin to arbitrage as well, general equilibrium effects drive down these
differentials and therefore diminish the direct returns to arbitrage (and if this disincentivizes storage
among high-intensity treated individuals, this may further diminish their total revenue gains from
the program)@

Conversely, for those who do not engage in arbitrage, these spillovers may be positive. Though

the timing of their sales will not change, they may benefit from relatively higher sale prices at

61Tabledisplays “p-val T+TH=0,” which indicates the joint significance of 81+ 3 from Equation this represents
the full effect of treatment for individuals in high-intensity sublocations.

52While the interaction term “Treat*High” is only significant at traditional levels in Year 1, we attribute at least
some of the weakened Year 2 interaction term to the lower treatment intensity in Year 2. Recall that the sample size
in Year 2 is only about 65% that of Year 1. As a result, the intensity in Year 2 is only about 65% what it was in
Year 1. If we scale the coefficient on “Treat*High” in Year 2 (column 5) to account for this difference (i.e. divide by
0.65), we get an estimate much closer to the Year 1 estimate. In addition, any trader movement that dampened Year
2 market-level effects may have further contributed to this weaker Year 2 effect.

53Interestingly, they are strongly positive for treated individuals in the high-intensity areas in Year 2. However,
because there is no clear pattern across years, we avoid speculating or over-interpreting this fragile result.

541n response to these price changes, which dampen the returns to arbitrage, farmers in high-intensity areas may
have chosen to store less. The negative point estimate of “Treat*High” on inventory holdings in Column 3 of Table
— though not statistically significant — does suggest that treated individuals in high-intensity areas may store slightly
less than their counterparts in low-intensity areas. This would also constitute a general equilibrium effect resulting
from the price change, but an indirect one involving endogenous responses by farmers.
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harvest-time and relatively lower purchase prices during the lean season. We see some evidence of
these positive spillovers to control group revenues in high-intensity treatment areas (see middle panel
of Figure and the estimate on the Hi dummy in Column 6 of Table. However, it should be noted
that this effect is measured with considerable noise and and thus remains more speculative | Given
the diffuse nature of spillover effects, it is perhaps unsurprising that identifying these small effects
with statistical precision is challenging@ However, they are suggestive of important distributional

dynamics for welfare, which we explore below.

VI.I Discussion

The randomized saturation design allows us to capture how both direct and indirect treatment
effects vary with saturation level. Table [8] breaks down the distribution of welfare gains from
the loan, based on saturation rate and revenue effects drawn from the pooled results. While this
exercise takes all point estimates as given, note that some are less precisely measured than othersﬂ
As a result, there are likely large standard errors around some of the figures presented in Table
This exercise should therefore be interpreted as an illustration of how general equilibrium effects
can shape the distribution of welfare gains in isolated markets, rather than precise quantitative
estimates. Further, we can only speak to the distribution of spillover effects within our sample (see
Appendix [M| for additional discussion).

In the first row, we present the direct gains per household, representing the increase in revenues
driven by treatment for those who are treated (specifically calculated as the coefficient on the
“Treat” dummy in low saturation areas and as the coefficient on the “Treat” dummy plus the
coefficient on the “Treat*High” interaction term in high saturation areas). As discussed above,
we see that the direct treatment effects are greater for those in low saturation sublocations, where
treated individuals are closer to “being the only one arbitraging,” than in high saturation areas.

The second row presents the indirect gains per household. This is estimated as zero in low

55And even goes in the opposite direction in the Year 2 results alone; see Column 5 of Table

56Simple power calculations suggest that if the point estimate of 165 is the true effect, a sample size of 218,668 —
more than 32 times our current sample size — would be necessary to detect this effect with 95% confidence.

5"For example, the point estimate on “Treat*High” is not quite significant at traditional levels, while the point
estimate on “High” is measured with large noise.
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saturation areas and as the coefficient on “High” in high saturation areas@ We see in row 3
that, in the high saturation areas, the indirect gains are 58% the size of the direct gains. When we
account for the much larger size of the total population relative to that of just the direct beneficiaries
(presented in rows 5 and 4 respectively), we find that the total size of the indirect gains swamp
that of the direct gains in high saturation areas (rows 7 and 6 respectively). Note that this assumes
the indirect gains as estimated among control subjects are equivalent to the indirect gains accruing
to the rest of the population. While this assumption seems reasonable given that study subjects
appear to be representative of households in this community (see Table , even a conservative
estimate assuming that zero gains accrue to non-study populations suggest that 50% of the gains
are indirect (Table [M.T)).

These findings have two implications. First, the total gains from the intervention (presented in
row 8) are much higher in high saturation areas than they are in low saturation areas. While the
direct gains to the treatment group are lower in areas of high saturation, the small per-household
indirect gains observed in these areas accrue to a large number of untreated individuals, resulting
in an overall increase in total gains (note that although our estimates of the indirect gains are
imprecisely estimated, the qualitative result that higher saturation produces larger gains than low
saturation holds even at indirect gains as low as 114 Ksh/household ($1.3 USD), only 23% of the
estimated effect)@ High saturation offers greater relaxation of a barrier to intertemporal trade
(credit constraints) and thereby produces larger aggregate gains.

Second, the distribution of gains shifts in the presence of general equilibrium effects. While in
low saturation areas all of the gains appear to come from direct gains (row 9), in high saturation
areas, 81% of the total gains are indirect gains (row 10)@ General equilibrium effects therefore

more evenly distribute gains across the entire population, reducing the proportion of the gains that

58 Though note that low-intensity treatment areas may also experience GE effects which we are unable to detect.
We are only able to detect relative differences in prices across low- and high-intensity areas.

5 Also contributing is the fact that although the direct benefits/household are only a quarter of the size in high
areas, there are twice the number of beneficiaries, which makes up some of the gap in terms of total direct gains.

"It is possible that there are general equilibrium effects — and therefore indirect gains — occurring in the low
saturation areas that we simply cannot detect in the absence of a pure control group. If this is the case, it would
mean that our current estimates underestimate the total gains, as well as the percentage of gains coming from indirect
gains, in low saturation areas. However, it would also mean that we are underestimating these figures in the high
intensity areas as well.
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direct beneficiaries exclusively receive and increasing the share enjoyed by the full population. m

This redistribution of gains has implications for private sector investment in arbitrage. The most
that private sector banks or other financial institutions could hope to extract from each farmer to
whom they might provide loans for storage is the direct (excludable) gains presented in row 1. The
calculations in rows 6 and 8 suggest that private sector financial institutions may face incentives
that result in the under-provision of finance for arbitrage in these markets. Although overall social
gains are higher at greater levels of saturation (row 8), because much of these gains are indirect,
private sector institutions will not be able to capture them. Instead, for private sector institutions,
the available gains for capture are actually lower at high levels of saturation (row 6).

Rows 9 and 10 attempts to quantify this disincentive. At low levels of saturation, private sector
institutions can fully internalize all gains, capturing up to 100% of the total revenue increases
generated by the product (under our assumption of no indirect gains in the low saturation case).
However, at high saturation rates, only 19% of the total gains are direct, and therefore excludable.
Financial institutions therefore will fail to internalize 81% of the gains at these higher saturation
levels, which will likely result in under-provision of financial products, compared to the socially
optimal level.

Given the imprecision in estimates in Table 8] it is difficult to quantify the role of this mechanism
in driving thin credit markets in developing countries. There are many other important factors at
play, including the poor’s inability to provide collateral — and the resulting difficulties financial
institutions face in screening and monitoring these borrowers. However, our results suggest that
the presence of positive spillovers may play a contributing role, exacerbating the under-provision

of credit in rural and isolated markets.

"'The spillover effects themselves may not be evenly distributed; those who do little storage at baseline (typically
poorer individuals) may benefit more, while those who do more storage at baseline (typically wealthier individuals)
may be harmed. The spillover effects may therefore be redistributive towards the poor. See Appendix [M] for further
discussion.
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VII Conclusion

Large and regular increases in the price of maize between the harvest and the lean season offer
farmers substantial arbitrage opportunities. However, smallholder farmers appear unable to arbi-
trage these price fluctuations due to high harvest-time expenditure needs and an inability to access
credit markets, necessitating high harvest-time sales of maize.

We study the effect of offering Kenyan maize farmers access to a loan during the harvest period.
We find that access to this perhaps counter-intuitively timed credit “frees up” farmers to use storage
to arbitrage these price movements. Farmers offered the loan shift maize purchases into the period of
low prices, put more maize in storage, and sell maize at higher prices later in the season, increasing
farm revenue. Using experimentally-induced variation in the density of treatment farmers across
locations, we document that this change in storage and marketing behavior aggregated across
treatment farmers also affects local maize prices: post-harvest prices are significantly higher in
high-density areas, consistent with more supply having been taken off the market in that period,
and are lower later in the season (though not significantly so). These general equilibrium effects
feed back to our profitability estimates, with treatment farmers in low-density areas — where price
differentials were higher and thus arbitrage opportunities greater — differentially benefiting.

The findings make a number of contributions. First, along with [Fink et al.| (2018), our results
are among the few experimental results to find a positive and significant effect of microcredit on the
revenues of microenterprises; other studies have found either null results (see Banerjee (2013) for a
review), or significant effects only among small subsets of the population (Meager, [2018; |[Banerjee et
al., 2018). This is also to our knowledge one of the first experimental studies to directly account for
general equilibrium effects in the microcredit literature. More broadly, we contribute to a small, but
growing literature experimentally estimating impacts on market prices (Imbert and Papp) (2015);
Muralidharan et al. (2018); |Cunha et al.| (2018); |Angelucci (2009)). At least in our particular
setting, failing to account for these spillovers effects substantially alters the conclusions drawn
about the average benefits of improved credit access.

This has methodological implications for a broader set of interventions that may shift local

supply — such as agricultural technologies that increase local food supply or vocational training
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programs that increase local skilled labor supply — in the presence of thin or imperfectly inte-
grated markets. Our results suggest that, when implemented in rural or fragmented markets, these
interventions may lead local prices to respond substantially enough to alter the profitability of
the interventions for direct beneficiaries and to impact the welfare of non-beneficiaries. Explicit
attention to GE effects in future evaluations is likely warranted.

Finally, we show how the absence of financial intermediation can be doubly painful for poor
households in rural areas. Lack of access to formal credit causes households to turn to much more
expensive ways of moving consumption around in time, and aggregated across households this
behavior generates a large scale price phenomenon that further lowers farm income and increases
what most households must pay for food. The results suggest that expanding access to affordable
credit could reduce this price variability and thus have benefits for recipient and non-recipient
households alike. Welfare estimates in our setting suggest that a large portion of the benefits of
expanded loan access could accrue indirectly to non-borrowers. Under such a distribution of welfare
gains, private sector financial institutions may undersupply credit relative to the social optimum,
raising the possibility that public credit programs could raise aggregate welfare.

What our results do not address is why wealthy local actors — e.g. large-scale private traders
— have not stepped in to bid away these arbitrage opportunities. Traders do exist in the area and
can commonly be found in local markets. In a panel survey of local traders, we record data on
the timing of their marketing activities and storage behavior, but find little evidence of long-run
storage. When asked to explain this limited storage, many traders report being able to make even
higher total profits by engaging in spatial arbitrage across markets (relative to temporal arbitrage).
Nevertheless, this does not explain why the scale or number of traders engaging in both spatial and
intertemporal arbitrage has not expanded; imperfect competition among traders may play a role

(Bergquist}, 2017)).

41



References

Acemoglu, Daron, “Theory, General Equilibrium and Political Economy in Development Eco-
nomics,” Journal of Economic Perspectives, 2010, 24 (3), 17-32.

Aggarwal, Shilpa, Eilin Francis, and Jonathan Robinson, “Grain Today, Gain Tomorrow:
Evidence from a Storage Experiment with Savings Clubs in Kenya,” Journal of Development
Economics, 2018.

Aker, Jenny C, “Rainfall Shocks, Markets and Food Crises: the Effect of Drought on Grain
Markets in Niger,” Center for Global Development, working paper, 2012.

Ambler, Kate, Alan De Brauw, and Susan Godlonton, “Measuring Postharvest Losses at
the Farm Level in Malawi,” Australian Journal of Agricultural and Resource Economics, 2018,

62.

Anderson, Michael L, “Multiple Inference and Gender Differences in the Effects of Early In-
tervention: A Reevaluation of the Abecedarian, Perry Preschool, and Early Training Projects,”
Journal of the American Statistical Association, 2008, 103 (484).

Andreoni, James and Charles Sprenger, “Estimating Time Preferences from Convex Bud-
gets,” American Economic Review, 2012, 102 (7), 3333-56.

Angelucci, Manuela, Dean Karlan, and Jonathan Zinman, “Win Some Lose Some? Evi-
dence from a Randomized Microcredit Program Placement Experiment by Compartamos Banco,”
Technical Report, National Bureau of Economic Research 2013.

Attanasio, Orazio, Britta Augsburg, Ralph De Haas, Emla Fitzsimons, and Heike
Harmgart, “The Impacts of Microfinance: Evidence from Joint-Liability Lending in Mongolia,”
American Economic Journal: Applied Economics, 2015.

Baland, Jean-Marie, Catherine Guirkinger, and Charlotte Mali, “Pretending to be
poor: Borrowing to escape forced solidarity in Cameroon,” Economic Development and Cul-
tural Change, 2011, 60 (1), 1-16.

Bandiera, Oriana, Robin Burgess, Narayan Das, Selim Gulesci, Imran Rasul, and
Munshi Sulaiman, “Labor markets and poverty in village economies,” Quarterly Journal of
Economics, 2017, 132 (2), 811-870.

Banerjee, Abhijit, Emily Breza, Esther Duflo, and Cynthia Kinnan, “Do Credit Con-
straints Limit Entrepreneurship? Heterogeneity in the Returns to Microfinance,” Buffett Insti-
tute Global Poverty Research Lab Working Paper No. 17-104 Buffett Institute Global Poverty
Research Lab Working Paper No. 17-104 Buffett Institute Global Poverty Research Lab Working
Paper No. 17-104, 2018, (17-104).

_ , Esther Duflo, Nathanael Goldberg, Dean Karlan, Robert Osei, William Pariente,
Jeremy Shapiro, Bram Thuysbaert, and Christopher Udry, “A multifaceted program
causes lasting progress for the very poor: Evidence from six countries,” Science, 2015.

Banerjee, Abhijit V and Andrew F Newman, “Occupational choice and the process of de-
velopment,” Journal of political economy, 1993, pp. 274-298.

42



_ and Esther Duflo, “Giving credit where it is due,” The Journal of Economic Perspectives,
2010, 24 (3), 61-79.

Banerjee, Abhijit Vinayak, “Microcredit Under the Microscope: What Have We Learned in the
Past Two Decades, and What Do We Need to Know?,” Annual Review of Economics, 2013, (0).

Banerjee, Ahbijit, Esther Duflo, Rachel Glennerster, and Cynthia Kinnan, “The Miracle
of Microfinance?: Evidence from a Randomized Evaluation,” working paper, MIT, 2013.

Barrett, Christopher, “Displaced distortions: Financial market failures and seemingly inefficient
resource allocation in low-income rural communities,” in Erwin Bulte and Ruerd Ruben, eds.,
Development Economics Between Markets and Institutions: Incentives for growth, food security
and sustainable use of the environment, Wageningen Academic Publishers, 2007.

_ and Paul Dorosh, “Farmers’ Welfare and Changing Food Prices: Nonparametric Evidence
From Rice In Madagascar,” American Journal of Agricultural Economics, 1996, 78 (3).

Basu, Karna and Maisy Wong, “Evaluating Seasonal Food Security Programs in East Indone-
sia,” Journal of Development Economics, 2015.

Beaman, Lori, Dean Karlan, Bram Thuysbaert, and Christopher Udry, “Self-Selection
into Credit Markets: Evidence from Agriculture in Mali,” Working paper, 2015.

Berge, Lars Ivar, Kjetil Bjorvatn, and Bertil Tungodden, “Human and Financial Capital
for Microenterprise Development: Evidence from a Field and Lab Experiment,” Management
Science, 2014.

Bergquist, Lauren Falcao, “Pass-through, Competition, and Entry in Agricultural Markets:
Experimental Evidence from Kenya,” Working Paper, 2017.

Blattman, Christopher, Nathan Fiala, and Sebastian Martinez, “Generating Skilled Self-
Employment in Developing Countries: Experimental Evidence from Uganda,” Quarterly Journal
of Economics, 2014, 129 (2), 697-752.

Bloom, Nicholas, Benn Eifert, Aprajit Mahajan, David McKenzie, and John Roberts,
“Does Management Matter? Evidence from India,” The Quarterly Journal of Economics, 2013,
128 (1), 1-51.

Breza, Emily and Cynthia Kinnan, “Measuring the Equilibrium Impacts of Credit: Evidence
from the Indian Microfinance Crisis,” Working paper, 2018.

Bruhn, Miriam and David McKenzie, “In Pursuit of Balance: Randomization in Practice
in Development Field Experiments,” American Economic Journal: Applied Economics, 2009,
pp- 200-232.

_, Dean Karlan, and Antoinette Schoar, “The Impact of Consulting Services on Small
and Medium Enterprises: Evidence from a Randomized Trial in Mexico,” Journal of Political
Economy, 2018, 126 (2), 635—687.

43



Brune, Lasse, Xavier Giné, Jessica Goldberg, and Dean Yang, “Facilitating Savings For
Agriculture: Field Experimental Evidence from Malawi,” Economic Development and Cultural
Change, 2016.

Cameron, A Colin, Jonah B Gelbach, and Douglas L Miller, “Bootstrap-based Improve-
ments for Inference with Clustered Errors,” The Review of Economics and Statistics, 2008, 90
(3), 414-427.

Casey, Katherine, Rachel Glennerster, and Edward Miguel, “Reshaping Institutions: Ev-
idence on Aid Impacts Using a Preanalysis Plan*)” The Quarterly Journal of Economics, 2012,
127 (4), 1755-1812.

Cohen, Jessica and Pascaline Dupas, “Free Distribution or Cost-Sharing? Evidence from a
Randomized Malaria Prevention Experiment,” Quarterly Journal of Economics, 2010.

Conley, Timothy G, “GMM Estimation with Cross Sectional Dependence,” Journal of Econo-
metrics, 1999, 92 (1), 1-45.

Crepon, Bruno, Florencia Devoto, Esther Duflo, and William Pariente, “Estimating the
Impact of Microcredit on Those Who Take It Up: Evidence from a Randomized Experiment in
Morocco,”,” American Economic Journal: Applied Economics, 2015, 7 (1), 123-150.

Cunha, Jesse M, Giacomo De Giorgi, and Seema Jayachandran, “The Price Effects of
Cash Versus In-Kind Transfers,” Review of Economic Studies, 2018.

De Mel, Suresh, David McKenzie, and Christopher Woodruff, “Returns to Capital in
Microenterprises: Evidence from a Field Experiment,” The Quarterly Journal of Economics,
2008, 123 (4), 1329-1372.

_, _,and _, “Are Women More Credit Constrained? Experimental Evidence on Gender and
Microenterprise Returns,” American Economic Journal: Applied Economics, 2009, pp. 1-32.

Dillion, Brian, “Selling Crops Early to Pay for School: A Large-scale Natural Experiment in
Malawi,” Working Paper, 2017.

Dupas, Pascaline and Jonathan Robinson, “Why Don’t the Poor Save More? Evidence from
Health Savings Experiments,” American Economic Review, 2013, 103 (4), 1138-71.

Fafchamps, Marcel, “Cash Crop Production, Food Price Volatility, and Rural Market Integration
in the Third World,” American Journal of Agricultural Economics, 1992, 74 (1).

_ , David McKenzie, Simon Quinn, and Christopher Woodruff, “Microenterprise Growth
and the Flypaper Effect: Evidence from a Randomized Experiment in Ghana,” Journal of De-
velopment Economics, 2013.

Field, Erica, Rohini Pande, John Papp, and Natalia Rigol, “Does the Classic Microfinance
Model Discourage Entrepreneurship Among the Poor? Experimental Evidence from India,”
American Economic Review, 2012.

Fink, Gunther, Kelsey Jack, and Felix Masiye, “Seasonal Credit Constraints and Agricultural
Labor Supply: Evidence from Zambia,” NBER Working Paper, 2018, (20218).

44



Galor, Oded and Joseph Zeira, “Income Distribution and Macroeconomics,” Review of Eco-
nomic Studies, 1993, 60 (1), 35-52.

Giorgi, Giacomo; Angelucci Manuela; De, “Indirect effects of an aid program: how do cash
transfers affect ineligibles’ consumption?,” American Economic Review, 2009, 99 (1), 486-508.

Imbert, Clement and John Papp, “Labor Market Effects of Social Programs: Evidence from
India’s Employment Guarantee,” American Economic Journal: Applied Economics, 2015.

Kaboski, Joseph P and Robert M Townsend, “The Impact of Credit on Village Economies,”
American economic journal. Applied economics, 2012, 4 (2), 98.

Kaminski, Jonathan and Luc Christiaensen, “Post-Harvest Loss in Sub-Saharan Africa -
What Do Farmers Say,” Global Food Security, 2014.

_, _ , and Christopher L Gilbert, “The End of Seasonality? New Insights from Sub-Saharan
Africa,” World Bank Policy Research Working Paper, 2014, (6907).

Karlan, D., J. Morduch, and S. Mullainathan, “Take Up: Why Microfinance Take-Up Rates
are Low and Why it Matters,” Technical Report, Financial Access Initiative 2010.

Karlan, Dean and Jonathan Morduch, “Access to Finance,” Handbook of Development Eco-
nomics, Volume 5, 2009, (Chapter 2).

and Jonathan Zinman, “Microcredit in Theory and Practice: Using Randomized Credit
Scoring for Impact Evaluation,” Science, 2011, 332 (6035), 1278-1284.

_ , Ryan Knight, and Christopher Udry, “Hoping to Win, Expected to Lose: Theory and
Lessons on Micro Enterprise Development,” Technical Report 18325, National Bureau of Eco-
nomic Research 2012.

Lee, David S, “Training, Wages, and Sample Selection: Estimating Sharp Bounds on Treatment
Effects,” The Review of Economic Studies, 2009, 76 (3), 1071-1102.

McCloskey, Donald and John Nash, “Corn at Interest: The Extent and Cost of Grain Storage
in Medieval England,” American Economic Review, 1984, 7/ (1).

McKenzie, David, “Beyond Baseline and Follow-up: the Case for More T in Experiments,”
Journal of Development Economics, 2012.

_ and Christopher Woodruff, “Experimental Evidence on Returns to Capital and Access to
Finance in Mexico,” The World Bank Economic Review, 2008, 22 (3), 457-482.

Meager, Rachel, “Understanding the Average Impact of Microcredit Expansions: A Bayesian
Hierarchical Analysis of Seven Randomized Experiments,” American Economic Journal: Applied
FEconomics, 2018.

Meier, Stephan and Charles Sprenger, “Temporal Stability of Time Preferences,” Review of
Economics and Statistics, 2015, 97 (2), 273-286.

Miguel, Edward and Michael Kremer, “Worms: Identifying Impacts on Education and Health
in the Presence of Treatment Externalities,” Econometrica, 2004, 72 (1), 159-217.

45



Minten, Bart and Steven Kyle, “The Effect of Distance and Road Quality on Food Collec-
tion, Marketing Margins, and Traders Wages: Evidence from the Former Zaire,” Journal of
Development Economics, 1999, 60 (2).

Muralidharan, Karthik, Paul Neihaus, and Sandip Sukhtankar, “General Equilirbium Ef-
fects of (Improving) Public Employment Programs: Experimental Evidence from India,” NBER
Working Paper, 2018, (23838).

Park, Albert, “Risk and Household Grain Management in Developing Countries,” The FEconomic
Journal, 2006, 116 (514), 1088-1115.

Saha, Atanu and Janice Stroud, “A Household Model of On-farm Storage under Price Risk,”
American Journal of Agricultural Economics, 1994, 76 (3), 522-534.

Stephens, Emma C. and Christopher B Barrett, “Incomplete Credit Markets and Commod-
ity Marketing Behaviour,” Journal of Agricultural Economics, 2011, 62 (1), 1-24.

World Bank, “Malawi Poverty and Vulnerability Assessment: Investing in our Future,” 2006.

46



190 np 1dy uep
| | | | |
00}
S0k
T
3
FokL @
a
[0}
SIile
eysniy
10 Ine Jdy uer
| | | | |
I [oo
- S0l
Lot 2
o
FSLL 3
3
-0zl
nwns) L gz
120 Inp 1dy uer
| | | |
[ [ oot
- S0l
Lotk S
(]
FSLLS
w -
FOgL X, a0
!
1040p|3 o8

UuosLIRdUIOD 10 1J9] I0MO[ 91} UT UMOYS 91 §[) 9} Ul (TLI0D) 9ZIRWI I0J SUOIJRNION]] 90LIJ "UOIIRDO[ USAIS J[) Ul UOSBSS JSIAIRY UTRUL
9} JO syjuow 9y} Jo djewr}so juepuadopul ue jusesardal sorenbs on[q oY) pUR ‘USAIS UT UMOYS SI BAUSY[ UIIYSOM UL 931 ApNIs Im()
‘00T = ootd A[juoul WINWIUTW 91} JeY[}) YONS POZI[eULIOU dIe sodlId pue ‘YIom}aN 90UdSI[[oju] opel], [eIN}NOLISY [euol3ay] o)

10 ne
I

1dy

uep

s >m:um

r 001

rOLL

roclk

rogl

rovi

10 nr

1dy

uep

Xapul 801d

ui09 sn

1s9Aley
aziew ulepy

ejedwe)y

GOk
rOokLL
-Gkl

r0cl

- Gcl

00l

GOl

~OLL

Xapul 8dlid

-SLE

Xepul 821d

47

wolj ore eye(] "TT0Z-F66T ‘ISIX0 B)ep WI0)-SUO] YOIYM IOJ SO}IS URILIJY ISeF] je umoys ‘soorid azrewr aSetoAe A[YIUOTA :T oINSI



Figure 2: Study design. Randomization occurs at three levels. First, treatment intensity was
randomized across 17 sublocations (top level, each box represents a sublocation). This random-
ization was held constant across the two years. Second, treatment was randomized at the group
level within sublocations (second level, each box representing a group in a given sublocation). In
Year 1, treatment groups were further divided into October and January loans. In Year 2, only
one loan was offered, in November. Finally, in Year 1, there was a third level of randomization at
the individual level, in which the tags and lockbox were cross-randomized (bottom level). In Year
2, no individual level treatments were offered. Numbers of randomized units given on the left.

Panel A: Year 1

High intensity Low intensity

Sublocation-level
randomization
High intensity = 9 locations

Low intensity = B locations

Group-level
randomization Treatment Control Treatment Control
T1 = 79 groups
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C = 81 groups /\ /\
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Panel B: Year 2
High intensity Low intensity
Sublocation-level
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T = 85 groups
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Figure 4: Panel A: Maize price trends (pre-study period). Farmer-reported average monthly
maize prices for the period 2007-2012, averaged over all farmers in our sample. Prices are in Kenyan
shillings per goro (2.2kg). Panel B: Maize price trends (study period & post-study period).
Average monthly maize prices for the period 2012-2014 (study period) and 2014-2015 (post study
period), averaged over all markets in our sample (data from market survey). Prices are in Kenyan
shillings per goro (2.2 kg). The exchange rate during the study period ranged from 80 to 90 Kenyan
shillings per USD.
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Figure 5: Pooled treatment effects. The left column of plots shows how average inventories,
net revenues, and log household consumption evolve from November to August in Y1 and Y2
(pooled) in the treatment group versus the control group, as estimated with fan regressions. The
right column shows the difference between the treatment and control, with the bootstrapped 95%
confidence interval shown in grey (100 replications drawing groups with replacement). Inventories
are measured by the number of 90kg bags of maize held by the household. Net revenues are the
value (in Ksh) of maize sales minus the value of maize purchases. HH consumption (measured in
logged Ksh) is aggregated from a detailed 30 day recall consumption module. The exchange rate
during the study period ranged from 80 to 90 Kenyan shillings per USD.
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Figure 6: Pooled market prices for maize as a function of local treatment intensity.
Markets matched to treatment intensity using sublocation of the modal farmer within 3km of each
market. The top panel shows the average sales price in markets in high-intensity areas (solid line)
versus in low-intensity areas (dashed line) over the study period. The middle panel shows the
average difference in prices between high- and low-intensity areas over time, with the bootstrapped
95% confidence interval shown in light grey and the 90% confidence interval shown in dark grey
(prices are normalized to 100 in November in low-intensity sublocations; bootstrap conducted with
1,000 replications drawing groups with replacement). The bottom panel shows the robustness of
results to alternative radii (1km, 3km, and 5km)
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Figure 7: Pooled treatment effects by treatment intensity. Average inventories, net revenues,
and log HH consumption over the study period in the treatment group versus the control group,
split apart by high intensity areas (orange lines) and low-intensity areas (black lines). Inventories
are measured by the number of 90kg bags of maize held by the household. Net revenues are the
value (in Ksh) of maize sales minus the value of maize purchases. HH consumption (measured in
logged Ksh) is aggregated from a detailed 30 day recall household consumption module.
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Table 1: Summary statistics and balance among baseline covariates. Balance table for
the Y1 sample (for which we have baseline characteristics). The first two columns give the means
in each treatment arm. The third column gives the total number of observations across the two
groups. The last two columns give differences in means normalized by the standard deviation in
the control group, with the corresponding p-value on the test of equality.

Baseline characteristic Treat  Control  Obs T-C

std diff  p-val
Male 0.30 0.33 1,589 -0.08 0.11
Number of adults 3.00 3.20 1,510 -0.09 0.06
Children in school 3.00 3.07 1,589 -0.04 0.46
Finished primary school 0.72 0.77 1,490 -0.13 0.02
Finished secondary school 0.25 0.27 1,490 -0.04 0.46
Total cropland (acres) 2.44 2.40 1,512 0.01 0.79
Number of rooms in household 3.07 3.25 1,511 -0.05 0.17
Total school fees 27,240 29,814 1,589 -0.06 0.18
Average monthly consumption (Ksh) 14,971 15,371 1,437  -0.03 0.55
Average monthly consumption/capita (log) 7.97 7.96 1,434 0.02 0.72
Total cash savings (Ksh) 5,157 8,021 1,572 -0.09 0.01
Total cash savings (trim) 4,732 5390 1,572  -0.05 0.33
Has bank savings acct 0.42 0.43 1,589 -0.01 0.82
Taken bank loan 0.08 0.08 1,589 -0.02 0.73
Taken informal loan 0.24 0.25 1,589 -0.01 0.84
Liquid wealth (Ksh) 93,879 97,281 1,491 -0.03 0.55
Off-farm wages (Ksh) 3,917 3,797 1,589 0.01 0.85
Business profit (Ksh) 2,303 1,802 1,589 0.08 0.32
Avg %A price Sep-Jun 133.49 133.18 1,504 0.00 0.94
Expect 2011 LR harvest (bags) 9.36 9.03 1,511 0.02 0.67
Net revenue 2011 (Ksh) 23,304 -4,089 1,428 0.03 0.75
Net seller 2011 0.32 0.30 1,428 0.05 0.39
Autarkic 2011 0.07 0.06 1,589 0.03 0.51
% maize lost 2011 0.02 0.01 1,428 0.03 0.57
2012 LR harvest (bags) 11.18 11.03 1,484 0.02 0.74
Calculated interest correctly 0.71 0.73 1,580 -0.03 0.50
Digit span recall 4.57 4.58 1,504 -0.01 0.89
Maize giver 0.26 0.26 1,589 -0.00 0.99

“Total school fees” are the total school fees paid by the household in the past 12 months. “Taken bank loan” is
whether anyone in the household taken any loans from a commercial bank or commercial lender in the past 12
months. ‘Taken informal loan” is whether anyone in the household taken any loans from a moneylender or someone
else outside the household in the past 12 months. “Liquid wealth” is the sum of cash savings and assets that could
be easily sold (e.g. livestock). “Off-farm wages” is the total amount earned by anyone in the household who worked
in a job for cash in the past month. “Business profits” are the total profits earned from all business run by anyone
in the household. “Avg %A price Sep-Jun” is the percentage difference between the (self-reported) average market
price for maize in September and June over the past five years. “Net revenue,” “net seller,” and “autarkic” refer to
the household’s maize marketing position. “Maize giver” is whether the household reported giving away more maize
in gifts than it received over the previous 3 months.
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Table 2: Inventory effects, individual level. The dependent variable is inventories, as measured
by the number of 90kg bags of maize held by the household at the time of survey. “Treat” is an
indictor for being in a treatment group. “Treat - R “x”” is an interaction between an indicator for

being in a treatment group and an indicator for being in Round “x.

b

Regressions include round-

year fixed effects, strata dummies, and controls for survey date, with errors clustered at the group
level. “Mean DV” and “SD DV” are the mean and standard deviation of the dependent variable
among the control group. Standard and Family-Wise Error Rate (FWER) p-vales are presented
in the notes (family of outcomes is inventories, net revenues, consumption, and effective prices, as

pre-specified).

Y1 Y2 Pooled
(1) (2) 3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat 0.57*** 0.55%** 0.56***
(0.14) (0.13) (0.10)
Treat - R1 0.87*** 1.24* 1.05%**
(0.28) (0.24) (0.18)
Treat - R2 0.75%** 0.30* 0.55***
(0.17) (0.17) (0.12)
Treat - R3 0.11 0.08 0.09
(0.08) (0.34) (0.16)
Observations 3836 3836 2944 2944 6780 6780
Mean DV 2.67 2.67 1.68 1.68 2.16 2.16
SD DV 3.51 3.51 2.87 2.87 3.23 3.23
R squared 0.37 0.37 0.21 0.21 0.33 0.33
P-Val Treat <0.01 <0.01 <0.01
P-Val Treat FWER <0.01 <0.01 <0.01
P-Val Treat - R1 <0.01 <0.01 <0.01
P-Val Treat - R1 FWER <0.01 <0.01 <0.01
P-Val Treat - R2 <0.01 0.07 <0.01
P-Val Treat - R2 FWER <0.01 0.17 <0.01
P-Val Treat - R3 0.18 0.81 0.56
P-Val Treat - R3 FWER 0.33 0.91 0.63
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Table 3: Net revenue effects, individual level. The dependent variable is net revenues, as
measured by the value (in Ksh) of maize sales minus the value of maize purchases that round. The
exchange rate during the study period ranged from 80 to 90 Kenyan shillings per USD. “Treat” is
an indictor for being in a treatment group. “Ireat - R “x”” is an interaction between an indicator
for being in a treatment group and an indicator for being in Round “x.” Regressions include round-
year fixed effects, strata dummies, and controls for survey date, with errors clustered at the group
level. “Mean DV” and “SD DV” are the mean and standard deviation of the dependent variable
among the control group. Standard and Family-Wise Error Rate (FWER) p-vales are presented
in the notes (family of outcomes is inventories, net revenues, consumption, and effective prices, as
pre-specified).

Y1 Y2 Pooled
(1) (2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat 265 855*** 533+
(257) (302) (195)

Treat - R1 -1165*** 16 -614**

(323) (445) (272)
Treat - R2 510 1995%** 1188***

(447) (504) (337)
Treat - R3 1370*** 565 999***

(413) (403) (291)
Observations 3795 3795 2935 2935 6730 6730
Mean DV 334 334 -3434 -3434 -1616 -1616
SD DV 6055 6055 6093 6093 6359 6359
R squared 0.03 0.04 0.07 0.08 0.12 0.12
P-Val Treat 0.30 0.01 0.01
P-Val Treat FWER 0.38 0.01 0.01
P-Val Treat - R1 <0.01 0.97 0.02
P-Val Treat - R1 FWER <0.01 0.97 0.04
P-Val Treat - R2 0.26 <0.01 <0.01
P-Val Treat - R2 FWER 0.38 <0.01 <0.01
P-Val Treat - R3 <0.01 0.16 <0.01
P-Val Treat - R3 FWER <0.01 0.26 <0.01
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Table 4: HH consumption (log) effects, individual level. The dependent variable is log
HH consumption (measured in logged Ksh), aggregated from a detailed 30 day recall consumption
module. “Treat” is an indictor for being in a treatment group. “Treat - R “x”” is an interaction
between an indicator for being in a treatment group and an indicator for being in Round “x.”
Regressions include round-year fixed effects, strata dummies, and controls for survey date, with
errors clustered at the group level. “Mean DV” and “SD DV” are the mean and standard deviation
of the dependent variable among the control group. Standard and Family-Wise Error Rate (FWER)
p-vales are presented in the notes (family of outcomes is inventories, net revenues, consumption,
and effective prices, as pre-specified).

Y1 Y2 Pooled

(1) (2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd

Treat 0.01 0.06* 0.04
(0.03) (0.04) (0.02)
Treat - R1 -0.03 0.06 0.01
(0.05) (0.05) (0.03)
Treat - R2 0.03 0.08* 0.05*
(0.04) (0.04) (0.03)
Treat - R3 0.04 0.05 0.04
(0.04) (0.05) (0.03)
Observations 3792 3792 2944 2944 6736 6736
Mean DV 9.48 9.48 9.61 9.61 9.55 9.55
SD DV 0.63 0.63 0.63 0.63 0.64 0.64
R squared 0.03 0.03 0.05 0.05 0.06 0.06
P-Val Treat 0.68 0.08 0.13
P-Val Treat FWER 0.69 0.10 0.13
P-Val Treat - R1 0.49 0.17 0.69
P-Val Treat - R1 FWER 0.49 0.26 0.69
P-Val Treat - R2 0.48 0.08 0.09
P-Val Treat - R2 FWER 0.49 0.17 0.13
P-Val Treat - R3 0.36 0.27 0.16
P-Val Treat - R3 FWER 0.47 0.35 0.21
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Table 5: Net sales and effective prices, individual level. The dependent variable in Columns
1-2 is net sales (quantity sold minus quantity purchased, measured in 90kg bags of maize) that
round. Columns 1-2 include round-year fixed effects, strata dummies, and controls for survey
date, with errors clustered at the group level. The dependent variable in Column 3 is “Effective
purchase price,” which is constructed by the dividing the total value of all purchases over the
full year (summed across rounds) by the total quantity of all purchases over the full year. The
dependent variable in Column 4 is “Effective sales price,” which is constructed similarly. Columns
3-4 include only one observation per individual (per year). Round fixed effects are omitted in these
specifications in order to estimate the effect of treatment on prices paid and received, which change
because of shifts in the timing of transactions; therefore round controls are not appropriate. Instead
we include year fixed effects, as well as strata dummies. In all columns, “Treat” is an indictor for
being in a treatment group. “Treat - R “x”” is an interaction between an indicator for being in
a treatment group and an indicator for being in Round “x.” “Mean DV” and “SD DV” are the
mean and standard deviation of the dependent variable among the control group. Standard and
Family-Wise Error Rate (FWER) p-vales are presented in the notes for effective prices (family of
outcomes is inventories, net revenues, consumption, and effective prices, as pre-specified). Family-
Wise Error Rate (FWER) p-vales are not presented for net sales, which was not included in the
pre-specified main family of outcomes.

Net Sales Effective Price
Overall By rd Purchase Sales
Treat 0.19*** -57.45** 145.51%**
(0.06) (27.16) (41.77)
Treat - R1 -0.21**
(0.10)
Treat - R2 0.38%**
(0.10)
Treat - R3 0.37***
(0.09)
Observations 6740 6740 2014 1428
Mean DV -0.41 -0.41 3084.78 2809.76
SD DV 2.04 2.04 534.45 504.82
R squared 0.10 0.10 0.09 0.07
P-Val Treat 0.03 <0.01
P-Val Treat FWER 0.04 <0.01
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Table 6: Market prices for maize as a function of local treatment intensity. The dependent
variable is price, as measured monthly following loan disbursal (Nov-Aug in Y1; Dec-Aug in Y2) in
market surveys. Price are normalized to 100 in Nov in low-intensity sublocations. “High” intensity
is an indicator for a sublocation randomly assigned a high number of treatment groups. “Month”
is a linear month time trend (beginning in Nov at 0 in each year). Standard errors are clustered
at the sublocation level. To check robustness to small cluster standard error adjustments, the
notes present p-values from the standard specification compared to p-values drawn from the wild
bootstrap procedure proposed by |(Cameron et al.| (2008), clustered at the sublocation level.

Main Specification (3km) Robustness (Pooled)
Y1 Y2 Pooled 1km 5km
High 4.41* 2.85 3.97* 2.79 3.77*
(2.09) (1.99) (1.82) (1.72) (1.82)

Month 1.19*** 1.22%** 1.36™** 1.33%** 1.54*
(0.36) (0.38) (0.35) (0.34) (0.29)

High Intensity * Month -0.57 -0.48 -0.57 -0.52 -0.83**
(0.42) (0.46) (0.39) (0.39) (0.37)
Observations 491 381 872 872 872
R squared 0.08 0.03 0.06 0.06 0.06
P-val High 0.052 0.172 0.044 0.124 0.056
P-val High Bootstrap 0.096 0.196 0.084 0.152 0.112
P-val Month 0.005 0.005 0.001 0.001 0.000
P-val Month Bootstrap 0.040 0.000 0.034 0.022 0.000
P-val High*Month 0.193 0.316 0.158 0.200 0.038
P-val High*Month Bootstrap 0.176 0.316 0.170 0.218 0.056
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Table 8: Distribution of gains in the presence of general equilibrium effects. Calculations
employ per-round point estimates on revenues (31, B2, and P2 (coefficients on “Treat,” “High,” and
“Treat*High” respectively) from Equation |5, These estimates are presented in Column 6 of Table
(in Ksh, multiplied by three to get the annual revenue gains; note the exchange rate during the
study period ranged from 80 to 90 Kenyan shillings per USD). Direct gains per household (row 1)
are calculated as the coefficient on the “Treat” dummy in low saturation areas and as the coefficient
on the “Treat” dummy plus the coefficient on the “Treat*High” interaction term in high saturation
areas). Indirect gains per household (row 2) are estimated as zero in low saturation areas and as the
coefficient on “High” in high saturation areas. The total gains from the intervention (row 8) include
the direct gains that accrue to borrowers (row 6) and the indirect gains generated by GE effects
(row 7). In high saturation areas, 81% of the total gains are indirect gains (row 10). Therefore,
only 19% of the gains can be captured by the private sector (row 9). Additional assumptions and
calculation details are laid out in Appendix [M] Note that while the private gains are greater at low
saturation, the total gains are greater at high saturation.

Low Saturation High Saturation

1. Direct gains/HH (Ksh) 3,304 854
2. Indirect gains/HH (Ksh) 0 495
3. Ratio of indirect to direct gains 0.00 0.58
4. Direct beneficiary population (HH) 247 495
5. Total local population (HH) 3,553 3,553
6. Total direct gains (Ksh) 816,984 422,248
7. Total indirect gains (Ksh) 0 1,757,880
8. Total gains (direct + indirect; Ksh) 816,984 2,180,128
9. Fraction of gains direct 1.00 0.19
10. Fraction of gains indirect 0.00 0.81
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A Pilot Results

Figure A.1: Pilot data on maize inventories and marketing decisions over time, using
data from two earlier pilot studies conducted with One Acre Fund in 2010/11 with 225 farmers
(top row) and 2011/12 with 700 different farmers (bottom row). Left panels: inventories (measured
in 90kg bags) as a function of weeks past harvest. The dotted line is the sample median, the solid
line the mean (with 95% CI in grey). Right panels: average net sales position across farmers over
the same period, with quantities shown for 2010/11 (quantity sold minus purchased) and values
shown for 2011/12 (value of all sales minus purchases).
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B Storage Costs, Knowledge, and Other Factors

There could be other reasons beyond credit constraints why farmer are not taking advantage of
apparent arbitrage opportunities. The simplest explanations are that farmers do not know about
the price increases, or that it is actually not profitable to store — i.e. arbitrage opportunities are
actually much smaller than they appear because storage is costly. These costs could come in the
form of losses to pests or moisture-related rotting, or they could come in the form of “network
losses” to friends and family, since maize is stored in the home and is visible to friends and family,
and there is often community pressure to share a surplus. Third, farmers could be highly impatient
and/or present biased and thus unwilling to move consumption to future periods in any scenario.
Finally, farmers might view storage as too risky an investment.

Evidence from pilot and baseline data, and from elsewhere in the literature, argues against
several of these possibilities. We can immediately rule out an information story: farmers are well-
aware that prices rise substantially throughout the year. When asked in our baseline survey about
expectations for the subsequent season’s price trajectory, the average farmer expected prices to
increase by 107% in the nine months following the September 2012 harvest (which was actually an
over-estimate of the realized price fluctuation that year)m

Second, pest-related losses appear surprisingly low in our setting, with farmers reporting losses
from pests and moisture-related rotting of 2.5% for maize stored for six to nine months@ Similarly,
the marginal costs associated with storing for these farmers are small (estimates suggest that the
cost per bag is about 3.5% of the harvest-time price) and the fixed costs have typically already
been paid (all farmers store at least some grain; note the positive initial inventories in Figure ,
as grain in simply stored in the household or in small sheds previously built for the purpose. Note
that access to sufficient storage technologies may be context specific; Basu and Wong| (2015)) do
find that offering farmers weather-sealed storage drums and storage sacks increases storage rates
in Indonesia.

Third, while we cannot rule out impatience as a driver of low storage rates, extremely high
discount rates would be needed to rationalize this behavior under standard utility models in light
of the substantial prices increase seen over a short nine-month period. |E| Present bias could also
be at play. For example, |Aggarwal et al.|(2018)) find that encouraging farmers to store communally
outside their home increase storage rates. One of the hypothesized channels is that out-of-the-home
storage reduces the chance that households fall prey to temptation and dip into their savings early.
That said, farm households are observed to make many other investments with payouts far in the
future (e.g. school fees), meaning that rates of time preference would have to differ substantially
across investments and goods. Moreover, while discount factors are crucial for determining the
optimal pattern of consumption over time, in the presence of functioning financial markets, one

"2The 5th, 10th, and 25th percentiles of the distribution are a 33%, 56%, and 85% increase, respectively, suggesting
that nearly all farmers in our sample expect substantial price increases.

"3While low, these estimates of post-harvest losses are not out of line with those typically seen in the region.
Kaminski and Christiaensen| (2014, drawing on nationally representative LSMS-ISA household surveys from Uganda,
Malawi, and Tanzania, find post-harvest losses ranging from 1.4-5.9% for the region. |Ambler et al| (2018 estimate
post-harvest losses in Malawi range between 5-12% among those who experience any losses. In a nearby study site
in western Kenya, |Aggarwal et al.| (2018) find average post-harvest losses of 9%.

" Given a minimum price increase of 40%, post-harvest losses of 2.5%, and storage costs of 3.5% of price, an
individual would have to discount the 9-month future by over 33% to make the decision to sell at harvest rational
under no other constraints. Given the distribution of estimated discount rates from a time preference question asked
at baseline, this would apply to only 12% of our sample.
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should be able to compare the relative return of an investment opportunity such as storage against
the interest rate on credit and, if the interest rate on credit is lower, fund today’s consumption
through borrowing while still taking advantage of the higher-return investment opportunity.

Fourth, existing literature shows that for households that are both consumers and producers
of grain, aversion to price risk should motivate more storage rather than less: the worst state of
the world for these households is a huge price spike during the lean season, which should motivate
“precautionary” storage (Saha and Stroud, 1994} Park, [2006)).

Costs associated with network-related losses appear a more likely explanation for an unwilling-
ness to store substantial amounts of grain. Existing literature suggests that community pressure is
one explanation for limited informal savings (Dupas and Robinson} 2013 Brune et al., 2016)), and
in focus groups farmers often told us something similar about stored grain (itself a form of savings).
The findings in Aggarwal et al. (2018]) are also consistent with this hypotheses, as storage out of
the home may make it less likely that stored maize is taxed by kin. Our main credit intervention
might also provide farmers a way to shield stored maize from their network. To further test this
hypothesis, in the first year of the experiment we add an additional treatment arm to determine
whether this shielding effect is substantial on its own. This is the tag experiment described in

Section [[LII

C Treatment Heterogeneity
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D Loan Timing

D.I Effects of Loan Timing

In Year 1, the loan was randomly offered at two different times: one in October, immediately
following harvest (T1) and the other in January, immediately before school fees are due (T2).
Splitting apart the two loan treatment arms in Year 1, results provide evidence that the timing
of the loan affects the returns to capital in this setting. As shown in Figure and Table
point estimates suggest that those offered the October loan held more in inventories, reaped more
in net revenues, and had higher overall consumption. Overall effects on net revenues are about
twice as high as pooled estimates, and are now significant at the 5% level (Column 6 of Table ,
and we can reject that treatment effects are equal for T1 and T2 (p = 0.04). Figure shows
non-parametric estimates of differences in net revenues over time among the different treatment
groups. Seasonal differences are again strong, and particularly strong for T1 versus control.

Why might the October loan have been more effective than the January loan? Note that while
we are estimating the intent-to-treat (ITT) and thus that differences in point estimates could in
principle be driven by differences in take-up (see Column 1), these differences are not large enough
to explain the differential effects; “naive” average treatment effect estimates that rescale the ITT
coefficients by the take-up rates (71% versus 59%) still suggest substantial differences in effects
between T1 and T2. A more likely explanation is that the January loan came too late to be as
useful: farmers in the T2 group were forced to liquidate some of their inventories before the arrival
of the loan, and thus had less to sell in the months when prices rose. This would explain why
inventories began lower, and why T2 farmers appear to be selling more during the immediate post-
harvest months than T1 farmers. Nevertheless, T2 farmers do store more than control farmers
during this period.
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Figure D.1: Year 1 Treatment effects by loan timing. Plots shows how average inventories, net
revenues, and log total househoeld consumption evolve over the study period for farmers assigned
to T1 (blue line), T2 (red line), and C (black dashed line), as estimated with fan regressions.
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Figure D.2: Year 1 Revenue treatment effects by loan timing. Plots show the difference
in net revenues over time for T1 versus C (left), T2 versus C (center), and T1 versus T2 (right),
with the bootstrapped 95% confidence interval shown in light grey and the 90% confidence interval
shown in dark grey.
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D.II Impact of Policy-Relevant Product

As a result of these findings, OAF has begun scaled this loan product in Kenya (following a brief
hiatus, during which the long-run follow-up study was completed). Given the finding that the
timing of credit is important, the product being scaled is the earlier loan, akin to the Year 1
October loan and the Year 2 loan. Here, we pool these two treatments to estimate the likely
impact of the policy-relevant programm Because the earlier loan is more effective, we estimate
even larger impacts from this product.

Table D.2: Inventory Effects, Individual Level for Year 1 Oct Loan Treatment Only and
Year 2 Treatment. The dependent variable is inventories, as measured by the number of 90kg
bags of maize held by the household at the time of survey. “Treat” is an indictor for being in a
treatment group. “Treat - R “x”” is an interaction between an indicator for being in a treatment
group and an indicator for being in Round “x.” Regressions include round-year fixed effects, strata
dummies, and controls for survey date, with errors clustered at the group level. “Mean DV” is the
mean of the dependent variable among the control group.

Y1 Y2 Pooled
(1) (2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat 0.80*** 0.55*** 0.66™**
(0.16) (0.13) (0.10)
Treat - R1 1.28%** 1.24%** 1.26***
(0.32) (0.24) (0.19)
Treat - R2 0.96*** 0.30* 0.61***
(0.21) (0.17) (0.13)
Treat - R3 0.18* 0.08 0.13
(0.10) (0.34) (0.19)
Observations 2567 2567 2944 2944 9511 5511
Mean DV 2.67 2.67 1.68 1.68 2.16 2.16
R squared 0.38 0.38 0.21 0.21 0.32 0.32

"5We thank a referee for suggesting this specification.
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Table D.3: Net Revenue Effects, Individual Level for Year 1 Oct Loan Treatment Only
and Year 2 Treatment. The dependent variable is net revenues, as measured by the value (in

Ksh) of maize sales minus the value of maize purchases that round.
“Treat - R “x”” is an interaction between an indicator for being
in a treatment group and an indicator for being in Round “x.”

being in a treatment group.

“Treat” is an indictor for

Regressions include round-year

fixed effects, strata dummies, and controls for survey date, with errors clustered at the group level.
“Mean DV” is the mean of the dependent variable among the control group.

Y1 Y2 Pooled
(1) (2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat 588** 855*** 732%**
(286) (302) (208)
Treat - R1 -1262*** 16 -563*
(384) (445) (301)
Treat - R2 978* 1995*** 1522%**
(527) (504) (365)
Treat - R3 1958*** 565 1218***
(515) (403) (325)
Observations 2534 2534 2935 2935 5469 5469
Mean DV 334 334 -3434 -3434 -1616 -1616
R squared 0 0 0 0 0 0
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Table D.4: HH Consumption (log) Effects, Individual Level for Year 1 Oct Loan Treat-
ment Only and Year 2 Treatment. The dependent variable is is HH consumption (measured in
logged Ksh), aggregated from a detailed 30 day recall consumption module. “Treat” is an indictor
for being in a treatment group. “Treat - R “x”” is an interaction between an indicator for being

in a treatment group and an indicator for being in Round “x.”

Regressions include round-year

fixed effects, strata dummies, and controls for survey date, with errors clustered at the group level.

“Mean DV” is the mean of the dependent variable among the control group.

Y1 Y2 Pooled
(1) (2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat 0.03 0.06* 0.05*
(0.04) (0.04) (0.03)
Treat - R1 -0.04 0.06 0.02
(0.05) (0.05) (0.04)
Treat - R2 0.07 0.08* 0.07**
(0.05) (0.04) (0.03)
Treat - R3 0.05 0.05 0.05
(0.05) (0.05) (0.03)
Observations 2535 2535 2944 2944 5479 5479
Mean DV 9.48 9.48 9.61 9.61 9.55 9.55
R squared 0.04 0.04 0.05 0.05 0.06 0.06
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Table D.5: Net Sales and Effective Prices, Individual Level for Year 1 Oct Loan Treat-
ment Only and Year 2 Treatment. The dependent variable in Columns 1-2 is net sales (quantity
sold minus quantity purchased, measured in 90kg bags of maize) that round . Columns 1-2 include
round-year fixed effects, strata dummies, and controls for survey date, with errors clustered at the
group level. The dependent variable in Column 3 is “Effective purchase price,” which is constructed
by the dividing the total value of all purchases over the full year (summed across rounds) by the
total quantity of all purchases over the full year. The dependent variable in Column 4 is “Effective
sales price,” which is constructed similarly. Columns 3-4 include only one observation per individual
(per year). Round fixed effects are omitted in these specifications in order to estimate the effect of
treatment on prices paid and received, which change because of shifts in the timing of transactions;
therefore round controls are not appropriate. Instead we include year fixed effects, as well as strata
dummies. In all columns, “Treat” is an indictor for being in a treatment group. “Treat - R “x””
is an interaction between an indicator for being in a treatment group and an indicator for being in
Round “x.” “Mean DV” is the mean of the dependent variable among the control group.

Net Sales Effective Price
Overall By rd Purchase Sales
Treat 0.27*** -67.87* 176.14***
(0.07) (28.88) (50.06)
Treat - R1 -0.14
(0.10)
Treat - R2 0.51%**
(0.11)
Treat - R3 0.44***
(0.10)
Observations 5466 5466 1654 1120
Mean DV -0.43 -0.43 3105.79 2804.06
R squared 0.11 0.12 0.09 0.09
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E Secondary Outcomes

Below we present secondary impacts of the loan. We present overall effects and, when possible,

effects broken down by round.

Table E.1: Food Expenditure The dependent variable is Food Expenditure, which is the house-
hold’s expenditure on food purchases in the last month (Ksh). “Treat” is an indictor for being in
a treatment group. “ITreat - R “x”” is an interaction between an indicator for being in a treatment
group and an indicator for being in Round “x.” Regressions include round-year fixed effects, strata
dummies, and controls for survey date, with errors clustered at the group level. “Mean DV” and
“SD DV” are the mean and standard deviation of the dependent variable among the control group.

Y1 Y2 Pooled
(1) (2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat -37.91 4.04 -19.24
(136.68) (144.96) (99.42)
Treat - R1 -309.37 -138.11 -227.04*
(204.80) (181.88) (137.41)
Treat - R2 99.10 186.67 136.96
(180.31) (193.46) (131.92)
Treat - R3 80.85 -34.31 27.32
(220.67) (193.62) (149.23)
Observations 3817 3817 2919 2919 6736 6736
Mean DV 6665.50 6665.50 7430.94 7430.94 7057.83 7057.83
SD DV 2733.03 2733.03 2938.73 2938.73 2865.47 2865.47
R squared 0.04 0.04 0.04 0.04 0.06 0.06
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Table E.2: Calories Consumed by Household/Day The dependent variable is Calories Con-
sumed by Household per day. Calories are calculated by household reports on quantities of

17 food items consumed over the past seven days.

Calorie count for each food item given by

https://www.fitbit.com/foods. “TIreat” is an indictor for being in a treatment group. “Treat - R
“x”” is an interaction between an indicator for being in a treatment group and an indicator for
being in Round “x.” Regressions include round-year fixed effects, strata dummies, and controls for
survey date, with errors clustered at the group level. “Mean DV” and “SD DV” are the mean and

standard deviation of the dependent variable among the control group.

Y1 Y2 Pooled
(1) (2) 3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat 12.23 -19.52 -4.69
(79.10) (94.38) (60.94)
Treat - R1 -81.64 -101.33 -93.36
(121.90) (116.97) (84.80)
Treat - R2 -10.60 94.17 34.37
(109.36) (125.37) (82.34)
Treat - R3 123.11 -50.65 42.28
(118.79) (115.09) (83.36)
Observations 3832 3832 2941 2941 6773 6773
Mean DV 3192.62 3192.62 4136.49 4136.49 3677.48 3677.48
R squared 0.05 0.05 0.00 0.00 0.10 0.10
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Table E.3: Maize Eaten The dependent variable is Maize Eaten, which is the household’s con-
sumption of maize (in goros, 2.2kg tins) over the past 7 days. “Treat” is an indictor for being in a
treatment group. “Treat - R “x”” is an interaction between an indicator for being in a treatment
group and an indicator for being in Round “x.” Regressions include round-year fixed effects, strata
dummies, and controls for survey date, with errors clustered at the group level. “Mean DV” and
“SD DV” are the mean and standard deviation of the dependent variable among the control group.

Y1 Y2 Pooled
(1) (2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat 0.01 -0.05 -0.02
(0.13) (0.15) (0.10)
Treat - R1 -0.11 -0.20 -0.15
(0.19) (0.19) (0.14)
Treat - R2 0.14 0.03 0.09
(0.19) (0.18) (0.13)
Treat - R3 -0.02 0.02 -0.00
(0.22) (0.18) (0.15)
Observations 3844 3844 2947 2947 6791 6791
Mean DV 5.48 5.48 5.55 5.55 5.52 5.52
SD DV 2.87 2.87 2.84 2.84 2.86 2.86
R squared 0.03 0.03 0.05 0.05 0.04 0.04
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Table E.4: School Fees Paid. The dependent variable is School Fees Paid, which is expenditures
on school fees over the past month (Ksh). “Treat” is an indictor for being in a treatment group.
“Treat - R “x”” is an interaction between an indicator for being in a treatment group and an
indicator for being in Round “x.” Regressions include round-year fixed effects, strata dummies,
and controls for survey date, with errors clustered at the group level. “Mean DV” and “SD DV”
are the mean and standard deviation of the dependent variable among the control group.

Y1 Y2 Pooled
1) (2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat 197.19* 136.72 170.24
(105.79) (351.30) (166.56)
Treat - R1 -33.68 98.63 28.50
(124.97) (636.93) (299.55)
Treat - R2 540.52F** -64.43 268.44
(144.74) (476.41) (226.41)
Treat - R3 67.68 375.18 207.57
(262.56) (412.39) (234.13)
Observations 3867 3867 2905 2905 6772 6772
Mean DV 1217.27 1217.27 3851.29 3851.29 2560.84 2560.84
SD DV 2939.18 2939.18 7028.80 7028.80 5581.80 5581.80
R squared 0.06 0.07 0.06 0.06 0.12 0.12
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Table E.5: Effect on Inputs Used. The dependent variable in Columns 1-3 is Labor Inputs,
which is the number of person days used in preparing the land, planting, weeding, and top-dressing
on maize plots in the season following the loan disbursal. The dependent variable in Columns
4-6 is Non-Labor Inputs, which is the value (in Ksh) of hybrid seeds, DAP (fertilizer), and CAN
(fertilizer) used on maize plots in the season following the loan disbursal (because the Year 2 survey
only measured the quantities used, average prices from Year 1 are used to get values in Year 2).
“Treat” is an indictor for being in a treatment group. Because this question is asked only in Round
3, following the planting period, we cannot break down effects by round. Regressions include strata
dummies and controls for survey date, with errors clustered at the group level. “Mean DV” and
“SD DV” are the mean and standard deviation of the dependent variable among the control group.

Labor Inputs

Non-Labor Inputs

(1)

(2)

(3)

(4)

(5)

(6)

Y1 Y2 Pooled Y1 Y2 Pooled
Treat -1.06 0.32 -0.58 -322.49 154.91 -123.89
(1.95) (0.66) (1.13) (230.67) (249.00) (171.19)
Observations 1298 977 2275 1299 977 2276
Mean DV 19.33 10.71 14.88 4305.65 6297.45 5332.46
SD DV 19.76 9.02 15.79 3414.85 3498.03 3596.71
R squared 0.04 0.00 0.06 0.01 0.00 0.10
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Table E.6: Non-Farm Profit The dependent variable is Non-farm Profit, which is the household’s
profit from non-farm activities in the last month (Ksh). “Treat” is an indictor for being in a
treatment group. “Treat - R “x”” is an interaction between an indicator for being in a treatment
group and an indicator for being in Round “x.” We did not ask about this question in Rounds 1
and 2 of Year 1, so we are only able to present Year 1 effects for Round 3. Regressions include strata
dummies and controls for survey date (and for Year 2, round-year effects), with errors clustered at
the group level. “Mean DV” and “SD DV” are the mean and standard deviation of the dependent
variable among the control group.

(1) (2) 3)
R3 Overall By rd
Treat 180.31 -159.58
(155.49)  (164.25)

Treat - R1 119.32
(199.47)
Treat - R2 -255.06
(204.03)
Treat - R3 -347.76
(222.88)
Observations 1305 2938 2938
Mean DV 984.02 1359.52 1359.52
SD DV 2554.65 3047.92 3047.92
R squared 0.03 0.03 0.03
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Table E.7: Non-Farm Hours The dependent variable is Hours Non-Farm, which is the number
of hours worked by the household in a non-farm businesses run by the household in the last 7
days. “Treat - R “x”” is an interaction between an indicator for being in a treatment group and an
indicator for being in Round “x.” We did not ask about this question in Rounds 1 and 2 of Year
1, so we are only able to present Year 1 effects for Round 3. Regressions include strata dummies
and controls for survey date (and for Year 2, round-year effects), with errors clustered at the group
level. “Mean DV” and “SD DV” are the mean and standard deviation of the dependent variable
among the control group.

(1) (2) (3)

R3 Overall By rd
Treat 1.63 0.56
(1.54) (1.18)
Treat - R1 3.42**
(1.54)
Treat - R2 -0.59
(1.53)
Treat - R3 -1.18
(1.58)
Observations 1305 2942 2942
Mean DV 11.90 13.60 13.60
SD DV 23.14 22.89 22.89
R squared 0.03 0.03 0.03
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Table E.8: Salaried Employment. The dependent variable is Hours Salary, which is the total
number of hours worked by household members in a salaried position in the last 7 days. “Treat -
R “x”” is an interaction between an indicator for being in a treatment group and an indicator for
being in Round “x.” We did not ask about this question in Rounds 1 and 2 of Year 1, so we are
only able to present Year 1 effects for Round 3. Regressions include strata dummies and controls
for survey date (and for Year 2, round-year effects), with errors clustered at the group level. “Mean
DV” and “SD DV” are the mean and standard deviation of the dependent variable among the
control group.

(1) (2) 3)

R3 Overall By rd
Treat 0.41 0.25
(1.39) (1.15)
Treat - R1 1.44
(1.60)
Treat - R2 -0.74
(1.54)
Treat - R3 -0.00
(1.47)
Observations 1295 2012 2012
Mean DV 11.16 6.74 6.74
SD DV 23.14 18.36 18.36
R squared 0.03 0.03 0.03
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Table E.9: Average Wage The dependent variable is Average Wage, which is the average monthly
wage (in Ksh) for those household members who are salaried. “Treat - R “x”” is an interaction
between an indicator for being in a treatment group and an indicator for being in Round “x.” We
did not ask about this question in Rounds 1 and 2 of Year 1, so we are only able to present Year 1
effects for Round 3. Regressions include strata dummies and controls for survey date (and for Year
2, round-year effects), with errors clustered at the group level. “Mean DV” and “SD DV” are the
mean and standard deviation of the dependent variable among the control group.

(1) (2) (3)
R3 Overall By rd
Treat 2361.04 -471.62
(1449.68)  (2062.34)

Treat - R1 -32.74
(2670.00)
Treat - R2 1963.83
(1843.19)
Treat - R3 -3403.01
(2824.59)
Observations 284 135 135
Mean DV 11486.64 5232.03 5232.03
SD DV 11340.16 10938.55 10938.55
R squared 0.14 0.29 0.30
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Table E.10: Any Borrow The dependent variable is Any Borrow, which is an indicator for whether
the household reporting having received a loan from a commercial bank, moneylender, family
member, or friend in the previous round. “Treat” is an indictor for being in a treatment group.
“Treat - R “x”” is an interaction between an indicator for being in a treatment group and an
indicator for being in Round “x.” Regressions include round-year fixed effects, strata dummies,
and controls for survey date, with errors clustered at the group level. “Mean DV” and “SD DV”
are the mean and standard deviation of the dependent variable among the control group.

Y1 Y2 Pooled

(1) (2) (3) (4) () (6)

Overall By rd Overall By rd Overall By rd
Treat -0.01 -0.03 -0.02*
(0.02) (0.02) (0.01)
Treat - R1 -0.00 -0.05* -0.02
(0.02) (0.03) (0.02)
Treat - R2 -0.03 -0.04 -0.03*
(0.03) (0.03) (0.02)
Treat - R3 -0.01 -0.01 -0.01
(0.02) (0.03) (0.02)
Observations 3881 3881 2973 2973 6854 6854
Mean DV 0.19 0.19 0.26 0.26 0.22 0.22
R squared 0.01 0.01 0.03 0.03 0.03 0.03
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Table E.11: Amount Borrow The dependent variable is Amount Borrow, which is the amount
in Ksh that the household reporting having received a loan from a commercial bank, moneylender,
family member, or friend in the previous round. “Treat” is an indictor for being in a treatment
group. “Treat - R “x”” is an interaction between an indicator for being in a treatment group and
an indicator for being in Round “x.” Regressions include round-year fixed effects, strata dummies,
and controls for survey date, with errors clustered at the group level. “Mean DV” and “SD DV”
are the mean and standard deviation of the dependent variable among the control group.

Y1 Y2 Pooled

(1) (2) (3) (4) () (6)

Overall By rd Overall By rd Overall By rd
Treat 15 -120 -46
(110) (255) (130)
Treat - R1 72 410 235
(147) (387) (198)
Treat - R2 82 -249 -68
(156) (385) (193)
Treat - R3 -105 -529 -298
(170) (413) (209)
Observations 3881 3881 2973 2973 6854 6854
Mean DV 641 641 1271 1271 962 962
R squared 0.01 0.01 0.02 0.02 0.02 0.02
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Table E.12: Happiness Index. The dependent variable is a Happiness Index, which is an index
for the following question: “Taking everything together, would you say you are very happy (3),
somewhat happy (2), or not happy (1)?” “Treat” is an indictor for being in a treatment group.
“Treat - R “x”” is an interaction between an indicator for being in a treatment group and an
indicator for being in Round “x.” Regressions include round-year fixed effects, strata dummies,
and controls for survey date, with errors clustered at the group level. “Mean DV” and “SD DV”
are the mean and standard deviation of the dependent variable among the control group.

Y1 Y2 Pooled
(1) (2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat 0.07** 0.00 0.04*
(0.03) (0.03) (0.02)
Treat - R1 -0.02 0.01 -0.01
(0.04) (0.03) (0.03)
Treat - R2 0.08* 0.03 0.06*
(0.04) (0.04) (0.03)
Treat - R3 0.15%** -0.02 0.07**
(0.04) (0.04) (0.03)
Observations 3870 3870 2969 2969 6839 6839
Mean DV 2.57 2.57 2.68 2.68 2.63 2.63
SD DV 0.56 0.56 0.49 0.49 0.53 0.53
R squared 0.03 0.04 0.03 0.03 0.03 0.04
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Table E.13: Total Value of OAF Services The dependent variable in Column 1 is the total
value of OAF services received by the farmer, including both the loan and any other in-kind
services (summed over the three rounds). Analysis is restricted to Year 1, when we have access to
administrative data from OAF on the value of in-kind inputs. The sample includes one observation
per individual, with errors clustered at the group level. We find that the total value of services
received in the treatment group is 5,826 Ksh (or about $68 USD) higher than in the control group.
Given that the average harvest loan size for those who took it up was about $100 and that take-up
was about two-thirds in the treatment group, this lines up closely with what we would expect
given the value of the additional cash loan given to farmers in the treatment group, if there was no
change in their use of other OAF services. The dependent variable in Column 2 is the total value of
OAF services received by the farmer, including both the loan and any other in-kind services, plus
any other credit accessed. Given that we see limited evidence that the loan crowds out any other
borrowing in Table the coefficient in Column 2 is similar to that in Column 1.

Value of OAF Services Value of OAF Services + Credit
Treat 5826*** 5697***
(361) (457)
Observations 1430 1430
Mean DV 3964 3964
R squared 0.17 0.10

E.I Consumption: Non-Maize and Non-Food
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Table E.14: Consumption (Non-Maize) The dependent variable is log HH consumption ex-
empting maize (measured in logged Ksh), aggregated from a detailed 30 day recall consumption
module. “Treat” is an indictor for being in a treatment group. “Treat - R “x”” is an interaction
between an indicator for being in a treatment group and an indicator for being in Round “x.”
Regressions include round-year fixed effects, strata dummies, and controls for survey date, with
errors clustered at the group level. “Mean DV” and “SD DV” are the mean and standard deviation
of the dependent variable among the control group.

Pooled
(1) (2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat 0.00 0.06 0.03
(0.03) (0.04) (0.02)
Treat - R1 -0.04 0.06 0.00
(0.05) (0.05) (0.03)
Treat - R2 0.03 0.06 0.04
(0.04) (0.04) (0.03)
Treat - R3 0.02 0.05 0.03
(0.04) (0.05) (0.03)
Observations 3808 3808 2947 2947 6755 6755
Mean DV 9.50 9.50 9.62 9.62 9.56 9.56
SD DV 0.65 0.65 0.64 0.64 0.65 0.65
R squared 0.03 0.03 0.05 0.05 0.05 0.05
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Table E.15: Consumption (Non-Food) The dependent variable is log HH consumption exempt-
ing all food items (measured in logged Ksh), aggregated from a detailed 30 day recall consumption
module. “Treat” is an indictor for being in a treatment group. “Treat - R “x”” is an interaction
between an indicator for being in a treatment group and an indicator for being in Round “x.”
Regressions include round-year fixed effects, strata dummies, and controls for survey date, with
errors clustered at the group level. “Mean DV” and “SD DV” are the mean and standard deviation
of the dependent variable among the control group.

Pooled
(1) (2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat -0.00 0.11* 0.05
(0.05) (0.06) (0.04)
Treat - R1 -0.08 0.13 0.02
(0.07) (0.08) (0.05)
Treat - R2 0.04 0.11 0.07
(0.06) (0.08) (0.05)
Treat - R3 0.02 0.10 0.05
(0.07) (0.08) (0.05)
Observations 3808 3808 2945 2945 6753 6753
Mean DV 8.68 8.68 8.81 8.81 8.74 8.74
SD DV 1.05 1.05 1.04 1.04 1.05 1.05
R squared 0.03 0.03 0.05 0.05 0.05 0.05
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F Individual Level Balance and Robustness

F.I Balance in Year 2

The Year 1 study was designed to follow the same sample of individuals from Year 2. In practice,
due to the administrative shifts in farmer group composition described in greater detail in Section
2, 417 of the 1,019 individuals in the Year 2 sample were new to the study. For these individuals, we
do not have baseline data (there was insufficient time between receiving the updated administrative
records for Year 2 groups and the disbursal of the loan to allow for a second baseline to be run).
Therefore, balance tables can only be run with the sample that was present in Year 1. Here we
present balance for the Year 2 individuals who were present in Year 1 and therefore have baseline
data available.

93



Table F.1: Summary statistics and balance among baseline covariates in Year 2. Balance
table on Year 2 treatment status, restricted to the sample also present in Year 1, for which we have
baseline characteristics). The first two columns give the means in each treatment arm. The 3rd
column gives the total number of observations across the two groups. The last two columns give
differences in means normalized by the Control sd, with the corresponding p-value on the test of
equality.

Baseline characteristic Treat Control  Obs T-C

sd p-val
Male 0.26 0.24 620 -0.06 0.50
Number of adults 3.28 2.93 599 -0.20 0.03
Children in school 3.23 3.23 620 -0.00 0.96
Finished primary school 0.79 0.74 593 -0.12  0.17
Finished secondary school 0.27 0.23 593 -0.08 0.34
Total cropland (acres) 2.75 2.22 601 -0.19 0.06
Number of rooms in household 3.45 3.21 600 -0.10 0.26
Total school fees 30,599 29,495 620 -0.03 0.72
Average monthly consumption (Ksh) 15,548 15,259 575 -0.02  0.82
Average monthly consumption/capita (log) 7.96 7.97 572 0.02  0.80
Total cash savings (Ksh) 9,153 4,497 611 -0.24 0.02
Total cash savings (trim) 6,697 2,912 611 -0.64 0.00
Has bank savings acct 0.49 0.43 620 -0.13 0.19
Taken bank loan 0.07 0.10 620  0.10 0.23
Taken informal loan 0.24 0.24 620 0.01 0.92
Liquid wealth (Ksh) 109,105 89,622 592 -0.19 0.04
Off-farm wages (Ksh) 4,789 3,339 620 -0.15 0.17
Business profit (Ksh) 2,747 1,504 620 -0.33 0.19
Avg %A price Sep-Jun 144.57 138.33 598 -0.08 0.41
2011 LR harvest (bags) 10.52 8.46 601 -0.32 0.05
Net revenue 2011 (Ksh) -3,364 -5,029 565 -0.08 0.41
Net seller 2011 0.36 0.32 565 -0.09 0.32
Autarkic 2011 0.07 0.06 620 -0.02 0.77
% maize lost 2011 0.01 0.01 568 0.01 0.94
2012 LR harvest (bags) 12.04 11.82 590 -0.03 0.77
Calculated interest correctly 0.72 0.72 620 -0.01  0.90
Digit span recall 4.50 4.51 598  0.01 0.90
Maize giver 0.27 0.26 620 -0.03 0.76

“Liquid wealth” is the sum of cash savings and assets that could be easily sold (e.g. livestock). Off-farm wages and
business profit refer to values over the previous month. Net revenue, net seller, and autarkic refer to the household’s
maize marketing position. “Maize giver” is whether the household reported giving away more maize in gifts than it
received over the previous 3 months.
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We can also check the balance on harvest levels for the season in which the loan was disbursed
using self-reported harvest levels in the Round 1 survey for Year 2. It should be noted that farmers
were still harvesting when they became aware that they would have access to a storage loan, and
the harvest value is measured in our Round 1 survey conducted after treatment was offered; it is
thus not a true “baseline” measure.

In Table below, we find that harvest does appear to be higher in the treatment group
(about a 15% effect, significant at 5%). To understand the impact of this potential imbalance
on our estimated treatment effects for Y2, we present side-by-side the primary specification of
treatment effects on inventories, net revenues, and consumption (respectively in Columns 2, 4, and
6) and a specification that additionally controls for 2013 harvest level (in Columns 3, 5, and 7). We
find that while point estimates decrease somewhat with this added covariate, they remain sizable
in magnitude and statistically significant for inventories and revenues. The one exception is the
effect on consumption, which was only marginally statistically in the main specification; with added
controls, it remains positive, but is no longer statistically significant.

Table F.2: Harvest, Inventory, Net Revenues, and HH Consumption (log) by Treatment
Status in Year 2. Regressions include round-year fixed effects, strata dummies, and interview
date controls, with errors clustered at the group level. Column 1 presents the balance of 2013 long
rains harvest by treatment status in Year 2. Columns 2, 4, and 6 replicate the primary specification
Year 2 treatment effects on inventories, net revenues, and consumption respectively. Columns 3, 5,
and 7 add a control for 2013 long rains harvest levels.

2013 LR Harvest Inventory Net Revenues Consumption
(1) (2) 3) (4) (5) (6) (M)
Treat 0.69** 0.55™**  0.42"**  854.96™"" 543.88** 0.06™ 0.04
(0.35) (0.13) (0.12) (302.12) (236.01) (0.04) (0.03)
2013 LR Harvest, bags 0.19"** 513.57"* 0.03***
(0.03) (60.98) (0.00)
Observations 2971 2944 2942 2935 2933 2944 2942
Mean of Dep Variable 4.53 1.68 1.68 -3434.38 -3434.38 -3434.38  -3434.38
R squared 0.05 0.21 0.28 0.07 0.19 0.05 0.11

F.IT Results Controlling for Baseline Values

Another implication of the lack of baseline variables for all subjects in Year 2 is that we cannot
control for baseline values as pre-specified in our Pre-Analysis Plan. Here, we present results
controlling for baseline levels for the sample for which baseline levels are available (that is, is the
full Year 1 sample and the subset of the Year 2 sample that was present in Year 1). Note that this
means that the Year 2 treatment effects are estimated off of a select sample.

We find for effects on inventories (Table , results are roughly similar for both years. For
effects on net revenues (Table [F.4)), results are roughly similar in Year 1. In Year 2, they are
approximately similar, though there may be larger fluctuations in revenues within the year, more
negative in Round 1 and more positive in Round 2 (though, again, note that the treatment effect
for Year 2 is now estimated off of a select sample). For effects on consumption (Table [F.F]), we find
roughly similar results in both years. For effects on net sales and effective prices (Table [F.6), we
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find that basically unchanged effects on net sales and almost no change to the effective purchase
or sale price. For effects by treatment intensity (Table , we find roughly unchanged effects for
Year 1, though differences across treatment intensities may be a bit more pronounced. For Year
2, we see slightly weaker results on net revenues and consumption (though, again, note that the
treatment effect for Year 2 is now estimated off of a a much smaller — and select — sample).

Table F.3: Inventory Effects, with Baseline Controls. The dependent variable is inventories,
as measured by the number of 90kg bags of maize held by the household at the time of survey.
“Treat” is an indictor for being in a treatment group. “Treat - R “x”” is an interaction between
an indicator for being in a treatment group and an indicator for being in Round “x.” Regressions
include round-year fixed effects, strata dummies, and controls for survey date, with errors clustered
at the group level. Regressions also include controls for baseline (2012 LR) harvest levels. The
sample is the full Year 1 sample and the subset of the Year 2 sample that was present in Year 1
(this is the group for whom we have baseline data). “Mean DV” and “SD DV” are the mean and
standard deviation of the dependent variable among the control group.

Y1 Y2 Pooled
(1) (2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat 0.61*** 0.46*** 0.55%**
(0.11) (0.15) (0.09)
Treat - R1 0.89*** 1.28*** 1.02%**
(0.24) (0.25) (0.18)
Treat - R2 0.77*** 0.34* 0.61***
(0.15) (0.19) (0.12)
Treat - R3 0.18* -0.25 0.02
(0.11) (0.42) (0.16)
Observations 3816 3816 1765 1765 5581 5581
Mean DV 2.67 2.67 1.68 1.68 2.16 2.16
SD DV 3.51 3.51 2.87 2.87 3.23 3.23
R squared 0.49 0.49 0.26 0.27 0.44 0.44
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Table F.4: Net Revenue Effects, with Baseline Controls. The dependent variable is net
revenues, as measured by the value (in Ksh) of maize sales minus the value of maize purchases that
round. The exchange rate during the study period ranged from 80 to 90 Kenyan shillings per USD.
“Treat” is an indictor for being in a treatment group. “Treat - R “x”” is an interaction between
an indicator for being in a treatment group and an indicator for being in Round “x.” Regressions
include round-year fixed effects, strata dummies, and controls for survey date, with errors clustered
at the group level. Regressions also include controls for baseline (2012 LR) harvest levels. The
sample is the full Year 1 sample and the subset of the Year 2 sample that was present in Year 1
(this is the group for whom we have baseline data). “Mean DV” and “SD DV” are the mean and
standard deviation of the dependent variable among the control group.

Y1 Y2 Pooled

(1) (2) (3) (4) () (6)

Overall By rd Overall By rd Overall By rd
Treat 283 896** 466**
(218) (352) (187)
Treat - R1 -1091** -494 -923***
(295) (553) (271)
Treat - R2 534 2465*** 1173***
(430) (543) (344)
Treat - R3 1341%** 734 1108***
(388) (534) (316)
Observations 3776 3776 1757 1757 5533 5533
Mean DV 334 334 -3434 -3434 -1616 -1616
SD DV 6055 6055 6093 6093 6359 6359
R squared 0 0 0 0 0 0
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Table F.5: HH Consumption (log) Effects, with Baseline Controls. The dependent vari-
able is log HH consumption (measured in logged Ksh), aggregated from a detailed 30 day recall
consumption module. “Treat” is an indictor for being in a treatment group. “Treat - R “x”” is an
interaction between an indicator for being in a treatment group and an indicator for being in Round
“x.” Regressions include round-year fixed effects, strata dummies, and controls for survey date,
with errors clustered at the group level. Regressions also include controls for baseline (2011-2010)
log consumption levels. The sample is the full Year 1 sample and the subset of the Year 2 sample
that was present in Year 1 (this is the group for whom we have baseline data). “Mean DV” and
“SD DV” are the mean and standard deviation of the dependent variable among the control group.

Pooled
(1) (2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat 0.02 0.07* 0.03
(0.03) (0.04) (0.02)
Treat - R1 -0.02 0.03 -0.00
(0.04) (0.05) (0.03)
Treat - R2 0.03 0.12** 0.06*
(0.04) (0.05) (0.03)
Treat - R3 0.03 0.05 0.04
(0.04) (0.05) (0.03)
Observations 3604 3604 1703 1703 5307 5307
Mean DV 9.48 9.48 9.61 9.61 9.55 9.55
SD DV 0.63 0.63 0.63 0.63 0.64 0.64
R squared 0.16 0.16 0.17 0.17 0.18 0.18
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Table F.6: Net Sales and Effective Prices, with Baseline Controls. The dependent variable
in Columns 1-2 is net sales (quantity sold minus quantity purchased, measured in 90kg bags of
maize) that round. Columns 1-2 include round-year fixed effects, strata dummies, and controls for
survey date, with errors clustered at the group level. Columns 3-4 include only one observation per
individual (per year). Round fixed effects are omitted in these specifications in order to estimate
the effect of treatment on prices paid and received, which change because of shifts in the timing
of transactions; therefore round controls are not appropriate. Instead we include year fixed effects,
as well as strata dummies and controls for survey date. The dependent variable in Column 3 is
“Effective purchase price,” which is constructed by the dividing the total value of all purchases
over the full year (summed across rounds) by the total quantity of all purchases over the full year.
The dependent variable in Column 4 is “Effective sales price,” which is constructed similarly. In all
columns, “Treat” is an indictor for being in a treatment group. “Treat - R “x”” is an interaction
between an indicator for being in a treatment group and an indicator for being in Round “x.”
Regressions also include controls for baseline (2012 LR) harvest levels. The sample is the full Year
1 sample and the subset of the Year 2 sample that was present in Year 1 (this is the group for
whom we have baseline data). “Mean DV” and “SD DV” are the mean and standard deviation of
the dependent variable among the control group.

Net Sales Effective Price
Overall By rd Purchase Sales
Treat 0.17*** -55.95* 146.63***
(0.06) (32.67) (45.41)
Treat - R1 -0.30***
(0.10)
Treat - R2 0.38***
(0.11)
Treat - R3 0.41***
(0.10)
Observations 5549 5549 1624 1227
Mean DV -0.41 -0.41 3084.78 2809.76
SD DV 2.04 2.04 534.45 504.82
R squared 0.16 0.16 0.09 0.08
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F.III Robustness to Smoothing Parameter

The bandwidth used in the main non-parametric individual level results (Figure [5|) is one-third
of the x-axis range. In Figure we explore robustness to bandwidth choice. Robustness to
bandwidths 50%, 75%, 150%, and 200% of the original bandwidth size is shown in red blue dots,
blue dashes, red dashes, and red dots respectively. We see results are fairly robust to bandwidth
choice. The exception is at the edges of the range, where we have the least precision (as shown
in Figure [5)); in this region, results look more extreme under the smallest bandwidth considered.
Employing a larger bandwidth as our primary specification smooths some of these extreme values
drawn from ranges in which we have less precision.

Figure F.1: Robustness of Individual Level Effects to Bandwidth Choice. Shown is the
difference between the treatment and control means, by date. Original bandwidth of one third of
the range displayed in black. Robustness to bandwidths 50%, 75%, 150%, and 200% of the original
bandwidth size is shown in red blue dots, blue dashes, red dashes, and red dots respectively.
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F.IV Net Sales and Price Effects by Year

Table presents effects on the pattern of net sales (quantity sold - quantity purchased) by
year, while Table presents results for prices paid and received by year. We see in the pooled
specification in Table in the immediate post-harvest period, net sales are significantly lower
among the treated group, as sales decrease/purchases increase. Later in the season, this trend
reverses, as net sales significantly expand among the treated.

We see some variation in these effects across years. It appears that the overall increase in net
sales observed in the pooled data is stronger in Year 2. Also note that we do not observe the
decrease in net sales in Year 2 Round 1 that we see in Year 1 Round 1. This may be partially due
to slight differences in the timing of the survey rounds across years (see Figure |3 for exact survey
timing). In particular, Round 1 survey collection occurred a bit later in Year 2 than in Year 1. We
see in Figure below, which shows a more flexible estimate of treatment effects by date, rather
than round, that effect estimates in Year 1 and Year 2 have a similar shape for most of the season.

We see in Table that effects on purchase prices are almost identical across the two years.
Effects on sales prices appear to be higher in Year 2 than in Year 1, though both are positive and
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statistically significant.

Table F.8: Net Sales, Individual Level. The dependent variable is net sales (quantity sold minus
quantity purchased, measured in 90kg bags of maize) that round . Regressions include round-year
fixed effects, strata dummies, and controls for survey date, with errors clustered at the group level.
“Treat” is an indictor for being in a treatment group. “Treat - R “x”” is an interaction between
an indicator for being in a treatment group and an indicator for being in Round “x.” “Mean DV”
and “SD DV” are the mean and standard deviation of the dependent variable among the control
group. Family-Wise Error Rate (FWER) p-vales are not presented, as net sales was not included
in the pre-specified main family of hypotheses.

Y1 Y2 Pooled
(1) 2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat 0.06 0.33*** 0.19***
(0.09) (0.09) (0.06)
Treat - R1 -0.47%** 0.10 -0.21*
(0.13) (0.14) (0.10)
Treat - R2 0.15 0.67*** 0.38***
(0.14) (0.15) (0.10)
Treat - R3 0.48*** 0.24** 0.37%**
(0.14) (0.12) (0.09)
Observations 3820 3820 2920 2920 6740 6740
Mean DV 0.18 0.18 -0.97 -0.97 -0.41 -0.41
SD DV 2.11 2.11 1.80 1.80 2.04 2.04
R squared 0.03 0.04 0.07 0.07 0.10 0.10
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Figure F.2: Treatment effects on net sales, by year. Displayed are the difference between
the treatment and control, with the bootstrapped 95% confidence interval shown in grey (100
replications drawing groups with replacement) by Year 1, Year 2, and pooled respectively.
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Table F.9: Effective Prices, Individual Level. The dependent variable in Columns 1-3 is
“Effective purchase price,” which is constructed by the dividing the total value of all purchases
over the full year (summed across rounds) by the total quantity of all purchases over the full year.
The dependent variable in Columns 4-6 is “Effective sales price,” which is constructed similarly.
Regressions include only one observation per individual (per year), given how the dependent variable
is constructed. Round fixed effects are omitted in these specifications in order to estimate the
effect of treatment on prices paid and received, which change because of shifts in the timing of
transactions; therefore round controls are not appropriate. Instead we include year fixed effects, as
well as strata dummies and controls for survey date. “Treat” is an indictor for being in a treatment
group. “Mean DV” and “SD DV” are the mean and standard deviation of the dependent variable
among the control group. Standard and Family-Wise Error Rate (FWER) p-vales are presented in
the notes (family of hypotheses is inventories, net revenues, consumption, and effective prices, as
pre-specified).

Purchase Sales
Y1 Y2 Pooled Y1 Y2 Pooled
Treat -62.76* -51.76 -57.45%* 91.75** 239.46%** 145.51***
(33.40) (43.50) (27.16) (43.36) (85.98) (41.77)
Observations 1080 934 2014 933 495 1428
Mean DV 2912.92 3221.89 3084.78 2774.76 2858.97 2809.76
SD DV 481.60 535.38 534.45 503.06 504.40 504.82
R squared 0.04 0.03 0.09 0.03 0.08 0.07
P-Val Treat 0.06 0.24 0.03 0.04 0.01 <0.01
P-Val Treat FWER 0.10 0.24 0.04 0.09 0.01 <0.01
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F.V Results with Standard Errors with Two-way Clustering

Table F.10: Inventory Effects, Two-way Clustering. The dependent variable is inventories,
as measured by the number of 90kg bags of maize held by the household at the time of survey.
“Treat” is an indictor for being in a treatment group. “Treat - R “x”” is an interaction between
an indicator for being in a treatment group and an indicator for being in Round “x.” Regressions
include round-year fixed effects, strata dummies, and controls for survey date, with errors clustered
at the group and individual level. “Mean DV” and “SD DV” are the mean and standard deviation

of the dependent variable among the control group.

Y1 Y2 Pooled
(1) (2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat 0.57*** 0.55%** 0.56***
(0.14) (0.13) (0.10)
Treat - R1 0.87*** 1.24*** 1.05%**
(0.27) (0.23) (0.18)
Treat - R2 0.75%** 0.30* 0.55***
(0.17) (0.16) (0.12)
Treat - R3 0.11 0.08 0.09
(0.08) (0.34) (0.16)
Observations 3836 3836 2944 2944 6780 6780
Mean DV 2.67 2.67 1.68 1.68 2.16 2.16
SD DV 3.51 3.51 2.87 2.87 3.23 3.23
R squared 0.37 0.37 0.21 0.21 0.33 0.33
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Table F.11: Net Revenue Effects, Two-way Clustering. The dependent variable is net rev-
enues, as measured by the value (in Ksh) of maize sales minus the value of maize purchases that
round. The exchange rate during the study period ranged from 80 to 90 Kenyan shillings per USD.
“Treat” is an indictor for being in a treatment group. “Treat - R “x”” is an interaction between
an indicator for being in a treatment group and an indicator for being in Round “x.” Regressions
include round-year fixed effects, strata dummies, and controls for survey date, with errors clustered
at the group and individual level. “Mean DV” and “SD DV” are the mean and standard deviation
of the dependent variable among the control group.

Y1 Y2 Pooled
(1) (2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat 265 855 ** 533***
(255) (299) (193)
Treat - R1 -1165*** 16 -614**
(321) (441) (269)
Treat - R2 510 1995*** 1188***
(444) (499) (338)
Treat - R3 1370*** 565 999***
(410) (400) (287)
Observations 3795 3795 2935 2935 6730 6730
Mean DV 334 334 -3434 -3434 -1616 -1616
SD DV 6055 6055 6093 6093 6359 6359
R squared 0 0 0 0 0 0
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Table F.12: HH Consumption (log) Effects, Two-way Clustering. The dependent variable
is log HH consumption (measured in logged Ksh), aggregated from a detailed 30 day recall con-
sumption module. “Treat” is an indictor for being in a treatment group. “Treat - R “x”” is an
interaction between an indicator for being in a treatment group and an indicator for being in Round
“x.” Regressions include round-year fixed effects, strata dummies, and controls for survey date,
with errors clustered at the group and individual level. “Mean DV” and “SD DV” are the mean

and standard deviation of the dependent variable among the control group.

Y1 Y2 Pooled
(1) (2) (3) (4) (5) (6)
Overall By rd Overall By rd Overall By rd
Treat 0.01 0.06* 0.04
(0.03) (0.04) (0.02)
Treat - R1 -0.03 0.06 0.01
(0.05) (0.05) (0.03)
Treat - R2 0.03 0.08* 0.05*
(0.04) (0.04) (0.03)
Treat - R3 0.04 0.05 0.04
(0.04) (0.05) (0.03)
Observations 3792 3792 2944 2944 6736 6736
Mean DV 9.48 9.48 9.61 9.61 9.55 9.55
SD DV 0.63 0.63 0.63 0.63 0.64 0.64
R squared 0.03 0.03 0.05 0.05 0.06 0.06
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Table F.13: Net Sales and Effective Prices, Two-way Clustering. The dependent variable
in Columns 1-2 is net sales (quantity sold minus quantity purchased, measured in 90kg bags of
maize) that round. Columns 1-2 include round-year fixed effects, strata dummies, and controls
for survey date, with errors clustered at the group and individual level. Columns 3-4 include only
one observation per individual (per year). Round fixed effects are omitted in these specifications in
order to estimate the effect of treatment on prices paid and received, which change because of shifts
in the timing of transactions; therefore round controls are not appropriate. Instead we include year
fixed effects, as well as strata dummies and controls for survey date. The dependent variable in
Column 3 is “Effective purchase price,” which is constructed by the dividing the total value of all
purchases over the full year (summed across rounds) by the total quantity of all purchases over
the full year. The dependent variable in Column 4 is “Effective sales price,” which is constructed
similarly. In all columns, “Treat” is an indictor for being in a treatment group. “Treat - R “x””
is an interaction between an indicator for being in a treatment group and an indicator for being
in Round “x.” “Mean DV” and “SD DV” are the mean and standard deviation of the dependent
variable among the control group.

Net Sales Effective Price
Overall By rd Purchase Sales
Treat 0.19*** -57.45** 145.51***
(0.06) (26.84) (41.40)
Treat - R1 -0.21**
(0.10)
Treat - R2 0.38***
(0.10)
Treat - R3 0.37**
(0.09)
Observations 6740 6740 2014 1428
Mean DV -0.41 -0.41 3084.78 2809.76
SD DV 2.04 2.04 534.45 504.82
R squared 0.10 0.10 0.09 0.07
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G Long-Run Follow-up Survey Results

The Long-Run Follow-Up (LRFU) survey was run Nov-Dec 2015. Results presented in this appendix
show the effects of the loan on long-run outcomes.

G.I Long-Run Main Effects

109



‘sjuepuodsal Jo jesqns oyads © Suowre 109]J0 [esned oY) SIY)

1R} paIaqUIdWLI 8 P[NOYS 1 ‘}09]je [eSNeD ® sjuasaidal al0jelay) pue o[dwes Surureural sy} SUOWR PIZIUOPURI-OI SBM 7 A 18I, 9[I[YA\ "109]e [esneo e
Juesardel 10ZUO[ OU 910JoI0T) Arwl pue o[dwWes SIY) OJUT UOTJOV[OS POJIdPR T IeoA Ul juourIesl) jey) Aiqissod oy UOAIS ‘UWMN[OD SIY) Ul uorned Ienorred
q)m pajerdiojul aq pnoys T A 1eai],, ‘ojduresqns 109[9s ' oae sejdures [yjoq Ul 9sOY) 1R} SURSW g IB9L O} ] I9X UIOIJ UOILI)R [RIJUSISHID JRY} 910N 4

100 00°0 00°0 G0°0 000 200 000 TO0O 000 000 000 000 porenbs
¥R'EESET  T6'0CFIT SR ETCET ge'0 8’0 8¢'0  LVO VO S¥0  L9F  8FF  0T¢ Ad ds
0£7CVT  T0°CS0T €3 L6E 02°0 ¥20 920  ¥90  ¥90 090 9F0  S€0  0T0- A Tedy

GG €6 66 66€ G99  ¥gL  lg€  ¥ES  ges LGS L6 6.6  SUOITRAIdSQ(Q)
(0L°0TG2) (60°0) (z1°0) (08°0)
1L°9311 010~ 01’0 12°0 CAxTA eoI],
(ee22L1)  (¥¥60T) (L00)  (v00) (ot0) (¥0°0) (19°0) (g€0)
07'08€T  29°98CT 100 €0°0- G0°0- €0°0- 620 620 CA ea],
(07" 7G81) (01T°06) (L0°0) (€00) (60°0) (c00) (62°0) (ce0)
09°€9.- 0G°0GE 60°0 g0'0-  200- 00 T00- 1€°0 TA Jead,

(¢1) (11) (o1) (6) (8) (L) (9) (g) (¥) (€) (c) (1)

SONUOAIY ISOATRH PpPoseoldnd jusdIod ueor] pPIoS ju=0I9J SoTeg 1PN

"dnois joruoo a1y Suoure s[qrLIRA juspuadap 81} JO UOIIRIASD PIRpPUR)S
pue ueew oY) oI A(] (IS PU® A(] UedN ‘[0Ad] dNOIS o) e PaIojsSn[d SIOLID [[IIM ‘D)epP ASAINS I0J S[OIJUOD OPN[OUL SUOISSOIZIY
")SOATRY] SUTRI-SUO[ GT()G Y} 09 )SOAIRY SUTRI-SUO[ FT()g 9} WOIJ saseypind pue So[es 9ZIRUI [[B WIOIJ SONUSASI }9U ([} IR  SONUSAJY],,
‘Arenuer 01 1oud pojerdurod seseypind [e)0) Jo ogejusdrod oY) SI ISOAIRH POSRUDINJ JUadIdd, ‘PIemuo Arenue( wolj pojoidurod
sefes [®)0} JO ageiuaniad oY) ST  UrST P[OS JUSDIS, “ISOAIRY SUTRI-SUO[ GT()g PU® IS9AIRY SUIRI-SUO] §T()g ) Usamia(q peseypind
s8eq 3Y()6 JO ToquINU [BI0] YY) - P[OS ST S()F JO JoquUINU [R)0] Y} ST SO[RS 10N, 'SIRAA [[10( Ul JUOUIIRAI) 0) SIOJOI (T T A 18I,
pue ‘g Ieox UL JUOWI)RAI) O} SIOJOI A 189IT,, ‘T 180X Ul JUOWIIROI) O SI9JOI T A 1801],, . so[dures y0q ul a1om oym sjuopuodsol
JO 10squs (109[98) AY) OpNOUI g Pue ‘G ‘g ‘¢ suwmo)) pur ‘Apnjs g Ieax oyj ul o[dwes oY) Ul oIoM JRY) SUOIJRAISS(O SPN[OUL
1T pue § ‘G ‘g suwnjo)) ‘Apnjis 1 Ieax oY) ur o[dures oy} Ul oIom JRY} SUOIJRAISSCO SPN[OUL ()] PUR ‘L F ‘T SUWN[O)) “SOUWOIINO
(ST02-710g) € Teox uo juowyesr (F10g-610g) ¢ 1edX Pue (€105-610¢) T 189X JO 199fH :somwodmQ ¢10g-F10Z NAYT T'D °[qeL

110



‘sjuepuodsal Jo j9sqns oyrads e Suowr 109]jo [esned oY) SIy)

1e7) pPaIoqUIdWSI 9 P[NOYS T ‘1090 [BSN®RD ® sjueseidol a10jetey) pur o[dwes Sururewral oY) SUOWR PIZIWIOPURI-OI SBM 7 A 18dIT,, 9[I[YA\ 10050 [esneo e
Jueseidal 108UO0] Ou aI10JeIer) Aewr pue ojdures SIy) OJUI UOIIIS[SS PIJISJe T IeaA Ul Juawuiear) jey) Aiqissod oY) USAIS ‘UWN[OD SIY) Ul uorned remoryred
yim pajardiequr oq pnoys T A 1ed1],, -ojduresqns 109]es ® are sa[dures [j0q Ul 9SO} JRY]} SURBSW g IBSX O} T IB9X WIOI UOIILIIIR [RIJUSISIID JRY7} 910Ny

10°0 10°0 10°0 100 100 100 00°0 00°0 000 000 000 000 porenbs
PELV6Y  FE8F89  FOGIT9  0LT €8T 60T 66°GLTITT CT'SGTOT 996286 €8¢ 98¢ LT€ AQ ds
9L°003G  €C068¢ 6099  CLT 98T 06T  09.8€9  TLTFE9  L0OV9S 92T €1C 107 A TR
166G €6 8.6 166 886 8.6 956G 9¢6 6.6 GGG GE6 6.6  SUOIIRAIdS]Q
(12°0101) (ce0) (LT°€681) (29°0)
T1°628 €10 VT eLL 62°0 CATA eoI],
(¢cg6L) (81°1€9) (82°0) (L1°0) (erpect)  (87°0L9) (¢g0) (ez0)
TTPL3T-  #6°T18- €e'0-  €30- 81'96C-  96'8€€ gro- 110 TA Yeol],
(68°92.) (9z'zsv)  (¢T0) (¢T'0) (F9°€9¢T) (1€°¢%9) (L¥°0) (€2°0)
96° L0 6€'86% 020 800  96°C9C 96'.8¢ 100 010 TA 1o,

(¢1) (1T1) (o1) (6) (8) (L) (9) () (¥) (€) (¢) (1)

poseydInJ anfeA posepIn g junoumy pIos anfep PIoS yunoury

‘dnoi8 Jo1yuod a3 Suoure o[qerrea juspuadop oY}
JO UOIJRIAdD PIEpUR)S PUR URW o1} I A(T (S PUB A(] Ued]\ ToA9] dnoil o) je paIojsnyd SIOLId [HM ‘9)ep ADAINS I0J S[OIJUOD
OPNOUI SUOISSOIZ0Y] "SI Ul oIR SON[RA PUR SHUN Feq 3 ()G UL 918 SHUNOWY SIeoA [[J0( UT JUOUI)edI) 0) SIOJAI A «T A 1BIIL,, PU® ‘g
IeoX UI JUOUI)RDI) O} SIOJAI ZA 1BII],, ‘T Ieaj Ul JUUI)RDI) O} SIOJAI T A 1RI],, . so[dures [joq Ul o1om oYM sjuepuodsal Jo Josqns
(100[08) O} OpNOUL g PUR ‘G ‘g ‘¢ sUWIN[O)) pur ‘Apnjs g IvOX oY) ul ojdures o) Ul oIom e} SUOIIRAIISCO 9PN[OUL [T PUR § ‘G ‘G

suwmnoy) ‘Apnjs T Ieag oy} ur a[dures o1} UI oIom JRI[} SUOIJRAIISCO SPN[OUI O] PUR ‘) ‘f ‘T suwnjo)) ‘se[es (GT0Z-F10g) € 1e9A 810}

uo juouryesdy (F10z-€102) ¢ 18dA PUe (£102-¢10Z) T 180 JO 300PH :Seseydind pue soes [e30L ST0Z-F10Z NAUT D o8l

111



‘sjuapuodsal Jo 19sqns dyrads e Suowre 1090 [esned oyl SIy}

1e1} PoIoqUIaWSI 9 PINOYS 1 ‘}09]je [eSNeD ® sjussaidel oI0JoIot) pue o[dwres Surureural a1} SUOUIR PIZIIOPURI-OI SBM 7 X 1BIIT,, O[IYA\ "109[jo [esned e
juesaadel 198U0] ou 910j2I9T) Aewr pue o[dures SIY) OJUI UOTPII[OS Pajodye T Ieak ul juawryesr) yeyy Ayjiqissod oy} USAIS ‘UwM[od SIY) Ul uorned refnorjred
U)m pajerdiojul oq pnoys [ A 1eai],, ‘ojduresqns 100[9s ' oIk sojdures yj0q Ul 9SOY) IR} SURSW g IBSL O} ] IB9L WIOIJ UOILI)R [RIJUSIONIP R} 9I0N 4

00°0 00°0 000 000 000 000 00°0 00°0 000 100 000 000 porenbs
0L'7€T6  LT'88C8 LGFEE€8 0Z'€  €6C 08¢ T19909¢ 9T'TI8GE  9G'..¢¢  9T'T  ¥¢T1 €81 AQ ds
09FCEY  GEE8eV  STFL6E  6F'T €51  FET  06'6.0T €9°292T 8TIFET 98¢0  9F0 TG0 A TR
156 Ge6 186 166 186 186 956G 66 086 GGG 186 086  SUOIYRAIdsqQ)
(18°9.91) (09°0) (62°20L) (¥2'0)
GO'€TG G0°0 29°TLS- 2e0- CA+TA 7eo1],
(€6:0e1) (£0°899) (67°0) (0g°0) (¥9°€09) (€6°1c2) (12°0) (80°0)
IVGIT  6L°€0€ 900 00 67°009  89'FEE TT0 810 TA Yeor],
(06°GGTT) (e6v28) (19°0) (0z'0) (zL18P) (ceeve)  (91°0) (60°0)
8€'T6E L¥'6L9  9T°0 2e’0  90°0£S 9F'LL  GT0 €0°0 TA 18I,

(1) (11) (01) (6) (8) (L) (9) (c) (%) (€) (¢) (1)

anfeA uear| JUNOWY Ued| onN[eA JSoAIR[] JUNOWY }SOATRF]

‘dnoid [o1yuod o)
suoure s[qrLIRA JUSPUSdsp ST} JO UOIIRIASD PIRPUR]S PUR URSWI 91} aIv A(] (IS PU®R A(] URSN ‘[2A9] dNOIS aY) Je PaIs)snid SIOLS
1M ‘91ep A9AINS I0J S[OIJUOD OPN[OUL SUOISSOISOY “PIemuo Arenue( pourad oy} 03 SIojol  uedl, o[lym ‘Arenuer o) Iouid porad o)
01 SIOJoI ISOAIRH, "USI Ul oIk SON[RA pPUR S)IUN e S ()f Ul 9IR SIUNOWY SIROA [[10] Ul JUOWIIRAI) O} SI9JAI  ZALTA 1801,
pue ‘g 1RO UL JUOWIIRAI) O} SIOJOI (ZA 1ROIT, ‘T IBOX Ul JUOUIIROI) O SIOJAI T A 18L],, . sojdures y0q Ul a1om oym sjyuopuodsol
JO josqns (109[0s) oY) opNUI g PUR ‘G ‘9 ‘¢ suWN([O)) pur ‘Apnjs g Ieox o) ul ojdures oY) Ul dIom JRI) SUOIIRAIISCO dPNOUT T
pue § ‘G ‘g suwnioy) ‘Apnjs [ Ieax oY) ul o[dures oY) Ul oIom ey} SUOIIRAISSGO OPN[OUl ()] pue ‘L ‘f ‘T suwnio)) ‘sores (¢10g-7103)
€ Tedx uo juduIedI} (F10g-€107) ¢ 182K Pue (£10%-¢10¢) T 189X JO 100 :uoseag Aq so[eg ¢T0Z-¥10Z NAYUT €D °l8L

112



‘sjuepuodsal Jo j9sqns oyrads e Suowr 109]jo [esned oY) SIy)
1e7) pPaIoqUIdWSI 9 P[NOYS T ‘1090 [BSN®RD ® sjueseidol a10jetey) pur o[dwes Sururewral oY) SUOWR PIZIWIOPURI-OI SBM 7 A 18dIT,, 9[I[YA\ 10050 [esneo e
Jueseidal 108UO0] Ou aI10JeIer) Aewr pue ojdures SIy) OJUI UOIIIS[SS PIJISJe T IeaA Ul Juawuiear) jey) Aiqissod oY) USAIS ‘UWN[OD SIY) Ul uorned remoryred

yim pajardiequr oq pnoys T A 1ed1],, -ojduresqns 109]es ® are sa[dures [j0q Ul 9SO} JRY]} SURBSW g IBSX O} T IB9X WIOI UOIILIIIR [RIJUSISIID JRY7} 910Ny

10°0 10°0 000 100 100 000 200 00°0 10°0 20’0 000 100 porenbs
0£°96E€7  LG'896F  LEEPSY  6€T  T9T  ¢9T  LTII9¢  L0°066C €0°.20¢ FOT  STT  9T'T AQ ds
GTOVOV  08°9%6€ 8LTT6E  LTT  SET 68T FEVHIT  SGLIET  €TF/FT PO ¢G0  8G0 A TR
GG €6 6.6 6GC 686 786 LG 076 L16 166 IF6  LL6  SUOIIRAIssq(Q)
(¥1°698) (L3°0) (G0'76%) (02°0)
Haaal V€0 cs0Le- 61°0- CATA eoI],
(L2'899) (9€°917) (1z°0) (€1°0) (12°907) (1€°¢T2) (LT'0) (80°0)
26'360T-  09°6.%- 1€0-  60°0- IG9FT-  63'86%- 100-  80°0- TA Yeol],
(€8'829) (¥8'9¢¢) (0z°0) (cro) (LLr6L8) (19°¢ez) (¢r0) (60°0)
86 '762- I1°0L8  €0°0- 0T'0  OT'L¥E 8O'GVT-  LT°0 70°0- TA 1ea1,
(21) (11) (o1) (6) (8) (L) (9) () () (€) (c) (1)

anpeA uear

JUNoOury ueory

onN[eA ISOATRY]

JUNOWY }SOATRF]

‘dnoi8 [o1yuoo o) Suowre o[qerIes juepuadop oY) JO UOIIRIAGP PIBRPUR])S PUR URIW d} oI A(] (IS PUR A(] UBSIN ‘[oA9] dnoid oY)
1€ POIOISIO SIOLIO YIM ‘9P ADAINS IOJ S[OIFUOD OPN[OUL SUOISSOIFOY ‘pIlemuo Arenue porod oy} 0} SIoJod ,Ued[, O[IYM ‘Arenue[
09 1ouid porred o) 0} SISJOI ISOAIRE], ‘USI Ul IR SON[RA PUR S)IUN Feq SY ()§ ULl oI SIUNOWY ‘SIRdA [0 Ul JUSWI)RSI) 0] SIOJOI
CAxTA 180I],, PUR ‘g IROX UL JUOUIIRII) O) SIOJOI 7 A 18I, ‘T Ie9x Ul JUoUIIRAI) 0 SI8JoX (T X 101, . sojdures [joq Ul o1om oym
sjuopuodsal Jo josqns (199]9S) oY) SPNOUL g PUR ‘G ‘g ‘¢ suwnjo)) pue ‘Apnjs g I1eag oY) ul o[dures o} Ul oIom e} SUOIIRAIIS]O
OpNOUL TT PUR § ‘G ‘g SUWN[O)) ‘APNIS T Iedx 9} ur ojdures oy} Ul oIom JeT[} SUOIIRAIIS(O 9PNOUL ()T PUe ‘), ‘F ‘T suwn[o)) -seseyoind
(CT0T-710¢) € Teok U0 jusumyea} (F105-€10g) ¢ 189X PUe (€105-6103) T 189X JO 100h :uoseag Aq soseypand NAYT 7D 9q8L

113



‘syuopuodsal Jo josqns ogroads ' Fuowre joofe [esned oY) SIyl}
1e() PaleqUILWLI 9 P[NOYS )1 ‘}o8)e [esned & sjusesaidal a10jaray) pur sjdures Sururewsd 9} SUOWR PIZIWIOPURI-OI SBM g A 1BIL],, S[IUA\ "I99[0 [esned '
quesardal 103u0] ou a10Ja181) Avwn pue s[dures SIY) OJUI UOIIS[S Pajdaje | IeaA Ul just)eal) ey Aiqssod o) USAIS ‘UWIN[Od SIY} Ul uorned remorpred

M pojerdiojur oq pnoys T A 1eei],, -orduresqns 109[0s & o1e sojdures 1o Ul 9sOY) ey} SUROW 7 189X O} | 189X WIOI] UOIILIIe [RIIUSIOPIP 1R} 910N,

200 000 000 10°0 000 10°0 90°0 000 10°0 porenbs Y
759 €6'9 8.9 R1'TELT 66'ST.LT T9°'T80€ 80°69 €z'9. SV TL Ad dS

G601 L6°6 L6 L9°100¢ LO'TLTT 19°029% 86TV T /7' 1€T GT'921 AQ Ted\
19G 976 186 6GG 076 8.6 09 076 616 SUOITRAIISG ()

(Le'1) (¥0°92¢) (¥8°6T)

68T c9'z0v €91 CA+TA 1ea1],

(¥6°0) (65°0) (9¢'707) (86'761) (00°¢T) (¥0°2)

v 0- 260 97°€GT- €T'TTT 8€'9T- 99°6- TA Yeal,

(2¢6°0) (9¢°0) (6¢°€6€) (6£°€1T) (¢8°6) (86°9)

L£G'T- 23 0- RES 97'8T 9L°¢T- 9L%- TA 1eaIL,

(6) (8) (L) (9) () (%) (€) (2) (1)

1S0AIR] GT0T ainyrpuadxy jndu] 10qeT-uoN sAe(]-U0SIOJ I0qeT

*dnois (013100 o) Suowe s[qeLIRA JuspUadap
9} JO UOIIRIAOD PIRPUR)S PUR URIW oY) oI A(] (IS PUR A(] UedJN ‘[oA9] dNoi3 oY) e PoloIsn[d SIOLD [IM ‘D)ep AdAINS I0J
S[OIJWOD SPN[OUT SUOISSOIFHY “SITUN e ()G Ul POINSRIUL SI SISoAIR] “Ioqe] Sulpnpxe sindur [esrsAyd 1oyjo pue ‘(10zI1310}) NV
‘(10z11319)) JV( ‘Spoos PLIQAT] ‘SIozI[1119] [[e UO [SI] Ul juads junoure o aIe armjipuodxoe ndur Ioqe[-uoN ‘A[uo sjo[d ozreur I0j oIe
symsox [y "pordde 1oqey Jo sAep-uosiod Jo oqUNU 8y} PI0dI sAep-uosiod I0qe ‘SIeok 10 Ul JUOTIRII) 0) SIOJOI g A 4T A 1801,
pue ‘g Ie9x UI JULUIIRAI) O} SIOJOI g A 1edI],, ‘T IR9X UI JUSUWIIRSI) O} SIOJOI T X 1edl],, . sojdures 1joq ut atem oym sjyuepuodsar
JO 1esqus (109[0S) B} PNIUL  PUR ‘g ‘¢ sUWN[O)) pue ‘Apnjs g Ieax o1} Ul o[dures oY} Ul oIom JRY) SUOIJRAIISO SPN[OUI § PUw
‘g ‘g summio)) ‘Apnjs T Iedox oY) ul o[dures oY) Ul oIom JeY} SUOI}RAIISQO SPN[OUL J, PUR ‘f ‘T suwIn[o)) ‘ogesn jndul pue ISoAIeY
YT GT0g U0 juouryessy (F10¢-€10¢) ¢ 89X Pue (£105-¢10%) T 180X JO 1005 :os[) mdu] pue jseatef g10Z NAYT ¢D °[qEL

114



‘sjuepuodsal Jo jesqns oyads © Suowre 109]J0 [esned oY) SIY)

1R} paIaqUIdWLI 8 P[NOYS 1 ‘}09]je [eSNeD ® sjuasaidal al0jelay) pue o[dwes Surureural sy} SUOWR PIZIUOPURI-OI SBM 7 A 18I, 9[I[YA\ "109]e [esneo e
Juesardel 10ZUO[ OU 910JoI0T) Arwl pue o[dwWes SIY) OJUT UOTJOV[OS POJIdPR T IeoA Ul juourIesl) jey) Aiqissod oy UOAIS ‘UWMN[OD SIY) Ul uorned Ienorred
q)m pajerdiojul aq pnoys T A 1eai],, ‘ojduresqns 109[9s ' oae sejdures [yjoq Ul 9sOY) 1R} SURSW g IB9L O} ] I9X UIOIJ UOILI)R [RIJUSISHID JRY} 910N 4

100 000 100 T00 000 100 200 00°0 200 100 000 000 porenbs
660 €90 90 690 290 790  TLISEE 66006  GGLLZE  0%C  S6C 167 Ad ds
SV'c  L¥e 0P 6V6  LF6 096  €F'SE69  ¢I'98L9  TITOFR9 TGS TLG  89°G A eI
09G a6 86 956G 66 9.6 166 66 L16 GG L€6 96  SUOIRAIdS|()
(z1°0) (e1°0) (82'869) (¥50)

€0°0- 60°0- zEVET L¥0- CAxTA YeoI],
(or0) (¥0°0) (1r0)  (S0°0) (L8'9¢5) (ge1¢T) (17°0)  (2z0)

000  T00 800 V00 9216~ 8666 eT'0-  92°0- CA Yeol],
(80°0) (co0) (or0) (co0) (L8°267) (9272¥2)  (8€°0) (61°0)

50°0 ~0T0  00°0- €0°0- 9T VTI- z8 0% €70 11°0- TA Yeal],

(¢1) (11) (01) (6) (8) (L) (9) (¢) §2 (€) (c) (1)

Addey uonydwnsuo)) HH aunjipuadxi pooq uajey OZIRIA

‘dnois [oruos oy} Suowre o[qrLIeA Juopuadop oY) JO UOIJRIADD PIRPURIS PUR URIW o) oI A(] (IS PUR A(] URSN [oao] dnoid
9T[) Y PoIo)SN[d SIOLIO M ‘DJep ASAINS I0] SOIJUOD SPNIUL SUOISSEIFY /(1) Addey jou 1o ‘(g) Addey yeymowos ‘(¢) Addey Azoa
aIe NOA Aes noA pmom ‘Ia11a80) SuryiAIess Funye],, :uoljsenb Jurmor[oj o) 10j xopul ue st Addey ‘sdep (¢ 1sed oY)} I0a0 (paS30])
uorpdwnsuos proyesnoy [ejo} oy st uonpdwunsuod Y ‘sdep (g 1sed oY) I0A0 SIOYI0 0} USALZ SIJIS pUR ‘POUINSUOD UOIONPOId UMO
‘soseyoand ozrewr Jo onpea oY) St aInjpuadxe pooq ,'SOIO0S, 8z Ul Yoom jsed oY) Ul UaJRH OZIR]N "SIRIA [[J0( Ul JUSUI}edI} 09
SIOJOI ZA4TA 1RAIL, PUR ‘Z IR9X Ul JUSWIIRAI) O} SIOJAI (ZA 1e9I[, ‘T Ie9f Ul JUOUWI)RII) 0} SIOJOI T A 18L],, . so[dures yjoq
Ul oIom Ooym sjuepuodsol Jo 19sqns (109[0s) 9} OPN[OUL g PUR ‘G ‘9 ‘¢ summ[o)) pue ‘Apnjs g I1edg oY) ul ojdures o) UI oIom Jel[)
SUOIIRAISSCO 9pNOUL TT PuR § ‘G ‘g suwnjo)) ‘Apnjs ] Iesx oY) ul o[dures oY) Ul olom Jer[) SUOIJRAIISCO SPNOUL O] PuUe ‘) ‘§ ‘T
summnjo)) o, ‘sseurddey pue ‘uworydwmsuod (8103 ‘oInjpuadxe ‘uorydwnsuod pooj uo juomyesty (F10g-10¢) ¢ Teox PuR (£102-2102)
T 1e9x JO 109fy :sseurddey pue ‘uorpdumsuo)) rejof, ‘eanjipuadxy pooq ‘uorpdwinsuo) pooq ST0Z NAYT 9D °9[qe],

115



‘sjuapuodsal Jo 19sqns dyrads e Suowre 1090 [esned oyl SIy}

1e1} PoIoqUIaWSI 9 PINOYS 1 ‘}09]je [eSNeD ® sjussaidel oI0JoIot) pue o[dwres Surureural a1} SUOUIR PIZIIOPURI-OI SBM 7 X 1BIIT,, O[IYA\ "109[jo [esned e
juesaadel 198U0] ou 910j2I9T) Aewr pue o[dures SIY) OJUI UOTPII[OS Pajodye T Ieak ul juawryesr) yeyy Ayjiqissod oy} USAIS ‘UwM[od SIY) Ul uorned refnorjred
U)m pajerdiojul oq pnoys [ A 1eai],, ‘ojduresqns 100[9s ' oIk sojdures yj0q Ul 9SOY) IR} SURSW g IBSL O} ] IB9L WIOIJ UOILI)R [RIJUSIONIP R} 9I0N 4

10°0 00°0 00°0 10°0 00°0 00°0 porenbs
91°0 g1°0 LT0 10° TGS 09 ¥81GY Qe 6LYSY AQ ds
€6°0 S6°0 ¥6°0 9T eLEET GG TaTLE €9 TLE8¢ A TR
26 9.8 126 946 9¢6 6.6 SUOTYRAIS] ()
(€0°0) (LT'1€26)

¥0°0- SV 16€¢C CAxTA Yeoll,
(20'0) (10°0) (90'T708) (12°2162)

20°0 10°0- €e L9eT- 19°89TT- TA oo,
(20°0) (10°0) (67°8669) (89'768¢)

200 00°0 9%°9.89- ¥1759¢8- TA Yea1I],

(9) (c) (¥) (€) (c) (1)

90URPUI} )Y [00TDG aan)jrpuadxs] [euoIyRINPH

*dnoid [o13u0o o) Suowe d[qerIes juepuadop 9y} JO UOIIRIADD
plepue)s pue ueaw o3} oI A(] (S PUe A(] Ued]N ‘[oA9] dnoid oyj) e palojsn[d SIOLId [IM ‘9)ep AOAINS I0J S[OIJUOD IPN[OUL
SUOISSOI39Y] "SARD G 9SB[ o[} UI [0OTDS PapUa}je POYASNOY 91} Ul USIP[IYD oY) sAep Jo uorprodoid o1y st oduepusl)y ‘syjuownt g ised
91} I0A0 (S} UI) UOITRONPD S, USIP[IYD UO 9IMIIpUadxo ployesnoy [ejo} oY) ST oInjipuadxo [euoljeonps] ‘SIROA 1)0q Ul JUSUIRDI)
0} SIOJOI ZALTA 18I, PUR ‘g IBOX Ul JUSWIIRAI} O) SIOJOI g A JBOIL, ‘T IeoX Ul USRI} 0} SI9JOI (JA 1eal],, . so[dures
[J0q Ul 9Iom OUM S)Uopuodsor Jo 19sqns (109]0S) o[} 9PN[OUL § PUR ¢ SUWN[O)) Pue ‘Apnjs g Iedg oY) ul o[dures oY) Ul olom Jel[)
SUOIJBAIDSCO OPNIUL G PUR g SUWN[O)) ‘ApPNIS T Ieaf oY) ul ojdures oY) Ul oI0oM Jel[} SUOIJBAIDS(O 9PNOUl § pue [ suwinjo)) -jgoid
ULIRJ-UOU PR TWOIRINPd Juatnedry (F10g-610%) ¢ 182X Pue (£105-610T) T 189X JO 199FH :uolyeonpd S10Z NAYUT LD 9L

116



‘sjuepuodsal Jo jesqns oyads © Suowre 109]J0 [esned oY) SIY)

1R} paIaqUIdWLI 8 P[NOYS 1 ‘}09]je [eSNeD ® sjuasaidal al0jelay) pue o[dwes Surureural sy} SUOWR PIZIUOPURI-OI SBM 7 A 18I, 9[I[YA\ "109]e [esneo e
Juesardel 10ZUO[ OU 910JoI0T) Arwl pue o[dwWes SIY) OJUT UOTJOV[OS POJIdPR T IeoA Ul juourIesl) jey) Aiqissod oy UOAIS ‘UWMN[OD SIY) Ul uorned Ienorred
q)m pajerdiojul aq pnoys T A 1eai],, ‘ojduresqns 109[9s ' oae sejdures [yjoq Ul 9sOY) 1R} SURSW g IB9L O} ] I9X UIOIJ UOILI)R [RIJUSISHID JRY} 910N 4

200 200 00°0 100 000 000 10°0 00°0 000 go’0 000 100 porenbs
OLFEICT  96'CLECT  9OT'GGSTT  63'SC 189 66'.C S€LTEY  STHSFY  8T'LI6E  8STE  9V'GT  €0°GT AQ ds
ILPILST €9°9F9ZT  88FIOST  0G'ST  0S¥T  €0°GT  €8°9961 FR610% GTSEIZ  CEEl  L8FT  L6'GT A Tedy

GqT oKé 62 65C 686 486 4es €e6 L6 98¢ L6 6.6  SUOIIRAIdSGQ)
(ve'zaly) (61°G) (0F'F¥L) (cz¥)

V3 L20E LG¥- 16°L¥- C0'y CAxTA ¥eoI],
(9¢zge)  (12°00LT) (67'%) (86°1) (92°209) (12°¢1€) (ev'e) (L871)

LLSTS 687 199€ VLT-  86°0- oL LV~ 98°FVe- €90  2T0 CA Yeor],
(z9'1€28) (€9°2691) (29°¢) (L271)  (€1'82¢) (cLe8e) (14°2) (cL'1)

97788 96'768T  LV'1 87'C-  €0'SY 62°98T-  IV'1 76°0 TA Yea1],

(¢1) (11) (01) (6) (8) (L) (9) (g) (%) (€) (c) (1)

o8e))\ o8RIoAY Arereq sIMoy 1JoIJ WIRI-UON WLIB{-UON SINOF]

‘dnois [o1uod oy} Suowre o[qrLIeA Juopuadop oY) JO UOIIRIADD PIRPURIS
pue uesw oY) oI A(] (IS PU® A(] UedN ‘[0Ad] dNOIS o) e PaIojsn[d SIOLID [[JIM ‘D)epP ASAINS I0J S[OIJUOD OPNOUL SUOISSOIZIY
"POLIR[RS 9IR OYM SIOQUIOW P[OYSSNOY 9SO I0] oM AJUOW 9FRIDAR O} ST 9FRA\ 98RIOAY ‘SARD ), 1se[ o) Ul uorisod poLIe[es e ul
SIoqUIOW P[OYeSNOY A( POXIOM SINOY JO IOUINU [R}0} 9T ST ATe[eg SINOY "(TSI[) YIUOUW SB[ oY) UT SOIIIATIOR WLIRJ-UOU WOI) jgord
s, proyesnoy oy} st 1gord wWiIej-uoN ‘SAep J 1B 9} Ul P[OYESNOY oY) AQ UNI S9SSOUIST( WLIRI-UOU © Ul P[OYISNOY oY) Aq pasfIom
SINOY JO JOQUINU 9YY) ST WLIR-UON SINOH ‘SIROA ()0 Ul JUOUI)RAI) 0} SIOJAI  FA 4T A 1891, PUR ‘g IRIL Ul JUOWIIRAI) O} SIOJOI g A
1801, ‘T TR9X Ul JUOWIJRDI) O} SIOJoI T A IRII],, , sordures 130q Ul olom oYM sJUopuodsal JO josqns (309[0s) o) opndUl g Pue ‘G
‘g ‘g sumnjo)) pue ‘Apnjs g Ieax o) ul o[dures oY) Ul 8IoM JeT[} SUOIJRAISSCO SPNOUL [ PUR § ‘G ‘g SUWN[O)) ‘APNIS T IvOL oYY} Ul
o[dures oy} Ul oIom JeYY) SUOIIRAIISCO 9PNAUL )] PUR ‘) ‘F ‘T suwn[o)) -juowAo[duo poLIe[es PUR SSOUISN(] UWLIRJ-UOU UO USRI}
(P102-€108) € TedX Pue (€T05-GT10T) T 1824 JO 19977 juswkojdwy paLre[eg pue ssoulsng WIe-UoN ¢10Z NAUT 8D 9q8L

117



G.II Long-Run Price Effects

Table G.9: LRFU Market prices for maize as a function of local treatment intensity.
The dependent variable is price, as measured monthly during the long-run follow-up year (Nov-Aug
in the year following Y2 (2014-2015)). Price normalized to 100 in Nov 2014 in “low” sublocations.
“High” intensity is an indicator for a sublocation randomly assigned a high number of treatment
groups. “Month” is a linear month time trend (beginning in Nov at 0 in each year). Standard
errors are clustered at the sublocation level. “Mean DV” and “SD DV” are the mean and standard

deviation of the dependent variable in low intensity sublocations in November.

3km 1km 5km
High 1.87 0.90 0.93
(2.73) (2.80) (2.50)
Month 3.347** 3.22%** 3.06***
(0.29) (0.32) (0.29)
High Intensity * Month -0.67 -0.45 -0.04
(0.75) (0.76) (0.71)
Observations 253 253 253
Mean DV 100.00 100.00 100.00
SD DV 10.23 11.07 9.99
R squared 0.25 0.25 0.25

G.III Long-Run Effects Interacted with Treatment Intensity
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H Effects of Tags

H.I Experimental Design

The main results in this paper suggest that well-timed loans can enable farmers to engage in
greater arbitrage of seasonal price differentials and earn higher annual revenues. We interpret this
as primarily resulting from relaxing post-harvest credit constraints; however, the structure of loan
— the amount of which was a function of the number of bags in storage at the time of loan disbursal
— may have also generated a nudge for farmers to store. Similarly, it is possible that the group
loan structure may have spurred group monitoring dynamics. While we cannot unbundle these
alternative possible mechanisms in our main treatment, the tag treatment described in this section
allows us to explicitly test the impact of a product that nudges farmers to store more grain and
that generates social awareness of the intent to store, but, crucially, does not provide liquidity.

The tag treatment was conduced as follows: OAF did not take physical or legal position of the
bags, which remained in farmers’ home stores. Bags were tagged with a simple laminated tag and
zip tie. When we mentioned in focus groups the possibility of OAF running a harvest loan program,
and described the details about the bag tagging, many farmers (unprompted) said that the tags
alone would prove useful in shielding their maize from network pressure: “branding” the maize as
committed to OAF, a well-known lender in the region, would allow them to credibly claim that it
could not be given out. Such behavior is consistent with evidence from elsewhere in Africa that
individuals take out loans or use commitment savings accounts mainly as a way to demonstrate
that they have little to share with others (Baland et all 2011; [Brune et al., [2016). These tags
also represent a ‘“nudge” or encouragement to store from OAF. Because tags could represent a
meaningful treatment in their own right, in the Year 1 study we offered a separate treatment arm
in which groups received only the tags.

The tags treatment was randomized at the individual level during Year 1. These treatment was
not included in Year 2 due to minimal treatment effects in Year 1 data (discussed below), as well as
the somewhat smaller sample size in Year 2. Using the sample of individuals randomly selected to
be followed in each group, we stratified individual level treatments by group treatment assignment
and by gender. So, for instance, of all of the women who were offered the loan and who were
randomly selected to be surveyed, one third of them were randomly offered the tag (and similarly
for the men and for the loan). In the control groups, in which we were following 8 farmers, 25% of
the men and 25% of the women were randomly offered the tags.

H.II Results

We find no effect of this “nudge-only” treatment on storage behavior. Estimates are displayed in
Table [H.I] We see no significant difference in inventories, revenues, or consumption, and point
estimates are small. This suggests that credit per se is important in generating the effects seen
from the main loan product.

This also suggests that the tags did not generate significant change to margins related to self-
control or kin tax.
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I Savings Constraints and Effect of Lockboxes

How long might it take for a farmer to “save his way out” of this credit constraint? While the
amount he would need to be fully released from this credit constraint is an ill-defined concept, one
useful threshold is the point at which the farmer would be able to self-finance the loan.

We consider a few scenarios as benchmarks. If the farmer receives the loan continuously each
year and saves all of the additional revenue generated by the loan (1,573Ksh each year, according
to our pooled estimate) under his mattress, he should be able to save the full average amount of the
loan in 3.5 years. If instead the farmer reinvested this additional revenue, such that it compounds,
he could save the full amount of the loan in a little less than 3 years. If the loan is only offered
once, it would take more than 6 years of reinvesting his returns to save the full amount of the loan.

These may seem like fairly short time periods required for the farmer to save his way out of his
credit constraint. However, the above estimates assume the the farmer saves 100% of the return
from the loan. This may not be empirically accurate, nor optional, given that the farmer has urgent
competing needs for current consumption. As an example, take the case in which the farmer instead
saves only 10% of his return under her mattress. It would then take him 34 years to save the the full
amount of the loan, even if it were continually offered during that period. Therefore, low savings
rates are important to understanding why credit constraints persist in the presence of high return,
divisible investment opportunities.

I.I Effects of the Lockbox

In order to test the importance of savings constraints, we examine the impact of the lockbox, as
well as its interaction with the loan. First, in Table we explore the immediate effects of the
lockbox for outcomes in Year 1 (recall the lockbox was only offered in Year 1, and was crosscut
with the loan treatment). We observe no primary significant effects of the lockbox on inventories,
revenues, or consumption (Columns 1, 3, and 5). Interestingly, when interacted with the loan, we
see that receiving the lockbox alone is associated with significantly lower inventories; perhaps the
lockbox serves as a substitute savings mechanism, rather than grain (see Column 2). However,
receiving both the lockbox and the loan is associated with a reversal of this pattern. We see no
such heterogeneity on revenues (Column 4). Interestingly, the point estimates on consumption are
negative (though not significant) for the lockbox and loan when received separately; however, the
interaction of the two is large and positive (and significant, at 95%), canceling out this effect.
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J Price Effects Robustness

J.I Binary and Ratio Treatment Estimates

In this subsection, we test the robustness of price effects to functional form assumptions. Table
presents a binary version of Equation 4] replacing month; with an indicator lean; for being in the
lean season (defined as April-August) and the interaction term with lean; * Hs;. Results suggest
similar significant increases in price post-harvest in high-intensity markets.

Table J.1: Market prices for maize as a function of local treatment intensity (binary).
“Lean” is a binary variable for being in the lean season (Apr-Aug). “Month” is a linear month
time trend (beginning in Nov at 0 in each year). Standard errors are clustered at the sublocation
level. Prices measured monthly following loan disbursal (Nov-Aug in Y1; Dec-Aug in Y2). Price
normalized to 100 in Nov control (“low”) sublocations.

Main Specification (3km) Robustness (Pooled)

Y1 Y2 Pooled 1km 5km

High 3.69"* 1.24 2.75%* 1.61 2.12
(1.46) (1.17) (1.19) (1.13) (1.23)
Lean 5.89*** 11.01*** 8.70*** 8.44*** 9.65***
(1.84) (1.29) (1.58) (1.54) (1.26)
High Intensity * Lean -3.74* -1.25 -2.80 -2.39 -4.37**
(2.00) (1.60) (1.66) (1.61) (1.51)

Observations 491 381 872 872 872

R squared 0.06 0.12 0.09 0.08 0.09

Table presents treatment effects by round, regressing prices on round fixed effects and
interactions of those fixed effects with an indicator for being in high treatment. We find roughly
similarly sized — and in fact, more precise — effects for the post-harvest Round 1 period. As the
treatment effect flips from positive to negative between Rounds 2 and Round 3 (as seen where the
non-parametric estimate crosses zero in the non-parametric estimates in Figure 6), the Round 2
effect is smaller in magnitude and no longer statistically significant. The Round 3 estimate is also
imprecisely measured, but is negative in most (though not all) specifications, consistent with the
negative but not statistically significant effect shown in the end of the season in Figure [6]

Of particular interest is whether there is equality between the coefficient estimates on High-R1
and High-R3 terms, as this tests whether there is a a differential change in prices across high vs.
low areas (this is the analogue of the High*Month interaction term in our primary specification).
In the bottom row of the table, “P-val High R1 = High R3 provides the p-value from this F-test.
For the pooled main specification (Column 3), we find a p-value of 0.13.
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Table J.2: Market prices for maize as a function of local treatment intensity (by round).
“High - RX” is a dummy for a sublocation randomly assigned a high number of treatment groups
in Round “X”. Regressions include round fixed effects, with standard errors clustered at the sublo-
cation level. Prices measured monthly following loan disbursal (Nov-Aug in Y1; Dec-Aug in Y2).
Price normalized to 100 in Nov in low-intensity sublocations. “P-val High R1 = High R3 provides
the p-value from an F-test of the equality of the coefficients on “High-R1 and “High-R3’

Main Specification (3km) Robustness (Pooled)
Y1 Y2 Pooled 1km okm
High - R1 3.83** 1.98* 3.22%* 2.02 2.35*
(1.54) (1.11) (1.21) (1.16) (1.26)
High - R2 0.37 0.84 0.62 -0.08 0.37
(1.36) (1.46) (1.11) (1.27) (1.21)
High - R3 0.78 -1.45 -0.47 -1.16 -3.45%
(1.99) (2.46) (1.94) (1.93) (1.91)
Observations 491 381 872 872 872
R squared 0.44 0.12 0.22 0.22 0.23
P-Val High R1 = High R3 0.29 0.18 0.13 0.20 0.01

We also check the robustness of these results to a more continuous measure of treatment at
the market-level, following the technique described in Miguel and Kremer| (2004). We construct an
estimate of the ratio of total treated farmers to the total farmers in our sample within a 3km radius
around each marketm We re-estimate an equation identical to Equation 4| with H; replaced with
ration,, the aforementioned ratio. Results are presented in Table

We also present non-parametric estimates of this specification in Figure displaying average
prices in markets with above- vs. below-median ratios. While results are slightly noisier in this
specification, the broad patterns remain consistent: prices are higher in the post-harvest period
and lower in the lean period in markets with a greater proportion of treated individuals in the area.

"*Because we draw twice the sample from high-intensity areas compared to low (in accordance with our randomized
intensity), for the total farmer count, we weight the low-intensity observations by two to generate a count reflective
of the true underlying OAF population.
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Table J.3: Market prices for maize as a function of local treatment intensity (ratio).
“Ratio” is the number of treated farmers within a given radius around the market/the total number
of farmers (weighted) in our sample within the same radius. “Month” is a linear month time trend
(beginning in Nov at 0 in each year). Standard errors are clustered at the sublocation level. Prices
measured monthly following loan disbursal (Nov-Aug in Y1; Dec-Aug in Y2). Price normalized to
100 in Nov control (“low”) sublocations.

Main Specification (3km) Robustness (Pooled)

Y1 Y2 Pooled 1km 5km

Ratio 9.52* 7.19 4.33 2.23 4.78
(5.27) (4.11) (4.12) (2.45) (4.88)
Month 1.27** 1.01* 1.33*** 1.29*** 1.34**
(0.55) (0.40) (0.41) (0.33) (0.49)

Ratio * Month -0.83 0.03 -0.59 -0.57 -0.59
(0.95) (0.91) (0.69) (0.60) (0.87)

Observations 491 381 872 872 872
R squared 0.07 0.04 0.05 0.05 0.05

Figure J.1: Pooled market prices for maize as a function of local treatment intensity
(ratio). Market prices for maize as a function of the Miguel-Kremer treatment intensity ratio.
The ratio is the total number of treated farmers/total OAF population within 3km radius. The left
panel shows the average sales price in markets whose treatment ratio is above the median (solid
line) versus below the median (dashed line) over the study period. The middle panel shows the
average difference in log price between above- and below-median-ratio markets over time, with the
bootstrapped 95% confidence interval shown in light grey and the 90% confidence interval shown
in dark grey. The right panel shows robustness to radii of 1km, 3km, and 5km.
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J.II Robustness to Modal Matching Weighting

We collect prices at 52 markets throughout our study area. The randomized saturation is conducted
at the sublocation level. In order to identify the treatment status of each market, we must match
these market points to the sublocation in which they fall. However, the “sublocation” is an OAF
administrative unit that is well-defined in terms of client composition (i.e. OAF divides its farmer
groups into sublocations based on geographic proximity), but it is less well-defined in terms of
precise geographic boundaries (that is, no shape file of sublocations exists). Given this, we use
GPS data on both the market location and the location of farmers in our study sample to calculate
the “most likely” sublocation of each market, based on the designated sublocation to which the
modal study farmer falling within a 3km radius belongs. This procedure, including the radius to be
used, was pre-specified. What was not pre-specified — but which we realized ex-post is necessary —
is that we need to weight the low-intensity observations by two when estimating the modal farmer
sublocation, in order to replicate the true underlying OAF farmer population distribution. This
is because the study randomization intensity draws twice the sample from high-intensity areas
compared to low. If we do not weight this way, we may over-assign markets to the high-intensity
treatment group. The weighting ensures that markets are assigned to sublocations based on the
true underlying OAF population distribution.

That said, results are not sensitive to this weighting choice. In this section, we present the
results using the same above method but without weighting to correct for treatment intensity.

Table J.4: Market prices for maize as a function of local treatment intensity (un-
weighted). “High” intensity is a dummy for a sublocation randomly assigned a high number
of treatment groups. “Month” is a linear month time trend (beginning in Nov at 0 in each year).
Standard errors are clustered at the sublocation level. Prices measured monthly following loan
disbursal (Nov-Aug in Y1; Dec-Aug in Y2). Price normalized to 100 in Nov in low-intensity sublo-
cations.

Main Specification (3km) Robustness (Pooled)
Y1 Y2 Pooled 1km 5km
High 4.53* 2.77 3.96* 2.83 5.28**
(2.28) (1.88) (1.90) (1.73) (1.88)
Month 1.27%** 1.27%** 1.43%** 1.35%** 1.76%**
(0.38) (0.40) (0.39) (0.34) (0.34)
High Intensity * Month -0.63 -0.48 -0.60 -0.55 -0.90**
(0.43) (0.45) (0.41) (0.39) (0.38)
Observations 491 381 872 872 872
R squared 0.08 0.03 0.06 0.06 0.06
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Figure J.2: Pooled market prices for maize as a function of local treatment intensity
(unweighted). Markets matched to treatment intensity using sublocation of the modal farmer
within 3km of each market. The left panel shows the average sales price in markets in high-intensity
areas (solid line) versus in low-intensity areas (dashed line) over the study period. The middle panel
shows the average difference in log price between high- and low-intensity areas over time, with the
bootstrapped 95% confidence interval shown in light grey and the 90% confidence interval shown
in dark grey. The right panel shows the robustness of results to alternative radii (1km, 3km, and
5km)
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J.JII Randomization Inference and Outlier Robustness

These market-level price results rely on the treatment saturation randomization being conducted at
the sublocation level, a higher level than the group-level randomization employed in the individual-
level results. While we cluster standard errors at the sublocation level, one might be concerned due
to the small number of sublocations — of which we have 17 — that asymptotic properties may not
apply to our market-level analyses and that our standard errors may therefore be understated. We
run several robustness checks to address these small sample concerns.

In the main text, Table [7] presents both standard p-values (clustered at the sublocation level)
and wild bootstrap p-values, attained by implementing the wild bootstrap procedure proposed
by |Cameron et al.| (2008). Comparing these p-values, we see only a small decrease in statistical
precision.

We also use nonparametric randomization inference to confirm our results, building on other ex-
perimental work with small numbers of randomization units (Bloom et al., 2013 |Cohen and Dupas,
2010)). We generate 1000 placebo treatment assignments and compare the estimated price effects
under the “true” (original) treatment assignment to estimated effects under each of the placebo
assignmentsm Results are shown in Figure The left-hand panel of each figure shows price dif-
ferences under the actual treatment assignment in black, and the placebo treatment assignments in
grey. “Exact” p-values on the test that the price difference is zero are then calculated by summing
up, at each point in the support, the number of placebo treatment estimates that exceed the actual
treatment estimate (in absolute value) and dividing by the total number of placebo treatments
(1000 in this case); these are shown in the right-hand panel of each figure.

Figure suggests that prices differences observed in the pooled data are significant at con-
ventional levels from December to mid-February. This is roughly consistent with the results shown
in Figure [0

Figure J.3: Nonparametric Randomization Inference Left panel: price effects under the
“true” treatment assignment (black line) and 1000 placebo treatment assignments (grey lines).
Right panel: randomization-inference based p-values, as derived from the left panel.
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Finally, to ensure that the trends observed are not driven by a single sublocation, we drop

""With 17 sublocations, 9 of which are “treated” with a high number of treatment farmers, we have 17 choose 9
possible treatment assignments (24,310). We compute treatment effects for a random 1,000 of these possible placebo
assignments.
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sublocations one-by-one and re-estimating prices differences. The results of this exercise are pre-
sented in Figure [J.4 Differential trends over time in the two areas do not appear to be driven by
any one sublocation.

Figure J.4: Robustness to dropping each sublocation Difference in prices between high and
low-density markets over time for the full sample (black line) and for the sample with each sublo-
cation dropped in turn (grey lines).
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J.IV Robustness to Smoothing Parameter

The bandwidth used in the main non-parametric price results (Figure @ is one-third of the x-axis
range. In Figure we explore robustness to bandwidth choice. The original bandwidth is one
third of the range. Robustness to bandwidths 50%, 75%, 150%, and 200% of the original bandwidth
size is shown in red blue dots, blue dashes, red dashes, and red dots respectively. We see results are
fairly robust to bandwidth choice. The exception is at the edges of the range, where we have the
least precision (as shown in Figure @; in this region, results look more extreme under the smallest
bandwidth considered. Employing a larger bandwidth as our primary specification smooths some
of these extreme values drawn from ranges in which we have less precision.
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Figure J.5: Robustness of Price Effects to Bandwidth Choice. As in the primary specifica-
tion, effects shown are the average difference in prices between high- and low-intensity areas over
time, with markets matched to treatment intensity using sublocation of the modal farmer within
3km of each market. Original bandwidth of one third of the range displayed in black. Robustness
to bandwidths 50%, 75%, 150%, and 200% of the original bandwidth size is shown in red blue dots,
blue dashes, red dashes, and red dots respectively.
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J.V Robustness to Baseline Controls

Table shows the primary specification including controls for the median price change in each
sublocation from Sept-June at baseline, as reported by farmers in the baseline survey. We see
results remain basically unchanged.
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Table J.5: Robustness to Baseline Controls: Market prices for maize as a function of
local treatment intensity. The dependent variable is price, as measured monthly following loan
disbursal (Nov-Aug in Y1; Dec-Aug in Y2) in market surveys. Price normalized to 100 in Nov in
low-intensity sublocations. “High” intensity is an indicator for a sublocation randomly assigned
a high number of treatment groups. “Month” is a linear month time trend (beginning in Nov
at 0 in each year). Controls for the baseline price change from Sept-June, as reported in the
baseline (median reported change for each sublocation), is included. Standard errors are clustered
at the sublocation level. To check robustness to small cluster standard error adjustments, the
notes present p-values from the standard specification compared to p-values drawn from the wild
bootstrap procedure proposed by Cameron et al. 2008, clustered at the sublocation level.

Main Specification (3km) Robustness (Pooled)
Y1 Y2 Pooled 1km 5km
High 4.30* 2.52 3.72* 2.57 3.75*
(2.08) (1.98) (1.91) (1.80) (1.91)

Month 1.19% 1.24%** 1.36™* 1.33%** 1.54*
(0.36) (0.38) (0.35) (0.34) (0.29)

High Intensity * Month -0.57 -0.51 -0.58 -0.53 -0.84**
(0.42) (0.46) (0.39) (0.39) (0.37)
Observations 491 381 872 872 872
R squared 0.08 0.04 0.06 0.06 0.06
P-val High 0.057 0.222 0.069 0.172 0.068
P-val High Bootstrap 0.094 0.228 0.108 0.188 0.136
P-val Month 0.005 0.005 0.001 0.001 0.000
P-val Month Bootstrap 0.040 0.000 0.034 0.022 0.000
P-val High*Month 0.193 0.279 0.152 0.196 0.036
P-val High*Month Bootstrap 0.176 0.284 0.164 0.208 0.056

J.VI Pre-Specified Measures of Price Effects

As noted in Section the pre-analysis plan (PAP) specifies the outcome of interest to be the
percent price spread from November to June. We selected these dates to roughly match (i) the
trough and peak price periods, respectively; and (ii) the period during which the loan was disbursed.
However, there is variation in timing of both periods. For example, in Year 1 prices peaked in April
(the exact trough is unknown, as price data collection only began in November of that year) and
in Year 2 prices reached their trough in September and peaked in June. As for the loan disbursal
period, loans were offered in October and January in Year 1 and in November in Year 2. Therefore,
the impact of the loan may not map exclusively to the November-to-June price change. To allow
for greater flexibility in the timing of these effects, the primary specification employed in the main
text presents the non-parametric effect of treatment on the evolution of monthly prices, as well as a
level and time trend effect. This also allows greater use of the full data. While we have 872 monthly
observations of price across these markets over the pooled study period, because the pre-specified
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metric only allows for a single outcome per market per year, our observations fall to 95 in this
specification.

However, for completeness, here we present the pre-specified effect of treatment saturation on
the percentage change in prices from November to June. We hypothesized that the treatment would
cause a reduction in this gap in treated areas, representing smoother prices across the season. We
observe no effect of the treatment on the percent price increase from November to June. Looking at
Figure [6] we observe a sizable increase in prices in the immediate post-harvest period in November,
a gap which slow tappers off until June, when prices equalize in high and low treatment density
markets. The simple comparison of November to June, which bookends this period, ignores data
from the interim period, during which we also observe differences in prices between high and low
treatment intensity markets. It also ignores the subsequent fall in prices in high markets relative
to low in the following period. This analysis is therefore considerably underpowered relative to the
analysis conducted in the main text.

Table J.6: Pooled Price Gap Nov - June Percent increase in price from November to June
regressed on indicator for being in a high saturation sublocation.

(1) (2) (3)

Y1 Y1 Pooled
High -0.02 0.02 0.00
(0.04) (0.02) (0.03)
Observations 52 43 95
Mean DV 0.14 0.25 0.19
R squared 0.01 0.01 0.00

J.VII Effect on Related Outcomes

We explore whether treatment intensity had effects on related outcomes. First we check whether
treatment effects can be seen in farmgate prices (see Table . Using individual-level sales prices as
reported in the household survey, we estimate a specification identical to Equation[l] We normalize
prices in the low-intensity households in round 1 to 100, such that estimates can be interpreted as
percentage changes relative to this baseline. We see similar patterns to those presented in Table [6]
Point estimates suggest that prices are 3.32% higher in round 1 (significant at 5%), 2.92% higher
in rough 2 (significant at 10%), and 0.72% lower in round 3 (not significant).

Note that these results should be interpreted with caution, as farmgate sales price is only
observed for farmers who sell maize during the round in question. Any extensive margin response
to treatment may bias these estimates. However, it is reassuring that they roughly align with the
main estimates using the market data (which does not suffer from such selection biases).

We also explore whether trader movement responds to treatment intensity. In Table |J.8| we
see some evidence that fewer traders enter high-intensity treated markets in the immediate post-
harvest period in Year 2, which may be a sensible demand respond to the increase in price observed
during a time when traders are typically purchasing. This may also contribute to the weaker price
effects observed in Year 2.
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Table J.7: Farmgate prices for maize as a function of local treatment intensity. “High”
intensity is a dummy for a sublocation randomly assigned a high number of treatment groups.
“Round” represents the round of the survey (1, 2, or 3). Standard errors are clustered at the
sublocation level. Regression includes round-year fixed effects and a control for the interview date.

Price normalized to 100 in round 1“low” sublocations.

(1) (2) (3)
Y1 Y2 Pooled
High - R1 4.66** 1.52 3.32**
(2.03) (1.27) (1.40)
High - R2 3.16* 2.21 2.95*
(1.59) (2.86) (1.47)
High - R3 -0.35 -3.51 -0.72
(1.27) (5.31) (1.56)
Observations 1582 636 2218
R squared 0.45 0.20 0.42

Table J.8: Number Traders The dependent variable is the number of traders observed in the
market during the market survey. “High” intensity is a dummy for a sublocation randomly assigned
a high number of treatment groups. “Month” is a linear month time trend (beginning in Nov at 0
in each year). Standard errors are clustered at the sublocation level.

Y1 Y2 Pooled

High -0.13 -0.07 -0.34 -0.37** -0.22 -0.17*
(0.11) (0.09) (0.24) (0.16) (0.15) (0.09)

Month 0.02 0.03 0.04*
(0.02) (0.03) (0.02)

High Intensity * Month -0.02 0.01 -0.01
(0.02) (0.04) (0.02)

Observations 451 451 419 419 870 870
Mean of Dep Var 0.32 0.32 0.82 0.82 0.55 0.55
R squared 0.01 0.01 0.02 0.03 0.01 0.02
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K Balance, Take-up, and Other Outcomes by Treatment Intensity

While our experiment affected local maize markets differentially in high- and low-treatment density
areas, changes in treatment density could drive other spillovers beyond just those on local markets.
In this appendix, we explore whether there is evidence for these other effects, as well as any other
differences in balance or take-up that could potentially drive differential treatment effects.

First, we note that covariates were balanced at baseline across high- and low-intensity areas
(Table , as expected given the random assignment, on all variables except two: the average price
increase from September to June and the percent of farmers that can correctly calculate the interest
rate. While this is in line with the number of variables one would expect to be imbalanced due
to chance, given the number of variables tested, the former difference is potentially important and
suggests that at baseline, areas of high treatment saturation may historically have seen greater price
swings than low saturation areas. Given that we find lower price swings in high intensity areas after
treatment, this suggests that our estimated treatment effect may be, if anything, an underestimate
of the true impact of treatment. Consistent with this, Table presents a specification of Table
[7] controlling for these baseline imbalances and finds more pronounced effects by intensity.
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Table K.1: Balance among baseline covariates, high versus low treatment intensity areas.
The first two columns give the means in the high and low treatment intensity areas, the third column
the total number of observations across the two groups, and fourth column the differences in means
normalized by the standard deviation in the low intensity areas. P-values are clustered at the level
of treatment randomization (sublocation).

High Low Obs Hi-Low

std diff  p-val
Male 0.31 0.32 1,589  -0.02 0.85
Number of adults 3.07 3.11 1,510  -0.02 0.77
Children in school 2.98 3.15 1,589  -0.09 0.14
Finished primary school 0.75 0.71 1,490 0.08 0.54
Finished secondary school 0.25 0.27 1,490 -0.04 0.71
Total cropland (acres) 2.35 2.60 1,512 -0.08 0.24
Number of rooms in household 3.08 3.31 1,511 -0.08 0.38
Total school fees 27,875 29,233 1,589  -0.04 0.68
Average monthly consumption (Ksh) 14,944 15,586 1,437  -0.05 0.39
Average monthly consumption/capita (log) 7.97 7.98 1,434  -0.02 0.84
Total cash savings (Ksh) 6,516 5,776 1,572  0.04 0.33
Total cash savings (trim) 4,947.51 5,112.65 1,572  -0.01 0.81
Has bank savings acct 0.42 0.42 1,589 0.01 0.94
Taken bank loan 0.09 0.07 1,589 0.06 0.51
Taken informal loan 0.24 0.25 1,589  -0.02 0.75
Liquid wealth (Ksh) 98,543 87,076 1,491 0.12 0.17
Off-farm wages (Ksh) 3,830 3,966 1,589  -0.01 0.87
businessprofitmonth 2,201 1,860 1,589 0.04 0.62
Avg %A price Sep-Jun 138.18 121.58 1,504 0.21 0.06
2011 LR harvest (bags) 8.70 10.52 1,611 -0.08 0.22
Net revenue 2011 (Ksh) -4,200 -2,175 1,428  -0.03 0.57
Net seller 2011 0.30 0.34 1,428  -0.08 0.43
Autarkic 2011 0.07 0.06 1,589 0.04 0.64
% maize lost 2011 0.01 0.01 1,428  -0.00 0.94
2012 LR harvest (bags) 10.94 11.57 1,484  -0.07  0.42
Calculated interest correctly 0.74 0.68 1,580 0.12 0.06
Digit span recall 4.60 4.49 1,504 0.10 0.33
Maize giver 0.27 0.25 1,589 0.05 0.55
delta 0.13 0.14 1,512 -0.07 0.47

See Table [1] and the text for additional details on the variables.

136



Table K.2: Inventory, Net Revenues, and HH Consumption (log) Effects, Accounting
for Treatment Intensity and Baseline Covariates. The dependent variable in Column 1-2
is inventories, as measured by the number of 90kg bags of maize held by the household. The
dependent variable in Column 3-4 is net revenues, as measured by the value (in Ksh) of maize sales
minus the value of maize purchases. The dependent variable in Column 5-6 is HH consumption
(measured in logged Ksh), aggregated from a detailed 30 day recall consumption module. “Treat”
is an indictor for being in a treatment group. “High” intensity is an indicator for residing in a
sublocation randomly assigned a high number of treatment groups. Regressions include round-year
fixed effects and controls for survey date with errors clustered at the sublocation level. “Mean DV”
and “SD DV” are the mean and standard deviation of the dependent variable among the control
group. P-values on the test that the sum of the Treat and Treat*High equal zero are provided in
the bottom rows of the table. Columns 1, 3, and 5 present the primary specification from the main
text. Columns 2, 4, and 6 present the same regressions including controls for the two variables on
which treatment saturation is imbalanced at baseline: historical price fluctuations and whether the
individual can calculate the interest rate correctly.

Inventory Net Revenues Consumption

(1) (2) (3) (4) (5) (6)

No Controls Controls No Controls Controls  No Controls Controls

Treat 0.76" 0.80"*  1059.60*  1143.73"* 0.01 0.02
(0.18) (0.18) (424.33) (429.62) (0.04) (0.04)
High 0.12 0.08 533.90 541.51 -0.00 -0.01
(0.34) (0.33) (534.30) (521.29) (0.05) (0.05)
Treat*High -0.33 -0.38*  -1114.63"  -1263.79** -0.01 -0.02
(0.22) (0.22) (519.19) (521.49) (0.05) (0.05)
Observations 3836 3779 3795 3740 3792 3737
Mean DV 2.74 2.74 -253.51 -253.51 9.47 9.47
R squared 0.35 0.35 0.01 0.01 0.00 0.00
p-val T+TH=0 0.00 0.00 0.86 0.69 0.97 0.99
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We also explore whether there are differences in loan take-up by treatment intensity (see Table
IK.3)). In the pooled data, we see no differences in the (unconditional) loan size across the low
and high intensity groups. We do, however, find some differences in loan take-up by intensity.
In high intensity areas, loan take-up is 5 percentage points lower than in low areas (significant
at 5%) overall (Row 3). Interestingly, though, this pattern reverses between Year 1 (when loan
take-up is 13 percentage points lower in high intensity areas) and Year 2 (when loan take-up is 8
percentage points higher in high intensity areas)@ This differential take-up could affect our intent-
to-treat (ITT) estimates; given a constant treatment-effect-on-the-treated, ITT estimates should be
mechanically closer to zero in cases where take-up is lower. One might worry that, in particular in
Year 1 when take-up is lower in the high intensity areas, this explains why revenue effects are also
lower in high intensity areas. Two factors argue against this concern. First, the difference appears
too small to explain our results fully. If there were no other spillovers, and treatment-on-treated
effects were the same in high and low intensity areas, then ITT estimates in the high intensity
ares should be 83% as large (0.61/0.74). However, point estimates on revenue treatment effects in
Year 1 are roughly zero in the high-intensity areas (compared to 1,060 in low-intensity areas), a
much bigger gap that could be explained by differential take-up. Second, and moreover, in Year 2,
the differential take-up pattern switches; in this year, take-up is higher in high-intensity areas. If
take-up were driving these results, we should see that a switch in the take-up patterns by intensity
results in a switch in the revenue effects by intensity. However, we consistently across Years 1 and
2 see that revenue effects are greater among low-intensity areas. Take-up is therefore unlikely to
be driving results.

We do additionally see some differences in loan size by intensity in Year 2. In this year of the
experiment, loans were larger in high intensity areasm However, this should have driven greater
revenue effects in high intensity areas, rather than the lower effects that we find. We therefore
believe it is unlikely that differential take-up or loan size are driving these results.

Finally, given the importance of social safety nets in rural communities, it is possible that
informal lending between households could also be differentially affected by having a locally higher
density of loan recipients; as an untreated household, one’s chance of knowing someone who received
the loan is higher if one lives in a high-treatment-density areas. Perhaps high-intensity households
have lower revenue effects because they share more with neighbors and others in their social network.
Table explores this possibility, testing the impact of treatment on maize given away (as a gift
or loan) and cash given away (as a loan). We find that the amount of transfers other households
does not appear to respond to either treatment or to treatment intensity.

Overall, then, the individual-level spillover results are perhaps most consistent with spillovers
through local market effects.

"The Year 1 results may be the result of repayment incentives faced by OAF field staff: our loan intervention
represented a substantial increase in the total OAF credit outlay in high-intensity areas, and given contract incentives
for OAF field staff that reward a high repayment rate for clients in their purview, these field officers might have more
carefully screened potential adopters. We are still exploring why the Year 2 results would have switched; given that
the returns are more concentrated among low-intensity individuals, we would expect if anything higher take-up in
Year 2 among the low-intensity individuals.

™ Again, we are exploring why this might be the case, given that we would have expected, if anything, the lower
returns in Year 1 in the high-intensity areas to lead to smaller rather than larger loans. It may be that given the price
effects, a larger loan is necessary to arbitrage (e.g. if prices are higher at harvest, farmers would require a greater
infusion of cash to supplement their outside option of sale at harvest and/or or fund purchases of maize at harvest).
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Table K.4: Effect of Treatment on Transfers. “Maize Given” represents the amount of maize
(in terms of 90kg bags) given away to others outside the household, either as a gift or loan, in the
past round (~3 months). “Cash Given” represents the amount of cash (in Ksh) given to others
outside the household as a loan in the past round. “Treat” is an indictor for being in a treatment
group. “High” intensity is an indicator for residing in a sublocation randomly assigned a high
number of treatment groups. Regressions include round-year fixed effects and controls for survey
date with errors clustered at the sublocation level. “Mean DV” is the mean of the dependent
variable among the control group.

Maize Given Cash Given
(1) (2) (3) (4)

Treat 0.44 1.43 -31.12 -1.41
(0.78) (1.94) (93.64) (183.97)

High -0.77 52.16
(0.95) (178.97)

Treat*High -1.37 -42.92
(2.07) (224.83)

Observations 6850 6850 5987 5987
Mean DV 3.96 4.44 541.97 460.80

R squared 0.03 0.03 0.03 0.03
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L Attrition and Sample Composition

L.I Attrition in Main Study

Attrition was relatively low in both years. In Year 1, overall attrition was 8%, and not significantly
different across treatment groups (8% in the treatment group and 7% in the control). In Year 2,
overall attrition was 2% (in both treatment and control, with no significant difference).

L.II Sample Composition

Table L.1: Sample Composition. Summary statistics for the Year 1 study sample (from the
baseline survey) and for all farmers in Bungoma, Kenya, where the study takes place (from the
Kenyan Integrated Household Budget Survey of 2006).

Sample Mean Bungoma Mean

Landholding (acres) 2.35 2.50
Any livestock 0.92 0.86
Grow maize 0.92 0.97
Any fertilizer 0.91 0.81
Finished primary 0.74 0.86
Finished secondary 0.25 0.25
HH members 7.12 6.40
Num rooms 3.00 2.70
Earth floor 0.81 0.81
Iron roof 0.83 0.82
Mud and sticks wall 0.81 0.80
Money given (if any) 1,363 1,405
Food given (if any) 1,732 1,649

Table compares the composition of the Year 1 sample (using summary statistics from the
baseline survey) to that of all farmers in the county in which the study takes place (using summary
statistics for the study county, as collected in the Kenyan Integrated Household Budget Survey
of 2006). We observe that the Year 1 sample appears to be roughly representative of the typical
farmer in Bungoma, Kenya.

The Year 2 sample attempted to follow the same OAF groups as Year 1. However, a prerequisite
for inclusion in the study sample is membership in OAF. Each year, farmers must opt into renewed
engagement with OAF’s services. There is some natural churn in this membership from year-to-
year, with some existing members dropping out while new members join. Treatment in Year 1 had
the effect of increasing farmers’ interest in renewed engagement with OAF (a sensible result, given
that the maize storage loan offer appears to be beneficial for farmers and therefore likely increased
the perceived value of OAF’s services).

As a result, the Year 2 sample, which was designed to include all farmers from Year 1 of
the study, in practice includes a disproportionate number of farmers from the Year 1 treatment
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groupm Treated individuals were 10 percentage points more likely to return to the Year 2 sample
than control individuals (significant at 1%).

Because Year 2 treatment status is stratified by Year 1 treatment status, the sample composition
does not alter the internal validity of the Year 2 results. However, because this effect slightly alters
the composition of the Year 2 sample, we may be interested in exploring how this affects the external
validity, or generalizability, of our results@ Table presents results on how returners compare
to non-returners. Returners have significantly more children in school and pay more in school fees.
This is consistent with focus groups that stated that farmers are often forced to sell maize early to
pay for school fees; this group may get the most benefit from the loans and therefore be more eager
to return to OAF with the hopes of taking up the loan. Returners also had significantly larger
harvests in 2011 and 2012, and were more likely to be net sellers in 2011. This is consistent with
the idea that those with the most to sell have the most to gain from properly timing their sales. It
could also reflect some underlying correlation between wealth and returning behavior. Consistent
with this later interpretation, returners are more likely to have a bank savings account. They
also have greater liquid wealth, higher average monthly consumption, and more rooms in their
household. Interestingly, despite being more likely to have completed primary school, returners
have significantly lower digit span recall. Sensible, returners have higher values of J, representing
greater patience.

89Note that a second, broader result of this churn was a mix in the composition of the Year 2 sample between those
drawn from the Year 1 sample (those who stayed from Year 1, comprising 602 individuals) and those who were new
to the sample (417 individuals) Recall that the Year 1 sample consists of 240 existing One Acre Fund (OAF) farmer
groups drawn from 17 different sublocations in Bungoma county.

81Though the likely more important feature for external validity is how OAF farmers compare to typical farmers
in the area, as explored above.
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Table L.2: Summary statistics for returners vs. non-returners. “Non-returner” is an
indicator for having exited the sample between Year 1 (2012-13) and Year 2 (2013-14). “Returner”
is an indicator for being in the Year 1 and Year 2 samples

Baseline characteristic Non-Returner Returner Obs Non-Return - Return
sd p-val
Treatment 2012 0.56 0.66 1,589 -0.20 0.00
Male 0.28 0.25 1,816 0.07 0.13
Number of adults 3.01 3.12 1,737 -0.05 0.30
Children in school 2.89 3.23 1,816 -0.17 0.00
Finished primary school 0.73 0.77 1,716 -0.08 0.10
Finished secondary school 0.25 0.25 1,716 -0.01 0.81
Total cropland (acres) 2.26 2.50 1,737 -0.08 0.12
Number of rooms in household 2.94 3.34 1,738 -0.16 0.00
Total school fees 25,926 30,077 1,816 -0.11 0.02
Average monthly consumption (Ksh) 14,345 15,411 1,652 -0.09 0.10
Average monthly consumption/capita (log) 7.94 7.96 1,649 -0.04 0.49
Total cash savings (Ksh) 5,355 6,966 1,797 -0.09 0.13
Total cash savings (trim) 4,676 4,919 1,797 -0.02 0.70
Has bank savings acct 0.38 0.46 1,816 -0.15 0.00
Taken bank loan 0.07 0.08 1,816 -0.04 0.46
Taken informal loan 0.23 0.24 1,816 -0.01 0.86
Liquid wealth (Ksh) 89,564 100,022 1,716 -0.10 0.05
Off-farm wages (Ksh) 3,508 4,104 1,816 -0.05 0.31
Business profit (Ksh) 2,069 2,160 1,816 -0.01 0.86
Avg %A price Sep-Jun 130.30 141.63 1,728 -0.15 0.00
Expect 2011 LR harvest (bags) 8.13 9.55 1,732 -0.09 0.05
Net revenue 2011 (Ksh) -4,984 -4,157 1,633 -0.02 0.72
Net seller 2011 0.26 0.35 1,633 -0.19 0.00
Autarkic 2011 0.06 0.07 1,816 -0.03 0.53
% maize lost 2011 0.01 0.01 1,609  0.00 0.98
2012 LR harvest (bags) 9.26 11.94 1,708 -0.31 0.00
Calculated interest correctly 0.72 0.72 1,806 -0.01 0.91
Digit span recall 4.61 4.50 1,731 0.09 0.06
Maize giver 0.26 0.26 1,816  0.00 0.98
Delta 0.86 0.87 1,738 -0.08 0.09
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M

M.I

Gains Estimation Assumptions and Distribution of Spillovers

Gains Estimation Assumptions

Table [8| employs following summary statistics and assumptions:

1.

Total population in the study area is 7,105 households (HH) (this figure is an approximation,
as the sublocations used in this study are One Acre Fund (OAF) administrative districts
and therefore do not directly correspond to the Kenyan census administrative districts. OAF
estimates that it works with 30% of all farmers in the area. While this figure affects the total
gains estimates, it does not affect any estimates of per-HH gains, ratios, or fractions in the
table, nor does it affect any comparisons between low and high saturation areas) (A;)

50% of the study population resides in low saturation sublocations (this is roughly accurate;
moreover, it allows a comparison of the size of the benefits across low and high saturation
rates that is unconfounded by differences in underlying population sizes) (As)

. 30% of HH in the region are One Acre Fund (OAF) members, a figure provided by OAF

administrative records (As)

40% of all OAF members were enrolled in the study in low saturation sublocations (A4,) and
80% were enrolled in high saturation sublocation (Ayp)

In each sublocation, 58% of individuals in the sample were randomly assigned to receive
treatment (average across the pooled data from Year 1 and Year 2) (As)

Gains are estimated using the following calculations, using the above figures and the per-round
point estimate on revenues (31, (2, and S (coefficients on “Treat,” “High,” and “Treat*High”
respectively) from Equation These estimates are presented in Column 6 of Table [7| (in Ksh,
multiplied by three to get the annual revenue gains; note the exchange rate during the study period
ranged from 80 to 90 Kenyan shillings per USD):

Low saturation direct gains: 3 % 81

High saturation direct gains: 3 * (81 + 3)
High saturation indirect gains: 3 x 3

Ratio of indirect to direct gains: Row 2/Row 1

Low saturation direct beneficiary population (HH): A; % Ag * Az % Agq x A5 = 7,105 % 0.5
0.3%0.4%0.58

High saturation direct beneficiary population (HH): Aj % (1 — Ag) * Ag % Aygp x A5 = 7,105 %
0.5%0.3%x0.8%0.58

Low saturation total local population: (HH): Ay x Ay = 7,105 % 0.5
High saturation total local population: (HH): A; % (1 — Ay) = 7,105 % 0.5

Total direct gains: Row 1xRow 4
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Total indirect gains: Row 2« Row 5

Total gains (direct + indirect): Row 6+Row 7

Fraction of gains indirect: Row 7/Row 8

Fraction of gains private: 1-Row 9

M.II Welfare under Spillovers only to Study Population

The above welfare calculation assumes the indirect gains as estimated among control subjects are
equivalent to the indirect gains accruing to the rest of the population. This assumption seems rea-
sonable given that study subjects appear to be representative of households in this community (see
Table . However, below we present the welfare gains estimated under the conservative assump-
tion that zero gains accrue to non-study populations. Even under this conservative assumption, we
find that 50% of the gains from the loan are indirect.

Table M.1: Distribution of gains in the presence of general equilibrium effects. Calcula-
tions employ per-round point estimates on revenues 1, f2, and [y (coefficients on “Treat,” “High,”
and “Treat*High” respectively) from Equation These estimates are presented in Column 6 of
Table [7| (in Ksh, multiplied by three to get the annual revenue gains; note the exchange rate during
the study period ranged from 80 to 90 Kenyan shillings per USD). Direct gains per household
(row 1) are calculated as the coefficient on the “Treat” dummy in low saturation areas and as the
coefficient on the “Treat” dummy plus the coefficient on the “Treat*High” interaction term in high
saturation areas). Indirect gains per household (row 2) are estimated as zero in low saturation areas
and as the coefficient on “High” in high saturation areas. The total gains from the intervention
(row 8) include the direct gains that accrue to borrowers (row 6) and the indirect gains (row 7)
generated by GE effects, now assumed to only accrue to the study population (row 5). In high
saturation areas, 50% of the total gains are indirect gains (row 10).

Low Saturation High Saturation

1. Direct gains/HH (Ksh) 3,304 854
2. Indirect gains/HH (Ksh) 0 495
3. Ratio of indirect to direct gains 0.00 0.58
4. Direct beneficiary population (HH) 247 495
5. Total beneficiary population (HH) 426 853
6. Total direct gains (Ksh) 816,984 422,248
7. Total indirect gains (Ksh) 0 421,891
8. Total gains (direct + indirect; Ksh) 816,984 844,139
9. Fraction of gains direct 1.00 0.50
10. Fraction of gains indirect 0.00 0.50
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M.III Welfare Gains Accounting for Inflation

In Tables and we present our main results after converting all revenue values to their
value in October 2012 (the first loan disbursal date), using monthly inflation rates provided by
the Bank of Kenya. We also present the implications this has for the welfare table (Table .
Price inflation in Kenya was moderate during the three year study period (in the single digits), and
accounting for inflation does not alter the main findings.

Table M.2: Net Revenue Effects, Adjusted for Inflation. The dependent variable is net
revenues, as measured by the value (in Ksh) of maize sales minus the value of maize purchases
that round, adjusted for inflation and reported in terms of Oct 2012 Ksh (monthly inflation rates
provided by Bank of Kenya). Treat is an indictor for being in a treatment group. Treat - R x is
an interaction between an indicator for being in a treatment group and an indicator for being in
Round x. Regressions include round- year fixed effects, strata dummies, and controls for survey
date, with errors clustered at the group level. Mean DV and SD DV are the mean and standard
deviation of the dependent variable among the control group. Standard and Family-Wise Error
Rate (FWER) p-vales are presented in the notes (family of outcomes is inventories, net revenues,
consumption, and effective prices, as pre-specified).

Y1

Y2

Pooled

(1) (2)

(3) (4)

() (6)

Overall By rd Overall By rd Overall By rd
Treat 249 778 490***
(251) (277) (185)
Treat - R1 -1156*** 11 -610**
(320) (414) (260)
Treat - R2 497 1822%** 1102***
(438) (461) (320)
Treat - R3 1330*** 511 952%**
(401) (364) (275)
Observations 3795 3795 2935 2935 6730 6730
Mean DV 310 310 -3132 -3132 -1492 -1492
SD DV 5955 5955 5594 5594 6019 6019
R squared 0 0 0 0 0 0
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Table M.4: Distribution of gains in the presence of general equilibrium effects, ac-
counting for inflation. Calculations employ per-round point estimates on net revenues adjusted
for inflation S1, B2, and fa (coefficients on “Treat,” “High,” and “Treat*High” respectively) from
Equation [5| These estimates are presented in Column 6 of Table (in Ksh, multiplied by three
to get the annual revenue gains; note the exchange rate during the study period ranged from 80 to
90 Kenyan shillings per USD). Direct gains per household (row 1) are calculated as the coefficient
on the “Treat” dummy in low saturation areas and as the coefficient on the “Treat” dummy plus
the coefficient on the “Treat*High” interaction term in high saturation areas). Indirect gains per
household (row 2) are estimated as zero in low saturation areas and as the coefficient on “High”
in high saturation areas. The total gains from the intervention (row 8) include the direct gains
that accrue to borrowers (row 6) and the indirect gains generated by GE effects (row 7). In high
saturation areas, 83% of the total gains are indirect gains (row 10). Therefore, only 17% of the
gains can be captured by the private sector (row 9).

Low Saturation High Saturation

1. Direct gains/HH (Ksh) 3,118 751
2. Indirect gains/HH (Ksh) 0 502
3. Ratio of indirect to direct gains 0.00 0.67
4. Direct beneficiary population (HH) 247 495
5. Total local population (HH) 3,553 3,553
6. Total direct gains (Ksh) 770,935 371,553
7. Total indirect gains (Ksh) 0 1,781,966
8. Total gains (direct + indirect; Ksh) 770,935 2,153,151
9. Fraction of gains direct 1.00 0.17
10. Fraction of gains indirect 0.00 0.83

M.IV Distribution of Spillover Gains

Theory suggests that smoother prices will benefit even those who are not engaged in arbitrage, and
our empirical welfare estimates are consistent with these spillovers comprising a large portion of
the aggregate gains from such a loan product. Yet, at an individual level these spillover effects will
not be uniformly positive: those who do not store at baseline will benefit from smoother prices, but
those who do store will be harmed by smoother prices. While the majority of smallholder farmers
in our sample fall into the former category, the distribution of the spillover gains have important
implications for whether this loan is pro-poor in aggregate.

Below we present some suggestive evidence on these distributional effects. Figure displays
non-parametric estimates of the spillover treatment effect accruing to non-borrowers by baseline
harvest levels, as a proxy for household wealthff] Overlaid in red is the distribution of baseline
harvest levels. We observe that for the bulk of the distribution of baseline harvest levels, spillover

82Because baseline harvest levels are only available for the Year 1 sample (for whom we collect baseline data), we
restrict this analysis to Year 1 effects.
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effects are positive. However, in the right tail of the distribution, the spillover point estimate
become negative (albeit extremely imprecisely measured). Taken at face value, this suggests that
the spillover effects may be redistributive, increasing revenues for the mass of smaller, poorer
farmers (who likely store less at baseline) and decreasing revenues for the few larger, wealthier
farmers (who likely store more at baseline). However, it should be highlighted that the estimates
for large farmers are measured with a very large degree of noise, as the sample size is substantially
smaller in this range.

Figure M.1: Net Revenue Spillover Effect by Baseline Harvest Levels Non-parametric es-
timates of the spillover effect by baseline harvest levels are presented. The point estimate displays
the difference between fan regression estimates of net revenues on baseline harvest levels for control
farmers in high-intensity areas and those for control farmers in low-intensity areas. The boot-
strapped 90 and 95% confidence interval shown in dark and light grey respectively is generating
from 100 replications drawing sublocation clusters with replacement. The red line displays the
density of baseline harvest levels. Unsurprisingly, we observe much more precise estimates over the
range where there is a substantial mass of observations; the confidence interval expands substan-
tially in the right tail, where the density of data is low. Finally, note that these results are shown
for Year 1 only, as we lack baseline harvest levels for Year 2.
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Of course, we cannot speak to the distribution of effects for households out of the range spanned
by our sample. While our sample is fairly representative of the typical households in the region (see
Table it almost certainly does not span the full range of all demographic characteristics. For
example, non-farming households — which may be pure consumers of maize — may also benefit from
the smoother prices resulting from this intervention (under the assumptions that they purchase
a constant amount of maize throughout the year and that they have concave marginal utility for
maize). In constrast, commercial farmers or millers who engage in storage may be harmed. We
can speculate, but we cannot identify the effects for these populations, as we do not observe them
in our sample. We are therefore limited in being able to speak to the full distribution of welfare

149



effects from this intervention to those portions of the population included in our sample.

N Pre-Analysis Plan

This document describes the plan for analyzing the impact of the Maize Storage project, and
was written before the analysis of any follow-up data. The pre-analysis plan is registered here:
https://www.socialscienceregistry.org/trials/67, and was registered on September 6th 2013.

N.I Introduction

Rural grain markets throughout much of the developing world are characterized by large, regular
seasonal price fluctuations. Farmer behavior in light of these fluctuations is often puzzling: the vast
majority appear to sell their produce when prices are low, buy when prices are high, or often both.
This behavior appears to persist despite farmers’ general recognition of these price patterns, and
the availability of a simple technology - storage - which can be used to move grain inter-temporally.

Why don’t farmers use storage to take better advantage of these seasonal price fluctuations?
Working with 1589 smallholder maize farmers and an NGO implementing partner in Webuye Dis-
trict in Western Kenya, we designed and implemented an experiment to test two hypotheses: (1)
farmers are liquidity constrained and thus sell their maize at low post-harvest prices because they
need the cash, and (2) farmers’ friends and family make frequent claims on stored maize, reducing
the incentive to store.

In this experiment, our implementing partner, the NGO One Acre Fund, offered storage loans to
a randomly selected subset of our farmer sample. These loans were announced during harvest, with
cash delivered either just after harvest, or three months later just before school fees are typically
paid — with school fees being the modal explanation given by farmers for why they liquidate their
maize at low post-harvest prices. These loans were collateralized with bags of maize that farmers
store in their home, and the collateralized bags were given large tags indicating that they were for
loan repayment.

In focus groups before the intervention, many farmers said that sharing norms around surplus
stored maize made storage more difficult, and indicated that the tags themselves would be a useful
and credible way to shield maize from claims by their family and friends. To test the role of tags
alone, we provided tags to a subset of the farmers who did not receive the loan. Finally, because
the timing of the loans we provided was unlikely to perfectly match the timing of farmers’ cash
needs, and because a growing literature suggests that cash on hand is often difficult to shield from
one’s own immediate impulses or the claims of family and friends, we cross-randomized the loan
treatments with a savings lockbox (a small metal box with a solid lock and key). The idea was that
this lockbox could help farmers channel the loan to their planned investment, as well as make better
use of any profits emanating from the loan. Finally, to understand whether our loan interventions
might affect local maize prices by shifting storage behavior, we randomized the treatment intensity
of the loan across sites, and followed maize prices at 53 local markets in the area.

Below we describe the experimental design, the data collection process, and the specific questions
that we wish to address.
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N.IT Study design

Our study sample is drawn from 240 existing groups of One Acre Fund (OAF) farmers in Webuye
district, Western Province, Kenya. OAF is a microfinance NGO that makes in-kind, joint-liability
loans of fertilizer and seed to groups of farmers, as well as providing training on improved farming
techniques. OAF group sizes typically range from 8-12 farmers, and farmer groups are organized
into “sublocations” — effectively clusters of villages that can be served by one OAF field officer.
Our 240 groups were drawn from 17 different sublocations in Webuye district. Our total sample
size at baseline was 1589 farmers.

Figure [N.I] shows the basic setup of our experiment. The two loan treatments are the October
loan (T1) and the January loan (T2), with the loan offers randomized at the group level (as shown
in the white boxes). Grey boxes represent the individual-level lockbox and tags treatments, with the
sub-codes indicating the different treatments —e.g. T'1n are the individuals who received the T1 offer
but not the lockbox. Treatments were stratified as follows. First, to help understand whether our
loan interventions would have general equilibrium effects on local maize prices, we randomized the
intensity of the loan treatments across sublocations (a sublocation is an administrative designation
for OAF, but can be thought of as a cluster of villages). Additional detail on this sublocation-level
randomization is provided below.

The loan treatments were then stratified at the sublocation level, and further stratified based on
whether group-average OAF loan size in the previous year was above or below the sample median
(data from the previous year were available from administrative data). Although all farmers in
each loan treatment group were offered the loan, we follow only a randomly selected 6 farmers in
each loan group, and a randomly selected 8 farmers in each of the control groups. The location of
study households and the maize markets we follow are shown as small blue (treatment) and orange
(control) dots in the left panel of Figure

Finally, using the sample of individuals randomly selected to be followed in each group, we
stratified individual level treatments by group treatment assignment and by gender. So, for instance,
of all of the women who were offered the October Loan and who were randomly selected to be
surveyed, one third of them were randomly offered the lockbox (and similarly for the men and for
the January loan). In the control groups, in which we were following 8 farmers, 25% of the men
and 25% of the women were randomly offered the lockbox (Cl in Figure [N.1)), with another 25%
each being randomly offered the tags (Ct). The study design allows identification of the individual
and combined effects of the different treatments, and our approach for estimating these effects is
described below.

The timing of the study activities is shown in Figure We collect 3 types of data. Our
main source of data is farmer household surveys. All study participants were baselined in Au-
gust /September 2012, and we undertook 3 follow-up rounds over the ensuing 12 months, with the
last follow-up round concluding August 2013. The multiple follow-up rounds were motivated by
three factors. First, a simple inter-temporal model of storage and consumption decisions suggests
that while the loan should increase total consumption across all periods, the per-period effects could
be ambiguous — meaning that consumption throughout the follow-up period needs to be measured
to get at overall effects. Second, because nearly all farmers deplete their inventories before the
next harvest, inventories measured at a single follow-up one year after treatment would likely pro-
vide very little information on how the loan affected storage and marketing behavior. Finally,
as shown in [McKenzie| (2012), multiple follow-up measurements on noisy outcomes variables (e.g
consumption) has the added advantage of increasing power.
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The follow-up survey rounds span the spring 2013 “long rains” planting (the primary growing
season), and concluded just prior to the 2013 long rains harvest. The baseline survey collected
data on farming practices, on storage costs, on maize storage and marketing over the previous crop
year, on price expectations for the coming year, on food and non-food consumption expenditure,
on household borrowing, lending, and saving behavior, on household transfers with other family
members and neighbors, on sources of non-farm income, on time and risk preferences, on ambiguity
aversion, and on digit span recall. The follow-up surveys collected similar data, tracking storage
inventory, maize marketing behavior, consumption, and other credit and savings behavior. Follow-
up surveys also collected information on time preferences and on self-reported happiness. Our two
other sources of data are monthly price surveys at 53 market points in the study area (which we
began in November 2012 and will continue through August 2013), and loan repayment data from
OAF administrative records that was generously shared by OAF.

N.II.1 Randomization of treatment intensity

Here we briefly provide additional details on the randomization of the treatment intensity across
locations. Our goal in randomizing treatment intensity was to enable us to identify any general
equilibrium effects of our intervention. In particular, if the intervention was effective in allowing
farmers to shift grain purchase and sales intertemporally, and if maize markets are not perfectly
integrated within the region (e.g. due to high transportation costs), then in areas with a high
density of treatment farmers, we would expect post-harvest prices to be higher and late-season
prices to be lower relative to areas with a lower density of treated farmers.

To identify these potential price effects, we need exogenous variation in the density of treatment
farmers around each market point. The practical difficulty was that we were unable to gather
location information on the relevant market points before the treatments needed to be rolled out,
and so could not use these (unknown) market points as a unit of randomization.

The only available strategy was to randomize treatment intensity at the sublocation level, where
“sublocations” in this context can be thought of as clusters of villages. To do this, we randomly
divided the 17 sublocations in our sample into 9 “high” treatment intensity sites and 8 “low”
treatment density sites, fixed the “high” treatment density at 80% (meaning 80% of groups in the
sublocation would be offered a loan), and then determined the number of groups that would be
needed in the “low” treatment sites in order to get our total number of groups to 240 (what the
power calculations suggested we needed to be able to discern meaningful impacts at the individual
level). This resulted in a treatment intensity of 40% in the “low” treatment-intensity sites, yielding
171 total treated groups in the high intensity areas and 69 treated groups in the low intensity areas.

Based on information from local OAF staff on the market points in which their farmers typically
buy and sell maize, we chose to follow maize prices at 53 of these local market points. These are
shown as red dots in the left panel of Figure and the histograms in the right panel show the
distribution across the 53 markets of the number of treated farmers within a given distance from
each of these market (1, 3, 5, or 10km). Our stratification procedure appears to have generated
substantial variation in the the number of treated farmers surrounding different markets.

As described in the hypotheses on general equilibrium effects below, we pursue two strategies for
using this random sublocation-level variation in treatment intensity in the analysis of price effects
at these 53 market points.
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N.IIT Empirical approach and outcomes of interest

We have one baseline and three follow-up survey rounds, allowing a few different alternatives for
estimating treatment effects. Pooling treatments for now, denote T} as an indicator for whether
group j was assigned to treatment, and y;; as the outcome of interest for individual ¢ in group j
in round r € (0,1,2,3), with » = 0 indicating the baseline. Following McKenzie (2012), our main
specification pools data across follow-up rounds 1-3:

Y;jr =a+ /8T7 + (ﬁY;jU + 0+ Eijr (1)

where Yo is the baseline measure of the outcome variable. The coefficient 3 estimates the Intent-to-
Treat and, with round fixed effects 7,, is identified from within-round variation between treatment
and control groups. S can be interpreted as the average effect of being offered the loan product
across follow-up rounds. Standard errors will be clustered at the group level.

In terms of additional controls, we follow advice in Bruhn and McKenzie| (2009) and include
stratification dummies as controls in our main specification. Similarly, controlling linearly for the
baseline value of the covariate generally provides maximal power (McKenzie, 2012), but because
many of our outcomes are highly time-variant (e.g. inventories) the “baseline” value of these
outcomes is somewhat nebulous. As discussed below, for our main outcomes of interest that we know
to be highly time varying (inventories and net revenues), we control for the number of bags harvested
during the 2012 LR; this harvest occurred pre-treatment, and it will be a primary determinant of
initial inventories, sales, and purchases. For other variables like total household consumption
expenditure, we control for baseline measure of the variable. Finally, to absorb additional variation
in the outcomes of interest, we also control for survey date in the regressions; each follow-up round
spanned 3+ months, meaning that there could be (for instance) substantial within-round drawdown
of inventories. Inclusion of all of these exogenous controls should help to make our estimates more
precise without changing point estimates, but as robustness we will re-estimate our main treatment
effects with all controls dropped.

The assumption in is that treatment effects are constant across rounds. In our setting,
there are reasons why this might not be the case. In particular, the first follow-up survey began in
November 2012 and ended in February 2013, meaning that it spanned the rollout of the January
2013 loan treatment (T2). This means that the loan treatment would not have had a chance to
affect outcomes for some of the individuals in the T2 group by the time the first follow-up was
conducted. Similarly, if the benefits of having more inventory on hand become much larger in
the period when prices typically peak (May-July), then treatment effects could be larger in later
rounds. To explore whether treatment effects are constant across rounds, we estimate:

3
Yijr = ZﬁrTj + ¢Yijo + nr + €ijr (2)
r=1

and test whether the (3, are the same across rounds (as estimated by interacting the treatment
indictor with the round dummies). Unless otherwise indicated, we estimate both and for
each of the hypotheses below.
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N.ITII.1 Main outcomes of interest

We have four main outcomes of interest at the individual level: maize inventories, maize prices
paid and received, net maize revenues, and total consumption expenditure. Inventories are visually
verified by our enumerator team (nearly all maize stored by smallholders is stored in their home).
We define “maize net revenues” as the value of an individual’s maize sales over the course of the
year minus the value of their maize purchases and the interest paid on the maize loan (if they
received it). Consumption expenditure is constructed from recall data on key consumption items
across our 3 follow-up rounds, and we compute from these data monthly per capita consumption
for each household. We are also interested in general equilibrium effects on maize prices in local
markets, which we measure at 53 markets near our sample of farmers.

Baseline data suggest that three of our farm-level outcomes are likely to have a long right tail:
there are a few farmers with maize acreage of about 10 times the median, meaning they likely both
store and sell more maize. Because of this, our preferred measures of these variables will trim the
top 1% of observations by round, although we will report un-trimmed results in robustness checks.
For the net revenues, we will trim the bottom 0.5% and top 0.5%, since this measure is not bounded
below by zero. Finally, our preferred specifications will estimate effects on inventories and revenues
in levels, and on consumption in logs. We focus on levels for revenues because this variable will
take on negative values whenever farmers purchase more than they sell. For robustness, we will
also estimate effects on consumption in levels.

The study has a few other auxiliary outcomes of interest: the amount of farm inputs used
during the 2013 LR, the amount of maize transfers to others, the amount of non-farm income, and
measures of subjective well-being. They are described more in the hypotheses below.

N.III.2 Threats to internal validity

The study has two main threats to internal validity: imperfect balance in characteristics of interest
between treatment and control groups at baseline, and differential attrition between treatment
and control groups groups during the follow-up survey rounds. Baseline balance for a host of
baseline characteristics is shown in Table These appear well balanced across the treatment
groups — in only 3 out of 52 cases can we reject balance at 95% confidence, exactly what would be
expected by chance — suggesting randomization “worked”. Similarly, attrition through the third
follow-up was relatively small (8%). Average rates of attrition were actually slightly higher in the
treatment groups (8.2% in T1 and 9.6% in T2), relative to the control group (6.9%), but we can
only marginally reject (p=0.103) that attrition was higher in T2 than in C, and cannot reject that
T1 attrition was higher than in C. Nevertheless, for our family of “main hypotheses” discussed
below, we will compute bounds on treatment effects following Lee| (2009) in addition to reporting
the typical un-adjusted treatment effects.

N.III.3 Approach to hypothesis testing

Our experiment has multiple treatments, multiple follow-up rounds, and collects data on many
different outcomes of interest. With the diversity of possible specifications and outcomes available,
we want to control for the increased possibility of falsely rejecting a true null hypothesis. To do
so, we divide our hypotheses into five “families”, and control the family-wise error rate (FWER
- the probability of rejecting at least one true null hypothesis) within each family using the free
step-down resampling method described in|Anderson (2008). This method delivers p-values on each

154



hypothesis that correct for the increased likelihood of incorrectly rejecting the null given multiple
hypothesis tests. We will also report “naive” p-values, which are the standard p-values uncorrected
for multiple hypothesis tests. Our families of hypotheses, described in detail below, are briefly as
follows:

1. Main hypotheses: these are the hypotheses about the overall effects of loan access on inven-
tories, revenue, and consumption.

2. Hypotheses about heterogeneity: these are hypotheses about how core treatment effects might
vary across sub-populations in the sample.

3. Hypotheses about sub-treatments: these are hypotheses about treatment effects for the sub-
treatments in our experiment (the multiple loan treatments, the lockbox, the tags).

4. Hypotheses about general equilibrium effects: these are hypotheses that focus on the market-
level price effects of our interventions.

5. Ezploratory hypotheses: these are additional hypotheses for which our priors are more diffuse,
or that examine outcomes that were not the main focus of the study.

N.IV  Hypotheses to test
N.IV.1 Main hypotheses

For these main hypotheses, we are interested in the overall effect of the package of interventions
(loan + tags for all treated farmers, plus lockbox for a subset of both treatment and control),
and so pool the two loan treatments and utilize the full sample when evaluating each. Later on
we test whether these main treatment effects are driven primarily by the loan itself or by the
individually-randomized sub-treatments, and test whether the timing of the loan matters.

H1: Access to the loan package after harvest allows farmers to store maize for longer
The outcome of interest is the amount of maize that farmers have in their store at follow-up visits.
Utilizing the full sample and pooling the two loan treatments, we will estimate equations and
with maize inventories (measured in 90kg bags) as the outcome. As noted above, we control
for the baseline (2012 long rains) harvest, which will be a primary pre-treatment determinant of
initial inventories.

H2: Access to the loan package allowed farmers to receive higher prices for the maize
they sell, and lower prices for the maize they purchase.

We believe the loan package should allow farmers to more optimally time when they sell and
purchase maize. Using data on each farmer’s sales and production in each follow-up round, we will
average the sales and purchase prices that farmers reported paying or receiving within each round
and estimate for both sales prices and purchase prices. We focus on the pooled estimate rather
than the round-by-round, because the reduction (gain) in purchase (sales) prices is likely to come
through moving purchases or sales around in time, rather than receiving a different price in a given
period conditional on buying or selling. We control for purchase and sales prices farmers report
receiving in the months following the 2011 Long Rains harvest.

H3: Access to the loan package allowed farmers to increase their maize net revenues.
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Net revenues are defined as the value of maize sold, net the value of maize purchased and any
interest payments on the loan. We again pool the loan treatments, estimating both and .
We control for the baseline (2012) long rains harvest.

H4: Access to the loan package increased total consumption expenditure over the
course of the year.

Follow-up surveys elicit total consumption expenditure for the household over the previous month,
which we use to calculate per capita total monthly expenditure for the household. We again pool
the loan treatments and estimate both and , focusing on the log of per capita consumption,
and controlling for baseline per capita consumption.

N.IV.2 Hypotheses about heterogeneity in main treatment effects

We explore treatment effect heterogeneity by interacting the treatments with various baseline co-
variates of interest. Denoting a given baseline covariate as Z;g, for the pooled model we estimate:

Yijr = a+ B1T3j + B2 Zio + B3(Tij * Zio) + ¢Yijo + nr + €ijr (3)

In each case normalize Z;5 to be mean-zero, such that 51 can be interpreted as the effect of the
treatment holding the covariate at its sample mean. In these regressions, (3 is the main coefficient
of interest. For each of the below hypotheses, we analyze heterogeneity in treatment effects for
inventories, revenues, and consumption, unless otherwise indicated. We again focus on the full
sample, later analyzing results for sub-treatments.

H5: Loan treatment effects are larger for those who at baseline were more patient.

If a farmer prefers consumption in the present to consumption in the future, an intervention that
allows him to move consumption to the future might have limited effects. Following procedures
described in|Andreoni and Sprenger| (2012)), we elicited measures of time preferences for each farmer
at baseline (d;0) using hypothetical questions about when a farmer would choose to sell a given bag
of grain under various changes in future maize prices relative to today’s prices. We hypothesize
that the effect of the loan treatment is larger for those who at baseline were more patient (higher
9). To test this, we pool treatments and estimate , with the prediction that 85 > 0.

H6: Loan treatment effects are larger for those who have more school aged kids.

In our simple intertemporal model of the storage decision, the resources that are available to the
farmer in the early period, and the size of the cash outlay that must be made in that period,
determine the extent to which the farmer is forced to liquidate her maize early in the season. We
hypothesize that the loan will be more effective for farmers with more school-aged kids in their
household —i.e. those who presumably are faced with a bigger cash outlay following harvest. So we
define Z;y as the number of kids in the household who are 17 and younger (including kids who do
not reside in the household but for whom the household pays school fees), and we pool treatments
and estimate , with the prediction that 83 > 0.

H7: Loan treatment effects are smaller for those with larger liquid non-farm wealth.

As in the previous hypothesis, the resources that are available to the farmer around the harvest
period helps determine the extent to which the farmer is forced to liquidate her maize early in the
season. With no other sources of income or access to capital, the farmers is forced to liquidate maize
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to meet the cash constraint. We hypothesize that loan treatment effects will be smaller for farmers
with higher liquid wealth, which we define as the baseline value of their non-farm assets + reported
cash savings. For some of these assets (in particular, the non-livestock assets) we unfortunately did
not collect baseline estimates of their value, so we will impute values using data from the Kenya
Life Panel Survey@ We pool treatments and estimate , with the prediction that 3 < 0: the
treatment is less effective for those with higher baseline wealth.

HS8: Loan treatment effects are larger for those who had previously liquidated more
of their maize immediately post-harvest

A direct measure of farmers’ ability to store is baseline data on the percentage of their har-
vest that they sold immediately post harvest in the previous season. Our hypothesis is that our
treatment should be more effective for those farmers who in the previous year immediately sold a
higher percentage of their maize harvest. So we define Z;y as the percentage of their 2011 long rains
harvest that they sold January 2012, and pool treatments and estimate , with the prediction
that B3 > 0 — i.e. the treatment is more effective for those who had liquidated early the previous
year.

H9: Loan treatment effects are larger for those who at baseline expected larger price
increases over the next nine months.

If a farmer does not expect prices to rise, then this removes the arbitrage motivation for storing
maize. At baseline we elicited price expectations over the coming months. Defining Z;y as an
individual’s expected percent change in price over the nine-month period following the August
baseline (Sept - June), we pool treatments and estimate (3), with the prediction that 83 > 0.

N.V Hypotheses about sub-treatments

H10: On average, the October loan increases inventories, revenues, and consumption
more than the January loan.

Our loan intervention was motivated by the hypothesis that farmers’ optimal use of storage is
constrained by some seasonal cash need. However, it’s likely that the timing of when a particular
farmer needs this cash will vary. Some individuals might need the cash immediately post-harvest
(e.g. in October), and other perhaps some months later (e.g. January of February). If cash received
in one month is perfectly transferrable to the next — i.e. if individuals face no pressure to divert
this cash to “temptation” consumption, and/or no pressure to give it away to family or friends —
then the October loan should on average be more useful than the January loan: it will arrive in
time to be used for the October investments, but can also be saved and used for investments later
in the season. The January loan will come too late for individuals whose cash needs are earlier,
and they will have to liquidate their maize.

So we hypothesize that the October loan increases inventories, revenues, and consumption more
than the January loan. To test this, we modify and to include separate dummies for each
treatment, i.e.

Yijr = a+ 111 + B2T2; + ¢Yijo + 1 + €ijr (4)

Our hypothesis is that 81 > B2 for inventories, revenues, and consumption.

83See the following website for more information on KLPS:
http://cega.berkeley.edu/research/kenya-life-panel-survey-long-run-outcomes-of-childhood-interventions-in-kenya/
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H11: For those individuals with later-season consumption needs and for whom cash
on hand is likely to be leaky, treatment effects are larger for the the January loan than
the October loan.

There are specific instances when the January loan might prove more effective than the October
loan. In particular, for individuals for whom it is both problematic to have cash lying around and
for whom the major cash need is after January, the January loan could be more useful. That is,
for a given loan amount, more of the January loan will directed toward the productive investment
for these individuals.

At baseline, we asked individuals to anticipate their monthly expenditures over the next six
months (Sept 2012 through Feb 2013). Let L; represent the percent of 6-month expenditures
that individual ¢ expected to spend after January. Baseline data also give us two measures of
“leakiness”: the extent of an individual’s present bias, and the extent to which they were “taxed”
by their network at baseline. We calculate the former through standard hypothetical questions
about inter-temporal choice, and we construct the latter by calculating whether, over the three
months prior to the baseline survey, they gave away to friends and family more maize than they
received. Denote either of these measures as «y;, with larger values indicating either higher present
bias or higher net transfers.

The hypothesis requires testing a triple interaction between the treatment indicator, the L;
measure, and the ~; measure. Restricting our sample to the individuals in the two loan treatment
groups, and ignoring rounds in the notation, we estimate:

Yij = a+ 51125+ BaLij+ Bavij + Ba(T25% Lij) + Bs (T2 % 7ij) + Be (T2 * Lij *vij) + ¢ Xijo +€ijr (5)

Our hypotheses is then that 8 > 0. The outcomes of interest are again inventories, revenues, and
consumption.

H12: The effect of the loan treatment was not due to the tags alone.

All farmers who took up the loan also received tags that designated certain bags as collateral.
As suggested by extensive focus group discussions with farmers, these tags could have their own
impacts on storage and consumption, allowing farmers a way to shield stored maize from claims
by friends and family. The overall treatment effects estimated in the “main hypotheses” are thus
a combination of the effect of the loan, the effect of the tags, and their interaction:

B = effect of loan + effect of tag + effect of (loan*tag)
We do not have the full 2 x 2 design to isolate all three effects. Nevertheless, we can estimate:
Yijr = a+ ACtij + BT + Yijo + nr + €ijr (6)

where Ct;; is an individual who was in the loan control group but received tags, and T} again
denotes those in the (pooled) loan treatment groups. Here A delivers the effect of the tag, and so
in the case where there is no interaction effect between the loan and the tags, 8 — A measures the
effect of the loan without tags. Our hypothesis is thus that g > A. Nevertheless, we will not be able
to rule out that this difference is due to an interaction effect between the loan and tags. However,
the simple tag “treatment” is likely to be something included in any such loan offer in the future
(if not a tag, then some comparable indication of a formal loan that the farmer could use for the
same purpose), and so the interaction with the tag will likely be part of any scaled up effect.
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H13: Tags alone increase inventories, revenues, and consumption.
Focusing on the individuals in the main control group who were not offered the loan or lockbox,
we first run:

}/ir:a+)\cti+5ir+¢yt£0+n7“+5ir (7)

hypothesize that A > 0 for our three main outcomes.

H14: The effect of tags is larger for people who were more “taxed” by their network
at baseline.

The using the network taxation measure described above, we estimate the interacted model using
the same individuals:

Yir = a+ MOt + Aovi + A3(Cti + i) + ¢Yio + nr + €ir (8)
and our hypothesis is that A3 > 0 for inventories, revenues, and consumption.

H15: Loan treatment effects are larger for those who received the savings lockbox.
We hypothesize that our simple savings technology could help cash “stick around” and get spent
on the intended (presumably high return) maize storage investment, and/or it could help channel
the earnings from this investment into other productive uses (including loan repayment). We will
estimate:

Yijr = a+ fiTnij + B2Thbij + ¢Xijo + 1mr + €jr 9)

where T'n is an indicator for being in a loan treatment group and not getting the lockbox, and
Tb is an indicator for getting both the loan offer and the lockbox. Our basic prediction is that
Bo > [, i.e. the savings technology increases the effectiveness of the loan. As before, we look
at inventories, revenues, and consumption, and the difference in coefficients will capture both the
effect of an improved ability to invest in storage due to the lockbox as well as the gains from doing
S0.

N.V.1 Hypotheses about general equilibrium effects

H16: Markets with more treatment farmers nearby had smaller inter-seasonal price
spreads.
Our hypothesis is that our intervention raised post-harvest prices at markets surrounded by more
treatment farmers, and lowered prices during the peak season at these same markets, thus reducing
the overall spread in prices between the two seasons. As explained above, we randomized the
treatment intensity across the 17 sublocations in our sample, and we tracked monthly prices at 53
market points spread out across these sublocations. The difficulty is that the markets do not map
cleanly into the sublocations, and it is almost certainly the case that some market points are used
by farmers in multiple sublocations.

We pursue two strategies to estimate the effect of our package of interventions on market prices.
In the first strategy, we use our farmer and market location information to calculate, for each market
point, the modal sublocation of the farmers within a given radius — i.e. the sublocation to which
the majority of farmers within a given radius of a particular market belong — thus matching each
market point to its sublocation treatment. As a second strategy, we follow the approach in [Miguel
and Kremer| (2004) and simply count up the number of treatment farmers within a given radius
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of each market point (the distributions of these counts for 1, 3, 5, and 10km are shown in Figure
. Because treatment was assigned randomly across groups, the number of treatment farmers
in each location should also be random.

Our price surveys began in November 2012, and for each market point we define the price
spread as the percentage change in price between November 2012 and June 2013. We regress this
price change on either the matched sublocation binary treatment intensity indicator, or on the
count of treated farmers within a 3km radius. We choose 3km as our base specification (somewhat
arbitrarily), and will explore robustness to counts of farmers within 1km and 5km radii. Because
prices are likely correlated across our market points, standard errors should account for this spatial
correlation, and we report spatial standard errors following Conley| (1999)) as well as the unadjusted
standard errors.

While of substantial empirical interest, we anticipate that these regressions will be substantially
underpowered, both because (in the first case) treatment is measured with error, but more impor-
tantly because our treated farmers likely make up a small proportion of the total number of farmers
participating in these markets — and thus our intervention will likely only have a small effect on
local demand and supply. We will report results nevertheless.

N.V.2 Exploratory hypotheses

The following are hypotheses about outcomes that were not the main focus of the study, or are
questions that we believe to be interesting but for which we have fairly diffuse priors on the direction
of effect.

H17: Access to the loan package increased investment in farm inputs for the 2013
Long Rains

Basic models of profit maximization indicate that farmers’ choices about the amount of a given
input to use depend directly on the value of its marginal product. We hypothesize that the loan
should raise this marginal product by raising effective output prices (H2) and thus, to the extent
that farmers expected the loan program to continue — and there was no indication in the marketing
that it wouldn’t continue — it should thus raise the amount of inputs that treated farmers use in
anticipation of marketing future harvests. It is also possible that farmers are liquidity constrained
in input purchases. While this is less likely for our study sample — they are all OAF clients, and
so receive some amount of inputs on credit already — many are capped at the amount of land they
can enroll in the OAF program, and end up purchasing inputs for any remaining area they sow
to maize or other crops. So access to the loan could also directly affect their ability to purchase
inputs on this land.

At the third follow-up, we collected detailed data on the quantity and value of inputs used on
each farmer’s maize and two other main crops during the 2013 Long Rains. Our main outcome
of interest will the be the value of all purchased fertilizer, hybrid seed, and other chemical inputs
across the farmers’ maize acreage (not counting any inputs that farmers received from OAF), and
we will estimate treatment effects using equation and data from the third follow-up.

H18: Access to the savings lockbox alone increased investment in farm inputs, and
increased consumption expenditure.

Existing work suggests that access to a simple savings technology can increase business investment
and boost consumption outcomes. Using the control farmers who did not get the loan, we compare
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outcomes for the farmers who received the lockbox to those who received nothing, i.e.:
Yir = a+ ACt + ¢Yio + 1 + €41 (10)

Our outcomes of interest are the investment in farm inputs for the 2013 long rains (in Feb/March
2013, as measured in the 3rd follow-up), and total consumption expenditure. Our hypothesis in
both cases is A > 0.

H19: Access to the savings lockbox lead to faster loan repayment.

Using administrative data from OAF, we compare whether individuals who received the lockbox
had more quickly repaid their OAF loan relative to individuals who did not receive the lockbox.
Our outcome measure is the % of an individual’s total loan that had been repaid by June 1.

H20: The loan treatment reduced maize transfers to others.

If farmers are choosing to make minimal use of storage because any stored maize is subject to
external claims by friends and family, our treatments (if effective) could reduce transfers made to
these outside members. We hypothesize that this is the case: that those in the loan treatment
groups reduced their transfers of maize to family and friends not in their household. We collected
data on maize transfers to outside members at each survey, and so will estimate with maize
transfers as the outcome. Our hypothesis is that 8 < 0.

We also want to know whether having the loan alone allowed them to reduce transfers (e.g. by
credibly claiming that they needed either the cash or maize for loan repayment), or whether the
tags were the key element (visual proof of the loan obligation). To analyze this, we estimate @
again with maize transfers as the outcome. We do not have a strong prior on the relative magnitude
of X versus S.

H21: The loan treatment increased off farm income.

We conceived of the loan treatment as a way for farmers to meet a cash constraint (e.g. pay school
fees). However, there was no restriction on how the money was spent, and it’s possible that farmers
invested the money in non-farm businesses. Alternatively, farmers could have used the loan to pay
school fees, sold their maize at a higher price as intended, and then invested this income in non-
farm businesses (as many indicated they would like to do at baseline). We collect data on non-farm
income in both baseline and the third follow-up, and so will pool the treatments and estimate (1)
using data from the third round, with off-farm income as the outcome. Our hypothesis is that
8> 0.

H22: The loan treatment increased subjective well-being and optimism about the
future.

In each follow-up survey, we asked two standard questions about subjective well-being: “Taking
everything together, would you say you are somewhat happy, very happy or not happy?”, and “I
believe that if I try hard, I can improve my situation in life” (with 1=agree strongly to 4=disagree
strongly). In the 3rd follow-up, we also included the following questions: “Finally, please imagine a
10-step ladder, where on the bottom, on the first step, are the poorest 10% of people in your village,
and at the top step are the richest 10% of people in your village. On which step out of 10 is your
household today?”, and “Where on that same ladder do you think your household will be a year
from now?”. We will standardize each of these measures to be mean 0, standard deviation 1, and

161



our main measure of subjective well-being will be an average across these standardized measures.
We will estimate with this average as the outcome, and will also examine each component of
the average as robustness. Although the additional debt taken on by treatment households could
lower well-being, our hypothesis is that the loan treatment had a positive effect on farmers’ views
of their current and future well-being.

H23: Loan treatment effects are larger for men than for women.

Past studies on cash grants have shown strong heterogeneity by gender, with returns much
higher for men than for women in some settings (e.g. |De Mel et al.| (2009)). We test whether this
is the case in our setting, defining Z;y as a dummy for “male” and estimating with inventories,
revenues, and consumption as outcomes.

H24: The loan treatment altered time preferences.

The stability of time preferences is an unresolved topic of substantial theoretical and empirical
interest (Meier and Sprenger, 2015), and given our repeated collection of time preference data
over the follow-up rounds, it is something that can be examined in our data. It’s possible that
respondents in our sample could display seasonality in their time preferences — e.g. appearing more
impatient in the lean season — and thus possible that our intervention could affect these preferences
if it raises consumption during this period. Similarly, it’s possible that a successful experience with
longer-term storage could change individuals’ preferences about present versus future consumption.
We collected time preference data at each survey round, and will estimate both and , with
our estimate of ¢ as the outcome (described above). Our hypothesis is that 5 > 0.
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Figure N.3: Location of households and markets. Large red circles show the 53 markets where
we measure maize prices, blue circles show loan treatment households, and orange circles show
households in the control group. Histograms at right show the distribution across markets of the
number of treatment farmers within the indicated number of kilometers of each market.
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Table N.1: Summary statistics and balance among baseline covariates. The first three
columns give the means in each treatment arm. The 4th column gives the total number of obser-
vations across the three groups. The last four columns give differences in means normalized by the
Control sd, with the corresponding p-value on the test of equality.

Baseline characteristic Treat Control Obs T-C

std diff  p-val
Male 0.30 0.33 1,589  -0.08 0.11
Number of adults 3.00 3.20 1,510  -0.09 0.06
Children in school 3.00 3.07 1,589  -0.04 0.46
Finished primary school 0.72 0.77 1,490 -0.13 0.02
Finished secondary school 0.25 0.27 1,490 -0.04 0.46
Total cropland (acres) 2.44 2.40 1,512 0.01 0.79
Number of rooms in household 3.07 3.25 1,511  -0.05 0.17
Total school fees 27,240 29,814 1,589  -0.06 0.18
Average monthly consumption (Ksh) 14,971 15,371 1,437  -0.03 0.55
Average monthly consumption/capita (log)  7.97 7.96 1,434  0.02 0.72
Total cash savings (Ksh) 5,157 8,021 1,572 -0.09  0.01
Total cash savings (trim) 4,732 5390 1,572  -0.05 0.33
Has bank savings acct 0.42 0.43 1,589  -0.01 0.82
Taken bank loan 0.08 0.08 1,589  -0.02 0.73
Taken informal loan 0.24 0.25 1,589  -0.01 0.84
Liquid wealth (Ksh) 93,879 97,281 1,491  -0.03 0.55
Off-farm wages (Ksh) 3,917 3,797 1,589  0.01 0.85
Business profit (Ksh) 2,303 1,802 1,589 0.08 0.32
Avg %A price Sep-Jun 133.49 133.18 1,504 0.00 0.94
Expect 2011 LR harvest (bags) 9.36 9.03 1,511 0.02 0.67
Net revenue 2011 (Ksh) -3,304 4,089 1,428  0.03 0.75
Net seller 2011 0.32 0.30 1,428  0.05 0.39
Autarkic 2011 0.07 0.06 1,589  0.03 0.51
% maize lost 2011 0.02 0.01 1,428 0.03 0.57
2012 LR harvest (bags) 11.18  11.03 1,484  0.02 0.74
Calculated interest correctly 0.71 0.73 1,580  -0.03 0.50
Digit span recall 4.57 4.58 1,604  -0.01 0.89
Maize giver 0.26 0.26 1,589  -0.00 0.99
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