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ABSTRACT

Using an isolated Milky Way-mass galaxy simulation, we canepresults from 9 state-of-the-art gravito-
hydrodynamics codes widely used in the numerical commumifg utilize the infrastructure we have built
for the AGORAHigh-resolution Galaxy Simulations Comparison ProjechisTincludes the common disk
initial conditions, common physics models (e.g., radatiwoling and UV background by the standardized
package ®ACKLE) and common analysis toolkitt, all of which are publicly available. Subgrid physics
models such as Jeans pressure floor, star formation, swyeefeedback energy, and metal production are
carefully constrained across code platforms. With nuna¢accuracy that resolves the disk scale height, we
find that the codes overall agree well with one another in ntimensions including: gas and stellar surface
densities, rotation curves, velocity dispersions, dgraitd temperature distribution functions, disk vertical
heights, stellar clumps, star formation rates, and Kerizsohmidt relations. Quantities such as velocity
dispersions are very robust (agreement within a few tenseofgnt at all radii) while measures like newly-
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formed stellar clump mass functions show more significamiatian (difference by up to a factor of3).
Systematic differences exist, for example, between mesed and particle-based codes in the low density
region, and between more diffusive and less diffusive se@samthe high density tail of the density distribution.
Yet intrinsic code differences are generally small comgaoethe variations in numerical implementations of
the common subgrid physics such as supernova feedbackx@eniment reassures that, if adequately designed
in accordance with our proposed common parameters, resfudtsnodern high-resolution galaxy formation
simulation are more sensitive to input physics than torista differences in numerical schemes.

Keywords:cosmology: theory — galaxies: formation — galaxies: evohut galaxies: kinematics and dynamics

— ISM: structure — methods: numerical — hydrodynamics

1. INTRODUCTION

Decades of strenuous effort by computational astrophysi-
cists have propelled numerical experiments to become one o

the most widely used tools in theorizing how galaxies form

in the Universe. Numerical experiments are often the only
means to put our theory to a test, the result of which we can

compare with observational data to validate the model’s fea
sibility. Since the success of galaxy formation theory isdar
icated on robust numerical experiments, it is only reastenab
that we apply the same scientific standard of reprodugibilit
to galaxy formation simulations. In other words, it shouél b

considered as a fundamental principle that researchers mu
not establish findings from a single numerical experiment as

scientific knowledge. Only after the result is reproduced in
dependently by other researchers and proven not to be an is

lated incidence can we build any conclusive theory about how

galaxies actually form in the Universe.
However, the task of replicating galaxy simulations or,

equivalently, comparing simulations between codes, h&s no

received high prioritll Instead, the task is considered com-

plex and time-consuming because one needs to ensure th

identical physics is used in an identical initial conditieith
identical runtime settings. This is sometimes perceivei@as
dious and unrewarding for early-career researchers. In fac
the lack of reproducibility checks is not unique to the fiefd o
numerical galaxy formation (e.qg.
tion[2015

' Nature Surve
an unwillingness of only computational astrophysicistses

'v 2016). And its cause is not simply

(Everett & Earp 2015). Rather, addressing the system (or th
lack thereof) which checks the reproducibility of simubeis
would require a collective action by the entire community. |

cannot be simply about asking individual researchers to re-
lease their data dumps, but it should be about building a sys

tem that incentivizes simulations published in a reprooleci
manner. It should also be about assembling an infrastreictur
that reduces the cost of reproducibility checks, on whiaf si
ulations are verified routinely and effortlessly (Nosek Bt a
1Begley & loannidis 2015).
The AGORAHigh-resolution Galaxy Simulations Compar-
ison Project Assembling Galaxies Of Resolved Anatpimy

O_

, Open Science Collabora-

(S

Through a multi-platform approach from the beginning, we
strive to improve all our codes by “increasing the level of
fealism and predictive power of galaxy simulations and the
understanding of the feedback processes that regulateygala
metabolism”l4), and by doing so to find solu-
tions to long-standing problems in galaxy formation. Beszau
the interplay between numerical resolution and subgrid-mod
elings of stellar physics is crucial in galaxy-scale sintiolas,
we require that simulations be designed with state-ofattie-
resolution,< 100 pc, which is currently allowed within real-
istic computational cost bounds.
s In the Project's flagship papér, Kim efldl. (2014), we ex-
plained the philosophy behind the Project and detailed the
publicly available Project infrastructure we have put thge
We also described the proof-of-concept test, in which we
field-tested our infrastructure with a dark matter-onlyronos
logical zoom-in simulation, finding a robust convergence be
tween participating codes. More than 140 researchers from
over 60 academic institutions worldwide have since agreed t
take part in the Collaboration, many of whom having been
Actively engaged in working groups and sub-projBciEhe
cohort of numerical codes participating in the Project cur-
rently include, but are not limited to in future studies: the
Lagrangian smoothed particle hydrodynamics codes (SPH;
Gingold & Monaghahn 1977; Lucy 1977; Monaghan 1992)
CHANGA, GADGET, GASOLINE, and (GEAR, and the Eule-
rian adaptive mesh refinement codes (AMR; Berger & Oliger
; a 1989) AT-I, ART-Il, ENZO, and
sh-free finite-volume Godunov code
Gizmo (see Sectiofl5 for information on each code).

In this second report of our continuing endeavor, we use
an isolated Milky Way-mass galaxy simulation to compare
9 widely used state-of-the-art gravito-hydrodynamicsesod
As in all comparison studies IAGORA the participating
codes share the common initial condition (i.e., generated b
MAKEDISK; see Sectiof]2), common physics models (e.g., ra-
diative cooling and UV background provided by the standard-
ized package GACKLE; see Sectio@mﬁlmm;

Bryan et al[ 2014; Kim et al. 201 &)and common analysis
platform (i.e,yt toolkit; Turk et al 2011 We adopt spatial

RAMS,ES, and the me

the collective response by the numerical galaxy formation resolution of 80 pc that resolves the scale height of the. disk
community to such a challenge. Since its first meeting in 2012 This helps the codes to be less dependent on phenomeno-
at the University of California at Santa Cruz, (& ORACol- logical prescriptions of sub-resolution processes whih a
laboration has aimed to compare galaxy-scale numerical ex-nevitably introduced in low-resolution>( kpc) simulations.
periments on a variety of code platforms with state-ofdine- ~ As modern galaxy formation simulations with state-of-#re-
resolution. Our shared goal is to ensure that physical ggssum resolution and physics prescriptions become more and more
tions are responsible for any success in galaxy formatima si  computationally expensive, it is timely that we comparéhhig
ulations, rather than artifacts of particular implemeiotz.

2 See the Project websitelattp: //www . AGORAsimulations . org/|for
more information on the Project including its membershipd ats task-

1 Code comparisons in the astrophysical community have qusiyi been ¢ ) | "
oriented and science-oriented working groups.

undertaken, albeit with simplified physics in a differenalsc(e.g., Frenk

et al.[ 1999 O’Shea et @al. 2005), or focusing only on hydradyits solvers 3 The website is http:/grackle.readthedocs.org/.
(e.g.[Agertz et al. 2007: Tasker et[al. 2008). 4 The website is http://yt-project.org/.
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Table 1l
Initial Condition Characteristics
Dark matter halo Stellar disk Gas disk Stellar bulge
Density profile Navarro et al. (1997) Exponential Exponential Hernguist (1990)
| Mago=1.074x 10%M,,, =150kms?, | Mg, =3.438x10°Mg, | Mggas=8593x 10°Ms, | My, =4.297x 10° M,
Structural propertieg 200 X ®» Vc,200 m dx X ©® d,gas X ® b, X o]
Rop0 = 2055 kpc,c=10,A = 0.04 rq=3.432kpc,zg = 0.1ry fgas= 0.2 Mp. /Mg =0.1
Number of particles 10° 10° 10° 1.25x 10*
Particle mass mpm = 1.254x 10’ Mg, M, ic = 3.437x 10°Mg, | Mgasic = 8.593x 10°M, | m, ic = 3.437x 1P M,

resolution isolated disk simulations to check how sucealysf

profile (Mp /Mg = 0.1;[Hernquist 1990). The disk or bulge

these galaxies are reproduced by their pBdReaders should ~ stars in the IC do not contribute to the feedback budget.
note that our intention isotto identify a “correct” or “incor- Among the three resolution choices pfOVidGM?ﬂt al
rect” code, but to focus instead on juxtaposing the codes for(2014) here we employ a “low-resolution” IC which has’10
physical insights and learn how much scatter one should ex-particles each for the halo, the stellar disk, and the gds dis
pect among modern numerical tools in the field (see Sectionand 125 x 10* particles for the bulge. The initial gas temper-
[@for more discussion). o i ature in the disk is set to K, not to the specific internal
The remainder of this article is organized as follows. In energy computed by WkEDISK. The initial metal fraction

Sectiori2 we explain the isolated disk initial conditiondis® i, the ‘gas disk is 0.0204L When the gas disk is initialized
the study. The common input physics and runtime parameters,, mesh-based codes |, ART-1I, ENzO, and RAMSES),

required in the participating codes are discussed in Sectio jnctead of using the particles provided byAKEDISK, we re-

and3, respectively. Then Sectioh 5 describes 9 hydrody-qyire that the participants use an analytic density profile o
namics codes that participated in this comparison. Se@ion
pd,gas(r, Z) = poe*r/rd ,ef\z\/zd (1)

presents the results of our comparison focusing on sirtidari

and discrepancies discovered in various multi-dimengiona

analyses. Finally in Secti¢n 7 we summarize our findings andwith pg = Mg, gag/ (471324), Wherer is the cylindrical radius

conclude the paper with remarks on future work. We will andzis the vertical height from the disk plane. To set up a disk

also stress the importance of collaborative and reprodkicib in a centrifugal equilibrium we also ask that the particiigan

research in the numerical galaxy formation community the utilize the rotational velocity profile binned from an adtgas

AGORAProject strives to promote. particle distribution withinz < zg[ In mesh-based codes,
2. INITIAL CONDITION we additionally include a uniformly low density gas halolwit

— 10-6 =3 it i i

In this section we describe the Milky Way-mass isolated Ny =10 cm and zero _|n|t|al veIOC|ty,_ since they cannot
initial condition (IC) we adopt in this study. While this IC have cells with zero density. The halo is initially set t°10
is part of a set of disk ICs generated GORAsimulations Kand zero metallicity. Note that this gaseous halo does not
that were first introduced in Section 2.2 of the Project flag- eXIItStiSmV\?(?rI:{tI‘IIC![?)-%%?gdoil%d[e)(s)i%stzgglﬁdtel’lse(zﬁ)rhon disk [C
ship paperi(Kim et al. 2014), we briefly explain its important s .
strupc?urzl properties for conipletenﬁssy P P adopted here. As readers may find in Sedfioh 6.6, in our ex-

The disk galaxy IC with properties characteristic of Milky periment fh"?‘t |ncIuc,i“es radlatlv_e cooling, sta[);‘ormatmc_d a
Way-mass galaxies at redshift- 1 is generated with a pri- ~feedback (Sim-SFF”; see Sectiofil3), only- 10°M., addi-
vately shared version of NkeDISK (Springel et al. 200418 tional stars form in 500 Myr in all codes on average. When

The IC has the following components (see also Table 1 andcompared with the stellar and gas components present in the
Figure[1): (1) a dark matter halo WitMago — 1.074 x IC, this means only a- 3% increase in stellar mass, and a

oo . > e .
1012M.,., Rago — 2055 kpc and circular velocity offs 200 = 12% decrease in gas mass. As the discussion in Sédtion 6

! s _should make clear, given this relatively small change ifieste
150 km s that follows the Navarro-Frenk-White (NFW; mass, it is expected that the stellar feedback in our exgerim
INavarro et all 1997) profile with concentration parameter il pe very inefficient.

¢ =10 and spin parametdr = 0.04, (2) an exponential disk
with Mg = 4.297x 10'°M,,, scale lengtig = 3.432 kpc and
scale heightzg = 0.1r4 that is composed of 80% stars and
20% gas in mass (i.efgas= Mg gas/Md = 0.2), (3) a stellar
bulge withMy, , = 4.297x 10° M, that follows the Hernquist

9 This fractional value 0.02041 corresponds t@1 for GRACKLE v2.0,
butto 1.5761Z., for GRACKLE v2.1 or above. Itis because the solar metallic-
ity unit Z., was updated from 0.02041 to 0.01295 iR&KLE v2.1. Since
cooling rates pre-tabulated byLGuDY are at 1Z.,, not at specifiometal
fraction value, the cooling rates in RACKLE's equilibrium cooling mode
will differ depending on which ®@ACKLE version is adopted (see Section]3.1
for more on QRACKLE). For example, in the current study, the codes us-
ing GRACKLE v2.1 (CHANGA, GASOLINE, GADGET-3, and GzMO0) show
slightly enhanced cooling rates than the ones usimp&XLE v2.0 or be-
low (ART-1, ART-1I, ENZO, RAMSES, and G=AR). Generally speaking, ini-
tial gas metallicity should be set up so that it is consisteitlh the chosen
GRACKLE version interfacing with the code. We refer interested eeado
the GRACKLE v2.1 release note at https://goo.gl/BNRfwJ.

10 This actual initial velocity profile, provided invcirc_SPH.dat in
our public Dropbox link, is different from the filecirc.dat produced by
MAKEDISK itself. The difference is- 5% in the central few kpc.

5 Comparisons of cosmological zoom-in simulations are aishé making
to test the robustness of the code suite over 13.8 Gyr of gwnluSee the
Project’s flagship papef, (Kim etlal. 2014), for more infotioia.

6 The public Dropbox link is http://goo.gl/8JzblJ.

7 MAKEDISK is an earlier realization of a code similar tesGQc¢ (Yurin &
Springel 2014). @Lic is publicly available, and its website is http://www.h-
its.org/tap-software-en/galic-code/.

8 While the Milky Way’s fgasis ~ 10%, typical galaxies with the Milky
Way stellar mass a ~ 0 have fgas ~ 20% [-2010). In this
regard, one can say that we model a more typical galaxy~a0 than the
Milky Way.
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Figurel. The 0 Myr snapshots of the isolated Milky Way-mass galaxyusations by 9 participating codes. Disk gas surface dessiti a 30 kpc box, edge-on
(top) and face-or(bottom) produced with the common analysis toolgit. For visualizations of the particle-based codes here@figured IEBTH-14. 3084,
[35) — but not in any other analyses except these figugesuses an in-memory octree on which gas particles are defasitag smoothing kernels. Comparing
0 Myr snapshots — dumped immediately after each code reaitie ifC — is to check the exact identity of ICs interpreted byheeode. See Sectidn 6.1 for

more information on this figure, and Sectfoh 5 for descripiof participating codes in this comparison. The full colersion of this figure is available in the
electronic edition. The high-resolution versions of thigifie and article are available at the Project website,/hMtpw.AGORAsimulations.org/.

3. COMMON PHYSICS: SIM-NOSF AND SIM-SFF codes) or the finest cell (mesh-based codes) against urphysi
We now describe the common physics employed in our ex- cal collapse and to avoid artificial fragmentatlor_1 due toednr
periment including equilibrium gas cooling, metagalatti¢ solved pressure gradient (Truelove fal. 1997; Robertson &
background, star formation, and energy and metal yields byKravtso 12008). In practice, it is achieved by enforcingttha

supernovae. Note that the common physics adopted here is %he local Jeans lengihyeansbe sufficiently resolved with the
variation of the common physics model recommended in all fiNest resolution elements at all times. That s,

AGORAsimulations by default; see Section 3 of the Project A — Njeand\X )
flagship papet (Kim et 1. 20114). For the present study al par Jeans™ TJean
ticipating code groups are asked to run two simulations-star \vhereAx = 80 pc is the adopted spatial resolution (finest cell

ing from the identical IC: (1)Sim-noSF" with radiative gas  sjze or softening length; see Section4.1) &jghns= 4 is the

cooling but without star formation or feedback, and‘@m- Jeans number adopted from Truelove ét al. (1997). This gives
SFF” with radiative cooling, star formation and feedback. In  the required pressure floor value as

Section 3.1, we first list the gas physics that are common in
bothSim-noSRaNdSim-SFEThen in Sectiof 312, the subgrid P 1 N2 2 A2 3
prescriptions of stellar physics f&m-SFFare explained. Jeans— y_n JeanSPgadX (3)

3.1. Gas Physics: Radiative Cooling, UV Background, and WhereG is the gravitational constany; = 5/3 is the adia-
Pressure Floor batic index, andogas is the gas density. Note th&djeansis

. . o . not necessarily equal to the parameter controlling the-pres
The rate at which the gas in our galaxy radiatively cools is - ;
determined byAGORAs gtandard c%emisxcry and co)éling i. sure supportin each code. For actual parameter choices for
brary GRACKLE (Smith et all 2016: Brvan et 4l 2014: Kim selected codes, see Appendik A. For implementations using
- = = . olytropes in &RT-11 and RAMSES, see Sectiors 5.2 ahd k.4,
et aI.E For this study, theequilibrium cooling version Pes}r/)ec'fi)vely HEP
of GRACKLE is interfaced with each participating code, either ’
via GRACKLE’s original interface or via N. Gnedin’s auxiliary . .
API[H In the chosen equilibrium cooling mode RGCKLE 3.2 Stﬂ:{aﬁ)w:;g:gé% (E%rrrg_aé'gl?é agéjguneer?r)]/c,)%aess,
follows tabulated cooling rates pre-computed by the pho- B i .p ) P )
toionization code Coupy (Ferland et al. 2013% The pre- ~Inaddition to the gas physics described in the previous sec-
computed look-up table also includes metal cooling rates fo tion, Sim-SFFincorporates subgrid models for star forma-
solar abundances, Z.,, as a function of gas number density tion and supernova feedback. First, a parcel of gas above the
and temperature. These metal cooling rates are then scalethresholchy tres= 10 M3 = pyasthres/ My produces stars at
linearly with metallicity which is followed in our simulaihs & rate that follows the local Schmidt law as
as a separate passive scBiarWe also adopt metagalactic dp,  &Pgas
UV background radiation &= 0 by_aardt & Mada 2) o 4)
provided by QRACKLE. For the difference between the cho- ft
Sen UIV backgl rou;nd rréc))del and prequuspaICL:IatI|o:n28§g)cf\1lvae§,vherep* is the stellar density = (377/(32Gpgag )Y/? is the
refer the readers to Section 3.3 of Kim et &l (2014) ' local free-fall ime, ance, = 1% is the star formation effi-
Lastly, a non-thermal Jeans pressire fioor is applied top (YT B SRR G 0 CEEn BRI BRSNS -
stabilize the scales of the smoothing length (particleetas eter found in each code (€.g., fOHENGA and GASOLINE,
11 The website is https:/ibitbucket. orglgnedin/age/ see AppendikB). For a new star particle to spawn, it should
12 The website is http:/}www.nublédo.org/. : have at least the mass of a gas particle in thenhgsic =
13 See, however, footnofd 9 on how a different version efAGKLE may 8.593x 10*M,. Note thatny resadopted in this experiment

affect the cooling rates for the gas with the sametal fraction(but not the is for this particular run only, and represents where thedea
samemetallicity interpreted by Coupy). polytrope intersects with a typical — p equation of state in




)

g
cm?

-l | ENZO MSES CHANGA GASOLINE
FE —————————— I e I m

Projected Density (

-15
-15-10-5 0 5 10 15
x (kpc)

>

@
Figure2. The 500 Myr composite of gas surface densities fi®im-noSFwith radiative gas cooling but without star formation or suva feedback. Each frame is centered on the galactiercetocation O
of maximum gas density within 1 kpc from the center of gas m&ss visualizations of the particle-based codes here&figure =B TU-1%. 3 BA.1B5) — but not in any other analgseept these figures -
yt uses an in-memory octree on which gas particles are degasitag smoothing kernels. See Secfidn 5 for descriptionmadicipating codes in this comparison, and Sedfioh 6. hfdetailed explanation of %
this figure. Compare with Figufel14. Simulations performgdbaniel Ceverino (&RT-1), Robert Feldmann (AT-11), Mike Butler (ENzO), Romain Teyssier (RMSES), Spencer Wallace (€ANGA), Ben Keller O
(GASOLINE), Jun-Hwan Choi (@DGET-3), Yves Revaz (&AR), and Alessandro Lupi (@M0). The full color version of this figure is available in the @l®nic edition. The high-resolution versions of th|§
figure and article are available at the Project website;/htpyw.AGORAsimulations.org/.
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Figure3. Same as Figuilg 2 but f@im-SFFwith star formation and feedback. See Sedfion 6.1 for aldetaixplanation of this figure. See also Secfiod 3.2 for theraon star formation prescription and the
guideline for supernova feedback, and Sediibn 5 for thetademosit scheme of thermal feedback energy implementealcim eode. Compare with Figulles [5] 21,2932, 34[ahd 35.
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our disks (see Sectionsb.2 4nd|5%). 4.2. Minimum Hydrodynamical Smoothing Length

New star particles inject energy, mass, and metals back into  For particle-based codes (includingz®io; see Sectiofi 519
the interstellar medium (ISM) through core-collapse (TUpe  and footnot€28), we require that the hydrodynamical smooth
supernovae. Assuming tA&ORAstandard Chabrie 3) ing lengths for collisional particles do not drop below 2086 o
initial mass function (IMF) and that stars with masses be- the gravitational softening lengths. Unlike the graviatl
tween 8 and 40 M explode as Type Il supernovae, one Type softening kernel, exact smoothing kernel choices diffentr
[l supernova occurs ierever 91:Mtellar mass formed (see  code to code, and are detailed for each of the particle-based
Section 3.5 of Kim et al. 2014). With thaGORArecom-  codes in Sectiofil5. We also refer the readers interesteein th
mended fitting formulae Egs. (4)-(6)lof Kim et dl. (2014) and actual parameter choices to Apperidix C again.
the assumed IMF, this single burst is found to release 2.63
M of metalgd and 14.8 M, of gas (including metals). Per 4.3. Refinement Strategy

every 91 M, stellar mass, these metal and mass are instanta- v recommend to mesh-based code groups that a cell be
neously deposited into its surrounding after a delay tim& of  gpjit into g child cells once the cell contains more mass than

Myr, along "‘r’]ith anet tgerma_l enirgy ofifJOergs. asic = 8.593x 10°M, (1 gas particle mass in the IC of
We note that exact deposit schemes for energy, mass, anggrticle-based codes), or 8 collisionless particles (Hiske

metals are left at each participant’s discretion. We do not i : . . _
tend to overly specify a singlemmordeposit scheme which star particles in the IC witm,,jc = 3.437x 10°Mo, or dark

will need to be inevitably different from one code to another Matter particles witmpy = 1.254x 10'M.). This causes
(e.g., between mesh-based codes and particle-based casles) the grids to be refined in a fashion similar to the Lagrangian
we argued in Section 3.8 of the Project flagship paper (Kim b_ehaV|or of p_art|cle-based codes, and keeps 'ghe ratio hﬂf_col
et al[2014). Nevertheless, for all mesh-based codes<|a  Sionless particle numbers to gas cells approximately writy
ART-1I, ENZO, and R\MSES), the same strategy was chosen: average. However, exact refinement strategies differtyfigh
thermal energy, mass, and metals are added to the cell where 50M code to code, and are detailed for each of the mesh-based
5 Myr old star particle sits at the time of explosion, and isth ~ ¢0des in Sectiofl&] We continue to refine the grids down to
cell only. For particle-based codes HENGA, GASOLINE, the resolution limitAx = 80 pc (see Sectidn 4.1) where the
GADGET-3, GEAR, and GzM0), each code’s deposit scheme non-thermal pressure floor kicks in (see Sedffioh 3.1).

is discussed in detail in Sectibh 5. In futlk&ORAprojects, 5. PARTICIPATING CODES

we plan to calibrate different feedback schemes against ob- ) ) o . .
servations and against one another. We refer the readers to In this section we introduce the 9 gravito-hydrodynamics

SectiorL ¥ for more discussion on this future work. codes taking part in this test, focusing in particular onrioyd
dynamics solvers, refinement schemes for mesh-based codes
4. COMMON RUNTIME PARAMETERS (ART-1, ART-II, ENZO, and RAMSES), and supernova feed-

Here we review the runtime parameters each group is re-back implementations for particle-based codesiASGA,
quired to adopt, such as gravitational softening and hygrod GASOLINE, GADGET-3, GEAR, and Gzm0). We leave out
namic smoothing lengths for particle-based codes and refine details that are commonly adopted across platforms such as
ment thresholds for mesh-based codes. gas cooling (Sectioh 3.1) or star formation (Secfiod 3.2), o

that were included in thAGORAflagship paper such as grav-

4.1. Gravitational Softening Length and Finest Mesh Size jtational dynamics (Section 5 df_Kim etlal. 2014). We also

For all codes the gas mass resolution in hydrodynamicsPoint out that the codes involved in futlW&ORAstudies are

needs to be set as close as possiblenggsic = 8.593x not necessarily limited to the ones described herein.

10*M.. Assuming that we wish to resolve a self-gravitating 51 ARTI
clump with 64 of these resolution elements, the correspandi ) T _ _ _
Jeans length scale becomes In ART-1, differential equations of fluid dynamics are in-

tegrated using a shock-capturing Eulerian method degtribe
64mgasic | /° in?m ). It uses a 2nd-order accurate Godunov
Ajeans= 2 @3 nmwes) 3487pc,  (5) solver [Godundl 1959) that evaluates Eulerian fluxes by-solv
‘ ) ) ing the Riemann problem at every cell interface (Colella &
and therefore, from Eq[]2) we choose a spatial resolution ofGlaz[1985). Left and right states of the Riemann problem are
80 pc. This value is used as the finest cell gix€for mesh-  obtained by piecewise linear interpolation (van Leer 1979)
based codes, and as the gravitational softening leggifor  |n contrast to other versions ofi (see Section 5.2.1 of Kim
particle-based codes. For all particle-based codes tglang et al.[2014), &T-1 with distinctive star formation and feed-
in the present study, gravity is softened according to the cu pack recipes (e.d., Ceverino & Klypin 2009; Ceverino ét al.
bic spline kernel (e.g., Eq. (A1) of Hernquist & Katz 1989). [2014) have been developed by A. Klypin and collaborators.
For readers interested in the actual parameter choicepin A The octree-based, multi-level adaptive mesh allows users t
pendiX G we examine the meanings of relevant parameters ircontrol the grid structure at the individual cell level. Fbis
different particle-based codes. comparison, the AT-1 group uses a 128root grid covering

3 . .
14 As noted i Kim_et al.[{2014), star formation prescriptiornrgraeters a (1‘.304 Mpg* box, the.n achieves ar 80 pc cell size at
such asy res OF &, the initial mass of star particles, and the stochasticity Maximum 7 levels of refinement. The mass thresholds above

of star formation, are all highly dependent on numericablkg®n. An ide-

alized test like the disk simulation presented here is é¢ssén tune up such 16 Given differences in refinement machineries among mesbebesdes

parameters for computationally expensive cosmologicaliitions. it is impractical, if not impossible, to impose an exactlgidcal refinement
15 per unit stellar mass formed, the total fractional ejectedlairmasses criterion across all codes. We instead adopt a trial-anok-@pproach within

(oxygen and iron combined) Mz = 2.09Mg + 1.06Mge = 2.09x 0.0133+ the guideline presented in Sectfonl4.3, which resulted imesh-codes even-

1.06x 0.0011= 2.9%. tually converging to a similar overall grid structure.
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Figure4. Cylindrically-binned gas surface density profiles at 500r by Figure5. Same as Figuilg 4 but f@im-SFFwith star formation and feed-
Sim-noSFwithout star formation or feedback. The cylindrical rad&ifrom back. Compare with Figurés22 dnd 27.

the galactic center — location of maximum gas density withikpc from
the center of gas mass. In all analyses for particle-basddschereafter —
except the graphical visualizations such as Figllies 1-8v-peaticle fields
are used, not the interpolated or smoothed fields constrirctec. Shown in
the bottom panel is the fractional deviation from the meathe$e profiles.
See Sectioh 611 for more information on this figure. V#axis range of the
top panel is kept identical among Figufésl4-7 and 22 for easimparison.

which a cell is adaptively refined into an oct of 8 child celisa  for de-refinement provided they also satisfy a number of ad-
Myasic = 8.593x 10°M, andm, ;c =3.437x 10°M, forgas ditional constraints. Finally, cells are refined (de-redinky

and collisionless particles, respectivElyFor the supernova  SPlitting them into 8 (by merging 8 child cells).

feedback scheme to deposit the thermal energy adopted by all, The pressure floor implemented irav11 affects cells at
mesh-based codes, we refer the readers to Séctibn 3.2. the highest level of refinement by modifying the gas pressure
values that enter the Riemann solver (i.e., not the actestpr

sure or temperature fields) with

5.2. ART-II
ART-11 solves the gravito-hydrodynamics equations using Peell = max(Pjeans Pyas) (6)
a particle-mesh+ Eulerian AMR approach. AT-II features = max(NyKs Tseans Pyas) (7)

MPI parallelization for distributed memory machines, flexi herePu is th | ing the Ri | .
ble time-stepping hierarchy, and a variety of unique prysic WNereFee is the value entering the Riemann SolVEyas 1S
modules (e.gl. Gnedin & Kravtsov 2011; Agertz ef al. 2013) the gas pressure field in the simulati¢g, is the Boltzmann
developed by N. Gnedin, A. Kravtsov and collaborators. constantny = pgas/nhlgndTJeansz TNk /N, 0) with Ty =

For the present study, starting from a uniform 4 8ot grid 1800 K andchy; ;=8 cm . This polytrope choice is designed
covering(1.311 Mpg?, cells are refined up to 7 additional 0 match the common prescription EQJ (3) WNfeans~ 4. For
levels to reach the finest size of 80 pc. Spherical regions ofth€ supermnova feedback scheme to deposit the thermal energy

4 (6, 10) root grid cells radius around the box center are al-2dopted by all mesh-based codes, see Sefcfion 3.2.
ways refined to at least 3 (2, 1) additional levels relative to 5.3. ENZO

the root grid. The (de-)refinement procedure consists ekthr ENzO is a block-structured adaptive mesh code, devel-

steps. First, cells are marked for refinement if the gas Mass) hed by an open-source, community-driven approach (Bryan

in the cell exceeds.8 = 0.6 x 8.593x 10*M, or if :

the cell contains 2 orn%ag;g dark r>n<atter a>r<1d/0r sg:\r particles& Normani_o__SLe_Let_ 2 @dﬂ)'
that were present in the IC. We then use a diffusion step to/-110"g @ variety of solver choices, for this comparison the
also mark neighboring cells for refinement and thus SmOOth?ergtéoé(igrrzgglrj\rsatl:eth)Itehcee\ll(velfsteaﬁgr?br?tlIcs:tgtgtshglgtﬁ]F;PGMo) dlsnsoe-
the shape of the regions to be refined. By contrast, cells Withproblem ol u Weschn Ight pates of the O 9u5)
gas masses below2Mgasic or without particles are marked  5,010'\yith a Harten-Lax-van Leer with Contact (HLLC) Rie-

17 We note that &T-1 and EnzO cannot refine cells by particle numbers mann SOIVerA')' A maximum 30% of the re-
but only by particle masses. By contrast, in the reported,rémT-11 and , quwed Courant'Fr'Ed”Chs'LeWy (CFL) timestepis usedto a

RamsEsrefine cells by particle numbers. The refinement criteriacamsen vance fluid elements; i.e., CFL safety facto.3. In addition

to ensure an agreement among mesh-based codes in ovetatmidtures.
See also footnofe 16. 18 The website is http://enzo-project.org/.
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Figure6. Vertically-binned gas surface density profiles at 500 Myr fo Figure 7. Same as Figuilg 6 but f@im-SFFwith star formation and feed-
Sim-noSFwithout star formation or feedback. The height is the akisolu back.

vertical distance from th& — y disk plane centered on the galactic center,

|z — Zcented- Shown in the bottom panel is the fractional deviation fréva t

mean of these profiles. Theaxis range of the top panel is kept identical

among FigureBlf7 afd P2 for easier comparison.

to solving the conservation equations for mass, momentummgasic = 8.593x 10*Mg, or if the number of dark matter

and energy, the equation for internal energy is also solved i andjor star particles that are present in the IC exce Bl
parallel, and the conservative or non-conservative foatir then mark additional cells by performing a mesh smoothing
is adaptively selected based on a local estimate of the gnerg gperation, expanding the initial area by one cell width iargv
truncation errors. This ensures that the gas temperature regdirection. When new cells are created or old cells destroyed
mains physical, even in highly supersonic regions. density, momentum and internal energy are used as averaging
The ENzO group uses a &4initial root grid covering a  and interpolating variables, thereby preventing a grichpoi
(1.311 Mpg? simulation box, then achieves 80 pc resolution with spurious temperature.
with maximum 8 levels of refinement. The mass thresholds In RAMSES, the gas pressure field includes the non-thermal
above which a cell is refined by factors of two in each axis are pressure support term given by a temperature polytrope
Mgasic = 8.593x 10*M, and 8m, ;c = 8 x 3.437x 10°M;,  Tieans= MTa(Ny/NH,g) With mean molecular weight, nj; =
for gas and collisionless particles, respectifdlyThe non-  Pgas<v/Mu, Ty = 1800K, ny ;= 8 cm 3 and Xy = 0.76[
thermal pressure floor EQ.](3) is used to modify the gas pres-AS in ART-11, this polytrope approximately matches the com-
sure inside the Riemann solver, but not to alter the actual ga Mon pressure support prescription Ed. (3). Newly creatd st
energy field. For the supernova feedback scheme adopted bparticles in Rmses have a fixed mass ofiyasic, but they are
all mesh-based codes, we refer the readers to Séctibn 3.2. Spawned with a Poisson probability distribution whose para
eters are designed to mimic the local Schmidt law, Ed. (4).
5.4. RAMSES Lastly, for the common supernova feedback scheme adopted
RAMSES is an octree-based adaptive mesh code featuringby all mesh-based codes, we refer the readers to Sécfibn 3.2.
an unsplit 2nd-order accurate Monotone Upstream-centered

Scheme for Conservation Laws (MUSCL) Godunov scheme 5.5. CHANGA
for the gaseous componei 2lror this com- CHANGA is a reimplimentation of GSOLINE (see Section

parison, RMSEsgroup uses a ideal gas equation of state with [58) in the GiaARM++ runtime systerfd CHARM++ (Kale

= 5/3, along with the HLLC Riemann solver (Toro ef al. g Krishnan[ 199831 enables the overlap of computation and
) and the MinMod slope limitef (Roe 1986). The CFL ¢ommunication and provides adaptive load balancing infras

safety factor for controlling the time step is set to 0.5. The ycture, allowing GIANGA to scale to hundreds of thousands
dual energy formalism adopted inNEo simulations (Section

B.J)is also used in RUSESruns. ) 20 Readers should notice subtle differences here in refinesteategies
For this study, starting from a uniform 12800t grid cov- between RmMsEsand other mesh-based codes. Newly formed stars are con-

ering (320 kpC)3, cells are refined upto 5 additional levels to sidered as part of the baryonic fluid, so they do not changpdttele refine-

hi 80 Il si Th fi K ment based solely on collisionless particles in the IC.
achieve an- pc cell size. e refinement process works 21 This means that in order to retrieve gas internal energyropégature

as follows. First, new refinementis triggered on a cell-Bll-C  (e.g., Sectiofil6), the pressure support term needs to beastet out from
basis if the baryonic mass (g&snewly formed stars) exceeds RAMSESSs pressure field, which is the only field being tracked.
22 The website is http://www-hpcc.astro.washington.edigichanga.html.
19 The website is http://www.itp.uzh.chteyssier/Site/RAMSES.html. 23 The website is http://charm.cs.uiuc.edul/.
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Figure8. Cylindrically-binned, mass-weighted averages of gasicadrt
heights forSim-noSFwithout star formation or feedback. The height is the
absolute vertical distance from tike- y disk plane centered on the galactic
center,|z — Zentef. Shown in the bottom panel is the fractional deviation
from the mean of these profiles. See Sedfiolh 6.1 for an exjdanan how
this figure is made.

of processor cores (Menon et lal. 2015). The hydrodynamics

in CHANGA closely follows that of @soLINE. SPH forces

are calculated using the method of Ritchie & Tho 001),
2010)

both of which providing a more accurate treatment of multi-
phase ISM. Timesteps are determined by the minimum of an

and energy is diffused using the schemkg of Shen

acceleration and a CFL criterion. Furthermore, the tingsste

of neighbors are kept within a factor of 2 of each other as

in |Saitoh & Makino (2009) in order to accurately integrate

highly supersonic flows.

For this work, ak-th nearest neighbor algorithm is used to
find the Nsmooth= 64 nearest neighbors which are smoothed

with the Wendland C4 kernel (Dehnen & Aly 2012) to deter-

mine hydrodynamic properties. Unlike conventional vemsio

of CHANGA or GASOLINE, the supernovae thermal energy,
mass, and metals are directly distributed to the 64 neighbor
ing gas particle€] Gas particles that are neighbors of parti-
cles that will explode as a supernova in their next timestep a

put on timesteps suitable for their post-supernova theemal

ergy, preventing them from being on a much smaller timestep

required in the CFL condition. RACKLE cooling is imple-
mented but it does not self-consistently account forRdy

work or other external sources of energy, a requirement for

CHANGA and GASOLINE's energy integration. Therefore, we
split the energy integration into a half timestep oRAZKLE
cooling, then a full timestep &?dV heating, and finally a sec-
ond half timestep of cooling.

24 The feedback prescription used in this experiment needesineple-
mentation of the feedback routine normally used AR GA and GASOLINE
(e.g.[Stinson et al._2006). In particular, in previous wdHe supernovae
rate determined by the stellar age and IMF is converted tonangg injec-
tion “rate” which is then incorporated into the thermal eyeintegration of
neighboring gas particles. By contrast, for this study, gesnova event oc-
curs instantaneously, making the rate an ill-defined gtyaimtitheir existing
energy integration machinery.
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Figure9. Same as Figurlg 8 but f@im-SFFwith star formation and feed-
back.

5.6. GASOLINE

GASOLINE is a massively parallel SPH code, first described

in\Wadsley et al.[(2004), that has subsequently been updated
with modern SPH features. It contains a subgrid model for

turbulent mixing of metals and energy (e 2010

a timestep limiter by Saitoh & Makin 9) (see Section

[E.5), and a geometric density estimator for SPH force expres

sions (see Section 2.4[of Keller eflal. 2014, for a latestildeta
description of the code and its performance).

For the current work, the BSOLINE group uses a Wend-
land C4 smoothing kernel_(Dehnen & Aly 2012) with
Nsmooth= 200 neighborBY The same feedback scheme as
CHANGA's (Sectior[ 5.b) is implemented, smoothed with the
Wendland C4 kernel over 64 neighbors (hgtooth= 200) to
better match the amount of mass heated by feedback events
with other particle-based codes. Gas particles that receiv
feedback compute their required CFL timestep at the tinpeste
prior to receiving feedback, which helps to prevent numeri-
cal instability and overcooling. RACKLE cooling is imple-
mented by applying a half timestep of cooling, then a full
timestep of externaPdV heating, followed by a final half
timestep of cooling, as in KANGA (Sectior 5.b).

5.7. GADGET-3

GADGET-3 is an updated version of ABGET-2, a cOSmo-
logical tree-particle-mesh (TPM) SPH code that was origi-
nally developed by V. Springel (Springel etlal. 2001; Speing
[2005)2% GADGET-3 has important updates fromaBGET-

25 Note the difference itNsmoorm from CHANGA in Sectio5.b. Dehnen
& Aly (2012) showed that this kernel can use larger neighhonbers with-
out the pairing instability which may effectively removesodution, and that
doing this improves performance on a number of basic hydranhjcs tests.

26 The website is http://www.h-its.org/tap-software-enlget-code/ or
http://www.mpa-garching.mpg.de/gadget/.
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feedback. Compare with Figure]24.

2, such as domain decomposition and dynamic tree recon{Durier & Dalla Vecchia 2012), artificial viscosity (Monagh

struction which may slightly alter thid-body dynamics. The

GADGET-3 code used in this comparison is a modified ver- from|Balsar;

cosity coefficient(Rosswog etlal. 2000).

sion of the original @DGET-3 by K. Nagamine and his col-
laborators, which includes pressure-entropy formulatign
{201B), time-dependent artificial viscosity, wdie

& Gingold[1983

supplemented with the Balsara switdf (
g.1995), and particle-based time-dependent vis

For this study, the standard cubic spline smoothing kernel
0_1985) in MGET-2 is used with

smoothing lengths, among others (elg., Choi & NagamineNyg, = 50. The feedback energy, mass, and metal injec-

2012] Thompson et &l. 2014; Aoyama el al. 2016).

For the present study, theABGET-3 group adopts a quin-
tic spline smoothing kernel (Morf 96) WitKhgp = 64.

tion into the ISM is implemented following the standard SPH
scheme. The implementation comprises the following steps.

Every time a star particle explodes, we first find the nearest

The implementation of supernova feedback is based on an upgas particles, according to theeightedhumber of neighbors

dated version of TodordKi (20114) that largely follows a Sedo

as defined i

ist (2002).d&sirednumber

Taylor blast wave method outlined in_Stinson et al. (2006, of neighbors\hg, = 50 is used. Then we inject thermal energy
, but not their cooling shutoff model). The exact model and yields into the neighboring gas particles, weightedey t
used in the current work is fully described(in Aoyama €t al. SPH spline kernel. ®ACKLE cooling is performed after the

(2016), but, in brief, the implementation comprises the fol kick step, once gas particles have eventually receivedrsupe
lowing steps. Every time a star particle explodes, we comput nova feedback energy and once the size of the next timestep

the “shock radius” based on Chevélier (1974) and McKee & is known. The adiabatic cooling/heating is first appliedj an

Ostriker (197]7), and then find the gas particles within the ra then the radiative one provided byRGCKLE.

dius. We then inject thermal energy and metal yields into the
identified gas particles within the shock radius, weightgd b
the SPH spline kernel. Finally, we note that the results of
this version of QDGET-3 are not representative of all the
GADGET-3 codes in the community, because some of the re-
sults are strongly dependent on the detailed implememnttio
of baryonic physics, such as star formation and feedback.

5.8. GEAR
GEAR is a self-consistent, fully parallelized, chemo-
dynamical tree SPH code _(Revaz & Jablanka 2012) which

is built on the
tion [5.1;

run with the improvements dicussed(in Revaz etlal. (2016),
including the pressure-entropy formulation proposed bp-Ho
kins (2018), individual and adaptive time-stepping scheme

ublicly available @0GET-2 code (see Sec-

5.9. Gizmo

Gizmo (Hopking 2016) is a new mesh-free Godunov code
based on discrete tracers, aimed at capturing the advantage

of both Lagrangian and Eulerian technigdédhe numerical
scheme implemented in1@vo, initially proposed by Lan-
son & Vila ]%ﬁﬁﬁ), follows the implementation of Gaburov &
Nitadori (2011) and relies on the discretization of the Eule
equations of hydrodynamics among a set of discrete tracers.
Unlike in the moving mesh technique, where the volume is

partitioned by a Voronoi tessellation, 10 distributes the
volume fraction assigned to the tracers through a kernek-fun

5). The simulations reported here aretion. For the current work, & GET's standard cubic spline

smoothing kernel is used with,gp = 32. Note, unlike SPH

27 The website is http://www.tapir.caltech.edyhopkins/Site/GIZMO.html.
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Figure 12. Gas velocity dispersion curves at 500 Myr fim-noSFwithout

star formation or feedback. The velocity dispersion is thease root of
mass-weighted averages(®f — Viot(r))2. Shown in the middle panel is the
fractional deviation from the mean of these profiles. In th&dm panel we
plot the ratio ofvertical velocity dispersion Z-direction) tototal velocity
dispersion. See Sectign b.2 for a detailed explanation @nthis figure is
made. They-axis range of the top panel is kept identical among Figures
[T2f13 and 2k for easier comparison.

Cylindrical Radius (kpc)

Figure13. Same as Figure_12 but f@im-SFFwith star formation and
feedback. Compare with Figurel25.

codes, these tracers only represent unstructured cedisngh  [5.8). That is, energy, mass and metals are distributed among
an “effective face” with the neighboring celf8. The Riemann  the neighboring gas particles/cells in a kernel-weighgest
problem is then solved across these faces using a Godunoion, but withNngp = 32. For star particles, timesteps are con-
method as in mesh-based codes, to accurately resolve shockgirained to prevent supernovae from exploding in the tiepest
without artificial dissipation terms. Unlike mesh-basedesy, ~ When the stars formed. Lastly, we caution that differentfee
these cells are not fixed in space and time, resulting in theback implementations usingi@vo in the literature adopt
scheme’s Lagrangian behavior with intrinsically adaptes-  different algorithms to distribute supernova feedbackgye
olution. When the time evolution of the common face be- (€.9./Hopkins et al. 2014, by tH€RE Collaboration).
tween two cells is considered, we use the 2nd-order accurate
Meshless Finite Mass method (MFM; described in Hopkins
[2015). Gzmo's time-stepping scheme is fully adaptive, and
closely follows GADGET-3 or AREPO ). Italso
includes a timestep limiter Hy Saitoh & Makino (2009) (see
Sectiorl 5.b).

GizmO'’s gravity solver is based on the tree algorithm in-
herited from Q\DGET-3, itself descending from &GET-
2 (see Section Bl 7; Sprinfel 2005). Gravitational softgsin
in Gizmo can be fixed or fully adaptive, but in the reported radiative cooling, star formation and supernova feedback.
runs fixed softening length is used matching SPH codes. To In our simulation analyses, a key role has been played by
model supernova feedback, thez®o simulations shown  the AGORArecommended community-driven analysis plat-
here adopts a similar feedback strategy usedsaR(Section  form y+ (Turk et al 2011} ith 2011; Tufk 2018).
It natively processes data from all 9 participating simolat
codes discussed in this paper, plus many other modern astro-
physics codes such asTAENA d@l&, IFASH

.[2000), @DGET-3-sPHs (Read & Hayfield

2012), Nrx (Almaren et al.[2013), and RoON (Truelove
et al..1998), to name a few. Interested readers may try a uni-
fied, publicly availablgt script employed in the present anal-

6. RESULTS

In this section, we lay out the results of the first isolated
disk galaxy comparison by tte.GORACollaboration. We fo-
cus on similarities and discrepancies discovered by compar
ing 500 Myr snapshots of the participating simulations io tw
setups:Sim-noSRANdSIim-SFFE As defined in Sectiopl Bim-
noSFrefers to a run with radiative gas cooling but without
star formation or feedback, af@lIm-SFFRrefers to a run with

28 |t is worth noting that the kernel size ini@vo (what is called the
“smoothing length” in SPH) does not play any role in the dyi@mbut is
simply related to each cell’s “effective volume.” Figg, = 32, a radius en-
closing approximately this many neighbors is used to esérttee effective
volume per particle at 2nd-order accuracy, with most of thiéettive vol-
ume” coming from the region within a single inter-particleparation length
around the tracer.
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Figure 14. The 500 Myr composite of density-square-weighted gas teatype projections, edge-g@top) and face-or{bottom) for Sim-noSFwith radiative gas
cooling but without star formation or supernova feedbaae Sectiofils for descriptions of participating codes in ¢bisparison, and Sectifn 6.3 for a detailed
explanation of this figure. Compare with Figlile 2. The fullbcaversion of this figure is available in the electronic it The high-resolution versions of this
figure and article are available at the Project website;/htyyw.AGORAsiIimulations.org/.
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Figure 15. Same as Figuile 14 but f&m-SFFwith star formation and feedback. See Sedfion 6.3 for alddtaixplanation of this figure. See also Secfiod 3.2
for the common star formation prescription and the guidefior supernova feedback, and Secfidn 5 for the exact depaisitme of thermal feedback energy
implemented in each code. Compare with Figdre 3.

yses that has been developed throughout the progress of thifirst calculate a particle’s smoothing length, and then &ed t
studyZIBY We also plan to make datasets used in the presentarticle’s density contribution to all cell centers of thetree
study publicly available in the near future (see Sedfibnr7 fo cells that are within the particle’s smoothing sphere.

more information). We asked every code to output the state of the simulation
immediately after it was initialized — so-called “0 Myr srap
6.1. Gas Disk Morphology shot” — to allow ourselves to directly compare whether the

initial condition (IC) generation was successful and censi
tent among codes. This exercise has been strenuouslyctarrie
out for all the analyses items presented in Section§ 6]1-6.3
and[6.7, enabling us to correct inconsistently initializad-
ulations early in the study. One such example, the surface
density comparison of 0 Myr snapshots, is shown in Figure

. A clear distinction in gas disk initialization betweenshe

ased and particle-based codes can be seen in this figure. To
model the gas disk, SPH particles oiz@0’s discrete tracers

We first examine the morphology of gas disks evolved in
each of the codes in our experiments. In Figlides [ to 3, we
compile 9 panels that exhibit the results of the isolateé dis
galaxy simulations, first with radiative gas cooling buthwit
out star formation or feedbacKim-noSFEand second with
star formation and feedbac8&m-SFF by the 9 participating
codes. Each panel displays the disk gas surface density i
a 30 kpc box centered on the location of maximum gas den-
sity within 1 kpc from the center of gas mass. This centering ; i
criterion is adopted in all subsequent figures and plots. Forﬁé%%ﬁﬂg{%tﬁd Régrgw'gr? ;ir;?otgz r(ljlérrr]lsbiters Eﬁ?ethﬁ.g;:tgbu'
visualizations of the particle-based codes hereafterfes 9 Y Y Y P : y

10 TAETBT 3P 34.35) - but not i any otnr analyses o ST result 1 Pisson nose i e Gk utece dpnsy
cept these figures st uses an in-memory octree on which ' 9

gas particles are deposited using smoothing kernels. Hae re tsvi\{eefir:alr:i]?:r;_eb?:gn?gg ﬁ,a{ﬂgi?f;iﬁ?aﬁgggs g‘ htcl‘)lv(\el tr:]a(etudren_
olution of this octree governs the resolution of produced im fy t tp the density f th itic yf il
ages. If more than 8 particles are in an oct, that oct is re- 0! reconstructing the density from the positions o paescl
fined into 64 child octs (i.e.yt parametersl_réf — 8 and the particle-based codes may smooth out the strong density
over_refine factor — 2), providing compatible or better contrast in the IC at the edge of the initial gas disk.

image resolution than a typical SPH visualization. The den- ot:\r(]etfrsist;utlneglgi’ﬁ:enr eﬁlg:sren%lt?c:;ﬁ eSbZEWSeOeOn l\r@g’sht-hbg;egrg n
sities are assigned to the octree in a scatter step. Thaeis, w

particle-based codes as well as within these sub-groups.
29 The website is http:/bitbucket.org/mornkr/agora-asshscript/. \é\./hllle the peak_ d_lensmes anCIII f"a:jmen.tary Strucmgles”m the
30 yt version 3.3 or later is required for the script to reproduceg o ISKS are very similar apross all codes, itis no_tl_cea_ e -

analyses. For the figures and plots in Secfidn 6, sthedev changeset meSh-b{J\SGd codes typlcally ShOV\{ lower de_nSItIQS In the-.lnte

d7f213e1752e is used. arm regions of the disks. The typical densities in thoserinte
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Figure16. The 500 Myr composite of 2-dimensional probability distion function of density and temperature for the gas wittbnkpc from the galactic
center inSim-noSFwithout star formation or feedback. Colors represent thel tgas mass in each 2-dimensional bin. A gaseous halo — lositgehigh
temperature gas in the upper left corner of each panel —seaigy in mesh-based codes, but not in particle-based c@fld codes or @M0). To guide
readers’ eyes, we use a thick dashed line in each panel tthelohean temperature in each density bin fera@GA. The thin dotted diagonal lines denote the
slope of constant pressure process, and the thin dot-ddsigmhal lines that of constant entropy process. Note iffateht versions of @ACKLE are interfaced
with different codes (RACKLE v2.1 in CHANGA, GASOLINE, GADGET-3 and GzMO, versus GRACKLE v2.0 or below in ART-1, ART-1l, ENZO, RAMSES
and GEAR). See Sectioh 613 for more information on this figure. Thédalor version of this figure is available in the electronditmn. The high-resolution
versions of this figure and article are available at the Rtajebsite, http://www.AGORAsimulations.org/.

arm regions — while not containing much mass — may differ is 32.2% or 0.121 deX3} and can be approximated by expo-
by as much as an order of magnitude between mesh-basedential profiles at radii> 1.5 kpc. Note that due to the gas
and particle-based codes (see also Se€fidn 6.7 and [Eigure 38onsumed by star formation, the gas surface density sfightl
for a related discussion on spatial resolution). Anothstirah decreases from Figuké 4 to Figlile 5, the latter of which could
guishing aspect among the participating codes is the numbebe compared with Figurds 22 (newly-formed stellar surface
of dense clumps formed. This is true in both the simulations density) and 27 (star formation rate surface density). ésid
with and without star formation and feedback (see also Sec-from this small decrease in density, there is little impafct o
tion[6.4 and Figures 21 and]23 for a related comparison ofsupernova feedback from contrastBign-noSRNdSim-SFE
newly-formed stellar clumps). The inefficiency of stellar feedback is partly related to &on
Figures[4 and5 are the cylindrically-binned gas surface small increase in stellar mass in the first 500 Myr of evolutio
density profiles foSim-noSFRandSim-SFF respectively. The  (see Sectiorlg 2 and 6.6 for more discussion).
cylindrical radius is defined as the distance from the galac- Displayed in FigureE]6 arid 7 are the vertically-binned gas
tic center. Raw particle fields are used for profiles of the surface density profiles fd8im-noSFand Sim-SFF: respec-
particle-based codes, not the interpolated or smoothedtfiel tively. The height is defined as the absolute vertical distan
constructed iryt. In other words, the total mass in each cylin- from the x — y disk plane centered on the galactic center,
drical annulus is divided by its area so that each gas particl i.e., |z — Zente]- Again, for particle-based codes raw parti-
contributes only to a bin in which its center falls. As notad-e  cle fields are used to produce the profiles, not the interpdlat
lier, the gas surface densities show a high degree of camesp or smoothed fields igt. Note a smaller range ixraxes than
dence across all codes in bd&m-noSFandSim-SFE All 9 in the previous figure (only one tenth of Figukés 4 Bhd 5). The
profiles agree very well within a factor of a few at all radii
(averaged fractional deviation for2r < 10 kpc inSim-SFF 12

S1pefined a3 [Nk 3 {(fi.coue/ ) — 1}
2<ri<10 code
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Figure 17. Same as Figule 16 but f&@m-SFFwith star formation and feedback. We use a thick dashed im@ach panel to plot the mean temperature in each
density bin in GIANGA’s Sim-noSFHun (same as in Figufe116). See Secfiod 6.3 and the captioiywfeELs for a detailed explanation of this figure. Compare
with Figure[33.

surface densities begin to diverge aboev@.6 kpc from the  cells (0gas > 10-25gcm3) are considered in order to min-
disk plane, but below that substantial agreement appears (a imize the contribution of the gaseous halo which is present
eraged fractional deviation far< 0.6 kpc inSim-SFHs 30.4 only in mesh-based codes (see Secfibn 2 for more informa-
% or 0.115 dex). There is no systematic difference betweention about the halo gas distribution in our IC). From these tw
mesh-based and particle-based codes, similar to what we findigures it is clear that there exists a very good agreement on
in radial density profiles, Figuré€s$ 4 alnd 5. gas kinematics in all the codes, as good as within a few per-
Figures[8 and]9 show the cylindrically-binned, mass- cent at~ 10 kpc for bothSim-noSFand Sim-SFFaveraged
weighted average of gas vertical heights 8im-noSFand fractional deviation for 2< r < 10 kpc inSim-SFHs 2.8% or
Sim-SFFE respectively. As defined before, the height is an ab- 0.012 dex). Discrepancies in the central regiari(5 kpc) are
solute vertical distance from the disk plane. Thus, eadh lin a result of determining the galactic center that may cotistan
in Figured8 and]9 represents the averaged Zeentef as a shift its position.
function of cylindrical radius. Combined with Figurigs 6 and  Figures IR and 13 reveal the gas velocity dispersion curves
[7, these plots provide insight into the thicknesses of the ga for Sim-noSFandSim-SFErespectively. The velocity disper-
disks in each of the codes. Again, no systematic differemce i sion quantifies the residual velocity components of gasrothe

found between mesh-based and particle-based codes. than the rotational velocity found in Figurgs] 10 11. In
other words, each line in Figurgs]12 13 denotes a square
6.2. Gas Disk Kinematics root of a mass-weighted average(wf— viot(r))?, as a func-

: ] , , tion of cylindrical radius. As in Figurds10 ahdl11, for mesh-
Here we examine the kinematics of gas disks that arepased codes only dense enough cells are used to compute the

evolved using each of the participating codes. First, in Fig dispersion. Again a good agreement is found in the veloc-
ures 10 and_J1 we show the gas rotation velocity curvesity dispersion between all codes within a few tens of percent
for Sim-noSFand Sim-SFF. respectively. The curve reveals for hoth Sim-noSFand Sim-SFF(averaged fractional devia-
a mass-weighted average of gas rotational velocity of gastion for 2 < r < 10 kpc inSim-SFFis 17.8% or 0.071 dex).
cells/particles, as a function of cylindrical radius. Thyire Larger variations in the central regior (1.5 kpc) are partly
drical radius and rotational velocity are defined with respe due to the center determination, just like in rotation vejoc

the galactic center (see Sect[onl6.1 for our adopted cewteri cyrves, FigureE10 aridll1. The discrepancies are also pro-
scheme). For mesh-based codes, only the dense enough gas
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Figure18. Gas density probability distribution function at 500 My fo Figure 19. Same as Figure_18 but f@im-SFFwith star formation and
Sim-noSFwithout star formation or feedback. Note that a gaseous ‘alo feedback. The thick dashed line denotes the star formati@shold den-
low density tails towards the left side of this plot — existdydn mesh-based sity, Ny thres= 10 cn 3.

codes, but not in particle-based codes (SPH codeszmG). Shown in the

bottom panel is the fractional deviation from the mean o$éherofiles. See

Sectior] 6.8 for more information on this figure.

duced by vertical movement of gas in the inner disk, which | | ‘ ‘ B
is captured in mesh-based codefA, ART-Il, ENzO, and
RAMSES) but not as well in particle-based codesHANGA,
GASOLINE, GADGET-3, GEAR, and GzMO) given our very
particular choice of 80 pc resolution. This can be clearbnse
in the bottom panels of Figurésli2 dnd 13, in which we plot
the ratio ofvertical velocity dispersionZ-direction) tototal
velocity dispersion to illustrate the contribution by veal
movement of gas. From these figures, we find that a signifi-

cant portion of gas velocity dispersion in the inner disk mea o
sured in mesh-based codes are driven by vertical movement, = ||~ cuanea

but not in particle-based codes (see Sedfioh 6.7 and Hidlire 3 0™ o7 07 07 07 07 07 0%
for a related discussion on spatial resolution).

—2F

—4|| ®== ART GASOLINE
&—* ART-I > GADGET-3

Mass Change, A(dM/dlog p) (10° M,)

= 10°f “..-1':::‘.
6.3. Thermal Structure of the Interstellar Medium & 10'2’ L o

In Figure<T# anf[15, we compile 9 panels of the density- & NPT
square-weighted gas temperature projectionsSion-noSF & opmauiiet ’!_’,'= : ;
and Sim-SFF respectivelfd Each panel is for the cen- S| N1 P T 4
tral 30 kpc box (see Sectidn 6.1 for our adopted centering = | : f.,»::. S P
scheme). Readers should note that, by design only mesh- & BT TR
based codes (AT-1, ART-1l, ENzO, and RAMSES) initially 19 07 0% 05 0% 0% 1072 02
include a gaseous halo with low density and high temper- Density (g/cm” )

ature {lgas= 10° K; colored dark red), but not the particle- Figure20. Code-by-code mass change in each density bin from Figdre 18
based codes (@ANGA, GASOLINE, GADGET-3, GEAR, and to[19. This plot measures the effect of star formation andidaek by sub-

GIZMO' see SectioEIZ). All of these codes show similar fea- tracting the density probability distribution function 8fm-noSHrom that
tures without star formation and feedback in Figlre 14. We ©f SM-SFF They-axis spans from 7 x 10° Mo to +3x 10° M., in a lin-

; . . . . : ear scale. Shown in the bottom panel is the sign-preseraigarithm of the
continue a rc_elate_d d|SC_USS'0n &mm-noSFusing F'gureﬂG mass difference in order to make smaller changes to starfl Gtie thick
and I8 later in this section.

( ! ’ ) dashed line denotes the star formation threshold demgityyes= 10 cn 3,
But slight differences in supernova feedback implementa- See Sectioh 613 for more information on this figure.

tion — even within a common guideline — may cause differ-

32 Temperature information may not be readily available in s@wdes in . .
which only internal energyT(/ui; GADGET-3 and GEAR) or pressuredT /u; ent features in the temperature map, Fidgude 15. For example,
RAMSES)is tracked instead. In this case, we useThep table derived from small hot bubbles are visible inH&ANGA and GEAR, but not

GRACKLE v2.0 to acquire the temperature. in GASOLINE or GADGET-3 in which the common supernova
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Figure21. The 500 Myr composite of newly-formed star particle digitibns, edge-or(top) and face-on(bottom) for Sim-SFFwith star formation and
feedback. Only the newly-formed star particles are drawnfhme disk or bulge stars that were present in the IC. Colgpsesent the total newly-formed stellar
mass in each 2-dimensional bin. We also highlight the cluofpewly-formed star particles identified by the Friends-aends (FOF) algorithm with circles.
Clumps with masses below&x 10° M, and the most massive clump found by FOF (always associatkdtve stellar bulge at the galactic center) are excluded.
See Sectiof 614 for a detailed explanation of this figure. G with Figureg]315, afid135. The full color version of figsire is available in the electronic
edition. The high-resolution versions of this figure andécketare available at the Project website, http://www.AGGBRnulations.org/.

feedback schemes are implemented slightly differéftiye 10°h : —= A Gasoune | |
also note the chimneys of hot gas departing from the disk in oo T oo
ENnzo and RaMSES, clearly visible in the edge-on maps of ! s o

4—4 CHANGA

Figure[T5. This gas ejecta from the disk as a result of super-
nova feedback is not as evident irr# |, ART-11, or particle-
based codes, although some hot bubbles are seerANEA

and GEAR. We caution that the spatial resolution employed
in this paper is only 80 pc. It is not as high as the resolu-
tions in some of the modern zoom-in cosmological simula-
tions, and may not be enough for particle-based codes to re-
solve the chimney-like structure above and below the dis& (s
Sectior 6. and Figufe B5 for a related discussion on spatial
resolution). We refer the readers to a continued discugsion
Sim-SFFRusing FigureE 17 arid 119 later in this sectidn.

To better understand what we find in Figuies 14 15,
we show the 2-dimensional probability distribution funcis
(PDFs) of gas density and temperature in Figlirds 16 ahd 17 ,
for Sim-noSFand Sim-SFF, respectively. We consider gas
within 15 kpc from the galactic center. Colors represent the
total gas mass in each 2-dimensional bin. As explained in Sec ST I
tion[6.3, raw particle fields are used for the PDFs of particle Fadvisiivty P ¢
based codes, not the smoothed fields constructead biote o 2 3 6 8 10 1 1a
that a gaseous halo, represented by low density, high temper Cylindrical Radius (kpe)
ature gas in the upper left corner of each panel, is designedrigure22. Cylindrically-binned newly-formed stellar surface depspro-
to exist only in mesh-based codes, but is absent in particle-files at 500 Myr forSim-SFFwith star formation and feedback. Only the

. : ; newly-formed star particles are considered, not the diskubge stars that
based codes (SPH codes anto; see Sect|0E|2). Itis were present in the IC. Shown in the bottom panel is the fraatideviation

thereforenotthe intended scope of this paper to compare this from the mean of these profiles. See Sedfioh 6.4 for a deteifptanation of
hot halo or circumgalactic medium between codes. To guidethis figure. Compare with FigurE$ 5 dnd 27. Thexis range of the top panel
readers’ eyes, we plot the mean temperature in each densitys kept identical among Figurg{3-7 dnd 22 for easier corspari

bin from CHANGA’s Sim-noSHun with a thick dashed line ) ) )

in each panel (in both Figurés]16 ahd 17; in the range of and the thin dot-dashed diagonal lines that of constanopytr

[10726,10-2Y gcm3). CHANGA’s mean profile is close to ~ Process. o o
the “mean of means” of these 9 codes, thus helps to compare Overall, all codes exhibit similar behaviors in Figlird 16
the PDFs’ relative positions between codes. The thin dottedhen without star formation and feedback, just like the broa

diagonal lines denote the slope of constant pressure moces Similarity observed in Figufe 14. A clear branch of gas is vis
ible in all codes extending towards higher density, lower-te

33 Both CHANGA and GasoLINEspread supernova feedback energy to 64 perature, owing to the common treatment of cooling by the
neighboring particles, but they use different neighbor bera for smooth- GRACKLE Iibrary (see also FiguE].& and arelated discussion

ing in hydrodynamicsNsmooth= 64 in CHANGA versus 200 in GSOLINE - . f . B
(see Sectiorls 5.5 afid b.6). In addition, unlikeA®, GADGET-3 adopts the later in this section). But, as noted in Secfion 3.1, due tg-va

Sedov-Taylor blast wave method (see Sedfion 5.7). A sligange in the ing GRACKLE versions participating codes are interfaced with
details of shock radius estimation is shown to cause a laffgeahce. (GRACKLE Vv2.1 in CHANGA, GASOLINE, GADGET-3 and

Z“kln FiguredIb ar}EIB% reagersdmay noticGe hemispgericalTshhﬂrmBe' GIzMO, versus ®RACKLE v2.0 or below in A&RT-1, ART-II,
~ 5 kpc in some particle-based codes, e.gASGLINE or GEAR. These are ; ; ;
not expanding blast waves driven by supernova feedbaclg wisualization ENzO, Ramses and GEAR)’ the COOImg ra;es differ S“ghtly
effect due toyt’s smoothing kernel for SPH particles onf10’s discrete from code to code even at the same density, temperature, and
tracers. This feature is also clearly seen in Fidure 32, aelp seen in metal fraction. See Secti@h 2 (footnbie 9) or Sedtioh 3.4t{fo

Figure[3. Higher-resolution simulations would minimizésthrtifact. notel I3) for more information. Any remaining discrepancy is
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Figure23. The cumulative mass function of newly-formed stellar clisngh 500 Myr forSim-SFE Clumps with masses below&®x 10° M, and the most
massive clump found by FOF (always associated with theastiilige at the galactic center) are excluded. See Séc#biomore information on this figure,
including an additional test Gmo-pPSs2 for which Gzmo’s Jeans pressure support is increased by a factor of 2.

attributable to the difference in how each code sub-cyttes i erties (Figur€23) and star formation rates (Fiduie 26).
cooling module in the hydrodynamics calculation. Then, Figurd_20 plots the code-by-code mass change in
Now we compare the densitftemperature PDFs when star  each density bin from Figuie 118 to Figurel19. This plot
formation and supernova feedback are included in Figure 17.aims to measure the effect of star formation and supernova

All codes successfully lower the fraction of low temperatur  feedback by subtracting the density probability distritibf
high density gas by forming stars and then injecting thadfe ~ Sim-noSHrom that of Sim-SFFE As noted in our discussion
back energy (see also Figuies[18-20, and a related quantitaef Figure[1T Sim-SFHowers the fraction of high density gas
tive discussion later in this section). However, notable di by forming stars at abovey thres= 10 ¢T3 = pyasthres/ M1
ferences exist between codes as to how gas reacts to the sysee Sectiofi 3]12) and then injecting their feedback energy.
pernovafeedback. For example, iRANGA and GEARsome  This impact is more evident in the bottom panel of Figurk 20,
gasis leaving the aforementioned high density branch svar where we show the sign-preserving logaritiimmlog (), of
higher temperature (up to &) due to supernova feedback, the mass change, making smaller changes more disceible.
but notin GfASOLINE,_ GADGET-3 a_nd Gzmo. The high tem- Without exception, gas masses at density ab@ygires=
perature, high density gas seen iRANGA and GEAR IS as- 1 67 10-23gcm 2 (thick dashed line) are reduced by star
sociated with the small hot bubbles discussed in Figure £5. A tormation and feedback, even if inefficiently. The gas ibeit
explained earlier, these discrepancies in particle-basdés  consumed by star formation or redistributed by thermal su-

are attributed to different numerical implementationstodf t ernova feedback to a less dense reaion b awa
common feedback physics. Also noticeable is the hot gas bejfarom star-forming sites. gion beigwinres away

ing ejected from the disk as a result of feedback particylarl
in ENzO and RAMSES, seen as a broader distribution of hot 6.4. Stellar Disk Morphology

gas in FiguréII7 compared to Figlrd 16. In this section, we study the morphology of stellar disks

For a more quantitative comparison of the ISM thermal 2 . it
structure, shown in Figurés118 ahd 19 are the gas mass disf_ormed in Sim-SFFE Figure[21 shows the distributions of

tributions along the density axis (density probabilitytdizi- neévly-formled r?tar palrti}:les if‘gim-SFqur leach OL the 9
tion function) for Sim-noSFand Sim-SFF respectively, sim- ~ ¢0des. Only the newly-formed star particles are drawn, not
ply derived from FigureE16 ardd L7 above. Note again thatthe disk or bulge stars that were present in the IC. Star-parti
a gaseous halo, represented by low density tails towards th&Ies present in the |C are excluded from all “stellar” paetic
left side of these plots, is by design included only in the analyses hereafter. Each frame is centered on the galaatic ¢
mesh-based codes, but not in the particle-based codesg-n Fi (F; defined in Sectidn 8.1 as the location of peak gas density

ure[I8, when without star formation and feedback all codesWithin 1 kpc from the center of gas mass. This center al-
show similar distributions within a factor of a few differem  MOSt @lways coincides approximately with the center of the
in the density rangél0 25,1022 gcm 3. A notable devi- most massive stellar clump. Colors represent the totalyrewl

ation is that three particle-based codes\DBET-3, GEAR formed stellar masses in each 2-dimensional bin. The bottom
and Gzmo, hold more mass at density above*ié)g o3 rows also highlights clumps of newly-formed stars (more dis

A cussion on stellar clumps later in this section).
than the rest of the codes do. However, in F{le.l:b 19, now Figure[22 depicts surface densities of newly-formed star
in a more realistic setup including star formation and feed-

back, no clear systematic difference exists between mesh particles — excluding star particles present in the |Cs Sfor-.

basea and articlye-based codes. While the aareement in th'SFF, calculated in cylindrically symmetric radial bins. While
725p oo ey T 9 there are differences up to a factor of a few among some codes

range[10” =, 10 “gcm * is again within a factor of a few (¢ g hetween BoGET-3 and GAsOLINE, due to their differ-

(averaged fractional deviation in 1& < p < 10" *gcm 3 ent rates of galaxy-wide star formation shown in Figure 26;

is 28.6% or 0.109 dex), the codes diverge from one anotheraveraged fractional deviation for2r < 10 kpc is 53.9% or

up to more than an order of magnitude at density above

10-??gem 3, translating into differences in clumping prop- 3 symlogx) = sgr(x) x log|x|.
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Figure 25. Stellar velocity dispersion curves at 500 Myr f8im-SFF
Shown in the middle panel is the fractional deviation from thean of these
profiles. In the bottom panel we plot the ratiovefrtical velocity dispersion
(z-direction) tototal velocity dispersion. Compare with Figure]13. The
axis range of the top panel is kept identical among Fidur#&3and 25 for
easier comparison.

Figure 24. Stellar rotation velocity curves at 500 Myr f8im-SFFwith star
formation and feedback. The cylindrical radius and rotatlovelocity are
with respect to the galactic center —location of maximumdgassity within

1 kpc from the center of gas mass. Only the newly-formed steiigtes are
considered. See Sectibn 6.5 for a detailed explanation wrtlhie figure is
made. Compare with Figufel11. Theaxis range of the top panel is kept
identical among Figurds {0111 dnd 24 for easier comparison.

0.187 dex), all the lines can be well fit by an exponential disk
profile at radii> 1.5 kpc. Occasional fluctuations visible in
the profiles (e.g., at- 6.5 kpc in Gzmo0) are due to dense
stellar clumps located at these particular radii.

In order to compare the distribution of newly-formed star

pendent of the clump finder.
In all codes, the majority of newly-formed stellar clumps

have masses below 1®M ., and there is a relatively sharp

decline in the number of clumps towards higher mag3es.
From these figures, it is also clear that nearly-formedaatell

particles and the level of disk fragmentation between diffe
ent codes, we identify clumps in the distribution of newly-
formed star particles using the Friends-of-Friends (FQF) a

clumps are the most prevalent in thez®o run, and less so
in the RAMSES run than in other codes. The relatively large
number of stellar clumps in BMO is not a transient feature,

gorithm (Efstathiou et al. 19BE} We only consider clumps  but consistently observed across snapshots until 1 Gys iFhi
with newly-formed stellar masses abové & 10°M ., (equiv- related to the fact that @m0 produces the most clumpy gas
alent to 30 times the mass of star particles present in the ICdisk among the codes even with star formation and feedback
30m, |c). The most massive clump found by FOF is excluded in Sim-SFRsee Figurél3). While preserving all the common
since it is always associated with the stellar bulge at thecga  elements in comparison (such as pressure floor or resojution
tic center, but we do not explicitly remove gravitationally- described in Sectioris 3 ahH 4), thez@o group has carried
bound clumps (which may have overestimated the number ofout extensive tests with other simulation parameters talche
clumps). Identified clumps are marked with circles in the bot what most dictates the level of fragmentation (e.g., smooth
tom row of Figuré€ 2L, where the radius of each circle indisate ing kernel,N,gr, GRACKLE version, slope limiter, dual en-
the clump’s virial radius. We also show the cumulative mass ergy formalism; but always within conventional norms), find
functions of newly-formed stellar clumps in Figlrel 23. Itis ing that the different parameter choices do not qualititive
worth to note that very similar clump distributions and mass alter the mass function. However, we note that increasiag th
functions are discovered when we identify clumps using the Jeans pressure floor by as little as 100% — well within the
HOP algorithm|(Eisenstein & Hut 1998) in lieu of FOF. The uncertainty in the geometry prefactor of Jeans pressure sup
general trends for clumps discussed below are largely indesport equation, Eq.[{3) — and reverting t(RECKLE v2.0 —
where metal cooling rates are slightly lower compared td v2.

36 For the FOF machinery, it is implicitly assumed that all nefdrmed
star particles have the same mass. The actual mass differem® more
than a factor of 2. The FOF finder also implicitly demands tieaticles are
located in a periodic box, whose size we manually set26%3Mpc (largest
box size used by one of the groups). Given the periodic baynztandition,
we use a linking length equal to 0.25% of the average inteigia distance.

37 These clumps are not to be confused with the giant clumps séesa
between 18and 18 M., observed in star-forming galaxies at redshift 2.
Thesez ~ 2 clumps are expected to form in disks with gas fractions ef 40
50%, much higher than the initial 20% gas fraction in our expent.
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Figure26. Galaxy-wide star formation rates by 500 Myr f&im-SFF
Shown in the bottom panel is the fractional deviation from thean. See
Sectior[ 6.5 for a detailed explanation on this figure, iniclgchn additional
test Qzm0-pPS2 for which Gzmo’s Jeans pressure support is increased by
a factor of 2.

Figure 27. Cylindrically-binned star formation rate surface dengitgfiles

at 500 Myr forSim-SFF Star formation rates are estimated using the newly-
formed star particles that are younger than 20 Myr old. Shiovtine bottom
panel is the fractional deviation from the mean of these lefiSee Section
for a detailed explanation on how this figure is made. Caapvith
Figured® anf[22.

because of the different solar metallicity definition — eslti In Figure[25 we analyze the velocity dispersion curves for
removes the discrepancy (see the black dashed line in Fighewly-formed star particles i8im-SFFE As in gas velocity
ure[23 labeled @M0O-PS2). A possible explanation for the  dispersion curves of Figurgs]13, this plot quantifies thilres
stronger fragmentation inIGMo is that the “effective” grav-  ual velocity components other than the rotational velocity
itational resolution in &Mo is slightly higher compared to  computed in Figuré_24. Once again, a good agreement is
other codes (as observedlb;L—Eem%éEhom), resulting from g&ound that all codes lie within a few tens of percent from one
combination of different choices in theirimplementatierg(, another at radik 10 kpc (averaged fractional deviation for 2
slope limiter, gradient estimator, density estimaffr). <r < 10kpcis 11.2% or 0.046 dex). When compared with
_ ) ) Figured 1P anf 13, the agreement is particularly betteren th
6.5. Stellar Disk Kinematics central region 1.5 kpc). Note that when we plot the ratio of
Following the analysis shown in Sectifn.2 for the gas Vertical velocity dispersion tdotal velocity dispersion in the

disk kinematics, here we study the kinematics of stellaksdis bottom panel of Figurg25, the systematic discrepancy found
formed by each code i8im-SFF In Figure2% we show the  in Figure[13 between mesh-based and particle-based codes at
rotation velocity curves for newly-formed star particles i radii < 1.5 kpc no longer exists. This confirms our assertion
Sim-SFFE As in gas rotation velocity curves of Figures] 11, in Sectior[6.P that the said discrepancy in Fidure 13 is due to
each line represents a mass-weighted average of steléar rot vertical gas movement captured only in mesh-based codes.
tional velocities as a function of cylindrical radius. AsSec-
tion[6.4, only the newly-formed star particles are consder
for these profiles, not the disk or bulge stars in the IC. Jsist a
in the gas rotation curves, the stellar rotation velocisiesw
a high degree of similarity among the different codes, aglgoo
as within a few percent at certain radii (averaged fractiona
deviation for 2< r < 10 kpc is 2.5% or 0.011 dex). Disagree-
ments seen at radius 12 kpc for some codes such agAll
and GASOLINE are attributed to a small number statistics near
the edge of a stellar disk.

6.6. Star Formation Relation

In this section, we compare the star formation rates (SFR)
of different codes irSim-SFFand check whether we repro-
duce the observed relation between gas surface density and
SFR surface density. In the following discussion, SFRs are
time-averaged over the past 20 Myrs and derived based on the
ages of newly-formed star particles in the 500 Myr snapshots

Figure 26 displays the evolution of the galaxy-wide SFR of
each run by 500 Myr. For most codes, SFRs increase at early
times, reach a maximum at 200-300 Myr after the start of the
simulation, and then plateaus at later times. The SFRs evolv
smoothly without evidence for strong bursts. The SFRs are
within a factor of~3 from one another at all times (averaged
fractional deviation for 50< t < 500 Myr is 32.8% or 0.123
dex), and for most codes the values settle at 2-4yM ! over
most of the simulated time. Some differences are notewor-
thy. For example, GSOLINE and ENzO predict somewhat
lower SFRs, especially at intermediate times, while the SFR

38 Careful readers may notice that the stronger fragmentatid®izMo
conflicts whaf Mayer et al[ (2016) found. We caution thatrtisetup is dif-
ferent from ours. For example._Mayer el al. (2016) employaetiffarent
pressure floor prescription that depends on the kernel aimmore effec-
tive stellar feedback based bn Sfinson_ét[al. (2006). Thegefed a low-
metallicity massive gas rich galaxy without consideringaheooling, which
was shown by the @Mo group to significantly affect the fragmentation. As
discussed, a slight variation ini@v0 parameters is enough to erase their
discrepancy with other codes.[In Mayer €tlal. (2016), this naay be played
by the different subgrid models and the absence of metainzpol
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Figure 28. The Kennicutt-Schmidt relation f@im-SFFat 500 Myr using the azimuthally-averaged gas surface tiesgFigurdh) and SFR surface densities
(Figure[2T). The thick black dashed line denotes a best ehigenal fit by Kennicutt et all (2007). The blue hatched oonimarks the observed sub-kpc patches
in nearby galaxies by Bigiel etlal. (2008), where tHgidrogensurface density is multiplied by 1.36 to match toéal gas surface density in our simulations.

See Section 616 for a detailed explanation on how this figtinedde. The full color version of this figure is available ia glectronic edition.

for Gizmo never plateaus or begins to decline, but reachesof larger numbers of stellar clumps, as seen in Figurés 21 and
a maximum of~ 6 M. yr~1 at 500 Myr. GADGET-3 pro- [23. For example, a- 6.5 kpc peak in &mo’s SFR profile
duces the most stellar mass in this time period, but its SFRin Figure[2T coincides with a peak at the same radius in its
does not further grow after 300 Myr. The total stellar mass ~ stellar surface density profile in Figurel22.

formed in 500 Myr ranges from.8x 10°M, in GASOLINE dewgtenamgaégrl?eior?‘ %%'adcéigss_faﬁ@%ﬂthec gﬁzlsaltlé?%g .
t0 2.4 x 10°M, in GADGET-3. GizMO’s efficient and clum iy ur ity Ightly (€.
star formation is discussed in detail in Secfiod 6.4 and rl%)éu Schmid{1959; Kennicuit 1989, 1998; Kennicutt et al. 2007;

3. We note again that increasing the Jeans pressure flogpidiel etal[2008). Consequently, the relation betweeséhe
in Gizmo by a factor of 2 — well within the uncertainty in WO observables, the Kennicutt-Schmidt (KS) relationyes f
the geometry prefactor of Jeans pressure support equatiorfluéntly used to calibrate the modeling of star formation in
Eq. (3) — and reverting to BACKLE V2.0 entirely removes ~ dalaxy-scale simulations. In Figuie]28 we show the KS re-
Gizmo’s discrepancy (see the black dashed line in Figure lation for Sim-SFF where gas and SFR surface densities are

labeled GzMO-PS2; compare with FigurE23). In addi- measured within cylindrical annuli, as computed in Figures
tion to the systematic tests thaZ®o group performed, the and(27, respectively. Only annuli with nonzero averaged
GADGET-3 group has also tried a run with a slight variation SFR surface densities are considered. The thick black dashe
in the treatment of supernova feedback that would increasdN® denotes a best observational fit by Eq. (8) in Kennicutt
the number of gas particles inside the “shock radius” (decti et &l- ), l0@sFr = 1.3710gZgas— 3.78, for a spatially-
5.7). We find that this slight variation indeed produces sig- '€S0lved patches in M51a. The blue hatched contour marks
nificantly lower SFR for GQDGET-3, closer to lzo's value e observed sub-kpc patches in nearby galaxies taken from
(results not shown here). Our tests strongly suggest tieat th Figure 8 of.Bigiel et al.[(2008), where theliydrogensur-
SFR evolution is highly sensitive to the details of the numer fac€ density is multiplied by 1.36 to account for helium to
cal implementation of the common subgrid physics, inclgdin match thetotal gas density in our simulations (see their Sec-
pressure floor and feedback prescriptions. tion 2.3.19 S _

Now, to better understand the differences in SFR, we plot As Figure[28 reveals, all participating codes predict a KS
in Figure[2Y the SFR surface densities as functions of cylin- relation that agrees well with one another Wlthln a factor of
drical distance from the galactic center. Again, SFRs aie es & few, and with observed nearby disk galaxies in Bigiel et al.
mated using the newly-formed star particles that are younge (2008). In particular, by combining star formation and ther
than 20 Myr old. The agreement between the codes is generMal supernova feedback, most codes match both the normal-
ally encouraging, especially outside the central 0.5 kpe. W ization of the observed relation and the characteristie%h-
note, however, that the SFR within 0.5 kpc constitutes alarg 0ld” value of the gas surface density (0 M pc?) below
fraction of the total galactic SFR.Nzo and GASOLINE have which star formation becomes less efficient. However, it
significantly lower SFRs in the central region of the galaxy, , . _

S : : ; We caution that galaxies in the Bigiel el al. (2008) sampéeimnearby
thus explaining the difference seenin Figliré 26. In cottras universe with relatively low gas fractions. These are sligtifferent from
much of the excess Sta['_form?lt'(?n iIMGGET-3 and GZMO the initial condition of our experiment that is modeled asisk dyalaxy at
takes place at large radii and is likely related to the foromat ~ z~ 1 with 20% gas fraction (see Sectigh 2).
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Figure29. The 500 Myr snapshot of face-on gas surface densitieSifarSFFat 750 pc resolution. For particle-based codes, surfacsittemnare estimated
by depositing gas particles via the Cloud-In-Cell (CIC)estie on to a 2-dimensional uniform grid with 750 pc resolutidhis image could be considered as a
degraded version of Figuké 3 although a different depogdrihm is used for particle-based codes. See Selctign 6&6detailed explanation on how this figure
is made. The full color version of this figure is availabletie £lectronic edition.
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Figure30. The 500 Myr snapshot of face-on star formation rate surfassitles forSim-SFFat 750 pc resolution. SFR surface densities are estimated
by depositing the newly-formed star particles that are gaurthan 20 Myr old on to a uniform grid with 750 pc resolutioBee Sectiofl 616 for a detailed
explanation on how this figure is made. The dynamic rangeetthor axis (3 orders of magnitude) are kept identical anféiggred 2P anf 30 to help see if
the gas depletion times are similar among pixels.
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Figure31l. Same Kennicutt-Schmidt plane as Fig[iré 28 but now with gafscai densities (FigufeR9) and SFR surface densities (&i80) averaged in
750x 750 pc patches at 500 Myr. As an example, shown as gray tearggke the patches with nonzero SFR surface density founéiANGA. For all other
codes, only 80% percentile contours are drawn. The thiatkbd@shed line denotes a best observational {it by Kennitati £007). The blue hatched contour
marks the observed sub-kpc patches in nearby galaxies el Bical. [2008). See Sectibn 6.6 for a detailed explanatioimow this figure is made. The axes
ranges are kept identical among Figurek 28[and 31 for eameparison. The full color version of this figure is availabiehe electronic edition.

should be noted that our simulations do not include multi- density, while @DGET-3 and Gzmo show higher SFRs than
phase gas physics that explicitty models the transition be-the rest of the codes. These differences are generallyén lin
tween atomic and molecular hydrogenal0 M. pc? (e.g.,,  With what was observed in global SFR of Figlre 26.

Krumholz et al 2009). More investigation may be needed In order to better match the observational technique by
to check how the apparent change in slope seen here is aiBigiel et al. (2008), one may consider using sub-kpc patches
fected by our choice of subgrid physics (e.g., star fornmtio to generate the KS relation rather than cylindrical anniuli.
efficiencye,, or thermal feedback energy budget; see SectionFigured 2D anf 30 we present mock observations of gas sur-
[3.2). Figuré ZB also highlights that there are some diffegen  face densities and SFR surface densitiesSion-SFFat 500
between the codes. SFR surface densities a$@.INE and Myr. For mesh-based codes in Figlré 29, their panels in Fig-
ENnzo lie slightly below the other codes at a given gas surface ure[3 are degraded to 750 pc resolution. For gas particles for
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Figure32. The 500 Myr composite of density-square-weighted gas nfedation projections, edge-ofiop) and face-on(bottom) for Sim-SFFwith star
formation and feedback. Colors represent the ratio of nusasity to total gas density (not in units 8f). The color axis spans from 0.01 to 0.04 in a linear

scale. See Sectidn 6.7 for a detailed explanation of thisdigCompare with Figurdd B_1L5, andl 21. The full color versibthis figure is available in the
electronic edition. The high-resolution versions of thigifie and article are available at the Project website,/hipw.AGORAsimulations.org/.
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Figure 33. The 500 Myr composite of the mass-weighted averages of géal fnection on a densitytemperature plane for the gas within 15 kpc from the
galactic center ir5im-SFFwith star formation and feedback. The metal fraction is $yntipe ratio of metal density to total gas density (not in smitZ.)). Note
that a gaseous halo — low density, high temperature gas iper left corner of each panel — exists only in mesh-basdds;dut not in particle-based codes
(SPH codes or @mo0). Compare with Figure_17. See Sectfon]6.7 for more inforamatin this figure. The full color version of this figure is agile in the
electronic edition. The high-resolution versions of thigifie and article are available at the Project website,/hMtpw.AGORAsimulations.org/.

particle-based codes in Figurel 29 and young star partiles oto see if the gas depletion times are similar among pixels.
age less than 20 Myr in FiguEel30, we use the Cloud-In-Cell  Then we identify all 756 750 pc patches with nonzero SFR
(CIC) scheme to deposit particle masses on to a uniform 2-surface density, and plot them in Figlird 31 on the same KS
dimensional grid with 750 pc resoluti@. This resolution  plane as Figure28. As an example, all such patches found in
matches Bigiel et al (2008)’s reported working resolution the CHANGA run are shown as gray triangles. For all other
The dynamic range of the color axis are set to 3 orders ofcodes, only 80% percentile contours are drawn. Again, all
magnitude in both Figurgs P9 and 30, in order to help readersparticipating codes reproduce the slope and normalization

the observed KS relation well. But slight differences in SFR

%0 Thus, overall, Figurg29 could be considered as a “degradetion  surface densities exist. Contours foA€OLINE and ENzO

of Figure[3 although, in Figuid 3, smoothing kernels — not Gl&re used to lie below the pack while @DGET-3 and GzMO'’s contours
deposit gas particles in particle-based codes on to aneoctre !
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Figure 34. The 500 Myr face-on composite of density-weighted averafegs elevations foBim-SFFwith star formation and feedback. See Sediion 6.7 for a

detailed explanation on how this figure is made. Compare Kiglhired8 an@ 5. The full color version of this figure is aali¢ in the electronic edition. The
high-resolution versions of this figure and article are lalée at the Project website, http://www.AGORAsimulagarg/.
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Figure 35. The 500 Myr composite of the size of resolution elementsaldifferent lines of sight, edge-oftop) and face-or(bottom) for Sim-SFFwith star

formation and feedback. The color axis spans from 10 fopbQin a logarithmic scale, with highest resolution shownarkcblue. See Sectidn 8.6 for a detailed
explanation on how this figure is made. Compare with FigtkBS3and2IL. The full color version of this figure is availainighe electronic edition.

sit above all other codes at all gas surface densities. Thesé&or mesh-based codes, on the other hand, high metal fraction
findings are consistent with what we see in Figlirds 26 ahd 28.is found in low density, high temperature gas as well, which
6.7. Other Comparisons: Metal Fraction, Disk Elevation, Is contaminated by hot metal-enriched mate“als disperyed
and Spatial Resolution supernova feedba@®. These two observations are related to
) T ) how well metals get mixed in each code. Readers may have
In Figure[32 we present the projections of density-square-noticed the difference between mesh-based and particsiedba
weighted gas metal fraction f&im-SFFwith star formation codes already in FigufeB2 by focusing on mixing of the met-
and feedback. The metal fraction we show here is simply gis. With neither the halo gas nor a sophisticated metalngixi
the ratio of metal density to total gas density, and it is not scheme in place, metal-enriched gas in particle-basedscode
in units ofZ,, in order to minimize any confusion caused by tends to stay near the dense star-forming sites that prdvide
GRACKLE 2.0 versus 2.1 implementations (see footngles 9 the metals.
and[I3). The color axis spans from 0.01 to 0.04 in a linear | Figure[3% is the density-weighted average of gas eleva-
scale. The edge-on V|ews_0f mesh-l_aqseql codes, partl_cularlyions from thex —y disk plane forSim-SFFwith star forma-
ENzo and RamsEs, show high metallicity filaments flowing  tjon and feedback. That is, averages nf- Zeente) Such that
out of the disk, carrying metals into the embedding halo (seeg positive (negative) value indicates the gas along thatdin
also Figurd_1b). However, as noted in Seclion 2, a gaseousight is located above (below) the disk plane on average. For
halo exists only in mesh-based codes, but notin particke#a  particle-based codes, we use the reconstructed density fiel
codes (SPH codes andiZmo). Therefore, it isnotthe in-  from yt’s in-memory octree on which gas particles are de-
tended scope of this paper to compare the metal content of thfﬁ)osited using smoothing kernels (see Sedfioh 6.1). This fig-
halo which, by design, is captured only in mesh-based codesyre helps to visualize and estimate the warping of the gés dis
In the face-on views within the disk we find qualitatively sim (e.g..[Levine et dl._2006). All participating codes produce
ilar results across codes, with denser gas (corresponding t [argely flat disks, with vertical offsets less than kpc. Yet, it
star forming regions) tending to be more metal-enrichegk Si s also true that all codes show some levels of coherent warp-
nificant differences in the morphology of metal distributio  ing or flaring along the disk plane. This strongly suggesis th
exist, however. Differences in numerical implementatiohs | these codes are able to resolve vertical instabilities.
the stellar feedback model are responsible for such diacrep Finally, Figure£3b compares the sizes of spatial resolution
cies (see Sectidn 8.3 for more discuss[@h). elements each code imposes on the galactic diskrfSFF
Figure[33 shows the mass-weighted averages of gas metaht 500 Myr. For mesh-based codes, this is a projection of
fraction inSim-SFFon a 2-dimensional densittemperature  gas cell sizes along different lines of sight, weighted sl (c
plane for gas within 15 kpc of the galactic center. Raw par- yolume) 2 so that the maximal resolution element along that
ticle fields are used for particle-based codes, not thepoter
lated or smoothed fields constructedyit. Note again that
a gaseous halo represented by low density, high temperature 41 Readers may notice thatRi-1 does not show strong outflows. Rather,

; ; ; _the continued inflow of gas from the halo provides zero mietsligas mixed
gas in the upper left corner of each panel exists only in mesh in to the disk (see the initial halo setup in Secfibn 2RTAl's discrepancies in

based codes. For particle-based codes, high density, tow te - Figured 3133 are manifestations of weaker stellar feddtsem other mesh-
perature gas has higher metallicity because of its correbpo  based codes, which are exaggeratedly visible only becaesk-trased codes

ingly higher star formation rate and thus metal enrichment. include a large reservoir of zero metallicity gas arounddisé.




24 J. KIM ET AL. FOR THEAGORACOLLABORATION
Table 2
Relative Differences Between Codes in Main ObservablesSjim-SFFun)
Level of agreement between codes Figures | Relevant sections
Gas surface density (cylindrically-binned averaged fractional deviation for2r < 10 kpc= 32.2% (0.121 deXf Figure[® Sectior 6.1L
Gas surface density (vertically-binned) averaged fractional deviation far< 0.6 kpc= 30.4% (0.115 dex) FigurelT Sectior 6.1l
Gas average vertical height averaged fractional deviation for2r < 10 kpc= 19.1% (0.076 dex) Figure[9 Sectior 6.1L
Gas rotation velocity averaged fractional deviation for2r < 10 kpc= 2.8% (0.012 dex) Figure[11 Sectior 6.p
Gas velocity dispersion averaged fractional deviation for2r < 10 kpc= 17.8% (0.071 dex) Figure[T3 Sectior 6.P
Gas density probability distribution averaged fractional deviation in 18 < p< 10*‘229 cm 3 = 28;6% (0.];09 dex) Figure[T9 Sectio 5B
up to more than an order of magnitude difference at 10-2?gem 3

Newly-formed stellar surface density averaged fractional deviation for2r < 10 kpc= 53.9% (0.187 dex) Figure[22 Sectior 6.1
Newly-formed stellar clump mass functiop all data points lie within a factor of£3 from the mean at each mass Figure23 Sectior 6.4
Newly-formed stellar rotation velocity averaged fractional deviation for2r < 10 kpc= 2.5% (0.011 dex) Figure[23 Sectior 6.5
Newly-formed stellar velocity dispersion averaged fractional deviation for2r < 10 kpc= 11.2% (0.046 dex) Figure[2% Sectior 6.b
Galaxy-wide star formation rate averaged fractional deviation for 50t < 500 Myr= 32.8% (0.123 dex) Figure[26 Sectior 6.5
KS relation (azimuthally-averaged) all data points lie within a factor of3 from the mean at eacfyas Figure 28 Sectior 6.5
KS relation (patch-averaged) all data points lie within a factor of3 from the mean at eactyas Figure[31 Sectior 6.6

line of sight could stand out. For particle-based codes, thi
is a projection of gas particle sizes, definedmgas/ Pgag />,
smoothed on tgt’s octree (the same octrge used in other
edge-on/face-on visualizations; see Sedftionh 6.1 for more i
formation on the octree), weighted by (particle volurte)
defined asmyas/Pgag 2. The color axis spans from 10 to
10° pc in a logarithmic scale, with highest resolution shown
in dark blue. The green color in mesh-based codes marks th
finest mesh size permitted, 80 kpc, while the blue color in

the spirals and clumps of particle-based codes can be assoc

ated with the minimum smoothing length permitted 2 80

pc. Because of its Lagrangian nature, particle-based code
best demonstrate their strengths in dense clumps andsspiral
Meanwhile, with its flexible refinement strategy, mesh-ldase
codes may best utilize their strengths in the contact region
with high density contrast, such as above and below the disk
For example, in the edge-on views of Figlré 35, the green-
colored high resolution region covering the disk is thicker
mesh-based codes than in particle-based d&Hes.

7. DISCUSSION AND CONCLUSION

Using an isolated Milky Way-mass galaxy simula-
tion, we compared results from 9 state-of-the-art gravito-
hydrodynamics codes widely used in the numerical commu-
nity (Sectior{b). We utilized the infrastructure we haveltoui
for the AGORAHIgh-resolution Galaxy Simulations Compar-
ison Project. For the common initial conditions for these
isolated galaxy simulations we used the ones generated b
MAKEDISK (Section[2)] We also adopted the common
physics models (e.g., radiative cooling and UV backgrouynd b
the standardized package®&cKLE; Sectior 3.0 and com-
mon analysis toolkityt [l both of which are publicly avail-

With numerical accuracy that resolves the disk scale height
— high-order numerical methods in modern simulation codes
combined with high spatial resolution — we find that the codes
overall agree well with one another in many dimensions, in-
cluding: gas and stellar surface densities, gas and stelar
tation curves and velocity dispersions, gas density and tem
perature distribution functions, disk vertical heightsyvhy-
formed stellar clumps, SFRs, and Kennicutt-Schmidt rela-

®ions (Sectiof6). Quantities such as velocity dispersaes

very robust (e.g., gas and newly-formed stellar velocity di
bersions agree within a few tens of percent at all radii) vhil
other measures like newly-formed stellar clump mass func-

Yions show more significant variation (differ by up to a facto

of ~3). In Table2 we summarize the relative differences be-
tween codes for the main observables studied in this report.
Some discrepancies can be understood as systematic differ-

‘ences between codes, for example, between mesh-based and

particle-based codes in the low density region (Figlie$ 2-3
and Sectiof 6]1), and between more diffusive and less diffu-
sive schemes in the high density tail of the density distidu
(Figure[19 and Sectidn 8.3). The latter translates inteediff
ences in clumping properties (Figurel 23) and star formation
rates (Figur€ 26) of different codes. These intrinsic caifle d
ferences are not as serious as some might have mistakenly ex-
trapolated from previous code comparisons (e.g., Scaaoapi

et al..201P2), and are generally small compared to the varia-
tions in numerical implementations of the common subgrid
physics such as supernovae feedback. Our experimentseveal

Xhe remarkable level of agreement between different mod-

ern simulation tools despite their codebases having edolve
largely independently for many years. Itis also reasstihiag

our computational tools are more sensitive to input physics
than to intrinsic differences in numerical schemes, andl tha

able. Subgrid physics such as pressure floor, star formatiorpredictions made by the participating numerical codesere r
prescription, supernova feedback energy, and metal producproducible and likely reliable. If adequately designeddn a

tion have been meticulously constrained across particigat
codes (Sectiois 3.1 ahd B.2). Strenuous efforts have aéso be
made to ensure the consistency between the parameters th
control resolutions of the codes (Sectidn 4).

42 From the face-on views of FigufeI35, readers may distingihistuiffer-
ences in grid construction machineries of mesh-based cod#se structures
in ART-1, ART-11, and RAMSES, versus block structures inNzo.

cordance with our proposed common parameters (e.g., cool-
ing, metagalactic UV background, stellar physics, resoft
aee SectionE]3 arld 4), results of a modern high-resolution
galaxy formation simulation are likely robust.

It is worth briefly noting a few points about our study pre-
sented in this paper: (1) During the course of the present
study, we have developed and field-tested important piefces o
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the AGORAInfrastructure such as the common initial condi- in itself in which it was continuously shown how beneficial
tion, common physics models, and common analysis toolkit. a platform like this could be for any scientific community.
In particular, it should be noted that all the analyses itiSec ~ Through workshops and teleconferences, and via common
[@ are carried out with commayt scripts that are nearly inde-  languages and infrastructure built together, Projectigart
pendent of simulation codes. This common analysis platformpants were able to better understand other codes, and improv
approach has repeatedly proven its strengtAGORAcom- their own. Participants found an optimal set of simulation
parisons including this study, significantly reducing tlestc ~ parameters that makes their code to be best compatible with
needed to hack the codes that any one researcher might not bathers. We came to understand how seemingly identical pa-
familiar with, and allowing moving straight tecience-driven  rameters differ in their meanings in different codes, ang ho
comparisons of underlying physical properties. (2) Whike w seemingly different parameters have in fact identical mean
find that the 500 Myr snapshot we used for the comparison isings. In some comparisons, numerical errors were discdvere
representative of each simulation, we caution that anylaimi  and fixed in participating codes. TA&ORAframework, now

ity or discrepancy found here may not be universally the casetested with the common physics and subgrid models, are serv-

at every single epoch. In an ongoing study using the sameing as a launchpad to initiatestrophysically-motivatedom-

suite of simulations presented here, but multiple snagsiot
to 2 Gyr, we are systematically checking if any conclusion
drawn in this work is challenged by the fact that we com-
pared a snapshot of a galaxy at a single effdq8) Compar-
ison studies in th&AGORACollaboration including this work
are not intended to decide which numerical implementation i
a “correct” one. The problem we are trying to numerically

solve, i.e., galaxy formation, does not have a well-defined
solution at a given resolution that every code is expected toc

converge to. Thus, it is never our intention to identify ar<co
rect” or “incorrect” code, nor even a “better” or “worse” aad

Instead, we aim to determine how much scatter one shoultﬁ
expect among different numerical implementations in a par-

ticular problem of galaxy formation, given nominally sianil
physics and runtime parameters.

We plan to further investigate our isolated disk galaxy sim-
ulations in other interesting dimensions, such as disklgtab
bulge-to-disk decomposition, spiral and bar formationd an

mass inflow and outflow, among others. As mentioned in Sec-

tion[3:2, we also intend to calibrate feedback schemes sigain
observations (e.g., metrics such as galactic fountaifipog,

mass-loading, fraction of hot/warm/cold gas, and main se-
quence star formation) and against one another. While we
complete analyses for these ongoing efforts, we are aiming t

publicly release the 500 Myr snapshots used in the present ar.

ticle from all participating codes in January 2017 (tenlti)
through theAGORAProject websit8. This is to allow any in-

parisons aimed at raising the predictive power of galaxy sim
ulations, especially as we run the zoom-in cosmological sim
ulations outlined in our flagship papér (Kim eilal. 2014). In
the coming years, we expeSGORAto continue to provide

a sustainable and fertile platform on which numerical exper
iments are readily validated and cross-calibrated, and-amb
tious multi-platform collaborations are forged.

The authors of this paper thank the members o AGORA
ollaboration who are not on the author list but have proide
helpful suggestions throughout the progress of the paper, i
luding John Forbes. We also thank Volker Springel for pro-
iding the original versions of GDGET-3 and MAKEDISK

0 be used in thAGORAProject. We gratefully acknowl-
edge the financial and logistical support from the Univer-
sity of California High-Performance AstroComputing Cente
(UC-HIPACC) during the annusAGORAWorkshops held at
the University of California Santa Cruz from 2012 to 2016.
This research also used resources of the National Energy Re-
search Scientific Computing Center (NERSC), a DOE Of-
fice of Science User Facility supported by the Office of Sci-
ence of the U.S. Department of Energy under Contract No.
DE-AC02-05CH11231. The publicly availableNEo andyt
codes used in this work are the products of collaborative ef-
forts by many independent scientists from numerous institu
tions around the world. Their commitment to open science
has helped make this work possible. Ji-hoon Kim acknowl-
edges support from NASA through an Einstein Postdoctoral

terested party in the numerical galaxy formation community pejiowship, grant PF4-150147, and support from the Moore

to be able to compare their own simulations with &@ORA
snapshots, using our publicly available comnyanscript if
neede®@

Finally, we emphasize the role tA&GORAProject played
in promotingcollaborative and reproducible researgh the

Center for Theoretical Cosmology and Physics at Caltech. A
part of his computing time was provided by Extreme Science
and Engineering Discovery Environment (XSEDE) allocation
TG-AST140064. XSEDE is supported by National Science
Foundation (NSF) grant No. ACI-1053575. He is also grate-

numerical galaxy formation community. Over the past four ful for the support from the computational team at SLAC Na-
years we have collaboratively formed a one-of-a-kind plat- tional Accelerator Laboratory during the usage of the elsst
form where members of the numerical community can work for the simulation analysis. Oscar Agertz acknowledges sup
together and verify one another’s work. Not only have we port from STFC consolidated grant ST/M000990/1 and the
successfully built a common, publicly available infrastru  Swedish Research Council grant 2014-5791. Daniel Ceverino
ture fully encompassing all the components to run galaxy- acknowledges support from the European Research Council
scale simulations in a reproducible manner — initial condi- (ERC) via the ERC Advanced Grant STARLIGHT Project
tions, physics packages, calibrated runtime parameteat; a No. 339177. Robert Feldmann acknowledges support in part
ysis pipeline, and data storage — but we also have foundethy NASA through Hubble Fellowship grant HF2-51304.001-
an open forum where members could talk to and learn from A’ awarded by the Space Telescope Science Institute, which
one another. This Project has become a great experimenis operated by the Association of Universities for Research
in Astronomy, Inc., for NASA, under contract NAS 5-26555,
in part by the Theoretical Astrophysics Center at UC Berke-
ley, and by NASA ATP grant 12-ATP-120183. Alessandro
Lupi acknowledges support by the ERC Project No. 267117
(PI'J. Silk). Tom Quinn acknowledges partial support by the

43 In fact, the evolution of the sam&GORAisolated IC adopted in this
work has been studied at different epochs already using rofthe partici-
pating codes, albeit with different input physics and mnetiparameters (e.g.,
Adgertz et al[ 2013 Keller et &I, 2014; Goldbaum €f al. 20XB.& Aoyama
et al. 2016 Semenoy etlal. 2016).
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NSF through grants No. AST-1514868 and AST-1311956 to 16. For pressure floor implementations using polytropes i

and NASA Hubble grant HST-AR-13264.HBNGA simula- ART-1l and RamMSES, see Sectiorls 5.2 ahd b.4, respectively.

tions where run on resources provided by XSEDE and NASA

Pleiades. Robert Thompson, Matthew Turk and Nathan Gold- B. STAR FORMATION EFFICIENCY PARAMETERS IN

baum acknowledge support by the Gordon and Betty Moore CHANGAAND GASOLINE

Foundation’s Data-Driven Discovery Initiative througtagt Unlike in other codes, the parameter which controls the star

GBMF4561 (Pl M. Turk), and by the NSF through grant No. formation efficiency in GANGA and GASOLINE, CStar (C,

ACI-1535651. Tom Abel acknowledges partial support by the defined in Eq. (3a) df Kaltiz 1992), is not equaldoin our

Kavli Foundation. Sukanya Chakrabarti acknowledges sup-Eq. (4) of Sectiofi 3]2. This is due to a difference in the de-

KJ/lor(tJI by thE NS|F dthrough gratnlt) Nt%- @2;'3h5174ﬁ8' Plte,{lo nominator of the Schmidt formuldg = (1/(4nGpgag))? in
adau acknowledges support by the rough grant NO.g, - (33) of Katz [(1992), versus — (371/(32Gpgad)Y/2 in

AST-1229745 and by NASA through grant NNX12AF87G. our Eq. [@). Therefore, in order to foI(Iow/t(HKSOI%Arecom-

Kentaro Nagamine and Ikkoh Shimizu acknowledge support e ; _
from the JSPS KAKENHI grant No. JP26247022. Some of mendation in Section 3.25tar should be set (@, (ty/ty) =

the GADGET-3 simulations were carried out on the XC30 ma- 0-01x (32/121%)%/2 = 0.0052 in GHANGA and GASOLINE.
chine at the Center for Computational Astrophysics, Nation C. SOETENING AND SMOOTHING PARAMETERS IN
Astronomical Observatory of Japan. Brian O’Shea acknowl- ' PARTICLE-BASED CODES

edges support from NASA through grants NNX12AC98G, . . o
NNX15AP39G, and NASA Hubble theory grants HST-AR- _ Throughout this paper we define the gravitational soft-
13261.01-A and HST-AR-14315.001-A. He was also sup- €NiNg 1engthégay (Section[4.ll) as the equivalent Plum-
ported in part by the sabbatical visitor program at the Michi Mer softening length. — This equates to the parameters
gan Institute for Research in Astrophysics at the Univer- Softening[Gas/Halo/Disk/Stars]in GADGET-3, GEAR
sity of Michigan in Ann Arbor, and gratéfully acknowledges @nd GzMmo. "It is however different from the typical defi-
their hospitality. Joel Primack acknowledges support from Nition of spline sizeh beyond which the gravitational force
STScl through grant HST-GO-12060.12-A-004, and NASA Decomes exactly Newtoniarh (@s defined in Eq. (4) of
Advanced Supercomputing for Pleiades time on whiettA  SPrngel[2005).  For GOGET-3, GEAR and Gzmo, the
simulations were run. Christine Simpson acknowledges sup-SPline sizeh is equal to Begray = 2.8 x 80 = 224 pc (see
port from the ERC under ERC-StG grant EXAGAL-308037 ForceSoftening[i]in gravtree.c). Note that the param-
and from the Klaus Tschira Foundation. John Wise acknowl- €t€rMinGasHsmlFractional that controls the minimum hy-
edges support by the NSF through grants No. AST-1333360drodynamical smoothing length (Sectionl4.2) is defined as a
and AST-1614333 and NASA Hubble theory grants HST-AR- fraction ofh, not of gray. Therefore, in order to set the mini-

13895 and HST-AR-14326. mum smoothing length to.R&gray, MinGasHsmlFractional
should be set t0.2/2.8 = 0.0714.
APPENDIX By contrast, the spline size paramedSoft in CHANGA

and GASOLINE is not equal to the equivalent Plummer soft-
A. PRESSURE FLOOR PARAMETERS IN SELECTED CODES  gnjing length, but tch/2 in thel5) definition

We caution that the definition &f3eangn our Jeans pressure  of h abové®™ Therefore, in order to havegray = 80 pc

floor recommendation, Eq.1(3), in CHANGA or GASOLINE runs, dSoft should be set to
1 2.8¢&grav/2 = 224/2 = 112 pc. One should keep in mind that
Pleans= —NJZeanQPSaAXZ i) the parameter which controls the minimum hydrodynamical
T

smoothing lengthghMinOverSoft, is defined as a fraction
is different from another widely used formula in particle- ©Of dSoft, not of&gray. Therefore, in order to set the minimum

based codes, Eq. (1)lof Hopkins et al. (2011), smoothing length to @ &gray, dhMinOverSoft should be set
a- (1) 1o ) t0 0.2 x (2/2.8) = 0.143.
£\ 12/3

Pleans= 7Naean9pgzash§ml- (A1) REFERENCES

Our_ choice 0fNjeans= 4 in_ Eqg. B) (Se,e SeCtiOB.l.) is Agertz, O., Kravtsov, A. V., Leitner, S. N., & Gnedin, N. Y. 28, ApJ, 770,
equivalent toNjeans= 8.75 in Eq. [A1) if the smoothing 25

length hgm is replaced with a fixed numbekx = 80 pc. Agertz, O., Moore, B., Stadel, J., Potter, D., Miniati, Fe, J., Mayer, L.,
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