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ABSTRACT Applying digital PCR (dPCR) technology to challenging clinical and in-
dustrial detection tasks has become more prevalent because of its capability for ab-
solute quantification and rare target detection. However, practices learned from
quantitative PCR (qPCR) that promote assay robustness and wide-ranging utility are
not readily applied in dPCR. These include internal amplification controls to account
for false-negative reactions and amplicon high-resolution melt (HRM) analysis to dis-
tinguish true positives from false positives. Incorporation of internal amplification
controls in dPCR is challenging because of the limited fluorescence channels avail-
able on most machines, and the application of HRM analysis is hindered by the sep-
aration of heating and imaging functions on most dPCR systems. We use a custom
digital HRM platform to assess the utility of HRM-based approaches for mitigation of
false positives and false negatives in dPCR. We show that detection of an exogenous
internal control using dHRM analysis reduces the inclusion of false-negative parti-
tions, changing the calculated DNA concentration up to 52%. The integration of
dHRM analysis enables classification of partitions that would otherwise be consid-
ered ambiguous “rain,” which accounts for up to �3% and �10% of partitions in in-
tercalating dye and hydrolysis probe dPCR, respectively. We focused on developing
an internal control method that would be compatible with broad-based microbial
detection in dPCR-dHRM. Our approach can be applied to a number of DNA detec-
tion methods including microbial profiling and may advance the utility of dPCR in
clinical applications where accurate quantification is imperative.

KEYWORDS dPCR, high-resolution melt, internal control

Clinical diagnostics, husbandry, food safety, forensics, military/defense, research, and
a broad array of other disciplines benefit from quantitative DNA genotyping

methods (1–3). The current standard of practice for DNA genotyping relies on quanti-
tative PCR (qPCR), where amplification of a target sequence is detected by the binding
and hydrolysis of a sequence-specific oligonucleotide probe, e.g., TaqMan, which emits
fluorescence. Quantification is accomplished by comparison to a standard curve (4).
Digital PCR (dPCR) using hydrolysis probes or generic double-stranded DNA (dsDNA)-
intercalating dye is emerging as a promising alternative to qPCR since it allows for
increased precision at low target concentrations and absolute quantification by simple
summation of positive and negative endpoint reactions and fitting to a Poisson
distribution (5, 6). Clinical diagnostics for infectious diseases in vulnerable populations
would especially benefit from this technology, where low bacterial loads would con-
found standard blood culture tests. A study from 2018 showed that the bacterial load
in culture-positive and culture-negative neonatal sepsis ranges from 1 to 120 CFU/ml in
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the majority of the population studied (7). However, the increased precision that dPCR
offers has not yet been assessed in a clinical setting (8). Several techniques that improve
the performance of qPCR by limiting false-positive and false-negative detection by
hydrolysis probes and intercalating dyes are not readily applied in dPCR. The inclusion
of these techniques to improve confidence in dPCR quantification may allow for more
readily adopted clinical practices in cases where complete blood counts (CBCs) and
blood culture are not sufficient for detecting infectious agents.

An example of a qPCR performance improvement is the use of an internal amplifi-
cation control designed to prevent false negatives. An internal control (IC) is a nontar-
get DNA sequence present in each reaction mixture and is coamplified simultaneously
with the target sequence. Without an IC, a negative reaction (no signal) can mean that
there was no target sequence present in the reaction mixture or that the reaction was
inhibited, resulting in a false-negative call. Reaction inhibition can arise from numerous
technical sources of error, including thermal cycling malfunctions, reagent issues, and
presence of inhibitory substances in the sample matrix. In qPCR, inclusion of a hydro-
lysis probe-based IC is now standard practice. However, in dPCR, hydrolysis probe-
based ICs are rarely used. This may be because dPCR systems are typically designed
with only one or two fluorescence detection channels. In two-channel systems, one
channel is typically reserved for a loading control dye that indicates which reaction
mixtures received reagents. Even with the availability of another channel, designing an
IC that reliably amplifies in all picoliter-volume dPCR reactions without outcompeting
single-molecule target amplification is not a trivial task (9–11). Additionally, a number
of IC methods have been proposed for qPCR and dPCR detection of specific microbes,
but these IC methods are typically reliant on amplification of a different gene or
amplification of a nontarget pathogenic organism (12–16). We sought to generate a
universal internal control (IC) method that could be used in any low-template concen-
tration, broad-based microbial profiling assay. Therefore, we needed to ensure that our
method would not compete with any pathogens (bacterial, fungal, or viral) in order to
make it a truly universal IC.

Amplicon melt analysis has been developed as a qPCR technique to overcome
false-positive detection. High-resolution melt (HRM) analysis is a well-established tech-
nique that is implemented regularly in qPCR assays to distinguish true positives from
false positives (17–19). False positives can arise from off-target amplification of con-
taminating nucleic acids and can affect probe-based detection modalities as well as
those relying solely on intercalating dyes (20–22). Amplicon HRM measures the loss of
fluorescence of an intercalating dye during dsDNA heating and unwinding. The loss in
fluorescence signal as a function of increasing temperature generates a melt curve,
which is a sequence-specific signature that can reliably distinguish off-target amplicons
from on-target amplicons (20, 21). High-resolution melt analysis can also be used to
detect and differentiate multiple targets amplified by universal primers, reducing the
requirement for prior knowledge of target sequences in a sample. This can be especially
beneficial across clinical settings and populations where different pathogens can cause
infection and in cases where novel pathogens could emerge. Careful control of the
heating ramp rate enables differences in amplicon length, sequence, and GC content to
result in variable fluorescence loss patterns, enabling differentiation of individual target
sequences and off target amplicons (23, 24). Even single nucleotide polymorphisms
have been detected with this method (25, 26). Machine learning-based melt curve
analysis has been used to automatically differentiate a number of different targets. In
the case of microbial profiling, over 90 bacterial DNA sequences amplified with
universal primers are automatically differentiable by comparing a sample melt curve to
a known library (26–28). Since multiple fluorescence channels are not needed for
specific pathogens and since libraries of melt curves have already been generated for
a number of microbes, multiplexing for polymicrobial infections can more easily be
tested in clinical samples.

We have pioneered the development of digital HRM (dHRM) analysis, developing a
low-volume, high-throughput melt analysis system and methods (23, 28–30). Here, we
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used dHRM analysis to test whether the quantitative power of dPCR can be improved
for more accurate enumeration of true-negative and true-positive reactions. Amplifi-
cation and quantification of a target DNA template were directly compared by simul-
taneous detection using three dPCR modalities: hydrolysis probe, intercalating dye, and
dHRM analysis. False positives arising from off-target amplification occurred in both
hydrolysis probe-based detection and intercalating dye dPCR, which significantly
affected calculations of absolute target number but could be adjudicated using
dHRM analysis. False negatives were also observed across all three dPCR modalities,
which may arise due to molecular dropout or amplification inefficiency, similar to
the known limitations of dPCR (5, 31). To limit the effect of false negatives, we
designed and implemented a melt-based IC. The use of dHRM analysis for both
false-positive and false-negative discrimination serves as a low-complexity way to
improve the quantitative power of dPCR, increasing confidence in absolute reaction
counts. Our approach could address the largely overlooked issue of false positives
and false negatives in dPCR, making the technology more robust for industrial and
clinical applications.

MATERIALS AND METHODS
Target DNA isolation. A clinical isolated Escherichia coli strain was used as a model target in all tests.

E. coli strain NBRC 102203 cells from glycerol stock were grown on LB agar overnight. Single colonies
were selected and grown in LB broth for 13 h before DNA extraction using a Wizard Genomic DNA
purification kit (Promega Corporation, Madison, WI). DNA concentration was measured by biospectro-
photometer absorbance readings and diluted in 10-fold serial dilutions to a desired target concentration.

Bacterial DNA was amplified using the forward primer 5=-GYGGCGNACGGGTGAGTAA-3= and the
reverse primer 5=-AGCTGACGACANCCATGCA-3= (IDT, Coralville, IA). This primer set was initially charac-
terized for universal detection of clinically relevant concentrations of bacterial DNA in the 16S rRNA gene
(29).

dHRM experiments: hydrolysis probe. The sequence used for the hydrolysis probe was selected by
aligning the 16S regions for six bacterial species using the algorithm multiple alignment using fast
Fourier transform (MAFFT) in Benchling and determining a 30-bp conserved region between all six
species (Benchling, San Francisco, CA). The hydrolysis probe sequence was initially synthesized without
the fluorophore and quencher to ensure proper annealing to the model target selected (E. coli). The
probe was then synthesized with a Cy5 fluorophore and Iowa Black RQ (IBRQ quencher by IDT. The probe
has the following sequence: 5Cy5/GAACCTTAC/TAO/CAGGTCTTGACATCCCGATGC/3IAbRQSp. Initial test-
ing was performed in isolated reactions: dHRM only, probe only, and a combined reaction. The
dHRM-only reaction mixture included 2.5� EvaGreen (Biotium, Fremont, CA). The probe-only reaction
mixture included the probe sequence at the manufacturer’s recommended concentration of 0.25 �M.
The combined reaction mixture included both 2.5� EvaGreen and 0.25 �M probe sequence. Triplicates
of each condition were generated for both qPCR and dPCR tests.

Optimized universal dHRM (U-dHRM) reactions were performed using a 15-�l total reaction volume
consisting of 1� IDT PrimeTime Gene Expression Master Mix (IDT, Coralville, IA), 2� 6-carboxy-X-
rhodamine (ROX) dye (Bio-Rad, Hercules, CA), 0.5 �M each bacterial primer (IDT, Coralville, IA), 3 �l of
target genomic DNA dilution, and ultrapure water (Quality Biological, Gaithersburg, MD).

The PCR mixture was loaded according to the manufacturer’s specifications onto a QuantStudio 3D
Digital PCR 20K chip using a QuantStudio 3D Digital PCR Loader (Applied Biosystems, Foster City, CA).
qPCR amplification and melt curve analysis were performed on a CFX Touch real-time PCR detection
system (Bio-Rad, Hercules, CA). dPCR amplification was performed on a flatbed Proflex PCR system
(Applied Biosystems, Foster City, CA). Thermocycling for both dHRM and qPCR proceeded as follows: hold
at 98°C for 30 s, followed by 40 cycles of 95°C for 15 s, 58°C for 30 s, and 72°C for 60 s. qPCR amplification
was followed by a melt cycle of 95°C for 15 s, 45°C for 60 s, and 96°C for 5 s. Digital PCR amplification
and imaging were followed by a melt cycle on our custom chip-heating device (23).

Internal control sequence and design. We generated a noncompetitive internal control by using
a synthetic oligonucleotide which would not have any similarity to a bacterial sequence. The template
sequence was compared for similarity to the bacterial genome database using the NCBI’s basic local
alignment search tool (BLAST) (32). A synthetic sequence was desired as it would not be dependent on
the presence of an organism or on plasmid cloning vectors. Synthetic oligonucleotides were screened for
hairpin behavior, self-annealing probability, and interaction between the V1F and V6R primers used for
universal bacterial detection (28). Several sequences were found to have desirable traits among the
aforementioned qualities. One of the sequences with a low probability of self-annealing or annealing
with the bacterial primers was selected for testing in qPCR and dPCR. Alignment of the IC sequence and
bacterial primers was performed using the MAFFT algorithm through Benchling (Benchling, San Fran-
cisco, CA). The selected sequence was tested for similarities in the BLAST nucleotide database, and no
significant similarities were found (33). Primers were selected to align with the first and last 18 bp of the
internal control template sequence.

The internal control sequence and its primers were synthesized by Integrated DNA Technologies (IDT,
Coralville, IA) and characterized for theoretical melting temperature by uMelt (University of Utah, Salt
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Lake City, UT). Proper fragment size formation was tested using a 3% agarose gel. The IC template
sequence is as follows: 5=-CCATAGACGTAGCAACGATCGTGAGGTAGTAGATTGTATAGTTGATGCAAGGACTA
TCCACTCAC-3=. The IC was amplified using the forward primer 5=-CGATCGTTGCTACGTCTATGG-3= and
the reverse primer 5=-GTGAGTGGATAGTCCTTGCATC-3=.

Internal control experiments. The master mix formula and cycling conditions used for our model
DNA template reaction were previously published (29). The master mix formula was unchanged except
for the addition of the IC template and primers. Optimized PCRs were performed using a 15-�l total
reaction volume consisting of 1� Phusion GC PCR buffer (Thermo Scientific, Waltham, MA), 2� ROX dye
(Bio-Rad, Hercules, CA), 0.1 �M each bacterial primer (IDT), 2.5� EvaGreen (Biotium, Fremont, CA),
0.2 mM deoxynucleoside triphosphate (dNTP) (Invitrogen, Carlsbad, CA), 0.02 U/�l Phusion polymerase
(New England Biolabs, Ipswich, MA), 3 �l of genomic DNA dilution, and ultrapure water (Quality
Biological, Gaithersburg, MD). The qPCR and dPCR reactions were performed on the same instrumen-
tation as the probe-based experiments. Thermocycling for both dPCR and qPCR proceeded as follows:
hold at 98°C for 30 s, followed by 70 cycles of 95°C for 15 s, 58°C for 30 s, and 72°C for 60 s. qPCR
amplification was followed by a melt cycle of 95°C for 15 s, 45°C for 60 s, and 96°C for 5 s). dPCR
amplification was followed by a melt cycle on our custom chip-heating device and imaged on the
Olympus camera setup as described below.

Chip-heating device. Following amplification on the flatbed Proflex thermal cycler, the QuantStudio
3D Digital PCR Chip (here referred to as the “chip”) was melted using a custom heating device developed
by our lab. The parts and assembly have previously been described (23). The device is used to precisely
ramp up the temperature of the device from 50 to 103°C at a rate of 0.2°C/s. The device is driven by a
Meerstetter TEC-1122 Peltier controller (Meerstetter Engineering GmbH, Rubigen, Switzerland), and our
ramping profile is uploaded to the controller via Meerstetter’s TEC Service Software, version 3.00.
Fluorescence images are acquired at a frequency of 2 Hz. The ramp rate and imaging frequency were
selected based on our previous research, which showed that melt curves are ramp rate dependent, and
the fastest ramp rate resulted in the highest number of distinguishable features (23).

Fluorescent imaging. Our previously published method for chip imaging was used for an initial
characterization of the probe and IC results (23). For whole-chip imaging, an Olympus MVX10 macro
zoom microscope (Olympus Corporation of the Americas, Center Valley, PA) coupled with a Photometrics
Prime cMOS camera (Teledyne Photometrics, Tucson, AZ) and an X-Cite Turbo XT600 light source was
used (Excelitas Technologies, Waltham, MA). Samples were excited using X-Cite Turbo; the 475-nm
channel was used for EvaGreen excitation, and the 575-nm channel was used for ROX excitation. A
Semrock Quad filter was used as an emission filter (IDEX Health and Science, LLC, Rochester, NY). Image
alignment and image acquisition settings were established using the open source microscopy software
Micro-Manager, version 1.4 (Micro-Manager, San Francisco, CA).

Image analysis: probe and dPCR quantification. Positive reactions in U-dHRM were first
characterized by partitions which had a starting fluorescence above a threshold calculated by the
definetherain algorithm (http://definetherain.org.uk/). Positive reactions detected by the hydrolysis
probe were also characterized by partitions which had a starting fluorescence above the definetherain
threshold. This algorithm uses a k-means method to find two clusters which are defined as the positive
and negative clusters. Partitions are considered positive if they have a fluorescence greater than the
mean of the positive cluster minus three times the standard deviation of that cluster. Partitions are
considered negative if the partition has a fluorescence amplitude less than the mean of the negative
cluster plus three times the standard deviation of that cluster. “Rain” is defined as partitions whose
fluorescence falls between the positive and negative cutoff values and cannot be confidently labeled as
positive or negative. A small subset of the overall number of wells for each chip is used to characterize
positive probe, dPCR, dHRM, and combined dPCR and dHRM reactions.

Two established performance characteristics were used to compare intercalating dye-based detec-
tion and probe-based detection. Using the thresholded data, peak resolution can be calculated, which
is a criterion that gives a quantitative measurement of the separation between the identified positive and
negative populations. A peak resolution of �2.5 represents a well-separated population of positive and
negatives (28). The other performance characteristic is percent rain. According to the published criteria,
percent rain should be less than 2.5% to confidently differentiate positive and negative fluorescence
intensity populations (34). These criteria focus on the unique aspects of dPCR and allow us to make
conclusions about how different detection methods perform in the digital format. Four different target
concentrations (103, 102, 101, and 10° target DNA copies/reaction volume) were tested in triplicate for
each concentration.

Image analysis: dHRM analysis. For dHRM analysis, 1,050 images were taken in total for each chip,
with 525 images taken for each dye (ROX and EvaGreen). The ROX images were aligned using the ImageJ
template-matching plug-in. Melt curves were generated using a MATLAB-implemented image process-
ing algorithm (23). A median filter was used to remove salt and pepper noise from the images, and a
binary mask was used to find each well and track the fluorescence for each frame. Pixels within 80% of
the well radius were used to calculate the average fluorescence for each well in the EvaGreen channel.
Derivative melt curves were calculated, and the melt curves were classified as positive by dHRM if they
had a single melt curve peak greater than a predetermined threshold within 1°C of the target melt curve
range. The threshold for a positive by melt curve partition was determined as a maximum derivative
value that is four times the average noise floor of that partition. The average noise floor of each partition
was calculated by taking an average of each derivative melt curve before 80°C. The thresholding method
was determined using empirical evidence of melt curve behavior. Melt curve classification was used to
verify dPCR results.
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Internal control analysis utilized similar image acquisition, alignment, filtering, and derivative melt
curve generation. Additional parameters were added to sort the reactions into their respective categories
(bacteria-only melt curves, IC-only melt curves, both melt curves present, and negative reactions).

Concentration quantification. The predicted target copy number on the chip is calculated using
Poisson statistics. The average occupancy of all reactions across the chip are calculated according to
equation 1 (35):

� � � ln�1 �
k

n�
where k is the positive partition count and n is the quantity of partitions considered. The concentration
of DNA per chip is calculated by scaling the average occupancy by the overall number of partitions
(equation 2):

Calculated concentration ⁄ chip � �(20, 000)

where 20,000 partitions are available on the chip for quantification.
Comparative analysis. Detection modalities were compared using published performance criteria

for dPCR (34). Peak resolution, Rs, was one such criterion and was calculated using the following formula
(equation 3):

Rs �
2�tp � tn�
wp � wn

where tp and tn are the peak fluorescence of the positive and negative populations, respectively, and wp

and wn are the peak width of the positive and negative populations.
The Minimum Information for Publication of Quantitative Real-Time PCR Experiments (MIQE) guide-

lines have been established to standardize the reporting of methods and results in PCR. Four parameters
were published for internal control comparison using these guidelines: overall partition number, indi-
vidual partition volume, partition number considered, and effective reaction size. These results are shown
in Table 1 (36).

RESULTS
Direct comparison of dPCR and hydrolysis probe performance. We first wanted

to establish that a hydrolysis probe and intercalating dye could be imaged simultane-
ously without cross talk on our dHRM setup for direct comparison. A probe sequence
with a fluorophore and quencher was initially tested in qPCR and subsequently in dPCR.
All PCRs were conducted for each detection method alone and in combination to
evaluate cross talk between the probe fluorophore (Cy5) and EvaGreen intercalating
dye (6-carboxyfluorescein [FAM]). Three reaction mixtures were tested: probe only
(Cy5), EvaGreen only (FAM), and probe-EvaGreen (Cy5-FAM). The results of this valida-
tion are shown in Fig. 1a and b for qPCR and in Fig. 1c to e for dPCR. Fluorescence
emission signal was detected only in the expected channel in qPCR. Similarly, the dPCR
chips showed fluorescence emission signal only in the expected channel on our dHRM
setup.

Once we determined that there was no appreciable cross talk between the two
fluorescent channels in our dHRM system, we could evaluate the performance of each
detection modality through direct comparison on the same chip under the same
conditions. First, detection of positive partitions was compared for probe fluorescence
versus intercalating dye fluorescence. The limit of detection (LOD) was determined
for both the probe and intercalating dye, which was found to be 1 target DNA
copy/reaction volume. Figure 2a shows the one-dimensional (1D) fluorescence
intensity scatter plot for each target concentration in the FAM channel correspond-
ing to detection of intercalating dye positives. As the DNA target concentration
decreased, a corresponding decrease in the number of positive partitions was

TABLE 1 MIQE reporting guidelines for dPCR parameters for three different quantification
methods

Parameter

Value for the group

All partitions Loaded partitions Amplified partitions

Reaction vol prepared (�l) 14.5 14.5 14.5
Individual partition vol (�l) 0.000725 0.000725 0.000725
Avg no. of partitions considered 2,0000 18324.5 14040.25
Vol of partitions measured (�l)a 14.5 13.3 10.2
aEffective reaction size.
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observed. Figure 2b shows the fluorescence intensity scatter plot in the Cy5 channel
corresponding to detection of probe positives. A similar trend in decreasing posi-
tive partitions was observed (34). In Fig. 2a, the scatter plots of intercalating dye
fluorescence intensity show a clear distinction between the positive and negative
reactions compared to those of the probe (Fig. 2b). The calculated percent rain for
both detection methods is shown in Fig. 2c. Intercalating dye-based detection
resulted in 3% or fewer of the wells being identified as rain, while probe-based
detection resulted in up to 10% of reaction products identified as rain. The percent
rain across all target concentrations was found to be statistically significant be-
tween the two detection modalities, with the intercalating dye method consistently
generating less rain than probe.

The peak resolution calculated for each target DNA concentration is plotted in Fig.
2d. In the intercalating dye-based detection method, we observed a peak resolution of
�2.5 in every target concentration (34). Probe-based detection showed peak resolution
values which were all �2.5, indicating that the positive and negative populations are
not well differentiated. The peak resolution differences between detection methods
were found to be statistically significant. Taken together, these data indicate that
intercalating dye-based detection of positive and negative partitions outperforms
probe-based detection in terms of two key indicators, percent rain and peak resolution.
In these experiments, we were comparing the use of intercalating dye-based detection
and probe-based detection for broad-based microbial profiling. The probe sequence
was optimized to anneal to different bacterial species, potentially causing lower
specificity to the test organism and decreasing performance for the two key
indicators. Although the probe specificity can be improved to increase performance
in the aforementioned indicators, the intercalating dye offers more utility for
additional analysis, such as high-resolution melt analysis. The performance of probe-
based detection compared to that of intercalating dye with high-resolution melt
detection is assessed in the following section for differentiation of false positives.

Quantitative comparison of probe and intercalating dye dPCR performance to
dHRM. Next, we directly compared probe, intercalating dye, and dHRM detection

FIG 1 Assessment of cross talk between fluorophores of different detection modalities. (a) qPCR verification of fluorophore detection
in the FAM channel. Reaction conditions are indicated according to the color legend. (b) qPCR results are shown for the same three
conditions in the Cy5 channel. (c to e) Digital PCR verification for fluorescent cross talk is shown. Individual chips are shown for the
intercalating dye only reaction, probe-only reaction, and the combined condition (with both FAM [EvaGreen] and probe loaded).
Channels are as indicated.
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methods to determine which would offer the best performance in terms of false-
positive reporting. Reaction mixtures containing probe and intercalating dye were
loaded onto the dPCR chip, cycled, and then analyzed using the dHRM platform.
Positive partitions were labeled by three methods: probe fluorescence, intercalating
dye fluorescence, and combined dPCR fluorescence and melt analysis. Partitions were
considered positive by probe or intercalating dye (now labeled dPCR) if their initial
fluorescence values exceeded a threshold determined by the definetherain algorithm
(http://definetherain.org.uk/). Partitions were considered positive by dHRM analysis if
the melt curve had a single peak that was higher than four times the average noise
floor. The average noise floor for each partition was calculated by taking the average
of the melt curve before 80°C. Partitions were considered positive by combined dPCR
and melt analysis if their initial fluorescence levels exceeded the established FAM

FIG 2 Comparison of dPCR performance using probe or intercalating dye-based detection. (a) dPCR rain plots for four different theoretical target DNA
concentrations using intercalating dye-based detection. Fluorescence intensity is plotted from a triplicate series of chips for each target DNA concentration with
both intercalating dye (EvaGreen) and probe in the reaction mixture. Fluorescence thresholds for the FAM channel were calculated using the definetherain
algorithm. Blue, positive reactions; gray, negative reactions; red, rain. (b) dPCR rain plots for 4 different concentrations using probe-based detection.
Fluorescence was determined from the same chips used for analysis in the experiment described in panel a. Fluorescence thresholds were calculated for the
Cy5 channel using the definetherain algorithm. Blue, positive reactions; gray, negative reactions; red, rain. (c) The percent rain for each concentration is shown.
A two-way analysis of variance was performed with a Bonferroni posttest, and the most variation was observed between the FAM and Cy5 channels, which
were found to be statistically significantly different (P � 0.001). (d) The peak resolution for each concentration was calculated for both intercalating dye
detection and probe detection. The peak resolutions between the two detection methods are statistically significantly different when analyzed using a two-way
analysis of variance with a Bonferroni posttest (P � 0.001).
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fluorescence threshold and met the criteria for a positive melt curve. The number of
positive reactions were determined for each method (probe, dPCR, and dPCR-dHRM).
Positively identified reactions for an example chip of each method are shown in Fig. 3,
with each row corresponding to a different theoretical target DNA concentration.
Expanded results for all 12 chips are shown in Fig. S1 and S2 in the supplemental
material. Figure S1a to d show results show results for 103 genomes/chip, and Fig. S1e
to h show results for 102 genomes/chip. Figure S2a to d show results for 101 genomes/
chip, and Fig. S2e to h show results for 10° genomes/chip. The number of positives
counted for each condition is indicated in the top left corner. Figure 3a shows the
positive reactions as labeled by probe fluorescence (Cy5 threshold determined by the
definetherain algorithm). The melt curves are not all uniform, and there are a number
of curves which do not show an amplicon melt peak, indicating that there were false
positives detected by the probe. Figure 3b shows the positive reactions as labeled by
dPCR (FAM fluorescence threshold determined by the definetherain algorithm). Again,
the melt curves are not all uniform, and there are peaks which are not centered at the
same location as the majority of the melt curves, also indicating false-positive detection
by dPCR. Figure 3c shows the positive reactions as labeled by dPCR but these do not
fit the criteria for a positive melt curve. Figure 3d shows the positive reactions as
labeled by both dPCR and dHRM analysis, characterized as a partition that both exceeds

FIG 3 Positive reactions determined by each dPCR detection method for an example of each target DNA concentration. Positive melt curves for example chips
under the theoretical conditions (number of genomes/reaction mixture) indicated on the left side of the figure are shown. (a) Positive reactions determined
by probe detection. (b) Positive reactions determined by dPCR (intercalating dye) detection. (c) Positive reactions determined dPCR (intercalating dye) but
determined to be negative by dHRM analysis. (d) Positive reactions determined by concurrent dPCR and dHRM analysis.
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the EvaGreen fluorescence threshold determined by the definetherain algorithm and
passes the positive melt curve criteria. In this detection method, melt curve uniformity
is observed, and false-positive reactions are mitigated. The differences between Fig. 3b
and d are highlighted in Fig. 3c. Interpretation of these partitions is that they are
false-positive calls by dPCR that are overcome with the addition of melt curve analysis
and that melt curve analysis can improve confidence in positive dPCR calls.

Partitions from 12 chips were counted and identified as positive by combined dPCR
and dHRM analysis and compared for concurrent results between probe-based and
intercalating dye-based detection using truth tables (Fig. 4). Figure 4 shows the overall
summed-up results of experiments shown in Fig. S1 and S2. Figure S3 categorizes the
results shown in Fig. 4 by theoretical DNA concentration: results for 103 genomes/chip,
results for 102 genomes/chip, results for 101 genomes/chip, and results for 10° ge-
nomes/chip (Fig. S3a to d, respectively). Since high-resolution melt is widely accepted
as a specificity validation method in qPCR (19, 20, 37) and since we observed that dHRM
improved false-positive detection after dPCR (Fig. 3), we used the combined dPCR-
dHRM analysis approach as the standard in truth table calculations. Using this standard,
the calculated positive predictive value (PPV) for probe was 90.5% and that for
intercalating dye dPCR was 92.3%. The PPV, or how many test positives are true
positives, of probe, dPCR, and dHRM analysis is �92% if we take dPCR-dHRM as the
gold standard (truth).

Figure 5 shows a direct comparison of the three detection methods against the
theoretical number of genomes loaded onto the chip. Combined dPCR-dHRM (black
points) and probe detection (blue points) showed the lowest coefficients of variance,
55% and 30%, respectively, and were not statistically significantly different (P � 0.05).
These data are shown in Table S1. A linear regression of the data shown in Fig. 5 is
shown in Fig. S4. We argue that the combined dPCR-dHRM detection method performs
similarly to the probe-based detection method in terms of quantification and variance.
Therefore, this method can be used in applications, such as food safety and clinical
diagnostics, where minimal variance is required to properly understand risk.

Limitations of dPCR require an internal control. While dPCR-dHRM may offer
utility over probe-based analysis for discrimination of false positives, another key failure
point of dPCR is quantification of false-negative partitions. False-negative reactions

FIG 4 Performance comparison between hydrolysis probe, dPCR, and dPCR-dHRM. Truth tables are
shown to compare each detection method used from the gold standard method. In this test, we consider
the combined dPCR and dHRM detection method to be the absolute truth based on previous literature
and our results shown in Fig. 3. True positives (TP), true negatives (TN), false positives (FP), and false
negatives (FN) are quantified and compared between detection methods.
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occur when a reaction mixture is loaded into a partition, but molecular dropout or
heating inefficiencies cause amplification failure. We previously discovered a spatial
temperature gradient in the QuantStudio 3D Digital PCR system that is used in this
study (23). In our previous study, we showed that the outermost partitions of the chip
are more susceptible to a lag in heating causing amplification failure. Examples of this
phenomenon are shown in Fig. S5. In dPCR-dHRM, false-negative classification can
occur in these corners where target DNA is loaded but does not amplify. To decrease
erroneous classification of false negatives, we developed an exogenous internal control
to ensure that all partitions counted were capable of amplifying.

Internal control proof of concept. We devised a synthetic internal control (IC)
sequence to be included into the reaction master mix that would generate a separate
melt curve below the expected melting temperature of the target DNA. The primers
used for universal bacterial amplification generate an amplicon with a melting tem-
perature of �90°C, requiring the melting temperature of the internal control to
be � 90°C. The internal control template was designed to be amplified by a secondary
set of primers to ensure that the target DNA primers would not be used up by the IC
template, limiting competition for primers in cases of low-target-copy-number DNA.
This noncompetitive internal control should theoretically improve DNA quantification
and limit false-negative results by calling attention to reaction mixtures that could not
successfully amplify so that these partitions can be removed from analysis without
directly interfering with amplification of the target species. Since the internal control
has a known melting temperature, it can be used as a calibrator to align the temper-
ature axes for uniformity across experiments and imaging platforms (28).

However, the internal control is still subject to several amplification inhibitors that
affect the target DNA. For example, molecular dropout can still occur with the IC, which
would prevent the accurate calling of a true negative. However, molecular dropout is
less likely to occur with the IC we designed for several reasons. First, it is loaded into
the reaction mix at a higher concentration. This helps to avoid single-molecule ampli-
fication stochasticity and also reduces the chances of PCR inhibition that can arise due
to the higher surface area-to-volume ratio of the partitions where reagents can adsorb
(5). The IC is also a linear short synthetic target sequence that should be less prone to
molecular dropout issues that affect highly organized DNA (38). As previously stated,
there is also a spatial temperature gradient on our dPCR platform, hindering amplifi-
cation in the outermost partitions of the chip. The IC is still susceptible to suboptimal
heating conditions in these partitions, which can be observed in Fig. S5. When the IC
is loaded onto a chip, the corner partitions are not fluorescing in the EvaGreen channel,
indicating amplification inhibition in these reactions that both the IC and target DNA
were susceptible to. The main advantages of inclusion of this IC strategy are decreased

FIG 5 Quantification of positives classified by three methods. Four theoretical DNA concentrations were
tested for all three detection methods. The measured DNA concentrations are plotted against the
theoretical concentrations. Probe detection and dPCR-dHRM showed the most similar coefficients of
variance. A one-way analysis of variance and a Bonferroni posttest were conducted to determine
statistical significance between methods. The test results showed no statistically significant differences.
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susceptibility to amplification inhibition and the ability to differentiate partitions which
successfully amplified from ones which did not. The internal control template and
primers were initially tested for amplification in qPCR under the same cycling condi-
tions used for target DNA. Initially, the IC template and primer concentrations were
varied together and individually. We found that variation of the IC template concen-
tration resulted in no appreciable change in amplification. Therefore, efforts were
focused on finding an optimal IC primer concentration. The optimal internal control
was then defined as the IC primer concentration which would limit IC amplification
and allow target DNA amplification at a digital level. Target DNA concentration was
considered digital at a level of 103 genomes/reaction volume. The optimization was first
performed in qPCR to select a range of IC primer concentrations to be tested in dPCR.
A range of concentrations around the optimal IC primer concentration were tested for
simultaneous IC and target amplification in dPCR. Based on the results from the qPCR
tests (Fig. S6e), we found that the optimal IC primer concentration in the presence of
target DNA is between 0.03 and 0.05 �M in the bulk reaction mixture. Knowledge of the
optimal IC primer concentration range in qPCR allowed for a starting concentration to
test in dPCR. A similar range of IC primer concentrations was tested in dPCR.

Internal control assay optimization in dPCR. Theoretically when high enough
concentrations of IC template and primers are loaded onto the chip, there should be
100% amplification of all partitions. However, imperfect loading and heating cause
discrepancies in the number of loaded partitions and the number of amplified parti-
tions. Examples of this phenomenon are shown in Fig. S5, highlighting the need for an
internal amplification control. Since we showed the utility of our IC method in qPCR, we
then tested the IC performance in a dPCR platform. Figure 6 shows an example of the
output from our dPCR-dHRM platform. Figure 6a shows the fluorescence loss on an

FIG 6 dPCR-dHRM of IC and target DNA. (a) The melt progression of a chip loaded with both primer pairs, internal control
template, and target DNA template. Corresponding temperatures are indicated at the bottom of each image. At increasing
temperatures, fluorescence decreases as the internal control sequence denatures, leaving only target DNA. As the
temperature continues to increase beyond 100°C, there is another decrease in fluorescence as the target DNA denatures.
(b) Fluorescence loss and corresponding melt curves.
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example chip as it is heated during a melt cycle. The presence of both the IC template
and target DNA caused a double melt curve peak, which reflects the denaturation of
the internal control followed by denaturation of target DNA (Fig. 6b). Optimization of
the reaction mixture is needed to find the concentration of IC primers that would
maximize the number of amplified partitions without compromising target DNA quan-
tification. The two parameters used to determine the optimal IC template and primer
concentrations are loading ratio (ratio of IC amplified wells to the number of loaded
wells) and absolute amplified target DNA count. Example results of testing various IC
primer concentrations in dPCR-dHRM are found in Fig. 7a. As the IC primer concentra-
tion increased, the number of target DNA melt curves detected decreased, despite the
fact that the chips were loaded with the same concentrations of target DNA. This
indicates that the IC amplicon is competing for reaction resources even though there
is no competition for primers. Figure 7b shows a direct comparison of six IC primer
concentrations. As the IC primer concentration increased (shown from left to right), an
increase in the loading ratio was observed, meaning that more partitions were ampli-
fied when more primers were present. However, this increase was significant only
between the highest IC primer concentration and the two lowest, nonzero IC primer
concentrations. Conversely, as IC primer concentration increased, the target DNA
calculated concentration decreased, reiterating the observation that the IC amplicon is
competing for reaction resources. In terms of calculated target DNA concentration, only
the result with the 0.04 �M IC primer condition was statistically significantly different
from the target concentration when no IC was present. Both the 0.02 and 0.03 �M IC
primer concentrations satisfied the requirements of no statistical significance for load-
ing ratio and absolute target DNA count. Either of these concentrations can be used for
future testing and assay optimization.

FIG 7 Optimization of IC primer concentration in dPCR-dHRM. (a) Example melt curves of one chip with target DNA and an
internal control are shown at increasing IC primer concentrations from left to right. IC template and target DNA template are
held at constant concentrations. (b) Quantitative comparison of six IC primer concentrations. Blue bars indicate the loading
ratio calculated for each chip and is defined as the ratio of amplified (IC positive) wells to loaded wells. A one-way analysis of
variance with a Bonferroni multiple-comparison test was used to determine statistical significance of loading ratio and target
DNA concentration between IC primer concentrations. Loading ratios of IC primer conditions at 0.01 and 0.005 �M are
statistically significant from the highest IC primer condition (P values of �0.05 and �0.01, respectively). Red bars indicate the
calculated concentration of targets. Only the 0.04 �M IC primer condition had a statistically significant concentration difference
from the 0 �M IC condition (P � 0.05). Results for all other conditions were nonsignificant.
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To calculate the concentration of DNA in a sample using dPCR, one must quantify
the number of positive and negative reactions and fit this to a Poisson distribution. If
an IC and a loading control are not included in the reaction mixture, all 20,000
partitions would be considered in the absolute quantification of positives and nega-
tives. However, Table 1 shows that this would overestimate the reactions that should
in fact be quantified. In our study, only �18,000 partitions are reliably loaded, while
�14,000 partitions are reliably amplified. By not accounting for the partitions where
molecular dropout or loading variability occur, the measured target concentration is an
inaccurate assessment of true concentration of target DNA. Figure 8 shows the change
in calculated concentration when the total number of partitions available on the chip,
the number of loaded partitions (partitions positive for ROX fluorescence), and the
number of amplified partitions (partitions with successful IC amplification) are consid-
ered in quantification calculations. The true calculated concentrations as a function of
calculation method can be seen in Fig. S7. When the total number of partitions is
considered, the calculated target concentration per chip can change from the condi-
tions where only the loaded or amplified wells are considered. We found that there is
a significant difference in calculated concentration when only amplified partitions are
considered versus that when all partitions are considered, demonstrating the signifi-
cance of taking effective reaction size into account. In the partitions where there was
no reaction mixture loaded or the amplification failed, we cannot be sure if target
DNA was present or not, resulting in classification of those partitions as false
negatives. By considering only the partitions where we know that the reaction
mixture was loaded and amplification was successful, we can have a more accurate
estimation of target DNA concentration. A summary of how quantified partitions
and effective reaction size can change as a function of quantification method is
shown in Table 1. Effective reaction size is defined as the volume fraction of the
total reaction volume present in the partitions analyzed, where the remaining
fraction is left out of analysis (35). It is apparent that effective reaction size can vary
with the number of considered partitions. The calculated concentration of target
DNA in a sample also varies with the number of partitions considered. In pairwise
comparisons of the three quantification methods, the percent increase in calculated

FIG 8 Change in calculated concentration using three methods. The target DNA concentration is
calculated for four different IC primer concentrations using three methods with equation 1. The methods
are the following: consideration of all partitions, consideration of loaded partitions only, and consider-
ation of amplified partitions only. Paired t tests were performed between all pairs of methods to
determine statistical significance. The t tests showed that the only comparison with statistically signifi-
cant differences was the consideration of all partitions versus amplified partitions.
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concentration was 13% for loaded partitions versus amplified partitions, 34% for all
partitions versus loaded partitions, and 52% for all partitions versus amplified
partitions. In most commercial dPCR systems, the target DNA concentration would
be calculated as a function of the overall number of partitions available; however,
these results suggest that there is up to a 52% change in concentration when only
the amplified partitions, rather than the overall number of partitions, are consid-
ered. In some cases, target DNA concentration is calculated as a function of the
number of partitions which were loaded with reaction mixture. However, results
suggest that there could still be a 13% difference when only the amplified partitions
rather than the loaded partitions are considered.

Limitations. One confounding factor for our PPV calculations is the reliance on melt
curves being within 1°C of the expected melt value. We previously showed that a
spatial heat gradient occurs on our chip-based system (23). The spatial heat gradient
would cause melt curves to fall outside this 1°C, causing false-positive calls by dPCR.
Current dPCR platforms have been shown to exhibit significant intrarun and interrun
variance (39). Experimentally, we also observed significant variance (Table S1), which
could potentially stem from minute differences in target concentration loaded or
variations in amplification efficiency during cycling. Additionally, we still observed
target loss in dPCR with the addition of the internal control template and primers.
Further optimization is needed to find optimal reagent concentrations without causing
PCR inhibition and to limit the variance observed experimentally.

DISCUSSION

We proposed a method combining dHRM with a noncompetitive IC to overcome
false-positive and false-negative classification in dPCR. In cases where a low target
concentration or copy number is expected, dPCR has the potential to be a powerful
tool that can accurately quantify the target concentration. However, we experimentally
observed that dPCR is still limited by false negatives due to molecular dropout and false
positives from off-target DNA amplification. These issues have been previously pub-
lished in descriptions of dPCR methods (5, 31). We set out to eliminate the aforemen-
tioned issues that confound typical dPCR results and increase confidence in the
quantitative power. However, it is important to note that we tested our method in only
one dPCR platform, and other platforms may perform differently.

The quantitative power of dPCR is dependent on the absolute number of partitions
and accurate determination of positive and negative reactions. Utilizing dHRM analysis
of target amplicons, we were able to confidently differentiate true positives from
off-target amplicons. Using dHRM detection of a noncompetitive internal control, we
were able to confidently differentiate reactions that were negative for target DNA from
reactions that failed to amplify. Both of these were accomplished within a two-channel
imaging setup through the use of melt curve analysis, instead of distinct fluorophores,
as amplicon-specific indicators.

The ability to multiplex detection capabilities through melt analysis can extend
beyond the application we demonstrated here for type I and II error mitigation in dPCR.
Most nucleic acid-based detection methods rely on multiplexed primer sets or probe
sequences to identify more than one target within a heterogeneous sample (40). This
can be costly if a large number of bacterial species are analyzed in a single sample since
different bacterial species require individual assays. These methods also inhibit detec-
tion of targets with low concentrations or bacterial load since sample splitting is
typically not feasible with routinely used multiplexed PCR assay kits, significantly
reducing the sensitivity of the assay. We along with others have previously demon-
strated that HRM analysis can be used to differentiate a multitude of target sequences
amplified by universal primers, such as bacterial identification based on 16S rRNA melt
analysis (27, 28, 41, 42). We have enabled this approach to be employed in a dPCR
format, which at digital target dilutions enables the resolution of mixtures of sequences
(29, 40, 43). In the future, it will be important to integrate ICs into broad-based
dPCR-dHRM screening applications. ICs can also potentially serve as a means to
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temperature calibrate melt curves for more accurate classification using automated
machine learning algorithms (28, 29). The current melting temperature of our IC is
above 80°C, which may overlap target sequences that have low-GC content. However,
the IC template and primer sequences can be modified to have a different melt
location, shape, or lower overall melt temperature.

Previously, a number of internal control mechanisms have been proposed and
developed in qPCR. Here, we focused on developing an IC that would be compatible
with broad-based microbial detection in dPCR-dHRM. Internal control methods are
typically either specific to a few target amplicons or competitive in nature. IC templates
that are amplified by the same primer pair as the target can cause inhibition of the
target amplicon and result in a smaller number of targets detected (44, 45). There are
a number of considerations, such as increasing the length of an IC template, that can
be optimized to favor the target amplicon. However, broad-based microbial detection
benefits from long target amplicons and low target concentration, prohibiting the use
of competitive ICs (44). Noncompetitive internal control methods typically work by
modification of another gene on the target organism, chimeric primers, or plasmid
cloning vectors. For diagnostic applications of broad-range bacterial screening, IC
methods that depend on the presence of the target cannot be used. For our applica-
tion, employing a synthetic IC sequence with no similarity to pathogenic sequences
eliminates the need for IC redesign in cases where overlap of the pathogenic target
exists (12–15, 46–50). The proposed synthetic IC sequence can theoretically be used for
any pathogen profiling technique (i.e., viral, fungal, and bacterial) and for any other
target sequence with no similarity.

Pathogen detection for clinical diagnostics requires absolute quantification, broad
identification, and low limits of detection. Quantification in diagnostics is especially
critical since the pathogen load can range considerably between patients and can be
used to determine disease severity, response to treatment, and prognosis. Our ap-
proach combining dPCR-dHRM and a universal IC creates a unique method for im-
proved quantitative power compared to that of traditional nucleic acid-based detection
and identification techniques. Future studies will test the utility of this method for
detection of infectious agents in neonatal sepsis. Neonates are an especially vulnerable
population that would benefit greatly from a method of microbial profiling that can
return results faster than blood culture and confidently quantify low bacterial loads
from small sample sizes. Therefore, we believe that our method would give the most
improvement in this clinical application.
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