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Abstract 
 

Subsurface Controls on Carbon Dynamics in a Changing Arctic Ecosystem 
 

by 
 

Lydia Smith Vaughn 
 

Doctor of Philosophy in Energy and Resources 
 

University of California, Berkeley 
 

Dr. Margaret S. Torn, Chair 
 
 
With climate change in the Arctic, temperatures are expected to rise at twice the rate as in 
temperate latitudes.  This rapid change has the potential to disrupt local ecosystems and 
feed back to the global climate as frozen soils thaw and warm.  Large stocks of carbon 
have accumulated in Arctic soils, protected from decomposition by cold, wet, and frozen 
conditions.  With warming and thawing due to climate change, decomposition of this 
carbon is expected to increase, releasing it to the atmosphere as the greenhouse gases CO2 
and methane.  While a number of modeling efforts have attempted to quantify this 
potential feedback, the future Arctic carbon balance remains unknown due to uncertain 
mechanisms stabilizing soil carbon and complex interactions between vegetation and 
soils.  In studies based in Barrow, Alaska, I address three sources of this uncertainty: (1) 
the magnitude of methane emissions following soil thaw, (2) interactions between plants, 
soil carbon, and microbial decomposers, and (3) the sensitivity of soil carbon cycling 
changes in microclimate.   
 
First, I ask how methane formation, consumption within the soil, and net emission to the 
atmosphere may change with soil thaw in the Arctic.  Loss of permafrost (perennially 
frozen ground) can lead to large-scale landscape changes, redistributing water and soil.  
Such physical changes can strongly influence emissions of methane, a greenhouse gas 
roughly 25 times as potent as CO2, whose future emission rates are highly uncertain. 
Combining field measurements with statistical modeling, I assess soil methane emissions 
and microbial methane processes (production and consumption) across a gradient of 
permafrost thaw.  In contrast with many previous studies, I find that more degraded sites 
have lower methane emissions, a different primary methanogenic pathway, and greater 
methane oxidation than intact permafrost sites.  These differences are greater than soil 
moisture or temperature data can explain.  Additional microtopographic controls 
accounting for these observations may include differences in water flow and vegetation 
between intact and degraded polygons. 
 
Second, I ask how changes in plant activity due to climate change may influence the rate 
of soil carbon decomposition (the priming effect), through interactions between plant 
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roots, microbial decomposers, and soil carbon compounds.  In a two-year field 
experiment, I simulate increased plant root activity and measure its influence on soil 
carbon decomposition, plant CO2 uptake, mineral nitrogen availability, and microbial 
communities.  I find no measurable relationship between substrate additions and soil 
organic matter decomposition, nutrient supply, or microbial population size.  Treatment-
level differences in primary production, however, indicate possible longer-term 
interactions between vegetation and decomposition.  The absence of a measurable 
priming effect contrasts with numerous published reports documenting a positive 
priming effect under tightly controlled conditions.  This difference may be due to high 
background variability in ecosystem respiration, a property of this in situ experiment.  
This chapter is one of the first studies evaluating this plant-soil interaction in a field 
experimental context, with a representative degree of environmental variability. 
 
Third, I ask how decomposition rates of fast-cycling and slow-cycling soil carbon may be 
influenced by microclimatic changes.  The rate of soil carbon turnover and its sensitivity 
to environmental variables such as temperature and oxygen availability are both highly 
uncertain and highly influential for model predictions of the global carbon cycle.  In two 
laboratory incubations, I use natural abundance radiocarbon measurements of CO2 and 
soil organic matter to determine how fast-cycling and slow-cycling carbon pools respond 
to temperature changes and transitions between anaerobic and aerobic conditions.  Using 
a novel analytical approach, I find that fast- and slow-cycling carbon pools from these 
Barrow, Alaska soils have comparable temperature sensitivities, with decomposition from 
both pools increasing by ~40 % for a 5°C temperature increase.  Similarly, decomposition 
rates were highly sensitive to aerobic vs. anaerobic conditions, with no significant 
difference in sensitivity between pools.  Radiocarbon contents of CO2 and soil organic 
matter indicate that ancient, slow-cycling carbon is sensitive to decomposition under soil 
temperature increases and water table changes.   
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CHAPTER 1: INTRODUCTION 
 
 
 On a bench in our lab, an array of glass tubes spills from a beaker like a bouquet of 
clear flowers.  These tubes appear to enclose empty space, sealed on each end with a plug 
of melted glass.  The tubes are not empty, however.  Instead, they hold invisible souvenirs 
from a rapidly changing world: purified samples of CO2 released from Arctic tundra soils.  
Before being captured in glass, the carbon in this CO2 traveled from the atmosphere into 
plants, from plants into soil, and finally from soil back to CO2 in a trip that took from 
minutes to millennia, depending on its route. 

Our role as biogeochemists is to trace such routes and measure their timing, to 
perceive the invisible, to see the unseen.  By doing so, we hope to infer past changes, 
predict future changes, and monitor changes that are currently underway.  Some such 
changes are easily apparent, as when rapidly thawing permafrost erodes into gullies and 
pits (thermokarst) or when fire passes through a landscape.  Others are harder to 
perceive, either too slow to discern in one or two field seasons, too small to disentangle 
from background variability, or too integrated with a system to measure independently.  
In some cases, invisible processes may be rendered visible by natural phenomena, as 
when bubbles of escaping methane become trapped in the sheen of ice forming on 
wetland ponds in the fall.  Other times we rely on instruments to measure invisible 
quantities, translating stocks and fluxes of energy or material into numbers on a page or 
screen.  We then craft models with these numbers to identify patterns and relationships 
among system components or their measurable proxies.  In doing so, we aim to draw 
reliable conclusions about past, present, and future changes: their directions and rates, 
ecological controls, and ties to broader system feedbacks.  

This dissertation was conceived of and written in the context of a wildly 
uncontrolled experiment.  Through fossil fuel burning and other human activities, we 
have increased the atmospheric concentrations of CO2, methane, and other greenhouse 
gases.  The concentration of atmospheric CO2 has grown from 280 ppm in preindustrial 
times to its current level of >400 ppm, while methane has grown from 700 to 1850 ppb 
(NOAA).  These concentrations continue to increase, altering the atmosphere’s ability to 
store energy with a broad set of ecological consequences such as increased temperatures 
and altered regimes of precipitation, vegetation, and ocean currents (Ciais et al., 2014).  
Among this array of changes, numerous feedbacks may magnify or moderate the rate of 
climate change.  Increasing atmospheric CO2 concentrations, for example, may enhance 
vegetation productivity, dampening the rise in atmospheric CO2 (Farrior et al., 2015).  

The focus of this dissertation is one such climate change feedback, the soil carbon-
climate feedback.  As warming temperatures accelerate decomposition of carbon stored 
in soils, release of this carbon as CO2 and methane may shrink terrestrial carbon stocks 
and amplify temperature increases (Knorr et al., 2005).  This positive feedback may be 
particularly important in Arctic ecosystems.  There, decomposition progresses slowly in 
frozen, cold and anaerobic soils, which has led to the accumulation of large soil carbon 
stores.  In regions underlain by permafrost, soils contain an estimated 1,300 Pg of carbon 
(Hugelius et al., 2014), roughly equal to the total carbon stored in the atmosphere and 
vegetation biomass combined (Ciais et al., 2014).  In recent decades, Arctic ecosystems 
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have been an atmospheric CO2 sink and methane source, absorbing an estimated 110 Tg 
y-1 CO2 and emitting roughly 19 Tg y-1 of methane (McGuire et al., 2012). With climate 
change in the Arctic, temperatures are expected to increase at twice the global rate due to 
polar amplification (Holland & Bitz, 2003), warming soils, melting permafrost, and 
changing wetland extents.  Such changes are expected to alter the Arctic carbon balance, 
potentially destabilizing its ancient carbon stores.  Models predict that the Arctic will 
become a source of atmospheric CO2 before the end of this century, with concurrent 
increases in methane emissions (Koven et al., 2011, 2015; Schuur et al., 2013; Lawrence et 
al., 2015).  The magnitude of this feedback, i.e., the degree to which Arctic soil warming 
and associated hydrological changes will increase net CO2 and methane emissions, is an 
important source of uncertainty in future climate projections (Schuur et al., 2015).   

The following three chapters are organized around three sources of uncertainty in 
the Arctic soil carbon-climate feedback: the balance of carbon emissions as methane vs. 
CO2 (Chapter 2), interactions between plant carbon inputs and soil decomposition rates 
(Chapter 3), and the sensitivity of soil carbon pools to environmental perturbations 
(Chapter 4).   Each chapter is formatted as a stand-alone journal article that investigates 
an ecological control on the response of soil carbon turnover to climate change.  Study 
designs employ a range of empirical approaches, including a field survey (Chapter 2), 
field manipulation (Chapter 3), and lab experiment (Chapter 4).  In all cases, I track 
carbon transformations from soil organic matter to the greenhouse gases CO2 or 
methane.  Given the complex array of microbial processes, respiration fluxes, and soil 
carbon pools, such transformations often cannot be measured directly, particularly in 
situ.  Instead, carbon isotopes offer a means to measure these quantities indirectly—a 
means to see the otherwise unseen.  Each of the following chapters employs a unique 
isotopic approach to distinguish metabolic processes (Chapter 2), trace the fate of a 
substrate (Chapter 3), or isolate environmental sensitivities (Chapter 4). 

The research for this dissertation was conducted through the Next Generation 
Ecosystem Experiments (NGEE-Arctic), a multi-institution collaboration that unites 
scientists from a broad range of disciplines.  With the overarching goal to improve 
climate predictions, NGEE-Arctic integrates information from hydrology, plant biology, 
geophysics, microbial ecology, and biogeochemistry into earth system models.  In light of 
this goal, this dissertation has dual objectives, to describe mechanistic and 
phenomenological relationships regarding soil carbon cycling while providing 
information for model evaluation and improvement. 

All fieldwork took place on the Barrow Environmental Observatory in Barrow, 
Alaska (Fig. 1). There, study sites were situated within a natural gradient of permafrost 
degradation present in polygon tundra, a common tundra type in the Barrow, Alaska 
region that covers ~250,000 km2 throughout the Arctic (Donner et al., 2007).  In this 
tundra type, massive wedges of subsurface ice create discrete, polygon-shaped landforms 
separated by low-lying, saturated or inundated channels (Brown, 1967).  These ice wedges 
grow incrementally from year to year, first generating early-successional polygons with 
low-lying, inundated centers and dry, elevated rims.  When ice wedges thaw due to 
disturbance or natural succession, the elevated rims degrade and polygon centers drain, 
generating a drier landscape of smaller polygons with high, dry centers (Drew & Tedrow, 
1962; Billings & Peterson, 1980).  While this successional process has been ongoing in 
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Alaska for millennia (Billings & Peterson, 1980), recent decades have seen accelerated 
transition rates from low-centered to high-centered polygons (Jorgenson et al., 2006). 

  Along this gradient from low-centered to high-centered polygons, differences in 
drainage and subsurface ice properties create strong thermal, hydrological, and 
geochemical gradients (Hubbard et al., 2013; Newman et al., 2015), all of which influence 
soil carbon dynamics.  Accordingly, each study in this dissertation was carefully located 
to best leverage this variability.  Chapter 2 explicitly uses a permafrost degradation 
gradient to link methane production, oxidation, and emissions to permafrost thaw and 
associated landscape change (Fig. 2).  Chapter 3 targets aerobic processes and shallow 
rooting depths, and so was sited in high polygon centers with sparse vegetation (Fig, 3).  
To evaluate soil carbon vulnerability across pools with a broad range of cycling rates, 
Chapter 4 uses a distributed sampling design across the range of polygon types (Fig. 4).    

 
 

*  *  * 
 
 
 Chapter 2 asks how methane formation in anaerobic soils, consumption in 
aerobic soil layers, and net emission to the atmosphere may change with permafrost 
degradation.  Loss of permafrost (perennially frozen ground) can lead to rapid, large-scale 
landscape changes and soil water redistribution (Schuur et al., 2007; Lara et al., 2016).  In 
some cases, slumping and subsidence cause inundation, increasing the importance of 
anaerobic decomposition processes (Wickland et al., 2006; Olefeldt et al., 2013; McCalley 
et al., 2014).  In other instances, drainage pathways form, lowering the water table and 
oxygenating soils (Fortier et al., 2007; Godin et al., 2014).  Such changes strongly 
influence emissions of methane, a greenhouse gas produced under anaerobic conditions 
(Cicerone & Oremland, 1988).  Due to their complex biogeochemical controls and high 
spatial and temporal variability, current net methane emissions and gross methane 
production and consumption have been difficult to quantify, and their predicted 
responses to climate change remain uncertain (Lawrence et al., 2015).  With a global 
warming potential 25 times that of CO2 and a relatively short atmospheric lifetime (Ciais 
et al., 2014), methane has the potential to strongly influence the climate on near-term 
timescales.  To improve the ability of models to represent methane processes and 
emissions, I ask (1) how do methane production and consumption processes vary across 
geomorphic and temporal gradients, and (2) how do these subsurface methane processes 
relate to surface greenhouse gas fluxes?   

This chapter synthesizes two years of field measurements from a permafrost 
degradation gradient of low-centered to high-centered polygons, in which I quantified 
net fluxes of methane and CO2 from the soil surface, as well as concentrations and 
isotopic abundances of dissolved methane and CO2 from three depths within the soil pore 
space.  Net soil methane emissions are straightforward to measure in the field using soil 
chambers or eddy covariance methods (Torn & Chapin III, 1993; Baldocchi, 2014; Zona 
et al., 2016), but rates of production and consumption are more challenging to determine.  
Methane produced under anaerobic conditions may be rapidly consumed in aerobic soil 
layers (Cicerone & Oremland, 1988) or may bypass oxidation when transported to the 
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soil surface in bubbles or plant aerenchyma (hollow tissues common to wetland plants) 
(Chanton, 2005).  Due to this array of competing processes, neither methane production 
nor methane oxidation can be isolated without manipulating the system to inhibit other 
processes (Epp & Chanton, 1993).  In the absence of direct measurements, stable isotopes 
provide an indirect means to track these methane processes.  Metabolic pathways of 
methane production or consumption and physical pathways of methane transport 
fractionate isotopes in characteristic ways (Hornibrook & Aravena, 2010), such that 
subsurface isotope measurements can be used to differentiate between microbial 
processes of methane formation and determine the degree of methane oxidation.  In 
combination with ancillary measurements of soil temperature, soil moisture, and 
vegetation, this chapter uses these flux and isotope measurements to evaluate the 
influence of environmental factors, permafrost degradation, and polygon 
microtopography on patterns and mechanisms of net methane efflux. 

Chapter 3 investigates how plant-soil interactions may mediate the response of 
soil carbon decomposition to climate change.  Future soil carbon stocks will depend on 
the balance between plant carbon inputs and organic matter decomposition, which are 
both expected to change with warming of high-latitude landscapes (McGuire et al., 2009, 
2012).  Important to this balance, vegetation and decomposition may interact via the 
quantity, chemistry, and spatial distribution of plant-derived soil carbon inputs.  This 
study addresses the priming effect, one such interaction in which increased root 
exudation alters the background rate of soil organic matter decomposition through 
microbial biomass increases, co-metabolism of substrates, induced nitrogen limitation, or 
other possible mechanisms (Kuzyakov et al., 2000).   

This chapter describes a two-year field experiment in which I tested for a priming 
effect under natural environmental variability, asking how increased carbon substrate 
inputs (1) affect soil organic matter mineralization rates, (2) influence the temperature 
sensitivity of decomposition, (3) influence microbial biomass and mineral nitrogen 
availability, and (4) affect gross primary production.  Following pulse additions of glucose 
to the mineral soil layer, I measured changes in soil organic matter decomposition, 
microbial biomass, nutrient availability, and vegetation productivity.  In order to quantify 
native soil organic matter decomposition, glucose mineralization, and glucose-carbon 
incorporation into soils, I traced isotope-labeled carbon from the added glucose into the 
ecosystem respiration flux, microbial biomass, and soil organic matter.  The priming 
effect has been observed in numerous laboratory and greenhouse experiments 
(Blagodatskaya & Kuzyakov, 2008), and there is considerable interest in including this 
process in ecosystem models (Perveen et al., 2014; Sulman et al., 2014; Georgiou et al., 
2015; Guenet et al., 2016).  Only few studies, however, have evaluated the priming effect 
with in situ field experiments. 

 Chapter 4 evaluates the sensitivity of soil carbon decomposition rates to changes 
in environmental factors such as temperature, moisture, oxygen availability, and depth in 
the soil profile.  As Arctic soils warm and the active layer thickens, soil carbon stores 
become increasingly available to decomposition.  The rate with which this soil carbon will 
be mineralized to CO2, however, is not well constrained by field and laboratory 
measurements.  This decomposition rate and its sensitivity to environmental parameters 
is one of the key uncertainties in high latitude carbon cycle models (Mikan et al., 2002; 
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Davidson & Janssens, 2006; Koven et al., 2015).  In this chapter, I use natural abundance 
radiocarbon measurements in two soil incubation experiments to ask: (1) how do soil 
carbon cycling rates vary with depth in the soil and across microtopographic features, (2) 
how do soil carbon pools with distinct cycling rates respond to temperature changes, and 
(3) how do anaerobic conditions influence the relative decomposition rates of different 
carbon pools? 
 These questions require sorting CO2 emissions or bulk soil organic matter into 
separate carbon pools, defined by their decomposition rates (Torn et al., 2009).  Whereas 
many studies infer this pool structure from multiple-pool models and measured CO2 
fluxes (Bridgham et al., 1998; Fierer et al., 2005; Knorr et al., 2005), this chapter uses 
natural abundance radiocarbon to trace carbon pool dynamics.  Radiocarbon (14C), a 
radioactive carbon isotope with a half-life of 5730 years, resides in atmospheric CO2 in 
trace concentrations due to natural production by cosmic rays and anthropogenic inputs 
from nuclear weapons testing in the 1950s and ‘60s (Trumbore, 2000)1.  This radiocarbon 
becomes incorporated into plants and soil, where it is then lost via decomposition or 
radioactive decay.  Radiocarbon thus functions as a natural tracer of carbon flow through 
ecological systems. Using the principle of mass balance, we can estimate a soil carbon 
reservoir’s steady-state decomposition rate from its radiocarbon concentration (Torn et 
al., 2009)2.  Accordingly, the radiocarbon content of respired CO2 depends on the 
decomposition rates of different soil carbon pools.   

This chapter presents a novel analytical method based on this general framework 
of radiocarbon analysis.  Using measurements of 14C abundance in bulk soil organic 
matter and CO2 respired under different incubation conditions, I evaluate the 
temperature and oxygen-sensitivities of fast-cycling and slow-cycling carbon pools.  
Whereas numerous studies have asked how these environmental sensitivities differ 
among carbon pools by fitting multiple pool models (reviewed in Conant et al., 2011), 
their conclusions are sensitive to model assumptions (Reichstein et al., 2005).  By 
concurrently measuring changes in the rate and radiocarbon content of CO2 emissions, I 
am able to disentangle these effects through empirical measurements. 

 
  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1 Nuclear weapons testing in the 1950s and early 1960s roughly doubled the amount of 
radiocarbon in the atmosphere.  Since the nuclear test ban treaty in 1963, this 
concentration has steadily declined due to exchanges with marine and terrestrial carbon 
reservoirs. 
2	
  For samples collected after 1950, this method also requires a time series of atmospheric 
radiocarbon measurements local to the sampling site. 	
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Figures 
 

 
 
Figure 1. Overview of site locations within the Barrow Environmental Observatory.  
Polygon sites used in Chapter 3 are clustered in the southwest corner.  Other locations 
were used in Chapter 2 and Chapter 4. 
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Figure 2. Chapter 2 sampling and measurement locations.  Samples were collected from 
all positions (center, rim, and trough) within individual marked polygons.  HC denotes 
high-centered polygon, FC denotes flat-centered polygon, and LC denotes low-centered 
polygon. 
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Figure 4. Chapter 4 core sample locations.  Soil cores used in incubation studies were 
collected from the centers of polygons indicated on map.  HC denotes high-centered 
polygon, FC denotes flat-centered polygon, and LC denotes low-centered polygon. 
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CHAPTER 2: ISOTOPIC INSIGHTS INTO METHANE PRODUCTION, 
OXIDATION, AND EMISSIONS IN ARCTIC POLYGON TUNDRA 

 
 
 

This chapter was previously published as Vaughn LJS, Conrad ME, Bill M, Torn MS (2016) 
Isotopic insights into methane production, oxidation, and emissions in Arctic polygon 
tundra. Global Change Biology, 22, 3489-3502.  All authors have granted permission for 
the reproduction of this material.  Figure formatting has been modified and text and figures 
have been moved from the online supporting information into the body of the chapter.  In 
all other ways, this chapter is identical to the original published article. 
 
 
Abstract 

Arctic wetlands are currently net sources of atmospheric CH4.  Due to their 
complex biogeochemical controls and high spatial and temporal variability, current net 
CH4 emissions and gross CH4 processes have been difficult to quantify, and their 
predicted responses to climate change remain uncertain.  We investigated CH4 
production, oxidation, and surface emissions in Arctic polygon tundra, across a wet-to-
dry permafrost degradation gradient from low-centered (intact) to flat- and high-
centered (degraded) polygons.  From 3 microtopographic positions (polygon centers, 
rims, and troughs) along the permafrost degradation gradient, we measured surface CH4 
and CO2 fluxes, concentrations and stable isotope compositions of CH4 and DIC at 3 
depths in the soil, and soil moisture and temperature. More degraded sites had lower CH4 
emissions, a different primary methanogenic pathway, and greater CH4 oxidation than 
intact permafrost sites, to a greater degree than soil moisture or temperature could 
explain. Surface CH4 flux decreased from 64 nmol m-2 s-1 in intact polygons to 7 nmol m-2 
s-1 in degraded polygons, and stable isotope signatures of CH4 and DIC showed that 
acetate cleavage dominated CH4 production in low-centered polygons, while CO2 
reduction was the primary pathway in degraded polygons. We see evidence that 
differences in water flow and vegetation between intact and degraded polygons 
contributed to these observations. In contrast with many previous studies, these findings 
document a mechanism whereby permafrost degradation can lead to local decreases in 
tundra CH4 emissions. 
 
Introduction 

The high latitude permafrost region plays an important role in the global carbon 
budget.  Historically, this region’s soils have been a large net source of atmospheric CH4, 
and future CH4 emissions under climate change remain uncertain. (McGuire et al., 2009, 
2012; Mastepanov et al., 2013).  Arctic CH4 emissions are difficult to accurately measure, 
model, and predict, as complex controls on CH4 processes generate highly variable CH4 
emissions in both space and time (Whalen & Reeburgh, 1992; Bridgham et al., 2013; 
Olefeldt et al., 2013).  Current estimates of high latitude CH4 emissions range widely from 
9 to 35 Tg CH4 y- (McGuire et al., 2012), and while most models predict emissions will 
increase with climate change and associated permafrost degradation (Koven et al., 2011; 
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Schuur et al., 2013; Lawrence et al., 2015), the magnitude and geographic distribution of 
this change depend on numerous ecological variables such as soil moisture, water table 
position, thaw depth, temperature, microbial community, and vegetation composition, 
stature, and productivity (Wagner et al., 2003; von Fischer et al., 2010; Sturtevant et al., 
2012; Tagesson et al., 2012; Mastepanov et al., 2013; Olefeldt et al., 2013).  Together, these 
variables control a suite of processes determining net CH4 emissions: CH4 production by 
methanogenic archaea, CH4 oxidation by methanotrophic bacteria, and CH4 transport to 
the atmosphere (Chanton, 2005; Chanton et al., 2005).  

A number of field studies have assessed CH4 emissions across stages of permafrost 
degradation, finding that thaw-induced subsidence can increase CH4 emissions and alter 
methanogenic pathways (Wickland et al., 2006; Olefeldt et al., 2013; Hodgkins et al., 
2014; Johnston et al., 2014; McCalley et al., 2014), with strong correlations between net 
CH4 emissions and specific microbial processes (Mondav et al., 2014).  These studies 
underscore the importance of gross metabolic processes as controls on net CH4 flux and 
the responsiveness/sensitivity of these processes to thaw-induced changes.  Critically, in 
all of these studies, permafrost thaw increased inundation and active layer thickness due 
to thermokarst subsidence.  In many landscapes, however, permafrost thaw can reduce 
inundation, as loss of subsurface ice creates drainage channels, redistributing water away 
from wetlands (Fortier et al., 2007; Godin et al., 2014).  Such soil drying and reductions of 
high latitude wetland area are predicted to be key controls on future Arctic CH4 emissions 
(Riordan et al., 2006; Bohn et al., 2007; Avis et al., 2011; Koven et al., 2011), but few field 
studies have measured CH4 emissions and their biochemical controls along wet-to-dry 
gradients of permafrost degradation.  

Using a wet-to-dry permafrost degradation gradient, this study evaluates gross 
CH4 processes and net CH4 emissions across stages of drainage and geomorphic 
succession. In ice wedge polygon tundra in Barrow, Alaska, we combine stable isotope 
depth profiles with surface flux measurements to investigate process-level controls on 
surface CH4 emissions.  We ask (1) how do CH4 production and consumption processes 
vary across geomorphic and temporal gradients, and (2) how do these subsurface CH4 
processes relate to surface greenhouse gas fluxes?  This study makes use of two 
geomorphic gradients and one temporal gradient: an ice wedge thaw gradient spanning 
low-centered to flat-centered and high-centered polygons, a finer scale gradient of 
individual polygon features (centers, rims, and troughs), and a seasonal gradient from 
July-October.   

Covering ~250,000 km2 throughout the Arctic (Donner et al., 2007), polygon 
tundra is characterized by ice wedge polygons, microtopographic features ~10-30 m in 
diameter that are separated by lower-lying, often wet or inundated channels called 
troughs.  These polygons may be classified as low-centered polygons, which have low, wet 
centers bordered by raised, relatively dry rims; high-centered polygons, with high, well-
drained centers and no clear rim delineation; or flat-centered polygons, with intermediate 
relief between high-centered and low-centered polygons. Polygons form from the growth 
and thaw of subsurface ice formations known as ice wedges.  During earlier polygon 
successional stages, ice wedges underlie the troughs of low-centered polygons (Brown, 
1967), impeding drainage and causing soil uplift through their annual growth and 
expansion (Drew & Tedrow, 1962).  If these primary ice wedges thaw, erosion of polygon 
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rims can drain the centers of low-centered polygons, leading to the growth of secondary 
ice wedges and formation of high-centered polygons (Drew & Tedrow, 1962; Billings & 
Peterson, 1980; MacKay, 2000; Huryn & Hobbie, 2012; Ping et al., 2015).  This form of 
permafrost degradation produces drier equilibrium landscapes, which in the near term 
are not necessarily accompanied by increased active layer thickness.  Between low-
centered and high-centered polygons, differences in drainage and subsurface ice 
properties create strong thermal, hydrological, and geochemical gradients (Liljedahl et al., 
2012; Hubbard et al., 2013; Newman et al., 2015; Wainwright et al., 2015).    

Succession from low-centered to high-centered polygons has accelerated in 
Alaska, where thermokarst development over the past three decades has greatly outpaced 
the historical background landscape succession rate (Jorgenson et al., 2006).  Such 
changes in soil moisture and inundation have large implications for CH4 emissions.  
Previous research in polygon-dominated landscapes has found lower CH4 emissions with 
decreased soil moisture (Rhew et al., 2007; von Fischer & Hedin, 2007; von Fischer et al., 
2010), less inundated area (Sturtevant et al., 2012), and lower water table position 
(Kutzbach et al., 2004).  A more limited set of studies evaluating CH4 emissions has 
treated polygon types as distinct geomorphic units, finding higher CH4 fluxes from low-
centered than high-centered polygons (Sachs et al., 2010; Wainwright et al., 2015).  No 
studies to our knowledge, however, have related net CH4 emissions to gross metabolic 
CH4 processes across a range of polygon features.  

To investigate CH4 production, oxidation, and net emissions, this study combines 
surface trace gas flux measurements with concentrations and stable isotope 
measurements of CH4 and co-occurring CO2.  While net CH4 fluxes are straightforward 
to measure, the component processes of CH4 production and oxidation (hereafter 
referred to as gross processes) cannot be directly observed in situ without an added tracer 
or inhibitor (Frenzel & Bosse, 1996; von Fischer & Hedin, 2007).  The stable isotope 
compositions of CH4 provide an indirect approach, as these gross processes fractionate 
carbon and hydrogen isotopes in characteristic ways.  Isotope discrimination during 
methanogenesis produces CH4 that is highly depleted in 13C and 2H, whereas CH4 
oxidation enriches the residual CH4 in the heavier isotopes (Whiticar et al., 1986; 
Chanton et al., 2005; Hornibrook & Aravena, 2010).  Stable isotope analyses have been 
used to assess CH4 production pathways (Hornibrook et al., 1997; Conrad, 2005), 
fractional and absolute CH4 production and oxidation rates (Liptay et al., 1998; Chanton 
& Liptay, 2000), CH4:CO2 production ratios (Corbett et al., 2013, 2015), and CH4 
transport through hollow plant tissues (Chanton, 2005; Hornibrook, 2009).  

Future high latitude CH4 emissions will depend largely on changes in wetland area 
(Bohn et al., 2007; Avis et al., 2011; Koven et al., 2011).  Field studies are needed to 
evaluate CH4 emissions as landscapes become drier or wetter due to thaw, subsidence, 
and drainage. This study integrates measurements of net CH4 fluxes and gross CH4 
production and oxidation along a wet-to-dry permafrost degradation gradient in Arctic 
polygon tundra. Together, this information can be used to identify mechanistic changes 
underlying net emissions outcomes and identify critical positions in the landscape – 
particular polygon features that may disproportionately influence the response of 
landscape-scale CH4 fluxes to permafrost degradation.  
 

15



	
  

Methods 
Site 

The Barrow Environmental Observatory (BEO) is located ~6 km east of Barrow, 
AK (71.3°N, 156.5°W).  At the northern tip of Alaska’s Arctic coastal plain, Barrow has a 
maritime climate characterized by long, dry winters and short, moist, cool summers, with 
a mean annual air temperature of -12°C and mean annual precipitation of 106 mm. 
Continuous ice-rich permafrost extends to >400 m (Hinkel & Nelson, 2003), overlain by a 
shallow active layer whose depth varies spatially and interannually from approximately 20 
to 60 cm.  In and around the BEO, a region of interstitial tundra among thaw lakes and 
drained thaw lake basins, the land surface has low topographic relief reaching a 
maximum elevation of ~5 m (Brown et al., 1980; Hubbard et al., 2013), with ~65 % of the 
ground surface organized into ice wedge polygons (Brown et al., 1980; Lara et al., 2014).  
Soils in the region are primarily Typic Aquiturbels (53 %), Typic Histoturbels (22 %), and 
Typic Aquorthels (8.6 %) (Bockheim et al., 1999), formed from late Pleistocene-aged 
sediments of the Gubik formation (Black, 1964), with low sulfate and nitrate 
concentrations and abundant iron (Herndon et al., 2015a; Newman et al., 2015).  
Vegetation cover, height and dominant species vary between polygon types and 
microtopographic features (Billings & Peterson, 1980; Minke et al., 2009).  The most 
abundant vascular species include the wet tundra graminoids Carex aquatilis, 
Eriophorum species, and Dupontia fisheri.  Mosses and lichens cover much of the land 
surface as well, along with limited shrub, forb, and dry tundra graminoid species (Brown 
et al., 1980; Villarreal et al., 2012). 
 
Field measurements and sample collection 

For sample collection and field measurements, we selected seven ice wedge 
polygons covering a gradient of microtopographic features and subsurface ice properties.  
We divided these polygons into two categories: (1) low-centered polygons (LC polygons, 
n=3), with inundated, low-lying centers, large, intact ice wedges and ice-rich permafrost; 
and (2) flat/high-centered polygons (FHC polygons, n=4), with flat- to high-center relief, 
smaller, more degraded ice wedges, and lower permafrost ice contents (Hubbard et al., 
2013).  Within each polygon, we established three 1 × 1 m plots, in the polygon’s center, 
rim, and trough, totaling twenty-one plots.  If a FHC polygon lacked a clearly raised rim, 
we placed the rim plot at the upper limit of the slope between the raised center and the 
trough.  This sampling scheme was thus organized at three levels of spatial resolution: two 
polygon types (LC polygon and FHC polygon); three polygon positions (center, rim, and 
trough); and six polygon features, defined as type × position (center, rim, and trough of 
each polygon type). 

From each of these plots, we measured CH4 flux and ecosystem respiration (Reco), 
soil moisture, soil temperature, and concentrations and δ13C of soil pore space CH4 and 
CO2.  We measured fluxes of CO2 and CH4 on July 10-12, August 7-16, September 4-7, 
and October 2-4 2013, using opaque static chambers (25 cm diameter, 15-20 cm height). 
Chambers were tall enough to enclose vegetation and were vented according to Xu et al., 
(2006) to minimize pressure excursions due to the Venturi effect.  In inundated plots, we 
used a floating chamber whose base extended 4 cm below the water surface.  In all other 
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plots, chambers were seated on PVC bases extending ~15 cm below the soil surface. To 
minimize disturbance, we installed these bases in June 2013 and left them in place 
throughout the sampling season.  For each flux measurement, we seated the chamber in a 
3 cm-deep, water-filled trench in the base’s top rim to create an airtight seal.  Using a Los 
Gatos Research, Inc. (LGR) portable Greenhouse Gas Analyzer, we recorded CO2 and 
CH4 concentrations within the chamber over 4-8 minutes, and calculated the flux rate of 
each gas from the slope of the linear portion of the concentration vs. time curve.  As 
chambers were opaque with no light penetration, measured CO2 fluxes were equivalent to 
Reco.  Soil moisture and soil temperature were recorded concurrently with each 
greenhouse gas flux measurement.  We measured volumetric water content in the top 10 
cm of soil or standing water with a MiniTrase TDR (Soilmoisture Equipment Corp.), and 
soil temperature at 10cm depth with a thermistor probe.  As vegetation and inundation 
status varied between plots, depths of moisture and temperature measurements were 
determined from the top of the moss layer, bare soil, or water surface.  

On August 7-11 2012, July 12-14 2013, August 10-16 2013, September 3-8 2013, 
and October 2-5 2013, we collected soil pore water or gas from depths of 10 cm, 20 cm, 
and the full depth of the thawed layer, approximately 2 cm above the frozen layer.  When 
thaw depth was 20 cm or less, we collected samples from only two depths.  Samples were 
collected using ¼” diameter stainless steel probes inserted in the plots during June 2013, 
sealed with airtight caps, and left in place throughout the sampling season to reduce 
disturbance from repeated insertion and removal. At each sampling time, we removed the 
cap, connected ¼” inner diameter tubing to the probe, and used a peristaltic pump to 
draw subsurface water or gas through the tubing into a 60 mL syringe.  To minimize 
sample contamination, we assessed tubing and connections for leaks and fully purged the 
system with soil gas or water before attaching a sampling syringe.  If the sampling probe 
became clogged by thick vegetation or wet soil, we removed the probe, cleaned it, and re-
inserted it ~10 cm from the previous insertion point.  We filtered water samples in the 
field through 0.1 mm syringe filters and injected them directly into evacuated glass vials 
sealed with 14 mm-thick chlorobutyl septa (Bellco Glass, Inc).  In cases where syringes 
contained a mixture of water and gas, we collected and analyzed both sample types.  
When transferring samples from syringes to vials, precautions were taken to prevent any 
loss of headspace gas; samples were isolated from the atmosphere using syringe stopcocks 
and in-line syringe filters, and needles were slowly removed from vials after injection to 
allow septa to properly to reseal.  Samples were stored at 4°C for up to 1 month in 
Barrow, then transported to Berkeley, CA for analysis.  Vials and septa were tested for 
loss or exchange of headspace gas over this period. 

 
Laboratory analyses and isotope calculations 

All isotope and concentration analyses were conducted at the Center for Isotope 
Geochemistry (CIG) at Lawrence Berkeley National Laboratory, Berkeley, CA.  We 
measured carbon isotope ratios of dissolved inorganic carbon (DIC) in water samples and 
CO2 in gas samples using a variation on the technique outlined in Torn et al. (2003).  We 
report carbon isotope ratios using the conventional δ-notation relative to Vienna Peedee 
Belemnite (VPDB), where δ13C = (Rsample/Rstandard – 1) × 1000 and R is the abundance ratio 
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of the light to heavy isotope.  The carbon isotope ratios of DIC or CO2 are accurate to ± 
0.33 ‰ (1σ) based upon repeated analyses of the laboratory standards. 

Carbon isotope ratios of higher concentration CH4 samples (>300 ppmv) were 
measured using a Trace Gas Ultra system interfaced to a Delta V Plus mass spectrometer 
(Thermo Fisher Scientific, Bremen, Germany).  CH4 was chromatographically separated 
from other gases in the Trace Gas Ultra using an HP-molesieve fused silica capillary 
column (30 m x 0.320 mm).  The CH4 was then combusted to CO2 at 1000°C in a capillary 
ceramic tube loaded with Ni, Cu, and Pt wires, dried and transferred to the IRMS for the 
carbon isotope measurements. The reproducibility of measured CH4 δ13C values using 
this method is estimated to be ± 0.16 ‰ (1σ) based on repeated analyses of an in-house 
laboratory standard.  The δ13C values of lower concentration CH4 samples were analyzed 
using the Trace Gas pre-concentration system interfaced with a Micromass mass 
spectrometer as described in Torn et al., (2003).  Up to 60 mL of gas was injected into the 
Trace Gas where CO2 and water vapor were chemically stripped from the gas before 
combusting the CH4 at 1000°C and cryogenically pre-concentrating the resulting CO2 
prior to analysis in the mass spectrometer.  The reproducibility of these analyses is ± 0.3 
‰ (1s).  δ13C measurements of CH4, DIC, and CO2 were corrected for 3-5 ‰ systematic 
offsets between the measured δ13C values of in-house standards and their known isotopic 
compositions, calibrated with external standards. 

Concentrations of CH4 and CO2 in gas samples were determined using a 2014 
Shimadzu GC.  4.5 mL of gas headspace from sample vials were flushed through a 1 mL 
stainless steel loop.  The two gases were then isolated on a HayeSep-D packed column (4 
m x 1/8”) and quantified with a flame ionization detector.  For water samples, we used 
Henry’s law with measured headspace pressures and water volumes to convert headspace 
CH4 concentrations to dissolved CH4 concentrations.  DIC concentrations were 
calculated from IRMS results, using known sample aliquot volumes and calibrated mass 
44 (CO2) peak areas.  

We determined the dominant CH4 production pathway in each soil profile using 
two stable isotope abundance metrics.  We performed these analyses on the subset of total 
samples that were collected as water from the full depth of the thawed soil, where CH4 
isotopic compositions were unlikely to have been affected by oxidation, thus representing 
the values of CH4 at the time of production.  First, acetate cleavage and CO2 reduction 
each yield CH4 whose δ 13C values fall within characteristic ranges (Whiticar et al., 1986; 
Hornibrook & Aravena, 2010).  CH4 produced by acetate cleavage typically has δ13C 
values between -65 and -50 ‰, whereas CH4 from CO2 reduction has δ13C values between 
-110 and -60 ‰.  Second, the apparent fractionation factor (αDIC-CH4) is a measure of the 
isotope separation between CH4 and co-occurring DIC (or CO2) (Hines et al 2008, 
Whiticar et al 1986, Chanton et al 2006): 

 

𝛼DIC-CH! =
𝛿!"C− DIC + 1000
𝛿!"C− CH! + 1000

   

 
αDIC-CH4 is termed apparent fractionation, because it is not the fractionation factor for an 
individual process, but rather a composite metric describing kinetic fractionation during 
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CO2 reduction and acetate cleavage (Conrad, 2005) and equilibrium fractionation 
between carbonate species (Mook et al., 1974).  αDIC-CH4 values vary along a continuum 
between environments where CH4 is derived entirely from acetate cleavage and those 
where CH4 is entirely a product of CO2 reduction. Measured fractionation factors range 
from 1.007 to 1.027 for acetate cleavage and from 1.031 to 1.077 for CO2 reduction 
(Conrad, 2005), so αDIC-CH4 values increase with increased importance of CO2 reduction.   
 
Statistical analyses 

We analyzed CH4 flux, Reco, and deep pore water δ13C-CH4 individually using 
linear mixed effects models.  We selected models based on Akaike information criterion 
(AIC) values with backward elimination of random and fixed effects, using significance 
cutoffs of p < 0.1 and p < 0.05 for random and fixed effects respectively.  p-values for 
random effects were assessed with likelihood ratio tests, and fixed effect p-values were 
determined using F tests based on Satterthwaite’s approximation for denominator 
degrees of freedom.  We calculated variance inflation factors, using a cutoff of 10 to avoid 
multicollinearity.  Following fixed effect selection, we tested all possible two-way 
interactions, then performed pairwise comparisons between individual positions, 
features, or months with Tukey’s Honest Significant Difference test, using degrees of 
freedom from Satterthwaite’s approximation.  All models included polygon and 
individual profile as possible random effects.  For CH4 and flux and Reco models, possible 
fixed effects included polygon type, position, sampling month, top 10 cm soil moisture, 
and soil temperature at 10 cm depth. For the model of δ13C-CH4, possible fixed effects 
were polygon type, position, and month. We conducted all analyses in R version 3.1.0 
“Spring Dance” (2014-04-10), using the packages LME4 (Bates et al., 2014) for linear 
mixed effects modeling, lmerTest (Kuznetsova et al., 2014) for significance testing and 
model selection, and multcomp (Hothorn et al., 2008) for pairwise comparisons. 

Because CH4 fluxes, Reco measurements, and soil temperature measurements had 
skewed distributions, we log-transformed these variables for all statistical analyses.  
Model estimates and associated p-values reflect these transformed data.  In all figures, 
however, we present non-transformed data to ease visual interpretation.  
 
Results 
CH4 flux and ecosystem respiration  

Surface CH4 flux displayed clear patterns among polygon types and sampling 
dates (Table 1, Fig. 1a).  When observations were averaged across the July-October 2013 
season for each polygon type, mean CH4 fluxes were 6.8 nmol m-2 s-1 from FHC polygons 
and 64 nmol m-2 s-1 from LC polygons.  Averaged across all locations, mean CH4 fluxes 
peaked in August, increasing from 37 to 45 nmol m-2 s-1 from July to August, then 
decreased to 25 nmol m-2 s-1 in September and 18 nmol m-2 s-1 in October.  LC polygons 
strongly influenced this temporal trend, their CH4 flux dropping from 85 nmol m-2 s-1 in 
July and August to 39 nmol m-2 s-1 in October.  During this period, FHC polygons’ CH4 
flux decreased from only 15 to 3 nmol m-2 s-1.  To identify important predictors of CH4 
flux, we generated a suite of models including all possible combinations of predictor 
variables: polygon type, position, soil temperature at 10 cm depth, soil moisture from 0-
10 cm depth, and/or sampling month.  We then compared these models’ AIC values to 
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select the optimal model.  The final model (AIC = 194.4) included polygon type (p < 
0.001), position (p < 0.01), soil temperature (p < 0.01), and the interactions between type 
and position (p < 0.001), type and temperature (p < 0.01), and temperature and position 
(p < 0.01) as predictor variables, excluding both soil moisture and sampling month (Table 
2). With a significance cutoff of p < 0.05, CH4 emissions were significantly different 
between all but three pairs of polygon features (Table 3).  These three exceptions were 
FHC polygon centers and edges (0.51 and 0.54 nmol m-2 s-1), LC polygon centers and 
troughs (88 and 87 nmol m-2 s-1), and LC polygon edges and FHC polygon troughs (17 
and 20 nmol m-2 s-1). Soil temperature, a significant predictor of CH4 flux, peaked at the 
time of peak emissions: July in LC polygons and August in FHC polygons (Fig. 1, Fig. 2).   

Reco varied temporally, but did not vary significantly among locations (Table 1, Fig. 
1b).  The optimal model predicting Reco (AIC = 175) included only sampling month (p < 
0.001) as a significant fixed effect (Table 2).  The highest Reco fluxes were measured in July 
and August (1.1 and 1.5 μmol m-2 s-1, not significantly different), then decreased between 
August and September to 0.71 μmol m-2 s-1 (p < 0.001), and decreased further from 
September to October to 0.44 μmol m-2 s-1 (p < 0.001) (Table 3).  Notably, FHC polygon 
troughs had high Reco in July relative to other sampling months and polygon features (Fig. 
1b).  

 
Dissolved gas concentrations 

For all polygon features, CH4 concentrations increased with depth in the soil to 
high concentrations at the frost table (Fig. 3a).  These deep CH4 concentrations were 
highest in features with saturated or inundated surface soils: LC polygon centers and 
troughs of both polygon types. Even in FHC polygon centers and rims, however, where 
net surface CH4 emissions were near zero, deep CH4 concentrations were greater than 100 
μM.  Particularly in polygon rims and troughs, between-type differences in surface CH4 
fluxes were not mirrored by deep CH4 concentrations.  Instead, patterns in surface flux 
corresponded more closely with concentrations at 10 cm and 20 cm.  Of the six polygon 
features examined, the two with lowest net CH4 fluxes – centers and rims of FHC 
polygons – had average 10 cm CH4 concentrations only slightly greater than zero, at 1.3 
and 1.0 μM respectively.  Among the remaining four features, the two with highest CH4 
flux – centers and troughs of LC polygons – had high CH4 concentrations at all depths.   
Between LC polygon rims and FHC polygon troughs, which had intermediate CH4 flux 
rates, LC polygon rims had both higher CH4 emissions and higher 20 cm CH4 
concentrations.  The apparent disconnect between deep dissolved CH4 and surface 
emissions suggests that three possible mechanisms underlie differences in net CH4 fluxes: 
(1) different CH4 production rates in shallow soil, (2) different CH4 transport rates from 
deep soils to the atmosphere, and/or (3) different oxidation rates in shallow soils. 

DIC concentrations varied less than did those of dissolved CH4 (Fig. 3b).  DIC 
sources may include in situ CO2 production by root respiration, aerobic or anaerobic 
respiration, fermentation, or methanogenesis, or transport to the sampling location by 
diffusion or advection.  DIC sinks are primarily diffusion or advection in soil pore water 
or CH4 production via CO2 reduction.  Mean DIC concentrations generally increased 
with depth, but in FHC polygon centers, LC polygon centers, and LC polygon rims, the 
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highest DIC concentrations were measured at 20 cm, indicating higher CO2 production at 
20 cm than at the frost table.  
 
Methane production pathways 

13C abundances in CH4 and DIC from deep pore water were used to compare CH4 
production pathways among polygon types and positions (Fig. 4), following published 
approaches (Whiticar et al., 1986; Hornibrook et al., 1997; Conrad, 2005; Hornibrook & 
Aravena, 2010).  Because these samples were collected from deep, saturated soils with 
limited oxygen availability (Lipson et al., 2012), their δ13C values reflect CH4 at the time of 
production, without isotopic fractionation due to bacterial aerobic CH4 oxidation.  
Similarly, we assumed anaerobic CH4 oxidation had a negligible effect on measured CH4 
isotopes.  While anaerobic CH4 oxidation has been demonstrated in terrestrial soils, 
concurrent CH4 production is thought to proceed far more rapidly, particularly in highly 
methanogenic soils (Blazewicz et al., 2012; Gupta et al., 2013).  Additionally, we assumed 
measured δ13C values of CH4 were not affected by kinetic fractionation during transport 
through the soil profile.  Ebullition and advection through plant aerenchyma tissues are 
non-fractionating processes, but isotopic fractionation may occur during diffusive 
transport through plants (Popp et al., 1999; Chanton, 2005; Hornibrook, 2009).  It is 
possible that such fractionation may have occurred, isotopically enriching residual soil 
CH4.  However, studies have shown that this fractionation occurs primarily within the 
plant tissues themselves, creating a δ13C gradient between heavier CH4 within plant 
aerenchyma and lighter CH4 emitted from plant tissues to the atmosphere (Chanton et 
al., 1992a, 1992b; Tyler et al., 1997), with little effect on soil pore space δ13C-CH4.  

Including all sampling dates, deep pore water δ13C-CH4 values were 17 ‰ 
enriched from LC polygons relative to FHC polygons (p << 0.001), and significant 
interactions were found between polygon type and position (p < 0.01) and between 
position and sampling month (p < 0.001).  Between-type differences in δ13C-CH4 were 
most pronounced for centers and least pronounced for troughs (Table 2), and δ13C-CH4 
was significantly higher in all 2013 months relative to 8/2012, but did not change 
significantly over the 2013 season (Table 3). Including all sampling dates, 12 of 12 
samples from LC polygon centers (mean δ13C-CH4 = -52.3 ‰) and 8 of 10 samples from 
LC polygon troughs (mean δ13C-CH4 = -59.1 ‰) had δ 13C-CH4 values within the range 
characteristic of acetate cleavage, -65 to -50 ‰ (Table 1) (Whiticar et al., 1986; 
Hornibrook & Aravena, 2010).  In contrast, 10 of 10 samples from FHC polygon centers 
(mean δ13C-CH4 = -79.8 ‰), 8 of 8 samples from FHC polygon rims (mean δ13C-CH4 = -
79.7 ‰), and 6 of 8 samples from FHC troughs (mean δ13C-CH4 = -68.3 ‰) had δ 13C-
CH4 values within the range typical of CO2 reduction, -110 to -60 ‰ in an ecosystem with 
C3 vegetation.  δ13C-CH4 values from LC polygon rims (mean δ13C-CH4 = -61.3 ‰) were 
divided among the plausible ranges of both pathways, with 6 samples between -50 and -65 
‰ and 4 samples below -65 ‰, with both methanogenic processes likely operating 
concurrently (Whiticar, 1999).  

The difference in δ13C between co-occurring CH4 and DIC, referred to as the 
apparent fractionation factor, αDIC-CH4, provides an additional line of evidence that the 
dominant methanogenic pathways differed between polygon types.  As shown in 
crossplots of δ13C-DIC vs. δ13C-CH4 (Fig. 5), αDIC-CH4 values displayed the same patterns as 
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δ13C, with acetate cleavage more important in LC than FHC polygons. αDIC-CH4 values from 
polygon centers and rims showed clear separation between LC and FHC polygons, with 
values clustering around 1.07 for FHC polygons and around 1.04-1.05 for LC polygons.  
Troughs displayed some clustering of αDIC-CH4 values for each polygon type, but this 
separation between αDIC-CH4 ranges of LC and FHC polygons was smaller than in centers 
and rims.   

Apparent fractionation factors between CH4 and CO2 below 1.055 are generally 
thought to indicate acetate cleavage, while values above 1.065 result from CO2 reduction 
(Conrad, 2005).  In this analysis, δ13C was measured from bulk DIC rather than CO2.  
Because of equilibrium isotopic fractionation between dissolved CO2 and bicarbonate 
(Mook et al., 1974), our calculated αDIC-CH4 values may thus be slightly higher than values 
calculated from δ13C-CO2.  At the acidic pH range typical of this study site (Zona et al., 
2011), H2CO3 is the dominant carbonate species, so we would expect only small 13C 
differences between CO2 and total DIC.  Even so, we conducted an empirical sensitivity 
analysis to assess the potential for carbonate equilibrium fractionation to influence αDIC-

CH4.  We measured both δ13C-DIC and vial headspace δ13C-CO2 from a subset of deep 
pore water samples, finding that isotope separation ranged from 0.2 to 5.7 ‰.  To 
account for the maximum possible influence on αDIC-CH4, we applied a 5.7 ‰ correction to 
δ13C-DIC values to generate a conservative uncertainty band, which decreased calculated 
αDIC-CH4 values by 0.0065.  Including this range of error, αDIC-CH4 values above 1.059 can be 
interpreted to indicate CO2 reduction.  With these considerations, we still found acetate 
cleavage dominated all LC polygon features.  CO2 reduction dominated in FHC polygons 
features, with acetate cleavage more important in FHC polygon troughs than in other 
FHC polygon features.  
 
δ 13C depth profiles 

Depth profiles of δ13C-CH4 displayed similar spatial patterns to those of surface 
fluxes (Fig. 6). δ13C abundance in pore space CH4 increased toward the soil surface in four 
of the six polygon features, a depth trend that would be expected from CH4 oxidation in 
shallow soil layers.  Among these four features, the difference in mean δ13C-CH4 between 
10 cm and the frost table was greatest in FHC polygon rims (Δδ13C = 18.4 ‰) and FHC 
polygon centers (Δδ13C = 13.1 ‰), where surface CH4 flux rates were lowest.  By 
comparison, LC polygon rims and FHC polygon troughs had both lower surface CH4 
fluxes and lower δ13C-CH4 depth gradients (Δδ13C = 7.9 and 5.5 ‰ respectively).  The 
only two features that did not display this δ13C-CH4 depth gradient were those with the 
highest surface CH4 fluxes: LC polygon centers and LC polygon troughs.  There, the 
highest δ13C-CH4 values occurred at 20 cm depth.  We note that these two features were 
inundated at all times, with mean water depths of 8.0 ± 2.1 and 6.7 ± 1.6 cm respectively 
(data not shown), so their 10 cm samples were collected near the sediment surface or 
from standing water.  
 
Discussion 

High latitude soils are a large source of atmospheric CH4 (Whalen & Reeburgh, 
1992; McGuire et al., 2012; Mastepanov et al., 2013). Current earth system models project 
that Arctic tundra CH4 emissions will increase with climate change (Koven et al., 2011; 
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Lawrence et al., 2015; Schuur et al., 2015).  However, landscape-scale processes may 
influence CH4 emissions in ways that these models are only beginning to represent. To 
better understand the relationship between landscape change and CH4 dynamics, we 
combined measurements of surface CH4 flux with subsurface CH4 concentration and δ13C 
profiles to assess (1) how CH4 production and consumption processes vary with 
permafrost degradation and microtopography, and (2) how these subsurface processes 
relate to net CH4 and CO2 fluxes. Beyond confirming that CH4 fluxes from wetter, LC 
polygons are higher than from drier, FHC polygons, we found that the dominant CH4 
production pathway differed between polygons types, with acetate cleavage more 
important in high-production locations. In addition, CH4 emissions decreased with 
permafrost degradation, beyond the degree that would be expected from moisture 
changes alone. 

CH4 fluxes were on average ~10 times higher from LC polygons than FHC 
polygons (Table 1). While soil moisture (Fig. 7) mirrored the positive moisture-CH4 
relationship that has been documented in Arctic polygon tundra (Sachs et al., 2010; Kim, 
2015), other tundra types (Torn & Chapin III, 1993; Christensen et al., 1995; McCalley et 
al., 2014), and thermokarst landscapes (Walter et al., 2007; Desyatkin et al., 2009), the 
differences in CH4 flux between polygon types were greater than variations in moisture or 
temperature alone could explain. Specifically, we found that polygon type, geomorphic 
position, and soil temperature were the only significant main effects in our optimal model 
of CH4 flux (Table 2). Soil moisture did not emerge as a significant predictor variable, but 
this result does not imply that soil moisture and CH4 flux were unrelated.  Instead, the 
predictor variables polygon type and position accounted for soil moisture information, 
along with additional explanatory power that modified the soil moisture-CH4 flux 
relationship.  Pairwise comparisons between positions within the two polygon types 
highlight the kind of unexpected feature-level differences that underlie this model result 
(Table 3).  Rims from LC vs. FHC polygons had a 30-fold difference in mean surface CH4 
flux, in spite of comparable temperatures, thaw depths, and moisture contents (Fig. 2, Fig. 
7).  Similarly, FHC polygon troughs had only ~20 % the CH4 emissions of LC polygon 
troughs, with nearly equal soil moisture.  In contrast to CH4 flux, we found that surface 
CO2 flux, equivalent to Reco, depended primarily on sampling month, a variable that 
captures temporal changes in temperature, plant productivity, and microbial community.  
The Reco model did not find polygon type or position to be significant predictor variables, 
indicating that carbon availability and turnover did not map strongly to microtopography 
or permafrost degradation, and thus cannot account for observed CH4 flux variations.   

The dominant CH4 production pathway differed between high- and low-emission 
areas. Based on δ13C-CH4 values, CH4 production in locations with high surface emissions 
(e.g., LC polygons and FHC troughs) occurred primarily by acetate cleavage, whereas 
production in areas with low emissions (FHC polygons) was dominated by CO2 reduction 
(Table 2, Fig. 4).  The relationship between surface CH4 flux and deep pore-water δ13C-
CH4 held not only between polygon types but also among positions within each polygon 
type.  We observed the highest and lowest δ13C-CH4 values in features with the greatest 
and least CH4 emissions, respectively (LC polygon centers and troughs vs. FHC polygon 
centers and rims).    
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This analysis assumes that measured δ13C-CH4 values reflect in situ production, 
with most sampled CH4 produced in the soil column, not imported by lateral transport. 
Supporting evidence includes low flow rates (Liljedahl et al., 2012) relative to in situ 
cycling rates within LC polygons and low CH4 concentrations in the runoff of FHC 
polygon centers.    

In addition to our observed relationship between surface CH4 flux rates and 
subsurface δ13C-CH4 values, several lines of evidence suggest that acetate cleavage is 
correlated with higher production rates. Acetate cleavage dominates methanogenesis 
when organic matter is abundant and surface fluxes are high (Galand et al., 2010; Hershey 
et al., 2014), whereas CO2 reduction is more important in systems with low organic 
matter inputs, abundant terminal electron acceptors, and low surface flux rates, such as 
sulfate-rich marine sediments (Oremland & Taylor, 1978; Crill & Martens, 1983; 
Whiticar et al., 1986). Similarly, laboratory incubations of high latitude soils have found 
higher rates of CH4 production when acetate cleavage rather than CO2 reduction 
dominates (Kotsyurbenko et al., 2007; Liebner et al., 2015).  Moreover, theoretical 
reaction stoichiometries also predict acetate cleavage will dominate CH4 production 
unless electron flow to methanogens is limited by competition or biochemical inhibition 
(Conrad, 1999; Ye et al., 2012; Bridgham et al., 2013).  Applied to our results, this 
relationship between CH4 production rate, CH4 flux, and δ13C-CH4 suggests that CH4 
production rate was an important control on surface CH4 flux.  In locations with high 
surface CH4 emissions and less negative δ13C-CH4 values such as LC polygon centers and 
troughs, CH4 was produced rapidly via acetate cleavage. In FHC polygon centers and 
rims, acetate oxidation using dissolved oxygen, iron (III), or sulfate may have limited 
acetate availability to methanogens, leading to low rates of methanogenesis by CO2 
reduction.  Thus, we infer that a direct control on net CH4 emissions, CH4 production 
rate, maps predictably to polygonal tundra features. 

Previous studies have noted that as much as 90 % of CH4 production is oxidized in 
the soil profile (King, 1992; Le Mer & Roger, 2001), so biotic oxidation can be an 
important determinant of surface CH4 flux rates.  Based on subsurface CH4 
concentrations, flux rates, and δ13C-CH4 depth profiles (e.g., Fig. 4, Fig. 6), we find that 
oxidation plays an important role in some but not all geomorphic positions, with the 
greatest degree of oxidation in FHC polygon centers and rims and the least influence of 
oxidation in LC polygon centers and troughs. Deep subsurface CH4 concentrations 
indicate that substantial methanogenesis occurred at all locations, even those with 
minimal net surface emissions.  Mediating the relationship between this subsurface 
production and surface emissions, steep depth profiles of δ13C-CH4 show that CH4 
oxidation attenuated this gross production in low-emission sites.  

While other studies have used δ13C-CH4 depth profiles to derive quantitative 
estimates of CH4 oxidation, we chose to use this dataset to infer qualitative differences in 
CH4 oxidation (Fig. 6).  If the δ13C-CH4 of production and the oxidation fractionation 
factor were known or assumed, δ13C-CH4 depth profiles could be used to quantitatively 
calculate fractional CH4 oxidation (Liptay et al., 1998; Popp et al., 1999; Corbett et al., 
2013).  In high latitude wetlands, however, methanogenic pathway and thus its isotopic 
signature can change with depth, due to shifts in substrate availability, temperature, and 
pH (Hornibrook et al., 1997; Popp et al., 1999; Hornibrook & Aravena, 2010). Further, 
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documented fractionation factors for CH4 oxidation range from 1.003 to 1.031, varying 
by 0.011 within tundra soils alone (King et al., 1989; Happell et al., 1994; Chanton et al., 
2005).  

Synthesizing isotope, flux, and moisture data, two clear regimes emerge relating 
soil moisture, CH4 production, and CH4 oxidation to net CH4 emissions. First, 
hydrologically isolated features with persistently low soil moisture, FHC polygon centers 
and rims, were dominated by CO2 reduction and had steep δ13C-CH4 depth gradients, 
indicating that both low production and high oxidation contributed to low surface 
emissions.  Second, persistently inundated features, LC polygon centers and troughs, were 
dominated by acetate cleavage with small or negative δ13C-CH4 depth gradients. There, 
high CH4 production and low CH4 oxidation yielded high surface emissions. The two 
remaining features, FHC polygon troughs and LC polygon rims, do not fit clearly into 
either of these regimes.  With roughly equal surface CH4 emissions but clear soil moisture 
differences, these features had notable differences in CH4 production and CH4 oxidation. 
Specifically, LC polygon rims had higher deep δ13C-CH4 values and steeper δ13C-CH4 
profiles than did FHC polygon troughs, indicating higher rates of both production and 
oxidation.  With comparable, moderate CH4 fluxes but different soil moisture contents 
and subsurface processes, these are key locations in the landscape where models based on 
soil moisture might produce the wrong results, highlighting the importance of other 
upstream controls on CH4 production and oxidation.   

The two proximate controls on surface CH4 flux –subsurface CH4 production and 
oxidation – are influenced by upstream controls that link landscape processes to 
microbial activity. Two such upstream controls stand out as particularly important for the 
relationship between permafrost degradation and CH4 emissions.  First, vegetation 
influences CH4 production and oxidation through substrate availability, gas transport, 
and its influence on subsurface pH, temperature, active layer depth, and other factors 
(Popp et al., 1999; Chanton, 2005), as seen in a positive relationship between surface CH4 
flux and sedge cover or vegetation stature in wet tundra (Schimel, 1995; Ström et al., 
2003; von Fischer et al., 2010; Olefeldt et al., 2013).  Based on vegetation surveys near our 
plots (Appendix A), we find the same qualitative relationship between surface CH4 
emissions and plant community composition or canopy height.  In particular, percent 
cover of Carex aquatilis, a sedge with aerenchyma known to transport CH4 (Popp et al., 
1999; Ström et al., 2003; Chanton, 2005), has a spatial pattern matching our stable isotope 
and surface flux measurements.  Carex cover and vegetation canopy height are high in LC 
polygon centers and troughs, intermediate in LC polygon rims and FHC polygon troughs, 
and low in FHC polygon centers and rims. The observed transition to lower-stature, less 
Carex-dominated vegetation across the permafrost degradation gradient suggests that 
vegetation changes may play an important role in determining the response of CH4 
emissions to future warming-induced landscape changes.  

A second upstream control, soil oxygen status, simultaneously controls substrate 
availability to methanogens (Chapin III et al., 2011), electron acceptor oxidation state 
(Cappellen & Wang, 1996), and CH4 consumption rate (Mancinelli, 1995).  In 
unsaturated soils such as FHC polygon centers and rims, oxygen is readily available, 
inhibiting CH4 production and promoting oxidation.  In saturated soils, the abundance of 
dissolved oxygen and other electron accepting species depends on the combined 
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influence of hydrology and geochemistry (Fiedler et al., 2004; Herndon et al., 2015b).  
Differences in hydrology and redox-active geochemical species between 
microtopographic features (Newman et al., 2015) correspond to the CH4 process 
differences we observed.  Important redox indicators, pore water dissolved oxygen (DO) 
and sulfate concentrations are higher in high-centered polygon centers and troughs than 
in any low-centered polygon feature (Newman et al., 2015), and modeled runoff rates 
from high-centered polygons are nearly twice as high as from low-centered polygons 
(Liljedahl et al., 2012).  These geochemical and hydrologic factors may explain the low 
CH4 emissions from FHC troughs relative to other saturated or inundated features.  
Higher flow into high-centered polygon troughs likely imports DO, which is used to 
oxidize organic substances, iron, and CH4 produced at depth where more favorable 
electron acceptors are depleted. (Iron in particular has been shown to be an important 
redox control on CH4 production at this site (Herndon et al., 2015a; Miller et al., 2015), 
whereas sulfate is less likely to play an important role in anaerobic decomposition at this 
site because it is present only in low abundance.)  Thus, we hypothesize that through its 
influence on redox, hydrology is an important control on CH4 production and oxidation, 
leading to differences in CH4 emissions among saturated polygon features.  

We have shown that CH4 production, CH4 oxidation, and net CH4 emissions 
depend not only on soil moisture and temperature, but also on microtopographic 
position along a permafrost degradation gradient.  Importantly, redox status and 
vegetation can vary among sites of similar inundation, influencing substrate availability to 
methanogens and CH4 availability to methanotrophs.  Indeed, as thermokarst affects 
hydrology and geochemistry through physical subsidence, it also influences vegetation, 
with rapid changes in species dominance following drainage and subsidence events 
(Camill et al., 2001; Christensen et al., 2004; Schuur et al., 2007).  In addition, soil carbon 
chemistry and stocks vary among polygon types and features (Ping et al., 1998; Bockheim 
et al., 1999; Minke et al., 2009; Zona et al., 2011), as thaw-induced erosion redistributes 
stocks and alters conditions for organic matter accumulation (Anthony et al., 2014; 
Godin et al., 2014).   

The geomorphic consequences of permafrost degradation depend on the quantity 
and organization of subsurface ice (Ulrich et al., 2014), overall topography (Czudek & 
Demek, 1970; Schuur et al., 2007; Godin et al., 2014), and other site-specific properties 
(Jorgenson et al., 2013).  In some instances, permafrost thaw creates lakes or wetlands 
(Christensen et al., 2004; Wickland et al., 2006; Sannel & Kuhry, 2011; Johnston et al., 
2014; Klapstein et al., 2014; Natali et al., 2015), but in other instances it drains these 
features (Yoshikawa & Hinzman, 2003; Smith, 2005; Schuur et al., 2007).  The former of 
these two outcomes has received more attention with respect to CH4 emissions, but both 
have important – and different – implications.  Whereas research in other Arctic tundra 
types has found increased CH4 emissions with permafrost thaw due to increased 
inundation following subsidence (Wickland et al., 2006; Johnston et al., 2014; McCalley et 
al., 2014; Natali et al., 2015), we report opposite trends in both CH4 flux and water status. 
Overall, the influence of warming on local CH4 emissions will depend strongly on the 
interaction between temperature and hydrology.  This interaction may change with time; 
short-term thaw-driven CH4 flux increases may be followed by longer-term drainage and 
drying. Given uncertainties regarding polygon succession processes (Ellis et al., 2008), we 
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cannot predict the degree to which climate warming and permafrost thaw will shift low-
centered polygon terrain to drained, flat-centered and/or high-centered polygons. It is 
known, however, that such a directional change is possible, shifting polygon landscapes to 
drier, more high-centered equilibria.  This change has recently been observed (Jorgenson 
et al., 2006; Fortier et al., 2007; Godin et al., 2014), suggesting that continued warming 
should drive more such landscape transitions. To illustrate the potential magnitude of 
such changes, if 25 % of our study sites area’s low-centered polygons transitioned to flat-
centered and high-centered polygons, a change consistent with projected changes in 
Alaska (Jorgenson et al., 2006), our results imply a 19 % decrease in local CH4 emissions 
(Appendix B).  

In conclusion, our results demonstrate a local reduction in CH4 emissions with 
permafrost degradation, counter to most published studies. We find that CH4 production 
and surface flux depend categorically on polygon type, even after accounting for soil 
moisture differences.  These findings show that changes in Arctic CH4 emissions will be 
site-specific in sign and magnitude, depending on local geochemistry, topography, and 
patterns of subsidence.  Changes in subsurface ice influence hydrological flows, 
geochemical redistribution, and physical soil carbon uplift, which in turn affect microbial 
community and activity as well as vegetation, substrate quantity, accessibility, and 
chemistry, and electron acceptor availability (Christensen et al., 2004; Fiedler et al., 2004; 
Fortier et al., 2007; Lantz et al., 2009; Hodgkins et al., 2014; McCalley et al., 2014).  These 
processes control CH4 emissions directly and indirectly, yet are rarely explicit in 
conceptual frameworks for sampling and understanding CH4 fluxes or in numerical 
models that represent them. Despite common predictions for increased Arctic CH4 
emissions, this study documents a landscape-scale mechanism by which the widespread 
permafrost thaw predicted throughout the Arctic could result in localized decreases in 
CH4 emissions. 
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Tables and Figures 
 
Table 1 
Mean surface greenhouse gas fluxes and deep pore water δ13CH4 

 

   Polygon type Feature 

CH4 flux  

(nmol m-2 s-1) 

CO2 flux  

(μmol m-2 s-1) 

δ13CH4* 

(‰) 

mean sd n mean sd n mean sd n 

   Low-centered 

LC Center 88.4 46 12 0.727 0.37 12 -52.3 4.7 12 

LC Rim 17.4 13 12 0.771 0.54 12 -61.3 7.9 10 

LC Trough 87.0 50 12 0.843 0.61 12 -59.1 6.8 10 

All LC positions 64.3 52 36 0.780 0.50 36 -57.2 7.4 32 

   Flat/high-centered 

FHC Center 0.505 1.0 17 0.805 0.59 17 -79.8 4.7 10 

FHC Rim 0.538 0.95 16 0.940 0.81 16 -79.7 5.8 8 

FHC Trough 19.6 20 16 1.39 0.93 16 -68.3 4.5 8 

All FHC positions 6.75 14 49 1.04 0.81 49 -76.2 7.2 26 

Note: Values are averages across all sampling dates for each polygon type and feature.  δ13C values were 
measured from water samples collected at the frost table in August 2012 and July – October 2013. 
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Table 2  
Fixed effects included in linear mixed effects models for CH4 flux, CO2 flux, and deep 
pore water δ13CH4 

 
Model Fixed effect DF F value Pr > F 

CH4 flux (AIC = 168.8) 

polygon type 56.782 54.819 6.894e-10 *** 

log10(temperature) 56.405 10.729 0.001807 ** 

position 51.832 6.052 0.004342 ** 

type × position 21.902 15.157 7.377e-05 *** 

type × log10 (temperature) 56.180 8.634 0.004778 ** 

position × log10 (temperature) 56.926 5.763 0.005256 ** 

CO2 flux (AIC = 175.0) month 64.041 28.946 5.997e-12 *** 

δ13CH4 (AIC = 369.0) 

polygon type 18.515 71.717 8.694e-08 *** 

position 19.038 2.536 0.1056001 

month 40.126 8.906 3.034e-05 *** 

type × position 18.529 9.856 0.0012151 ** 

month × position 39.756 4.216 0.0009954 *** 

Significance codes: 0 *** 0.001 ** 0.01 * 0.05 . 1 
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Table 3 
Results of Tukey’s Honest Significant Difference test for linear mixed effects models 
predicting CH4 flux, CO2 flux, and δ13CH4 

 

Model Predictor variable Contrasted levels t value         Pr > |t| 

CH4 flux 

Type × position LC center – FHC center 11.028 <0.001 *** 

Type × position LC rim – FHC center 7.417 <0.001 *** 

Type × position LC trough – FHC center 10.992 <0.001 *** 

Type × position FHC rim – FHC center -0.020 1.0000 

Type × position FHC trough – FHC center 7.873 <0.001 *** 

Type × position LC rim – LC center -3.474 0.0229 * 

Type × position LC trough – LC center -0.045 1.0000 

Type × position FHC rim – LC center -11.077 <0.001 *** 

Type × position FHC trough – LC center -3.745 0.0126 * 

Type × position LC rim – FHC rim 7.415 <0.001 *** 

Type × position LC trough – FHC rim 11.037 <0.001 *** 

Type × position FHC trough – FHC rim 7.907 <0.001 *** 

Type × position LC trough – LC rim 3.431 0.0252 * 

Type × position FHC trough – LC rim -0.031 1.0000 

Type × position LC trough – FHC trough 3.698 0.0139 * 

CO2 flux 

Sampling month 8/2013 – 7/2013 1.714 0.3251 

Sampling month 9/2013 – 7/2013 -2.482 0.0727 . 

Sampling month 10/2013 – 7/2013 -7.007 <0.001 *** 

Sampling month 9/2013 – 8/2013 -4.196 <0.001 *** 

Sampling month 10/2013 – 8/2013 -8.739 <0.001 *** 

Sampling month 10/2013 – 9/2013 -4.499 <0.001 *** 

δ13CH4 

Position rim –  center 0.427 0.90493 

Position trough –  center 3.706 0.00515 ** 

Position trough –  rim 3.365 0.01031 * 

Sampling month 7/2013 – 8/2012 4.253 0.00116 ** 

Sampling month 8/2013 – 8/2012 3.407 0.01236 * 

Sampling month 9/2013 – 8/2012 2.979 0.03674 * 

Sampling month 10/2013 – 8/2012 2.846 0.05068 . 

Sampling month 8/2013 – 7/2013 -1.389 0.63596 

    (table continues) 
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Model Predictor variable Contrasted levels t value         Pr > |t| 

δ13CH4 

Sampling month 9/2013 – 8/2013 -1.178 0.76153 

Sampling month 10/2013 – 7/2013 -1.431 0.60908 

Sampling month 9/2013 – 8/2013 -0.012 1.00000 

Sampling month 10/2013 – 8/2013 -0.231 0.99934 

Sampling month 10/2013 – 9/2013 -0.190 0.99969 

Significance codes: 0 *** 0.001 ** 0.01 * 0.05 . 1 
Note: p-values were calculated using Satterthwaite’s approximation for denominator degrees of freedom 
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Figure 1. Greenhouse gas emissions, classified by polygon type, position, and 
measurement month.  (a) Net CH4 flux in nmol CH4 m-2 s-1 and (b) ecosystem respiration 
in μmol CO2 m-2 s-1 were measured from each feature of 4 flat/high-centered (FHC) and 3 
low-centered (LC) polygons. Standard errors were calculated from field replicates. 
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Figure 2. Soil temperature depth profiles, classified by polygon type, position, and month.  
Light green bars are flat/high-centered (FHC) polygons and dark green bars are low-
centered (LC) polygons. 
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Figure 3. Concentration depth profiles of (a) dissolved CH4 and (b) DIC in soil pore 
water.  Results are classified by polygon type, position, and depth from the soil surface.  
Mean concentrations and standard errors include water samples collected in August 2012 
and monthly from July – October 2013 from 4 flat/high-centered and 3 low-centered 
polygons.  Data presented here include water samples only, and do not include gas 
samples. 
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Figure 4. δ13C of CH4 in water samples collected from the frost table.  Data are classified 
by polygon type and position, and include all sampling dates from August 2012 and July – 
October 2013.  Box plots indicate median and first and third quartiles, with whiskers 
extending to the farthest values within 1.5 times the upper and lower quartiles.  Outliers 
beyond this range are shown as points. 
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Figure 5. Crossplots showing δ13C-DIC and δ13C-CH4 of individual soil pore  
water or gas samples. Dark triangles are flat/high-centered (FHC) polygons,  
and light circles are low-centered (LC) polygons.  Dashed diagonal lines show  
equal fractionation between CH4 and co-occurring DIC, with the fractionation  
factor (α) decreasing from top left to bottom right of each panel. 
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Figure 6. Depth profiles of δ13CH4 within the soil pore space.  Data are classified by 
polygon type, position, and depth from the soil surface.  Shallow samples were collected 
from 10 cm below the surface and deep samples were collected from the frost table.  The 
middle depth increment includes samples collected from 20 cm below the surface if total 
thaw depth was greater than 20 cm.  If a soil profile’s thaw depth was ≤ 20 cm, any sample 
deeper than 10 cm was classified as deep. 
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Figure 7. TDR measurements of top 10 cm soil moisture, shown as dielectric constant (k).  
Measurements are classified by polygon type, position, and month. Light green bars are 
flat/high-centered (FHC) polygons and dark green bars are low-centered (LC) polygons. 
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CHAPTER 3: SOIL CARBON INPUTS AND ECOSYSTEM RESPIRATION: A FIELD 
PRIMING EXPERIMENT IN ARCTIC COASTAL TUNDRA 

 
 
Abstract 

In Arctic ecosystems, climate change is expected to influence soil carbon stocks 
through changes in both plant carbon inputs and organic matter decomposition rates 
(McGuire et al., 2009). This study addresses the potential for a priming effect, an 
interaction between these changes in which increased inputs of root-derived carbon alter 
SOM decomposition rates via microbial biomass increases, co-metabolism of substrates, 
or induced nitrogen limitation (Kuzyakov et al., 2000; Blagodatskaya & Kuzyakov, 2008).  
Despite numerous laboratory and greenhouse priming experiments and increased 
interest for ecosystem models, few studies have evaluated the priming effect with in situ 
field manipulations. In a two-year field experiment in Barrow, Alaska, we tested for a 
priming effect under natural environmental variability. In September 2014 and August 
2015, we added 6.1 g of 13C-labeled glucose to 25 cm diameter mesocosms, 15 cm below 
the soil surface in the mineral soil layer, and quantified effects on the rate and 
temperature sensitivity of native (non-glucose) ecosystem respiration and GPP. 
Following the 2014 treatment, soil samples were collected at 1 and 3 weeks for microbial 
biomass carbon and 13C/12C analysis, and ion exchange membranes were buried for 20 
days to assess nitrate and ammonium availability. In contrast with many laboratory 
incubation studies using soils from a broad range of ecosystems, we observed no 
significant priming effect, detecting no treatment effect on background ecosystem 
respiration or total microbial biomass carbon.  To best inform models representing 
complex and dynamic ecosystems, this study calls for further research relating theory, 
laboratory findings, and field experimentation. 
 
Introduction 

For the past 10,000 years, high-latitude ecosystems have been a net carbon sink 
(Harden et al., 1992; Smith et al., 2004), with soils underlain by permafrost accumulating 
an estimated 1,300 Pg of carbon due to slow decomposition rates in cold, anoxic, or 
frozen soils (Hugelius et al., 2014).  With climate change projected to bring warmer 
temperatures and longer growing seasons to the Arctic, ecological conditions controlling 
the ecosystem carbon balance are expected to change (Ciais et al., 2014).  Increased 
vegetation productivity due to longer snow-free seasons (Post et al., 2009), warmer 
temperatures (Hinzman et al., 2005), accelerated nutrient cycling (Nadelhoffer et al., 
1991; Mack et al., 2004), and CO2 fertilization (Oechel et al., 1994; Norby et al., 2005) are 
predicted to enhance ecosystem carbon uptake.  Concurrently, decomposition rates are 
expected to increase due to thawing and warming soils (Natali et al., 2011; Schuur et al., 
2015; Webb et al., 2016) , wetland drainage (Natali et al., 2015), and thermal erosion 
(Osterkamp et al., 2009; Lara et al., 2016).  The future high-latitude carbon balance 
depends on these two flows, carbon uptake by vegetation and carbon emission by 
decomposition.  Changes to these flows are challenging to predict, due to a broad set of 
controls, unknown future conditions, and a suite of interactions between aboveground 
and belowground systems (McGuire et al., 2009, 2012). 
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 Interactions between vegetation and decomposition are numerous and 
bidirectional.  Plants influence decomposition directly through the quantity and 
chemistry of litter inputs to soils (Hobbie, 1996; Saleska et al., 2002; Cornwell et al., 2008) 
and indirectly through their influence on microclimate (Smith & Johnson, 2004; 
Liancourt et al., 2011).  Simultaneously, decomposition affects plants directly through 
nutrient provision (Attiwill & Adams, 1993) and indirectly through soil formation 
(Jenny, 1994).   In addition to these examples, many other reciprocal interactions link 
aboveground and belowground plant and soil systems, all of which are sensitive to 
climate.  In high-latitude ecosystems in particular, warming temperatures, longer growing 
seasons, and altered soil moisture may change vegetation species distributions and 
productivity patterns (Chapin et al., 1995; Pearson et al., 2013), microbial communities 
and their activity (Allison et al., 2010), and organic matter turnover rates (Davidson & 
Janssens, 2006).  Through tight linkages between these systems, vegetation-
decomposition feedbacks may enhance or dampen these changes, with consequences for 
high-latitude carbon stocks.  
 This study investigated one particular vegetation-decomposition interaction: the 
influence of a change in labile carbon inputs to soils on soil organic matter (SOM) 
decomposition.  With climate change in the Arctic, plant carbon inputs to soils may 
change in magnitude, seasonality, and spatial distribution.  In permafrost landscapes, 
where rooting depth and species distributions are constrained by seasonal thaw (Dennis 
et al., 1978; Jorgenson et al., 2001; Minke et al., 2009), changes in vegetation carbon 
include not only increased productivity but also changes in rooting depth as soils thaw 
earlier and deeper and dominant plant functional types change (Sturm et al., 2001; 
Hudson & Henry, 2009; Iversen et al., 2015).  With an expanding rhizosphere and 
increased rhizodeposition as litter or exudation, the release of readily-hydrolyzable 
carbon compounds can alter rates of SOM mineralization in a phenomenon known as the 
priming effect (Blagodatskaya & Kuzyakov, 2008; de Graaff et al., 2010; Finzi et al., 2015; 
Murphy et al., 2015).  A positive priming effect increases SOM mineralization through a 
range of proposed mechanisms including energy provision to microbes for enzyme 
production, activation of dormant microorganisms, microbial nutrient mining to balance 
stoichiometric needs, increased decomposer population size, or co-metabolism 
(production of enzymes that act on multiple substrates) (Kuzyakov et al., 2000; Fontaine 
et al., 2004; Blagodatskaya & Kuzyakov, 2008).  Alternatively, a negative priming effect 
decreases SOM mineralization if microorganisms preferentially utilize the new substrate 
rather than mineralize SOM (pool substitution) (Hamer & Marschner, 2005; de Graaff et 
al., 2010).  Numerous studies have demonstrated the priming effect in a broad range of 
soils and ecosystems, some conducted in the field (e.g., Van Kessel et al., 2000; Hoosbeek 
et al., 2004; Hartley et al., 2012), many in the greenhouse (e.g., Kuzyakov & Cheng, 2001; 
Fu & Cheng, 2002; Dijkstra & Cheng, 2007; Bengtson et al., 2012), and even more using 
laboratory soil incubations (e.g., De Nobili et al., 2001; Fontaine et al., 2004, 2007; de 
Graaff et al., 2010; Hartley et al., 2010; Wild et al., 2014; Murphy et al., 2015).  To date, 
however, no published field studies have investigated the priming effect in Arctic tundra. 

Across the experimental literature, the sign and magnitude of the priming effect 
vary widely with environmental and experimental conditions (Kuzyakov & Cheng, 2001; 
de Graaff et al., 2010; Hartley et al., 2010; Drake et al., 2013; Wild et al., 2014).  Although 
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some syntheses have been conducted (Kuzyakov et al., 2000; Blagodatskaya & Kuzyakov, 
2008; Finzi et al., 2015; Luo et al., 2016), relationships between the priming effect and 
individual experimental drivers remain largely uncertain, and even less is known about 
non-linear, complex, interacting effects among these drivers.  By incorporating 
vegetation-decomposition interactions, computational models may offer a framework to 
investigate such complex priming interactions.  Indeed, a number of recent modeling 
studies have addressed the priming effect either directly (Perveen et al., 2014; Sulman et 
al., 2014; Guenet et al., 2016) or indirectly (Foereid et al., 2014; Groenigen et al., 2014; 
Riley et al., 2014), but wide variation in structural representations and priming metrics 
make highly variable model findings challenging to evaluate (Wieder et al., 2015; 
Georgiou et al., 2017).  Additionally, some computational models may incorrectly 
attribute changes in soil carbon cycling to the priming effect (Georgiou et al., 2015; 
Koven et al., 2015).  To evaluate and improve such models requires synthesizing a range 
of empirical data spanning a broad set of ecosystems and environmental conditions.  
While controlled laboratory studies of isolated, one-way interactions can improve model 
parameterizations, model benchmarking requires observational and experimental field 
evidence of more complex, bidirectional effects. 

A challenge central to priming effect experiments is separating changes in native 
SOM decomposition from mineralization of newly added substrates.  One observational 
approach that field studies have employed is to compare carbon stocks of paired plots 
with comparable soils but distinct vegetation (Hartley et al., 2012).  This method can 
relate cumulative, long-term soil carbon changes to realistic scenarios of vegetation 
change, but misses short-term changes in SOM mineralization dynamics.  Alternatively, 
experimental studies often add an isotopically labeled substrate and partition respired 
CO2 into two source pools, the added substrate and native SOM (Phillips & Gregg, 2001).  
This method is regularly used in laboratory and greenhouse studies, either by directly 
injecting labeled carbon compounds into the soil or by growing plants in a CO2 
atmosphere whose isotopic signature is distinct from the soil (Cheng et al., 2003; Conde 
et al., 2005; Bader & Cheng, 2007; Fontaine et al., 2007; Wild et al., 2014).  While this 
approach is straightforward under tightly controlled laboratory or greenhouse conditions, 
it poses technical challenges for field manipulations, as the labeled substrate or evolved 
CO2 may be transported away from the measurement location by diffusion or advection.  
Some FACE experiments have overcome this challenge by applying the isotopic tracer 
over a large footprint for an extended period of time (Van Kessel et al., 2000; Hoosbeek et 
al., 2004; Carney et al., 2007), but these experiments require monitoring changes in soil 
carbon pools rather than fluxes and cannot differentiate between belowground influences 
on vegetation growth and the CO2 fertilization effect.  Finally, some studies have adopted 
a hybrid field-laboratory approach, adding substrates in the field and measuring their 
effect on SOM decomposition with laboratory soil incubations (Langley et al., 2009; 
Drake et al., 2015).  This method preserves some ecological complexity but measures 
SOM decomposition changes in a controlled, isolated environment not necessarily 
reflective of field conditions.   

Recent soil incubation experiments have observed a positive priming effect in 
high-latitude soils, finding increased decomposition following carbon substrate 
amendments (Hartley et al., 2010; Wild et al., 2014, 2016).  By isolating decomposition 
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processes under controlled environmental conditions, such incubation studies 
complement observational evidence that vegetation changes may alter Arctic soil carbon 
stocks (Hartley et al., 2012).  Missing, however, are experimental field manipulations 
studying Arctic vegetation-decomposition interactions in the presence of active 
vegetation, under natural environmental variability.  Here we report on the first study to 
our knowledge that has evaluated the priming effect with in situ manipulations in Arctic 
tundra.   

In a two-year field experiment in Barrow, Alaska, we amended soils with a 13C-
labeled simple carbon substrate and quantified its fate in CO2, soil, and microbial 
biomass.  Making use of a shallow permafrost table, we isolated columns of active layer 
soil to limit substrate or CO2 losses via diffusion or advection, measuring carbon 
exchange changes in situ with surface soil chambers.  To evaluate the effects on SOM 
mineralization and vegetation growth, we asked four primary questions: how does 
substrate addition (1) affect SOM mineralization rates, (2) influence the temperature 
sensitivity of decomposition, (3) influence microbial biomass and mineral nitrogen 
availability, and (4) affect gross primary production?  With these four questions, we 
aimed to investigate not only the presence, sign, and magnitude of a priming effect, but 
also its relation to background variability in temperature, associated belowground 
mechanistic changes, and secondary interactions with vegetation.  Such secondary 
decomposition-vegetation interactions, generally overlooked by laboratory soil 
incubation studies, may generate feedbacks between ecosystem carbon uptake and 
emission processes. 
 
Methods 
Site and experimental setup 

At the northern end of the Alaskan Arctic coastal plain, the Barrow 
Environmental Observatory lies ~6 km east of the village of Barrow, Alaska (71.3N, 
156.5W).  Barrow has a mean annual temperature of -12°C and mean annual 
precipitation of 106 mm, with long, dry winters and short, moist, cool summers.  The 
land surface has low topographic relief up to 5 m elevation (Brown et al., 1980; Hubbard 
et al., 2013) and a shallow active layer ranging from 20 to 60 cm underlain by continuous 
ice-rich permafrost to depths greater than 400 m (Hinkel & Nelson, 2003).  Formed from 
the late Pleistocene Gubic formation (Black, 1964), soils in the region are dominated by 
Typic Aquiturbels (53 %), Typic Histoturbels (22 %), and Typic Aquorthels (8.6 %) 
(Bockheim et al., 1999).  Within the Barrow Environmental Observatory, we sited this 
experiment in a region of high-centered ice-wedge polygons, discrete landscape units 
formed from freezing and thawing processes (Billings & Peterson, 1980).  Individual 
polygons, roughly 10 m in diameter and separated by low-lying, saturated troughs, had 
dry, aerobic surface soils and sparse vegetation dominated by Luzula arctica, Vaccinium 
vitis idaea, and several moss and lichen species (Sloan et al., 2014a). 

Within the study region, we chose 6 polygons of roughly equal thaw depth, some 
of which showed signs of active thermokarst development such as slumping and bare soil 
at their margins.  On August 24, 2014, we established a block within each polygon 
consisting of 3 25 cm diameter mesocosms.  Mesocosms were isolated from the 
surrounding soil with 45 cm-long PVC columns, inserted vertically in the soil to span the 
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full active layer depth (32-44 cm).  Thaw depth at this time was near its annual maximum, 
so frozen soil at the base of the column provided a barrier against diffusion and leaching.  
To each mesocosm’s top rim, we glued a 4 cm high collar fitted with a 3 cm deep trench 
made to seat a static soil chamber.  The trench was filled with water to create an airtight 
seal between the chamber and base.  Mesocosms rested for 2 days following installation to 
allow soils to recover from disturbance.   

To assess surface vegetation abundance and variability, we harvested aboveground 
vegetation on August 25 from one 25 cm diameter circle per block, adjacent to the 
installed mesocosms.  Vegetation was sorted immediately into vascular and nonvascular 
(moss + lichen) components, oven dried at 60°C, and weighed. 

On August 26, 27, and 28, we measured baseline surface fluxes of CO2 and CH4 
using opaque static soil chambers, vented according to Xu et al., (2006) to minimize 
pressure excursions due to the Venturi effect.  For each measurement, we monitored CO2 
and CH4 concentrations within the chamber for 3-7 minutes using a Los Gatos Research, 
Inc. (LGR) portable Greenhouse Gas Analyzer.  Flux of each gas was calculated from the 
linear region of the concentration vs. time curve. 
 
Field manipulations, measurements and sample collection 
2014 

 On August 29, 2014, we injected one of three treatment solutions into each 
mesocosm, for a set of three treatment levels per block. The high glucose treatment 
contained 6.125 g of 13C-labeled glucose in 122.5 mL DDI water, the low glucose 
treatment contained 1.225 g of 13C labeled glucose in 122.5 mL DDI water, and the 
control treatment contained 122.5 mL DDI water.  We chose glucose quantities to equal 
50 % and 10 % of the estimated microbial biomass carbon (MBC) in a 10 cm thick layer of 
soil, with microbial biomass estimated to be 2 % of the known soil carbon contents of 
nearby polygons.  The glucose had an isotopic enrichment of 6 atom %, made from a 
mixture of 99 atom % and natural abundance glucose.  We injected solutions through 
hypodermic needles into the mineral soil, 15 cm below the soil surface in a 5 × 5 grid of 
2.5 cm cells.  This distributed the solution evenly across the soil layer for a total of 25 
injections per 0.49 m2 plot.  From each mesocosm, we used opaque static chambers to 
measure post-treatment surface fluxes of CO2 and CH4 on August 29, 30, and 31, and 
September 2, 4, 7, 10, 13, 16, and 19.  Trace gas fluxes were measured with opaque static 
chambers as described above.  

On August 31, we established a set of three duplicate plots within each block for 
destructive sampling.  Replicate plots received the same glucose or control treatments as 
the primary plots as well as a set of probes containing cation and anion exchange 
membranes (Plant Root Simulator (PRSTM) probes, Western Ag Innovations) for 
measuring nitrate and ammonium availability (Hangs et al., 2004; Drohan et al., 2005; 
Johnson et al., 2005).  Ion exchange membranes were inserted vertically in each duplicate 
plot, spanning a layer of soil 10-20 cm in depth.  On August 20, ion exchange membranes 
were excavated, rinsed free of soil with DI water, and sent to Western Ag for analysis.  1” 
diameter soil cores were collected from replicate plots on August 8 and 20 for analysis of 
carbon and nitrogen content, MBC, and 13C recovery in bulk soil and microbial biomass. 
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2015 
On August 1, 2015, high glucose and control solutions were injected again into 

the primary mesocosms, repeating the 2014 treatment protocol.  For use in a concurrent 
experiment, vertical temperature probes had been installed in the control mesocosms on 
July10 and 11, 2015, along with matching dummy probes in the high glucose mesocosms 
to maintain consistent conditions across all mesocosms.  

Surface fluxes of CO2 and CH4 were measured from high glucose and control 
mesocosms on June 23 and July 9, 12, 29, 30, and 31 (before the second injection) and 
August 2, 4, 6, 9, 13, 24, 26, and 29, and September 1 (after the second injection).  In 
addition to opaque static chambers, in which CO2 flux is equivalent to ecosystem 
respiration (Reco), we measured net ecosystem exchange (NEE) with transparent 
chambers on June 23, July 29 and 30, August 2, 4, 6, 9, and 29, and September 1.  To 
calculate NEE from the concentration vs. time curve, we used only the first 60 seconds of 
each measurement, as slopes subsequently decreased, likely due to plant stomatal 
responses to reduced CO2 within the chamber.  At the time of each flux measurement, air 
temperature and soil temperature at 5, 10, 15, and 20 cm depths were measured using a 
hand-held thermocouple probe, and soil moisture in the top 10, 20, and 30 cm of soil was 
measured concurrently using a MiniTrase TDR (Soilmoisture Equipment Corp).  Soil 
temperature and moisture measurements were made 10 cm outside each mesocosm to 
avoid the disturbance of repeated probe insertion and removal. 

On June 24, July 29 and 30, August 2, 4, 6, 9, 13, and 26, and September 1, 
immediately following each trace gas measurement, we left chambers in place for 60-80 
minutes during which we collected 5 25 mL gas samples at 15-20 minute intervals to 
evaluate 13C abundance in Reco using the Keeling plot method (described below) (Keeling, 
1958).  Samples were collected in 60 mL syringes with gastight stopcocks and injected 
immediately into 22 mL glass vials with 14 mm gas impermeable butyl rubber stoppers 
(Geo-Microbial Technologies, Inc).  
 
2016  

On April 21, 2016, we used a SIPRE coring auger to collect 4.9 cm diameter × 40 
cm depth soil cores from the high glucose and control mecosoms in blocks 4-6.  With the 
active layer completely frozen, no soil compression occurred during sampling, and 
carbon, nitrogen, and 13C measurements reflect the condition of the soil upon winter 
freeze-up (i.e., fall 2015).  Frozen soil cores from the remaining high glucose and control 
mesocosms (blocks 1-3) were collected on November 9, 2016 to a depth of 50 cm. All 
cores were shipped frozen to Berkeley, CA, for further analysis. 

On July 21 and 22, 2016, Reco and NEE were measured from the six intact 
mesocosms with opaque and transparent soil chambers.  Additionally, to quantify 
background spatial variability, Reco and NEE were measured from 18 locations within 
high-centered polygons adjacent to those used in the priming manipulation.   
 
Calculations and laboratory analyses 
Reco partitioning 

Measured 13C abundance in Reco was used to partition total Reco in high glucose 
mesocosms into its component sources, glucose mineralization (RG) and native (non-
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glucose) respiration (RN).  To determine the isotopic composition of total Reco, we applied 
the Keeling plot method (Keeling, 1958) to each set of 5 25 mL samples collected in 2015, 
which uses CO2 concentration and isotope data in a two-pool isotopic mixing model to 
differentiate Reco from the background atmosphere.  Briefly, we measured CO2 
concentrations on a 2014 Shimadzu GC, using 4 mL of gas from each sample vial.  CO2 
was isolated on a HayeSep-D packed column (4 m × 1/8”) and quantified with a flame 
ionization detector.  Following GC measurement, we measured carbon isotope ratios of 
the CO2 remaining in vials with a Micromass Trace Gas pre-concentration system 
interfaced with a Micromass JA series Isoprime isotope ratio mass spectrometer, as 
described in Torn et al (2003).  To avoid measurement errors due to mass dependency, 
we optimized injection volumes of full-concentration samples to constrain peak sizes 
within a narrow range.  Using measured CO2 concentrations and carbon isotope ratios, 
we constructed a separate Keeling plot for each set of 5 samples collected from a given 
mesocosm, plotting the 13C abundance in CO2 from each sample against the reciprocal of 
its CO2 concentration.  With each plot, we estimated linear relationships with geometric 
mean regressions (Bowling et al., 2002; Knohl et al., 2004) and calculated Reco 13C values as 
the y-intercept of each regression, using standard least squares regressions to 
approximate the standard error of the intercept (Pataki et al., 2003).  For accurate 
calculations across a broad range of source 13C abundances, we used atom % notation for 
all Keeling plots and associated calculations (Hayes, 2004), where atom % 13C = (13C/(13C 
+ 12C)).   

We noted that the first (lowest-concentration) data points were systematically 
non-linear across all Keeling plots.  We determined that this non-linearity was due to 
methodological error, as initial samples were collected within 5 minutes of the chamber 
being placed on the mesocosm, a period in which transient adjustments in autotrophic 
respiration due to light exclusion likely caused anomalous CO2 concentrations or isotopic 
fractionations.  Accordingly, these points were omitted from regressions, leaving 4-point 
linear Keeling plots.  Keeling plots were omitted from the dataset if CO2 concentrations 
or 13C values did not change monotonically throughout (n = 6) or if R2 < 0.95 (n = 18), 
leaving 52 high glucose and 49 control Keeling plots in the analysis. 

To partition each treatment plot Reco measurement into RN and RG, we used a two 
end-member mixing model based on the formulation from Phillips and Gregg (2001): 

 
C 13 -Reco = 𝑓G  ×   C 13 -RG + 𝑓N  ×   C 13 -RN 

 
𝑓G +   𝑓N = 1 

 
in which 13C-RG is the known isotopic composition of added glucose (6 atom %) and 13C-
RN, the isotopic composition of background (non-glucose) respiration, was calculated 
separately for each sampling date as the average 13C-Reco from the control mesocosms.  As 
with Keeling plots, all mixing model calculations were performed using atom % units. 
Calculated fractional contributions of RN and RG to total Reco (fN and fG) were then applied 
to CO2 efflux measurements to calculate absolute rates of RN and RG: 
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𝑓N  ×  Reco = RN 
 

𝑓G  ×  Reco = RG 
 

To ensure data quality, we evaluated CO2 flux measurements according to two 
criteria.  First, flux chamber measurements were omitted from the dataset if the CO2 
accumulation curve lacked a clear linear range.  Second, we omitted any flux 
measurements with slope estimate standard error > 0.05 and parameter relative standard 
error (PRSE) > 5, defined as PRSE = 100 × (SEslope/estimateslope) (Sileshi, 2014).  This dual 
set of criteria avoided biasing the dataset toward low fluxes (if SE alone were used) or 
high fluxes (if PRSE alone or R2 were used).   
 
Solid sample analysis 

Soil cores collected in 2014 were stored at 5°C and processed within 2 days of field 
sampling.  First, we divided each core into 3 depth increments: 0-10 cm, 10-20 cm, and 
20-30 cm.  To compensate for a limited amount of soil compression during the coring 
process, depth increments were adjusted to the actual sampling depth according to a 
power function that assumes the degree of compression increases with soil depth.  The 
10-20 cm increments were immediately homogenized and subset for analyses of 
microbial biomass, gravimetric water content, carbon and nitrogen content, and carbon 
isotopic composition. The 0-10 cm and 20-30 cm increments were frozen and stored at -
19°C until further processing. 

We measured carbon content and carbon isotopic composition of microbial 
biomass from 10-20 cm increment subsamples using chloroform fumigation extraction 
(Vance et al., 1987; Bruulsema & Duxbury, 1996).  Briefly, soil subsamples were divided 
into two further subsamples, one for immediate extraction and one for extraction 
following fumigation.  Unfumigated subsamples were extracted with 50 g 0.05 M K2SO4 
solution, shaken slowly for 1 hour, filtered through #1 Whatman filter paper, then stored 
at -19°C until further processing.  To fumigate remaining subsamples, we placed soils in a 
desiccator alongside a beaker containing 30 mL of ethanol-free chloroform, drawing a 
vacuum on the open desiccator to boil the chloroform for 5 minutes.  We then closed the 
desiccator and released the vacuum, forcing the chloroform into the soil particles.  This 
procedure was repeated a second time and samples were left to fumigate in the dark for 5 
days under vacuum.  Following fumigation, the desiccator chamber and soil samples were 
flushed of chloroform and immediately extracted with 0.05 M K2SO4, following the same 
procedure as the unfumigated soils.  Fumigated extracts were stored at -19°C until further 
processing. 

We measured carbon concentrations in fumigated and unfumigated extracts with 
a TOC-VCSH total organic carbon analyzer (Shimadzu Corporation, Kyoto, Japan), and 
calculated carbon contents per mass of extracted soil.  For each 10-20 cm core increment, 
the MBC content was then calculated as the difference in carbon content between the 
fumigated and unfumigated soils, using a correction factor of 0.35 to account for 
extraction efficiency (Sparling et al., 1990): 
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MBC = 
Cfumigated − Cunfumigated

0.35  
 
For 13C/12C analysis of K2SO4 extracts, we dried 1.5 mL aliquots in tin capsules in a 

desiccator at room temperature over a period of 3 days.  Capsules were loaded into an 
ECS 4010 elemental analyzer (Costech Analytical Technologies, Inc.) coupled to a Delta 
Vplus isotope ratio mass spectrometer (Thermo Fischer Scientific), using Montana soil 
standards ranging from 0.05, 1, 2.5, 5, and 7.5 mg to calibrate optimal peak height.  
Repeated analyses of in-house standards yielded analytical precision of ± 0.13 ‰ (1σ, 
n=40) and ± 0.14 ‰ (1σ, n=34). 

13C abundance in microbial biomass (13CM) was calculated from 13C and carbon 
content results using the following mass balance equations: 

 
C  !" F = 𝑓S  ×   C  !" UF + 𝑓M  ×   C  !" M   

 
𝑓S + 𝑓M = 1 

 
where 13CF and 13CUF are the 13C abundances in the fumigated and unfumigated 
subsamples in atom % units, and fS and fM are the fractional contributions of non-
microbial and microbial carbon in the fumigated extract.  

Soil cores collected in April and November 2016 were stored at -19°C until further 
processing.  All 2016 cores were divided while frozen into 10 cm depth increments, and 
November 2016 soils were then further sub-sectioned into horizons, if a distinct horizon 
boundary was found within a depth increment.  A suite of analyses was then performed 
on all core increments from both 2014 and 2016.  First, we measured gravimetric water 
content by air-drying soils at 55°C to constant mass.  Dried soils were then ground, 
measured into tin capsules, and loaded into an ECS 4010 elemental analyzer (Costech 
Analytical Technologies, Inc.) coupled to a Delta Vplus isotope ratio mass spectrometer 
(Thermo Fischer Scientific) for carbon, nitrogen, and 13C/12C analysis.  Optimal peak 
height was calibrated with atropine standards ranging from 0.2, 0.5, and 1.2 mg, and 
repeated analysis of an in-house standard yielded analytical precisions of ± 0.40 % for 
carbon, ± 0.05 % for nitrogen, and ± 0.24 ‰ for δ13C (1σ, n=14).  Samples of air-dried 
soils were oven dried at 105°C to constant mass to correct calculated C and N values for 
residual moisture.  Additionally, we calculated bulk density of each 2016 increment from 
its frozen core volume and dry weight.  Bulk density was not calculated for 2014 samples 
because of uncertainty associated with soil compression during sampling.   

While all isotopic calculations were performed in atom % units, results are 
presented in units of parts per thousand (‰) using conventional δ-notation relative to 
Vienna Peedee Belemnite (VPDB), where δ13C = (Rsample/Rstandard – 1) × 1000 and R is the 
abundance ratio of 13C to 12C.  
 
Statistical analyses 
 We evaluated a priming effect using two statistical tests.  First, we used a linear 
mixed effects model to test for differences in RN and its temperature sensitivity between 
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high glucose and control plots.  Using post-treatment data from the 2015 glucose 
addition, this model evaluated potential predictors of log-transformed RN.  After 
calculating variance inflation factors to rule out multicollinearity, we included the 
following potential predictor variables: treatment (high glucose or control), 15 cm soil 
temperature, measurement date, and two two-way interactions, treatment × temperature 
and treatment × measurement date.  To control for repeated measures, we included a 
random effect for mesocosm nested within polygon.  Incremental F-tests were used to 
determine which fixed effects significantly predicted RN, using Satterthwaite’s 
approximation for denominator degrees of freedom. 
 Second, we evaluated the priming effect by testing for a change in RN following the 
2015 glucose addition.  To compare CO2 efflux rates among sampling dates, we first 
removed a confounding temperature effect by normalizing all 2015 RN measurements to a 
standard temperature using Q10 values.  Briefly, Q10 was calculated individually for each 
mesocosm over the full 2015 measurement period, assuming an exponential relationship 
between Reco and soil temperature at 5 cm depth.  This exponential assumption proved to 
be robust (Fig. 1), providing better overall empirical fits than an Arrhenius relationship. 
Q10 values were then use to adjust each RN value to its equivalent rate at 7°C, which fell 
within every mesocosm’s observed temperature range.  With these normalized RN values, 
we then used a linear mixed effects model to test for a step change in RN following the 
glucose addition treatment.  This model included RN as the response variable and two 
predictor variables: measurement date and a categorical variable assigning each 
measurement into a pre-treatment or post-treatment class (pre/post).  We included 
mesocosm as a random effect to account for repeated measures, and evaluated predictor 
variables using incremental F-tests as above. 

To evaluate belowground responses to glucose addition, we applied a simple 
ANOVA to 2014 ion exchange membrane data to test for differences in NO3

-, NH4
+, and 

total N availability among glucose addition and control treatments.  Additionally, 
differences in MBC among treatments were evaluated separately on each sampling date 
using a simple ANOVA.   

Finally, we calculated GPP from the transparent and opaque chamber 
measurements (NEE and Reco respectively), according to GPP = Reco - NEE.  Using a linear 
mixed effects model, we evaluated two relationships between GPP and the high glucose 
treatment: (1) the immediate effect of the 2015 glucose addition on GPP, and (2) the 
influence of the 2014 glucose addition on 2015 GPP.  Potential predictors of GPP 
included treatment (high glucose or control), measurement date, time of day, air 
temperature, 5 cm soil temperature, pre/post, and two interaction terms: treatment × date 
and treatment × pre/post.  As above, we included a random effect for chamber nested 
within block to account for repeated measures and evaluated potential predictors using 
incremental F-tests. 

To evaluate the likelihood of detecting a significant treatment effect against the 
given degree of background variability in Reco, we conducted a power analysis using 
simulated data across a range of priming levels varying from 0 % (no priming) to 100 % 
(priming-induced doubling of RN).  For each priming level, 6 RN values were simulated 
for each post-treatment measurement date, 8/2, 8/4, 8/6, 8/9, 8/26, and 9/1.  Simulated 
values were drawn from a normal distribution with the mean and standard deviation of 
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that date’s control mesocosm Reco measurements, then multipled by a scaling factor (e.g., 
1.2 for a 20 % priming level).  A linear mixed effects model was used to test for a 
difference between control and simulated data.  As with the measured data, we evaluated 
whether treatment was a significant predictor of log-transformed RN, accounting for 
repeated measures with a random effect for mesocosm nested within polygon.  We 
repeated this exercise 400 times for each priming level and calculated the power as the 
percentage of runs in which treatment (simulated vs. control) significantly predicted log-
transformed RN with α = 0.05.  The minimum detectable priming effect was determined 
using a power cutoff of 80 %. 

All statistical analyses were conducted in R version 3.2.1 “World-Famous 
Astronaut” (2015-06-18), using the packages LME4 (Bates et al., 2014) for linear mixed 
effects modeling and lmerTest (Kuznetsova et al., 2014) for significance testing. 
 
Results 
Glucose decomposition 

We generated a robust set of Keeling plots using 2015 surface emission samples to 
evaluate the isotopic composition of Reco from treatment and control mesocosms.  The 
CO2 concentration range in each plot was large enough to minimize error in the intercept 
estimate (Pataki et al., 2003), yet small enough and with large enough isotopic source 
differences to limit concerns due to non-linearity within non-steady-state chambers 
(Nickerson & Risk, 2009; Shibistova et al., 2012).  With 13C end-members calculated from 
Keeling plots, we used a 2-pool mixing model to partition 2015 Reco into glucose-derived 
and native (non-glucose derived) components.  Mixing model results demonstrate that as 
expected, the glucose addition treatment altered both the absolute rate and source 
composition of the Reco flux, with glucose decomposition accounting for up to 25 % of 
total CO2 efflux from high glucose mesocosms (Fig. 2, Fig. 3).  The peak in the fraction of 
Reco attributed to glucose-carbon mineralization occurred rapidly following treatment, 
within the first week in most mesocosms (Fig. 3).  The peak in absolute rates of glucose-
carbon mineralization occurred slightly later, but still within 10 days of the glucose 
addition treatment (Fig. 2). 
 
Priming of native Reco 

Over the month following the 2015 glucose addition treatment, rates of non-
glucose derived Reco (RN) ranged spatially and temporally from 0.30 to 2.4 μmol m-2 s-1 in 
high glucose mesocosms and 0.26 to 2.0 μmol m-2 s-1 in control mesocosms, with 
mesocosm-averaged mean values ranging from 0.48 to 1.4 μmol m-2 s-1 (Table 3, Fig.2).  
This RN flux did not differ significantly between treatments, indicating that glucose 
addition did not stimulate a measurable priming effect.  Additionally, although RG 
contributed up to 25 % of total Reco in high glucose mesocosms (Fig. 2, Fig. 3), we found 
no significant difference in total Reco between high glucose and control mesocosms over 
the post-treatment period.  Results of a power analysis indicate that the lack of an 
observed treatment effect may have been due to high background variability in Reco (Table 
4).  With the observed degree of background variability, achieving a statistical power of 
80 % would have required a treatment-induced increase in RN of > 55 %. 
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To evaluate whether glucose addition influenced the temperature sensitivity of 
decomposition, we assessed the interaction between treatment and temperature as a 
potential model predictors (Fig. 4).  This interaction was not significant, indicating that 
the influence of temperature on RN did not differ significantly between high glucose and 
control mesocosms.  Instead, the relationship between temperature and log10(Reco), 
equivalent to Q10, had greater variation among polygons than between treatments within 
individual polygons (Fig. 1). 

In case a priming effect were obscured by chance systematic differences in 
background Reco rates between high glucose and control mesocosms, we compared RN 
measurements before and after the glucose addition, normalized to 7°C (Fig. 5).  As with 
the previous statistical test, we detected no priming effect, finding no significant 
differences in RN between pre-treatment and post-treatment measurements in either high 
glucose or control mesocosms (Table 3). 
 
Microbial biomass carbon and 13C 

At 9 and 20 days following the 2014 glucose addition, the stock of microbial 
biomass carbon (MBC) in the 10-20 cm soil depth increment ranged spatially among 
blocks and treatments from 0.12 to 3.4 mg C per g soil (Table 1).  Elevated MBC δ13C 
values between 150 and 820 ‰ indicate microbial uptake of glucose-derived carbon, with 
the fraction of MBC derived from glucose ranging spatially and among treatments from 
1.5 to 30 %.  Total MBC did not change significantly from the first sampling date to the 
second, nor did it differ significantly between high glucose and control mesocosms.  
Additionally, after subtracting the fraction of MBC derived from added glucose, we 
detected no significant difference between treatments in non-glucose-derived MBC.  The 
absence of significant treatment effects on either total MBC or non-glucose MBC 
indicates that neither microbial population growth nor pool substitution were detectable 
over background variability. 
 
Nitrogen availability  
 Following the 2014 glucose additions, we used ion exchange membranes in 
duplicate plots to evaluate cumulative nitrate and ammonium availability in blocks 1-5.  
Over this 20-day period, we found no significant differences in nutrient supply among 
glucose addition treatments.  With the exception of block 5, nitrate and ammonium 
availability ranged from 0 to 0.56 and 0 to 0.055 μg N cm-2 d-1 respectively, with total 
nitrogen availability ranging from 0 to 0.575 μg N cm-2 d-1 (Fig. 6).  In block 5, we 
measured unusually high supply rates of both nitrate and ammonium from the high and 
low glucose mesocosms, 2.4 and 0.49 μg N cm-2 d-1 in the high glucose mesocosm and 
0.96 and 0.58 μg N cm-2 d-1 in the low glucose mesocosm.  The lack of significant 
treatment effect, even when block 5 was included in the analysis, suggests that glucose 
addition neither induced nor suppressed microbial release of nitrogen from SOM.  
Interestingly, polygon 5 had higher 2015 Reco rates than other blocks, particularly from its 
high glucose mesocosms (Fig. 1, Fig. 2), as well as relatively high soil nitrogen contents 
(data not shown), possibly indicating a link between nitrogen availability and SOM 
turnover rates.  
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Glucose addition and recovery  
Recovery of the 13C label in SOM 9 and 20 days following the 2014 glucose 

addition (Table 1) indicated that the percentage of total added glucose carbon remaining 
in the top 30 cm of soil varied widely among mesocosms, from as low as 1.7 % to as high 
as 65 % (Table 2).  Soil cores collected in April 2016 indicate that upon freeze-up in 2015, 
55 ± 6.2 % of the total (two-year) addition remained in the active layer soil.  By November 
2016, only 30 ± 8.9 % of the total added carbon remained.  Depth profiles of soil carbon 
isotopic composition indicate that not all glucose remained at the initial injection depth, 
with significant glucose recovery in soils shallower than 10 cm and deeper than 20 cm. 

Soil MBC and 13C recovery data allowed us to estimate the relative magnitude of 
the carbon addition in comparison to MBC, a metric shown in previous studies to predict 
the priming effect magnitude (Blagodatskaya & Kuzyakov, 2008).  Soil MBC varied 
widely among mesocosms, ranging from 0.12-3.4 mg per g soil in the 10-20 cm layer 
(Table 1), consistent with previous measurements from high-latitude subsurface organic 
or mineral soils (Jones et al., 2000; Gornall et al., 2007; Sistla et al., 2013). Given that 
MBC tends to decrease dramatically with soil depth (Kaiser et al., 2007), glucose:MBC 
ratios are sensitive to the vertical transport of glucose within the profile evidenced by 13C 
recovery data (Table 2). We estimate that if 50 % of the added glucose moved rapidly 
from the 10-20 cm layer into the surface and deeper horizons, resulting high glucose 
addition rates would have equaled ~30-160 % of the MBC stock, a range that includes our 
target addition rate of 50 % MBC. 
 
Vegetation productivity 
 To evaluate short-term and year-long influences of glucose addition on vegetation 
productivity, we monitored GPP during the 2015 season, before and after the August 1 
glucose addition treatment.  Over the 2015 sampling season, GPP was significantly lower 
in high glucose mesocosms than in controls (Table 5, Fig. 7).  Mean GPP from high 
glucose mesocosms was 1.82 ± 0.20 μmol CO2 m-2 s-1 in the pre-treatment period and 1.48 
± 0.11 μmol CO2 m-2 s-1 over the full 2015 season, while in controls it was 2.95 ± 0.21 
μmol CO2 m-2 s-1 in the pre-treatment period and 2.03 ± 0.16 μmol CO2 m-2 s-1 over the 
full 2015 season.  GPP also varied significantly by sampling date (Table 5, Fig. 7), 
decreasing roughly 3-fold from June to late August to low values on the order of 1 μmol 
CO2 m-2 s-1.  No significant change in GPP immediately followed the August 1 glucose 
addition, nor did we find a significant interaction between treatment and measurement 
date. 
 On July 21 and 22, 2016, we measured GPP from the 6 remaining intact 
mesocosms and 18 additional locations atop adjacent high-centered polygons.  GPP 
within the 6 remaining intact mesocosms was comparable to that measured from high 
glucose mesocosms in June-August 2015 (2.27 ± 0.39 μmol CO2 m-2 s-1

 on July 21 and 2.17 
± 0.42 μmol CO2 m-2 s-1

 on July 22), but notably lower in the adjacent mesocosms (0.944 ± 
0.12 μmol CO2 m-2 s-1

 on July 21 and 1.05 ± 0.17 μmol CO2 m-2 s-1
 on July 22).  This 

systematic difference between our experimental mesocosms and adjacent locations was 
likely due to a sheltering effect from the PVC mesocosms, decreasing wind-driven soil 
desiccation and promoting vegetation growth over the three-year period.  The magnitude 
of this sheltering effect was roughly equal to the difference in 2015 pre-treatment GPP, 
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suggesting that the glucose addition treatment reduced the sheltering effect on GPP by 
approximately half. 
 
Discussion 
 Under a changing climate, future Arctic soil carbon storage depends on the 
balance of two fluxes, plant-derived soil carbon inputs and losses via SOM decomposition 
(McGuire et al., 2012).  Additionally, interactions between these two fluxes may occur, 
with the potential to further destabilize soil carbon stocks.  In a process known as the 
priming effect, increased rhizosphere carbon inputs can enhance SOM decomposition 
(Blagodatskaya & Kuzyakov, 2008; Finzi et al., 2015), as shown in numerous greenhouse 
and laboratory studies (e.g., Cheng et al., 2003; Dijkstra & Cheng, 2007; Fontaine et al., 
2007; de Graaff et al., 2010; Wild et al., 2014; Murphy et al., 2015).  Such studies have 
shown that increased rhizodeposition in the form of simple sugars, other compounds 
exuded by roots, or cellulose can stimulate strong increases in SOM decomposition, with 
reported SOM mineralization rates as high as ~10 × their background rates (Bader & 
Cheng, 2007).  By utilizing laboratory soil incubations or controlled greenhouse 
conditions, however, most priming studies to date have measured this effect in the 
absence of natural environmental variability and other plant-soil interactions.  In this 
two-year field manipulation combining a carbon substrate addition with field-measured 
respiration rates, we evaluated priming in the presence of—and relative to—background 
variability.  Following a 13C tracer into respired CO2 and microbial biomass, we found 
that while glucose addition directly influenced decomposition, it did not measurably alter 
the rate or temperature sensitivity of RN.  Further, we conducted a sensitivity analysis, 
finding that background variability in Reco would likely obscure any priming-induced 
increase in C mineralization smaller than 55 %. 
 
Measured effects of glucose addition 

To assess direct effects of the glucose addition treatment on microbial processes, 
we measured glucose carbon mineralization to CO2 and incorporation into microbial 
biomass.  Elevated δ13CO2 and mixing model results (Table 3) demonstrate that the added 
glucose was actively decomposed, comprising up to 25 % of the total Reco flux (Fig. 2).  
Similarly, spatially averaged δ13C values of MBC ranged from 150 ± 92 to 820 ± 490 ‰ in 
high glucose mesocosms (Table 1), indicating that on average, between 4 and 18 % of the 
carbon in microbial biomass was derived from added glucose.  Together, these findings 
indicate that added glucose directly influenced decomposition dynamics, either by 
increasing the total rate of microbial carbon mineralization and/or uptake, or by shifting 
microbial substrate preference toward glucose over native SOM.   

While glucose addition directly influenced decomposition and microbial carbon 
uptake, it altered neither the background rate nor the temperature sensitivity of Reco (Fig. 
4).  The lack of significant relationship in the three statistical tests we performed (testing 
for differences in the rate of RN between glucose addition and control mesocosms, the 
temperature sensitivity of RN between glucose addition and control mesocosms, and the 
rate of RN before vs. after the glucose addition) indicates that no measurable priming 
effect occurred.  In contrast with previous studies documenting strong positive priming 
in soils from similar ecosystems (Hartley et al., 2010; Wild et al., 2014, 2016) and 
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priming-induced increases in the temperature sensitivity of decomposition (Zhu & 
Cheng, 2011), we found no respiration-based evidence for interactions between substrate 
addition and native SOM decomposition rates.   

Subsurface measurements of microbial biomass stock and nitrogen availability 
lend additional support to our RN findings, indicating no subsurface evidence of a 
priming effect. If energy available from glucose hydrolysis had stimulated an increase in 
microbial activity (Kuzyakov et al., 2000), we would expect to have observed the 
microbial biomass bloom that commonly accompanies a positive priming effect (de 
Graaff et al., 2010; Drake et al., 2015; Murphy et al., 2015).  Instead, samples from 2014 
show that while microorganisms incorporated glucose-derived carbon, the total MBC 
stock remained unchanged between treatment and control mesocosms (Table 1).  To 
maintain a constant MBC stock while incorporating glucose carbon, one of two changes 
must have occurred.  Either microorganisms shifted from SOM to glucose utilization (a 
negative priming effect, not supported by our RN analyses) or microbial biomass turnover 
increased, compensating for additional glucose carbon incorporation. In any of these 
cases, measurements of MBC stock provide no evidence for a significant positive priming 
effect.  Similarly, ion exchange membrane measurements of mineral nitrogen availability 
display no significant differences between treatments (Fig. 6).  Had a stoichiometric 
imbalance from added glucose carbon stimulated priming via the microbial nitrogen 
mining mechanism (Craine et al., 2007; Blagodatskaya & Kuzyakov, 2008; Murphy et al., 
2015), we would expect increased nitrogen supply to ion exchange membranes to reflect 
this increased gross mineralization (Johnson et al., 2005; Bengtson et al., 2012; Finzi et al., 
2015).  Increased microbial nitrogen immobilization may have balanced changes in gross 
nitrogen mineralization (Murphy et al., 2015), producing no net increase in supply to ion 
exchange membranes.  Such a case, however, would have been accompanied by increased 
carbon mineralization, which we did not observe with RN measurements (Fig. 4).  As with 
MBC, our nitrogen availability measurements thus offer no independent evidence of 
altered SOM decomposition dynamics. 

Conducting this experiment in intact mesocosms enabled us to evaluate changes 
in vegetation productivity (GPP).  Unlike RN, MBC, and nitrogen availability, we found a 
significant treatment effect on 2015 GPP, with higher GPP in control than treatment 
mesocosms, particularly earlier in the season when vegetation was more active (Table 5, 
Fig. 7).  This finding suggests that subsurface changes following the 2014 glucose addition 
treatment may have persisted through the following year, limiting GPP relative to the 
water-only controls.  GPP measurements in this study were roughly comparable to 
previous measurements in similar Arctic ecosystems (Williams et al., 2000), but ~2-3 × 
higher than measurements made from adjacent polygons (Table 6).  This difference was 
likely due to decreased wind-driven soil drying within PVC mesocosms, which promoted 
plant growth over the two experimental years.  Relative to GPP in the adjacent plots, our 
observed treatment effect within experimental mesocosms suggests that glucose addition 
may have reduced this sheltering effect on GPP by approximately 50 %.  As we observed 
no short-term influences of glucose addition on nitrogen availability or microbial 
biomass, our data offer no mechanistic explanations for this observed effect.  Instead, we 
broadly hypothesize that year-long cumulative changes in soil chemistry or 
decomposition dynamics created a resource limitation for plants, possibly via enhanced 
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microbe-vegetation nutrient competition (Jackson et al., 1989; Kaye & Hart, 1997).  As a 
negative feedback to plant growth and rhizodeposition, such an interaction could have 
meaningful long-term impacts on ecosystem carbon exchange. 

The measured size of the glucose-GPP effect was relatively large; the predicted 
response of GPP to the 2014 glucose addition (-0.54 μmol m-2 s-1) (Table 5) was 
approximately 2 × the broader spatial variance in baseline GPP, as measured from a 
survey of 18 adjacent high-centered polygon locations on July 21 and 22, 2016 (0.27 μmol 
m-2 s-1).  Nevertheless, due to the limited spatial coverage (n=6) and study period, we 
hesitate to draw strong conclusions from this result.  Instead, we suggest that a possible 
bidirectional interaction between vegetation and decomposition merits further study.  For 
example, we hypothesize that glucose remaining in the soil upon freeze-up may have 
stimulated microbial immobilization of nutrients released during spring thaw (Grogan et 
al., 2004; Edwards et al., 2006), limiting nutrient availability to vegetation. By decreasing 
rhizodeposition, this hypothesized effect could constitute a negative feedback between 
substrate addition and decomposition rate.  Evaluating this type of vegetation-
decomposition feedback calls for multi-season studies tracking nutrient availability and 
decomposition.  Importantly, our observed GPP effect highlights a shortcoming of 
laboratory incubation experiments.  While such experimental designs have the advantage 
of more easily detecting changes in RN, they may miss interactions or feedbacks present in 
complex, intact ecosystems.   
 
Statistical considerations 

From both surface (RN) and subsurface (MBC and N availability) results, we 
observed no detectable priming effect.  This finding places an upper bound on the 
possible magnitude of primed carbon, but it does not preclude the possibility that a 
priming effect occurred, as temporal and spatial variability limited our detection 
capabilities.  Based on power analysis simulation (Table 4), the priming effect would have 
had to produce a sustained 55 % increase in RN over the month following glucose 
addition to be detectable over background Reco variability.  Furthermore, a transient 
change in RN could prove even harder to detect, particularly if the timing of a response 
varied among polygons.  Partitioned flux results show no evidence of a transient, 
temporally variable priming effect (Fig. 2), but even a moderate sustained priming effect 
would have been obscured by variability in Reco among polygons and mesocosms.   

In a fully field-based experiment, variability in autotrophic respiration presents a 
particular challenge for detecting a priming effect.  The priming effect pertains 
specifically to heterotrophic respiration (RH), which many previous priming studies have 
isolated by excluding vegetation in laboratory soil incubations (De Nobili et al., 2001; 
Fontaine et al., 2004, 2007; Langley et al., 2009; de Graaff et al., 2010; Hartley et al., 2010; 
Wild et al., 2014; Drake et al., 2015; Murphy et al., 2015).  In contrast, this study’s field 
respiration fluxes include the other component of Reco, aboveground and belowground 
autotrophic respiration (RA). Because RA should not be sensitive to short-term changes in 
SOM or glucose mineralization, it does not risk confounding our RN measurements.  It 
does, however, present an additional source of background variability, a challenge 
incubation experiments easily avoid.  To minimize the influence of RA on total RN, we 
conducted this experiment late in the growing season, after the peak in vegetation 
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productivity (Dennis et al., 1978; Zona et al., 2014) but before low soil temperatures 
limited decomposition rates (Sloan et al., 2014b).  Nevertheless, August 2015 GPP data 
(Fig. 7) indicate that vegetation remained active until late in the measurement period.  As 
such, RA contributions to RN background variability may have partially masked priming-
induced changes in RH. 

The relative contribution of RA to the total Reco flux depends on the vegetation’s 
productivity and carbon use efficiency (CUE = NPP/GPP), with higher rates of RA from 
more productive and less efficient vegetation.  In some Arctic tundra ecosystems, 
respiration from relatively productive and inefficient vascular plants may account for a 
large percentage of Reco (Billings et al., 1978; Silvola et al., 1996; Crow & Wieder, 2005), 
with root respiration alone contributing as much as 15-45 % of total Reco (Iversen et al., 
2015) (though few studies have differentiated between root respiration and the microbial 
breakdown of root-derived products).  In such cases, high rates of both root and 
aboveground respiration may limit detection of a priming effect in an intact soil-plant 
system, if priming-induced changes in RH were small relative to RA variability.  In other 
cases, however, RA may play a lesser role. Most of the above literature values for RA 
pertain to systems dominated by vascular vegetation, whereas our experimental 
mesocosms had a relatively low abundance of vascular plants, with mosses and lichens 
comprising the majority of aboveground biomass (Fig. 8).  Compared with vascular 
plants, mosses often have low productivity (Oechel & Sveinbjörnsson, 1978) and high 
CUE, with measured CUE values as high as 0.81, as compared to vascular vegetation 
values closer to 0.5 (Street et al., 2013).  In particular, deep-rooted and productive Carex, 
Dupontia, and Eriophorum species, common to many of these previous studies, had 
minimal coverage at our study site (Sloan et al., 2014a). Given their low cover of vascular 
vegetation, we believe our experimental mesocosms were less influenced by RA than are 
many other high-latitude systems.  Overall, however, while features particular to our 
experimental site reduced the contribution of RA to background RN variability, the 
presence of vegetation in a field manipulation increased the challenge of detecting a 
change in RH. 
 
Ecological considerations 

Beyond background variability, specific ecological features of our study may 
explain the lack of priming that we observed.  First, low temperatures may have limited a 
temperature-sensitive priming response (Zhu & Cheng, 2011).  Soil temperatures 
throughout this study, 3.9°C ± 0.82°C at 15 cm depth, were considerably lower than 
incubation temperatures used in previous priming experiments, which range from 10°C -
25°C (Fontaine et al., 2007; Langley et al., 2009; de Graaff et al., 2010; Hartley et al., 2010; 
Wild et al., 2014, 2016; Drake et al., 2015; Murphy et al., 2015).  If dormant soil 
microorganisms were more immediately controlled by temperature than by substrate 
availability, cold conditions may have limited their activation in response to the glucose 
pulse.  Additionally, energy converted from glucose catabolism by the active microbial 
community may have been insufficient at low temperatures to hydrolyze more chemically 
complex and temperature-sensitive (Davidson & Janssens, 2006; Feng et al., 2008; Cusack 
et al., 2010) components of SOM.  Second, stoichiometry may have inhibited priming.  
The C:N ratio of added substrate can strongly influence the decomposition response in 
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site-specific ways (Kuzyakov et al., 2000; Drake et al., 2013).  Whereas a high C:N ratio 
may stimulate SOM mineralization via nitrogen mining (Murphy et al., 2015), it may 
alternatively inhibit priming if insufficient nitrogen is available for enzyme synthesis 
(Drake et al., 2013).  In high-latitude soils in particular, mineral nitrogen availability 
tends to be low due to slow rates of fixation, deposition, and internal cycling (Hobbie et 
al., 2002), leaving our system particularly sensitive to stoichiometric constraints.  With no 
supplemental nitrogen amendment, microorganisms may have been unable to utilize the 
energy and carbon from glucose catabolism to increase enzyme production.  If we had 
added not only glucose alone, but additionally a mineral nitrogen supplement or a 
nitrogen-containing carbon substrate, our soils may have produced a measurable increase 
in SOM decomposition (Mack et al., 2004; Drake et al., 2013).  

In previous studies documenting a positive priming effect, rates of primed CO2 
production have been low relative to those of substrate-derived CO2 (Falchini et al., 2003; 
Fontaine et al., 2004, 2007; Hamer & Marschner, 2005; de Graaff et al., 2010; Hartley et 
al., 2010).  In general, CO2 evolution from mineralization of experimentally added 
substrates has been equal to or greater than the total background rates of CO2 
mineralization, a direct system perturbation far larger than our experiment utilized.  In 
this study, while RG likely contributed substantially to total CO2 evolution from the 10-20 
cm soil layer, the total surface RN flux included CO2 produced in both shallower and 
deeper soils.  From organic surface soils in particular (Table 1), where the glucose 
addition was diluted by large stocks of rapidly-cycling carbon (Trumbore, 2000), high 
CO2 production rates and high background variability may have masked an effect 
originating primarily from the 10-20 cm layer. 

The quantity of glucose added in this study was far lower than that used in the 
majority of priming studies but closer to a plausible change in rhizodeposition.  Doubling 
this study’s background rate of CO2 evolution—a perturbation comparable to most 
previous priming experiments (Falchini et al., 2003; Fontaine et al., 2004, 2007; Hamer & 
Marschner, 2005; de Graaff et al., 2010; Hartley et al., 2010)—would have required adding 
glucose at five to ten times our experimental rate, approximately 30 to 60 g glucose per 
mesocosm.  This rate is far higher than feasible root exudation increases, particularly as a 
pulse addition.  With the conservative assumptions that root exudation equals 10 % of 
total net carbon fixation (Loya et al., 2002; Farrar et al., 2003), the NPP/GPP ratio equals 
0.5 (Turner et al., 2006; Zhang et al., 2009), and average GPP over the June-September 
growing season (June-September) equals 0.8 μmol m-2 s-1 (Olivas et al., 2010, 2011), a 
glucose addition this large would be equivalent to ~50-100 years of carbon fixation at 
current productivity rates (Appendix C).  Viewed in this context, a step change this large 
would offer little predictive insight, even if it were able to stimulate a measurable priming 
effect.  Given that the magnitude of primed carbon release is unlikely to scale linearly 
with the substrate addition rate (Blagodatskaya & Kuzyakov, 2008), evaluating the 
priming effect under realistic conditions is crucial for predicting future changes.  
 
Conclusion 

In conclusion, our field glucose addition experiment produced no measurable 
change in RN, MBC, or nitrogen availability.  Following a direct system perturbation, we 
measured no priming effect above background variability in SOM decomposition and RA.  
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While the inclusion of surface vegetation in our study design posed challenges for 
detecting a priming effect, it allowed us to measure significant treatment-level differences 
in GPP. As such, this study highlights an important tradeoff inherent to priming studies.   
Field priming manipulations are challenged by high spatial and temporal variability in 
decomposition and vegetation process rates, but capture bidirectional vegetation-
decomposition interactions.  In contrast, tightly controlled incubation studies offer 
practical methodological advantages and reduce confounding variables, but have a 
limited capacity to represent real, potentially complex processes in undisturbed 
ecosystems.  In spite of inherent challenges, we emphasize the importance of studying 
rhizosphere interactions in intact, in situ ecosystems, under realistic scenarios of change.  
Importantly, our findings suggest that other biogeochemical factors, variable in both 
space and time, may influence carbon exchange more strongly than a change in 
subsurface carbon supply.  Looking forward, quantifying these influences and 
incorporating feedbacks between vegetation and decomposition demands an integrated 
approach that combines laboratory and modeling studies with field experiments 
capturing the full range of natural variability.  
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Table 2 
Glucose recovery in high glucose and low glucose mesocosms 
 

Treatment 

 

Core sampling date 

 

Glucose added  

(mg) 

Depth  

(cm) 

Glucose recovered  

(mg) 

Recovery rate  

(%) 

High glucose 

September 8, 2014 2450 

 
0-10 

 
92.9 ± 15.5 

 
3.79 ± 1.69 

10-20 361 ± 38.4 14.7 ± 1.57 
20-30 140 ± 21.3 5.70 ± 0.870 

Whole profile 593 ± 46.6 24.2 ± 1.90 

 
September 20, 2014 

 
2450 

 
 

0-10 

 
 

252 ± 56.9 

 
 

10.3 ± 2.32 
10-20 179 ± 19.4 7.29 ± 0.792 
20-30 107 ± 18.6 4.36 ± 0.757 

Whole profile 
 
 

0-10 

537 ± 62.9 
 
 

143 ± 26.7 

21.9 ± 2.57 
 
 

2.92 ± 0.543 
 

April 21, 2016 
 

4900 
10-20 609 ± 198 12.4 ± 4.04 
20-30 1160 ± 217 23.6 ± 4.44 
>30 782 ± 73.5 16.0 ± 1.50 

Whole profile 
 
 

0-10 

2690 ± 304 
 
 

167 ± 79.1 

54.9 ± 6.21 
 
 

3.40 ± 2.61 

November 9, 2016 4900 
10-20 444 ± 49.9 9.06 ± 3.35 
20-30 630 ± 159 12.9 ± 4.65 
>30 207 ± 11.3 4.23 ± 6.30 

Whole profile 
 

1450 ± 185 
 

29.6 ± 8.91 
 

Low glucose 

September 8, 2014 491 

 
0-10 

 
14.4 ± 3.37 

 
2.93 ± 0.687 

10-20 44.6 ± 11.1 9.08 ± 2.26 
20-30 55.5 ± 15.8 11.3 ± 3.21 

Whole profile 114.5 ± 19.6  23.3 ± 3.99 

September 20, 2014 491 

 
 

0-10 

 
 

-- 

 
 

-- 
10-20 61.2 ± 8.31 12.5 ± 1.69 
20-30 3.91 ± 4.36 0.797 ± 0.887 

Whole profile 
 

-- 
 

-- 
 

Note: Total and percentage glucose recovery was calculated from 13C abundance, carbon  
content, and total mass of soil cores, scaled to mesocosm area.  
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Table 3 
Summary of 2015 surface trace gas fluxes, partitioned into non-glucose-derived and 
glucose-derived components 
 

Polygon 

 

Treatment 

 

Post-treatment RN 

(μmol CO2 m-2 s-1) 

Post-treatment RG 

(μmol CO2 m-2 s-1) 

Pre-treatment 7°C RN 

(μmol CO2 m-2 s-1) 

Post-treatment 7°C RN 

(μmol CO2 m-2 s-1) 

1 
 

High glucose 0.78 ± 0.28               
(n = 6) 

0.060 ± 0.030           
(n = 6) 

1.53 ± 0.417                  
(n = 7) 

1.33 ± 0.542                    
(n = 5) 

Control 
 

0.48 ± 0.19  
(n = 7) 

 

-- 
 

1.75 ± 0.590 
(n = 8) 

1.08 ± 0.359  
(n = 6) 

2 
 

High glucose 0.86 ± 0.28  
(n = 5) 

0.14 ± 0.076  
(n = 5) 

1.78 ± 1.69 
(n = 7) 

0.969 ± 0.278  
(n = 4) 

Control 
 

0.75 ± 0.55  
(n = 7) 

 

-- 
 

0.701 ± 0.0796 
(n = 6) 

0.931 ± 0.406 
(n = 6) 

3 
 

High glucose 0.83 ± 0.31  
(n = 6) 

0.097 ± 0.071  
(n = 6) 

0.813 ± 0.168 
(n = 8) 

0.969 ± 0.356 
(n = 5) 

Control 
 

0.81 ± 0.22  
(n = 7) 

 

-- 
 

0.693 ± 0.172 
(n = 8) 

0.915 ± 0.238  
(n = 6) 

4 
 

High glucose 0.65 ± 0.21  
(n = 6) 

0.11 ± 0.043  
(n = 6) 

0.631 ± 0.0802 
(n = 6) 

0.797 ± 0.250 
(n = 5) 

Control 
 

0.94 ± 0.25  
(n = 7) 

 

-- 
 

0.819 ± 0.229 
(n = 6) 

0.937 ± 0.267 
(n = 6) 

5 
 

High glucose 1.4 ± 0.73  
(n = 7) 

0.28 ± 0.20  
(n = 7) 

1.22 ± 0.608 
(n = 6) 

1.45 ± 0.686 
(n = 6) 

Control 
 

1.2 ± 0.48  
(n = 7) 

 

-- 
 

1.73 ± 0.933 
(n = 6) 

1.28 ± 0.483 
(n = 6) 

6 
 

High glucose 0.94 ± 0.27  
(n = 7) 

0.14 ± 0.063  
(n = 7) 

1.12 ± 0.105 
(n = 6) 

1.07 ± 0.229 
(n = 6) 

Control 
1.2 ± 0.39 

(n = 6) 
 

-- 
1.95 ± 1.64 

(n = 6) 
 

1.24 ± 0.324 
(n = 6) 

Note: Values are temporal averages across pre-treatment sampling dates (June 23 through July 31) and 
post-treatment sampling dates (August 2 through September 1), with uncertainty ranges indicating 
standard deviations.  Pre-treatment 7°C RN and post-treatment 7°C RN reflect RN values normalized to their 
equivalent flux at 7°C using mesocosm-specific Q10 values.   
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Table 4 
Results of a power analysis using simulated data across a range of priming levels varying 
from 0 % (no priming) to 100 % (priming-induced doubling of RN)  
 

Priming level  

(%) 

Power* 

(%) 

0 0.0 

10 0.0 

20 1.8 

30 16 

35 28 

40 45 

45 58 

50 71 

55 79 

60 89 

65 90 

70 94 

75 96 

80 96 

90 98 

100 99 

*Calculated as the percentage of simulations with a  
significant treatment effect (simulated vs. control),  
using a significance cutoff of α = 0.05. 
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Table 5  
Significant predictors of gross primary production between June 23 and September 1, 
2016 
 

Fixed effect Estimate DF F value Pr > F 

Treatment (Control) 0.539 10.108 6.389 0.02976* 

Day of year -0.0288 101.432 47.880 4.17e-10*** 

Significance codes: 0 *** 0.001 ** 0.01 * 0.05 . 1 
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Table 6 
Gross primary production in experimental mesocosms and adjacent high-centered 
polygon locations   
 

Mesocosm class 

 

 

GPP  

(μmol CO2 m-2 s-1) 

7/21/16 7/22/16 

Control (n=3) 2.37 ± 1.16 2.49 ± 0.91 

High glucose (n=2) 2.12 ± 0.54 1.70 ± 1.06 

Adjacent polygons (n=18) 0.94 ± 0.45 1.05 ± 0.58 

Note: Values are averaged across polygons, with error ranges  
representing standard deviations. 
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Figure 1. Temperature sensitivity of ecosystem respiration (Reco). Q10 was calculated for 
each mesocosm in polygons 1-6 using all non-partitioned Reco measurements made 
between June 23 and September 1, 2015.  
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Figure 2. Partitioned ecosystem respiration from individual polygons following 2015 
glucose addition.  Blue shading is CO2 efflux in treatment plots derived from native (non-
glucose) ecosystem respiration, yellow shading is CO2 efflux in treatment plots derived 
from glucose mineralization, and dashed line is total CO2 efflux in control plots, 
equivalent to native ecosystem respiration. 
  

82



	
  

 

 
 
Figure 3. Glucose mineralization following 2015 glucose addition as % of total ecosystem 
respiration 
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Figure 4. Effect of glucose addition on the rate and temperature sensitivity of native (non-
glucose) ecosystem respiration.  Data include all measurements made between August 2 
and September 1, 2015 in control and high glucose mesocosms.
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Figure 5. Temperature-normalized ecosystem respiration before and after 2015 glucose 
addition.  Values of CO2 efflux attributed to native (non-glucose) ecosystem respiration 
were normalized to 7°C using Q10 values calculated individually for each mesocosm.  Pre-
treatment measurements were made on June 23 and July 9, 12, 29, 30, and 31, and post-
treatment measurements were made on August 2, 4, 6, 9, and 26.  Boxes indicate median 
and first and third quartiles, with whiskers extending to the farthest values within 1.5 
times the upper and lower quartiles.  Outliers beyond this range are shown as points.  
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Figure 6. Nitrogen availability in treatment and control  
mesocosms following 2014 glucose addition treatment.   
Data represent average availability of (a) total N,  
(b) NO3

--N, and (c) NH4
+-N over a 21-day period,  

measured with buried ion exchange membranes centered  
at 15 cm depth.  Data for each treatment are averaged  
across polygons, and error bars represent standard errors. 
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Figure 7. Gross primary production (GPP) in high glucose and control mesocosms in 
2015.  GPP values were calculated from transparent and opaque soil chamber 
measurements of NEE and Reco.  Data for each date include measurements from polygons 
1-6. Boxes indicate median and first and third quartiles, with whiskers extending to the 
farthest values within 1.5 times the upper and lower quartiles.  Outliers beyond this range 
are shown as points.  Dashed vertical line represents glucose addition treatment on 
8/1/15. 
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Figure 8. Vegetation biomass in individual polygons.  Biomass was sampled destructively 
from circular patches adjacent to treatment or control mesocosms of equal area.  Prior to 
drying, vegetation was separated into vascular and nonvascular (moss + lichen) 
components.   
 

88



	
  

CHAPTER 4: RADIOCARBON EVIDENCE THAT MILLENNIAL AND FAST-
CYCLING SOIL ORGANIC CARBON ARE EQUALLY RESPONSIVE TO 

TEMPERATURE OR ANOXIA  
 
Abstract 

The response of soil organic carbon storage to changes in temperature and soil 
drainage depends on the distribution of environmental sensitivities across soil carbon 
pools.  Theoretical predictions that passive soil carbon pools are more sensitive to 
changes in temperature and shifts from anaerobic to aerobic conditions have strong 
implications for long-term soil carbon losses.  We test this prediction with two incubation 
experiments with soils from Barrow, Alaska.  Using natural abundance radiocarbon, we 
(1) evaluate the spatial and vertical distribution of fast-cycling and slow-cycling carbon 
pools in permafrost soils, and (2) test the relative sensitivity of these pools to changes in 
temperature and oxygen availability.  Highly negative Δ14C values in respired CO2 and 
bulk soil organic matter indicate both storage and turnover of old, stabilized carbon, 
particularly near the base of the active layer.  Differences in Δ14C between the mineralized 
and non-mineralized carbon fractions suggest that substrate decomposability varies along 
a turnover time gradient.  With a novel method for disentangling the effects of 
temperature and substrate depletion, we find that slow-cycling carbon is no more 
sensitive to temperature than is fast-cycling carbon, with a Q10 of 2 irrespective of 
turnover time.  Similarly, we found that the age of respired carbon was unaffected by 
aerobic vs. anaerobic incubation treatments, indicating a similar response between fast- 
and slow-cycling carbon.  We find, therefore, that these ancient soil carbon stores are 
sensitive to warming or drying, with similar environmental sensitivities across depths and 
carbon pools.  This finding suggests that in these soils, mechanisms other than chemical 
recalcitrance exert primary control on decomposition rates and/or environmental 
sensitivities. 
 
Introduction 

High latitude soils are an important carbon reservoir.  There, cold, frozen, and 
anaerobic conditions have stabilized soil organic matter, leading to an accumulation of an 
estimated 1,300 Pg of carbon (Hugelius et al., 2014), roughly equal to that stored in global 
vegetation and atmospheric CO2 (Ciais et al., 2014).  Over the coming decades, the Arctic 
is expected to shift from a sink to a source of atmospheric CO2, as soil warming, 
permafrost thaw, and water-table changes destabilize this long-stored carbon (Koven et 
al., 2011; McGuire et al., 2012; Schuur et al., 2015).  Such changes have already been seen.  
Research has documented soil temperature increases (Osterkamp & Romanovsky, 1999; 
Osterkamp et al., 2009) and permafrost thaw (Jorgenson et al., 2006, 2013), with 
associated changes in soil hydrology (Hinzman et al., 2005; Andresen & Lougheed, 2015) 
and increased rates of soil carbon mineralization, particularly from old, previously stable 
pools (Schuur et al., 2009; Hicks Pries et al., 2013).   

Model predictions of high latitude soil carbon losses range widely, from 37 to 174 
Pg by 2100 (Schuur et al., 2015).  Model sensitivities underlying this range include the 
parameterized, inherent decomposability of soil carbon stocks (Koven et al., 2015), the 
temperature sensitivity of carbon mineralization (Mikan et al., 2002; Jones et al., 2003; 
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Davidson & Janssens, 2006), and soil moisture-driven changes in oxygen availability 
(Lawrence et al., 2015).  Importantly, soil organic matter (SOM) is a heterogeneous 
reservoir with a range of chemical compositions, cycling rates, and stabilization 
mechanisms.  As such, these model sensitivities depend on the distributions of organic 
compounds, their physio-chemical states, and their responses to environmental 
conditions. To describe dynamics of this heterogeneous system, bulk soil carbon can be 
partitioned into pools, defined operationally by their turnover times or decomposition 
rates (Torn et al., 2009).  These turnover times are functions of substrate chemistry 
(chemical recalcitrance) (Sollins et al., 1996; Lützow et al., 2006), physical and chemical 
protection within the soil matrix (Torn et al., 1997), and environmental variables such as 
temperature and oxygen availability (Davidson & Janssens, 2006).  Despite more than a 
decade of research on soil fractions and turnover times (Christensen, 1992; Gaudinski et 
al., 2000; Kahle et al., 2003; McFarlane et al., 2013), no consensus has been reached 
regarding how environmental sensitivities vary across soil carbon pools (Conant et al., 
2011), i.e., the degree to which increased temperature or oxygen availability influences 
carbon pool decomposition rates differently, or shifts material between pools (Hopkins et 
al., 2012).   

Theory and previous research suggest that soil carbon vulnerability to warming 
and drying may depend on substrate chemistry.  Kinetic theory predicts that 
decomposition of compounds with higher activation energies (i.e., greater chemical 
stability) should be more sensitive to changes in temperature than more chemically labile 
substrates (Conant et al., 2011).  Similarly, anaerobic conditions may structure carbon 
pools via thermodynamic limits on decomposition of certain carbon compounds 
(Keiluweit et al., 2016).  If the cycling rate of SOM depends on its chemical composition, 
theory thus predicts that slow-cycling carbon pools will be particularly sensitive to 
environmental changes.   

A number of observational and modeling studies support this theory, finding that 
slow-cycling, less decomposable carbon substrate pools are more sensitive to temperature 
(e.g., Melillo et al., 2002; Fierer et al., 2005; Knorr et al., 2005) and shifts between aerobic 
and anaerobic conditions (Bridgham et al., 1998; Knoblauch et al., 2013) than rapidly 
cycling pools.  Other studies, however, have found that soil carbon pools have neither 
different temperature sensitivities (Townsend et al., 1997; Fang et al., 2005) nor distinct 
chemical compositions (Marschner et al., 2008; Kleber et al., 2011), challenging the 
relationship between turnover time, substrate chemistry, and temperature- or oxygen-
sensitivity.  Instead, environmental sensitivities of decomposition may be mediated by 
complex, whole-ecosystem controls on soil carbon dynamics (Davidson & Janssens, 2006; 
Schmidt et al., 2011; Dungait et al., 2012).  For example, temperature changes may alter 
mineral associations or other physio-chemical carbon stabilization mechanisms (Torn et 
al., 1997), influencing decomposition rates irrespective of substrate chemistry. 

Numerous studies have used incubation and field experiments to evaluate the 
temperature and oxygen sensitivities of different carbon pools (Bridgham et al., 1998; 
Fierer et al., 2005; Knorr et al., 2005; Koch et al., 2007; Hartley & Ineson, 2008; Lefèvre et 
al., 2014).  Without a clear tracer differentiating carbon pools, such studies generally 
make use of the non-steady state conditions inherent to incubations or field 
manipulations, estimating the temperature or oxygen sensitivities of different source 

90



	
  

pools by fitting multiple pool models with Arrhenius or Arrhenius-type kinetics (Lloyd & 
Taylor, 1994) to changing CO2 emissions.  A challenge inherent to such studies is that 
results may be sensitive to predetermined model characteristics (e.g., functional form and 
number of pools) or other interacting variables.  For example, incubation experiments 
often homogenize soils to generate replicates, which can disturb soil aggregates and 
physically destabilize carbon (Adu & Oades, 1978; Six et al., 1998).  Alternatively, 
transient responses from pool size changes may be difficult to disentangle from changes 
in microbial activity (Zogg et al., 1997; Zhang et al., 2005; Bradford et al., 2008).   

This study uses natural abundance radiocarbon to evaluate spatial distributions 
and environmental sensitivities of fast- and slow-cycling soil carbon pools in an Arctic 
tundra ecosystem.  As a naturally occurring tracer of carbon pool dynamics (Trumbore, 
2000), radiocarbon in CO2 reflects the distribution of substrate mineralization rates. This 
enables us to estimate carbon dynamics metrics from individual measurements without 
having to fit models to carbon flux data.  In two soil incubation experiments, we use 
radiocarbon measurements of CO2 and bulk SOM to address three questions:  

(1) How do soil carbon cycling rates vary with depth in the soil and across permafrost 
features?  Across distinct microtopographic features, we use radiocarbon 
measurements of CO2 and SOM to calculate turnover times of the actively cycling 
carbon pool, shallow bulk soil carbon, and soil carbon near the permafrost table.  

(2) How do soil carbon pools with distinct cycling rates respond to changes in 
temperature? While radiocarbon has been used to compare the temperature 
sensitivities of different soil carbon pools (Bol et al., 2003; Hilasvuori et al., 2013), 
few studies have isolated this effect from substrate depletion and microbial 
acclimation (Dioumaeva et al., 2002).  Through a novel analytical framework 
incorporating CO2 production rates and radiocarbon contents, we isolate the 
temperature sensitivities of fast- and slow-cycling carbon.  

(3) How do anaerobic conditions influence the relative decomposition rates of 
different carbon pools?  We use radiocarbon measurements from parallel 
aerobic/anaerobic incubations to test whether slow-cycling carbon substrates have 
been selectively preserved due to anaerobic conditions.  To our knowledge, no 
published studies have used radiocarbon to evaluate differences in carbon pool 
dynamics under aerobic vs. anaerobic conditions.  

 
Methods 
Site  

Soil samples were collected from the Barrow Environmental Observatory (BEO), 
which lies ~6 km east of the village of Barrow, Alaska (71.3N, 156.5W), at the northern 
edge of the Alaskan Arctic coastal plain.  Barrow has a mean annual temperature of -12°C 
and mean annual precipitation of 106 mm, with long, dry winters and short, moist, cool 
summers.  The land surface has low topographic relief up to 5 m elevation and a shallow 
active layer ranging from 20 to 60 cm underlain by continuous ice-rich permafrost to 
depths greater than 400 m (Hinkel & Nelson, 2003).  Formed from the late Pleistocene 
Gubic formation (Black, 1964), soils in the region are dominated by Typic Aquiturbels 
(53 %), Typic Histoturbels (22 %), and Typic Aquorthels (8.6 %) (Bockheim et al., 1999).   
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Within the BEO, samples were collected from ice wedge polygons, discrete 
landscape units formed by freezing and thawing processes that cover ~65 % of the ground 
surface (Billings & Peterson, 1980; Brown et al., 1980; Lara et al., 2014).   Low-lying, 
saturated troughs separate individual polygons, which are 10-20 m in diameter with 
raised, relatively dry rims at their perimeter.  Environmental conditions in polygon 
centers vary according to polygon type. Low-centered (LC) polygons have standing water 
and primarily graminoid vegetation; high-centered (HC) polygons have dry surface soils 
and a greater abundance of mosses and lichens; between HC and LC polygons, flat-
centered (FC) polygons have intermediate morphology and subsurface properties.  In all 
polygon types, anaerobic conditions dominate active layer soils near the frost table 
(Vaughn et al., 2016). 

 
Temperature incubation 

On August 14, 2012, we collected 9 1”-diameter soil cores from a range of polygon 
types (LC, FC, and HC) and positions within polygons (centers, rims, and troughs) 
representing a broad range of surface vegetation, microtopography, hydrology, and 
subsurface ice properties.  Soil cores were collected with manual soil recovery probes to 
the base of the thawed soil layer (21-39 cm depth).  Cores were refrigerated at 5°C and 
shipped on ice to Berkeley, CA for incubations and further analyses. 

On August 20, we prepared the soil cores for incubation by removing visible live 
plant material and roots and dividing cores into organic and mineral horizons (2 or 3 
increments per core).  To minimize disturbance to soil structure, we left core increments 
intact, without homogenizing or sieving.  To account for a limited amount of soil 
compression during the coring process, depth increments were adjusted to the field 
sampling depth according to a power function that assumes the degree of compression 
increases with soil depth.  We placed core increments in 8 oz. glass mason jars nested 
inside 32 oz. glass mason jars fitted with gastight sampling ports.  Between the two jars, 
we added ~2 mL of DI water to limit moisture loss from soil.  To avoid artifacts from 
physical disturbance during core division, we pre-incubated soils for 1 day at 7.5°C and 1 
day at 5°C before flushing jars with CO2-free air to begin the incubation. 

The soil incubation proceeded in 3 periods, first for 13 days at 5°C, second for 16 
days at 10°C, and third for 21 days at 5°C.  At the end of each period, we measured 
headspace CO2 concentrations with a LI-820 CO2 gas analyzer (LI-COR).  Using a syringe 
and stopcock, we collected a 30 mL sample from each incubation jar’s sampling port, then 
passed the sample at ~1 L min-1 through a septum at the inflow port of the LI-820.  Based 
on repeated tests, 30 mL of gas was sufficient for a stable, accurate measurement.  We 
then sampled the remaining headspace for radiocarbon analysis using either 500 mL 
stainless steel sampling canisters or glass serum vials sealed with 14 mm-thick chlorobutyl 
septa (Bellco Glass, Inc.). Soil was allowed to equilibrate to the new temperature for 4-7 
days before jars were flushed with CO2-free air to begin the next incubation period.  At 
the time of sample collection, headspace CO2 concentrations ranged from 1,400-30,000 
ppm.  To assure that jars were properly sealed, we used 4 blanks and 4 1,000 ppm CO2 
standards throughout the incubation. 
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Anaerobic incubation 
 On September 8, 2014, we collected 1 1” soil core from each of 3 HC, FC, and LC 
polygon centers, for a total of 9 cores.  Core sampling and storage procedures were the 
same as in 2012.  On September 16, we prepared soil cores for incubation by removing 
visible live plant materials and roots and dividing each HC or FC core into 2 equal depth 
increments, which ranged among cores from 8-15.5 cm in length.  In the case of LC 
polygons, from which soil cores included sediment and standing water, we used the 
surface water as the shallow increment and the sediment as the deep increment.  We 
divided deep core increments lengthwise into two roughly equal subsections and placed 
all soil samples in incubation jars as described above.  Prior to the incubation, soils were 
pre-incubated for 8 days at 3°C to minimize artifacts from physical disturbance and flush 
residual O2 from anaerobic jars.  Before and after this pre-incubation period, we flushed 
incubation jars for 3 minutes with CO2-free air (aerobic incubations; shallow increment 
and deep subsection 1) or N2 (anaerobic incubations; deep subsection 2), then removed 
30 mL of gas to seal each jar.  
 We incubated soils for 379 days at 3°C, testing headspace CO2 concentrations 
every 2 weeks by passing a 30 mL sample through a LI-820 CO2 gas analyzer (LI-COR) 
and replacing the removed volume with 30 mL of CO2-free air or N2.  On the final 
incubation date, we measured CO2 and CH4 concentrations using a 2014 Shimadzu GC.  
CO2 was isolated on a HayeSep-D packed column (4 m × 1/8”) and quantified with a 
flame ionization detector.  To collect sufficient CO2 for radiocarbon measurements 
without allowing headspace CO2 concentrations to rise above 20,000 ppm, we used one of 
two radiocarbon sampling procedures.  From jars with relatively low CO2 production, we 
collected headspace gas on the final incubation day.  From jars with faster CO2 
accumulation, we collected 1 25 mL headspace subsample every 4 weeks, flushing the jars 
each time with CO2-free air or N2.   
 
Carbon, Nitrogen, and isotope analyses 

CO2 from gas samples was cryogenically purified under vacuum, divided for 14C 
and 13C analyses, and sealed in 9 mm quartz tubes.  25 mL subsamples from the anaerobic 
incubation were composited during purification into 1 pair of CO2 samples per 
incubation jar.  For radiocarbon analysis, we sent samples to Lawrence Livermore 
National Lab’s Center for Accelerator Mass Spectrometry or the Carbon, Water, and Soils 
Research Lab at the USDA-FS Northern Research Station, where they were prepared and 
analyzed according to Graven et al., (2007).  Briefly, CO2 was reduced to graphite on iron 
powder under H2.  14C abundance was then measured at CAMS using a HVEC FN 
Tandem Van de Graaff accelerator mass spectrometer or at UC Irvine’s Keck Carbon 
Cycle AMS facility. 13C/12C in CO2 splits was analyzed on the UC Davis Stable Isotope 
Laboratory GVI Optima Stable Isotope Ratio Mass Spectrometer. 
 Soils from both incubations were freeze-dried, ground, measured into tin 
capsules, and loaded into a Costech Analytical Technologies ECS 4010 elemental analyzer 
coupled to a Thermo Fischer Scientific Delta Vplus isotope ratio mass spectrometer for 
carbon, nitrogen, and 13C/12C analysis.  Optimal peak height was calibrated with atropine 
standards ranging from 0.2, 0.5, and 1.2 mg, and analytical precision based on repeated 
analysis of laboratory standard was ± 0.24 ‰ (1σ, n=14).  For radiocarbon analysis, 
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ground soil samples were sent to the Carbon, Water, and Soils Research Lab, where they 
were combusted to CO2 and analyzed as above. 

Following the conventions of Stuiver and Polach (1977), radiocarbon results are 
presented as fractions of the modern NBS Oxalic Acid I (OX1) standard (F14C), and 
deviations in parts per thousand (‰) from the absolute (decay-corrected) OX1 standard 
(Δ14C).  All results have been corrected for mass-dependent isotopic fractionation using 
13C measurements.   

 
Turnover time modeling 

We used radiocarbon measurements from CO2 samples and bulk soils to model 
turnover times using the time-dependent steady state model described in Torn et al., 
(2009), modified to include residence time of carbon in vegetation: 

 

𝐹′!,!𝐶! = 𝐼𝐹!!"#,!!TR + 𝐶!!!𝐹′!,!!!(1−
1
𝜏 − 𝜆) 

 
where: 
 
𝐹! = ∆!"!

!""" − 1  
𝐹′! = the ratio of 14C in the given carbon pool (CO2 or bulk soil), normalized to a      
standard  
𝐹′!"# = the ratio of 14C in the atmosphere normalized to a standard 
𝐼 = the input rate of carbon from the atmosphere to the given carbon pool (g C y-1) 
𝐶 = the stock of carbon in the given carbon pool (g) 
𝜏 = the turnover time of the given carbon pool (y) 
𝜆 = the radioactive decay rate of 14C (1/8267 y) 
TR = the mean residence time of carbon in living plant material (y) 
and  
𝐶! = 𝐶!!! = 𝐼  ×  𝜏  at steady state  
 
At steady state, the Δ14C value of a given carbon pool at time t thus depends on its 
turnover time, its value in the previous year, the mean residence time of carbon in plant 
material, and the 14C/12C ratio in the atmosphere, which has changed continuously since 
the release of radiocarbon into the atmosphere from nuclear weapons testing between 
1950 and the mid 1960s (Trumbore, 2000).  

The mean residence time of carbon in plants reflects a mixture of materials with 
varying transfer rates.  Some photosynthates enter the soil within 1 day of fixation (Loya 
et al., 2002), whereas carbon resides in longer-lived plant organs from ~2 to as long as 15 
years before entering the soil organic matter pool (Dennis, 1977; Billings et al., 1978).  
Accordingly, we assume that across plant organs, plant species, and seasons, the mean 
value of TR lies between 0 and 5 years.  

Annual atmospheric Δ14C values were compiled from the IntCal13 dataset 
(Reimer et al., 2013), measurements from Fruholmen, Norway between 1962-1991 
(Nydal & Lövseth, 1996), measurements from Barrow between 1999-2007 (Graven et al., 
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2012), and measurements from the BEO in 2012, 2013, and 2014 (Appendix D).  From 
roughly the same latitude as Barrow, Fruholmen Δ14C measurements provide a close 
approximation for missing Barrow data (Meijer et al., 2008).  Because ecosystem CO2 
uptake occurs primarily during the growing season, June-August Δ14C values were 
averaged to produce an annualized summer dataset.  Data gaps from 1992-1998 and 
2008-2011 were filled using an exponential model with measured values from the 10 years 
surrounding each gap. 

Using our measured Δ14C values and annually resolved atmospheric Δ14C data, we 
iteratively solved for each sample’s turnover time.  We performed this calculation twice, 
using TR values of 0 and 5 y to bracket the likely TR range.  Samples containing a large 
percentage of recently fixed carbon yielded two possible turnover time solutions for each 
TR value.  In such cases, we chose the appropriate solution either by comparing the two 
values to other (unique) turnover times within the same profile, or by comparing the 
measured carbon stock with the carbon stocks calculated from the CO2 production rate 
and the candidate turnover times. 
 
Temperature sensitivities of passive and active carbon pools 

To evaluate the relationship between temperature sensitivity and carbon cycling 
rate, we used Δ14CCO2 values from the temperature incubation to partition each 
measurement of CO2 evolution into fast-cycling and slow-cycling pools.  We then 
developed an approach that normalized the observed temperature sensitivity of each pool 
to its temperature sensitivity with no source depletion.  First, we defined active and 
passive pools with assigned turnover times of 50 and 5,000 years.  Corresponding to Δ14C 
values of +141 and -360 ‰, these theoretical turnover times were chosen to bracket the 
range of observed Δ14C values and represent carbon cycling on annual to decadal (active) 
or millennial (passive) timescales.  With these Δ14C values, we determined fractional 
contributions of the two carbon pools to total CO2 production using a two-pool mixing 
model: 

 
∆ C  !" sample = 𝑓passive(−360  ‰)+ 𝑓active(141  ‰) 

 
𝑓passive + 𝑓active = 1 

 
where fpassive and factive are the fractional contributions of the passive and active carbon 
pools and Δ14Csample is the measured Δ14C value of a given incubation CO2 sample.  We 
then used calculated fpassive and factive values to calculate the rate of carbon mineralization 
from each pool (Jpassive and Jactive): 
 

𝐽passive = 𝑓passive×  𝐽total 
 

𝐽active = 𝑓active×  𝐽total 
 
where Jtotal is the measured rate of CO2 production in mg C d-1.  We performed this 
partitioning for each of the three incubation periods from each core increment. 
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With these partitioned flux data, we tested whether temperature sensitivity 
differed between active and passive pools.  Over the three incubation periods, 
decomposition rates were influenced not only by temperature, but also by the non-
steady-state effects of substrate depletion and microbial community shifts.  To isolate the 
temperature effect, we related the apparent temperature sensitivity (i.e., the difference in 
CO2 production between 5°C and 10°C incubation periods) to the temperature-
independent change in CO2 production over time, which we call the time effect.  First, we 
calculated two metrics: the change in CO2 production between periods 1 and 2, at 5°C 
and 10°C (Δ2), and the change in CO2 production from each pool between incubation 
periods 1 and 3, both at 5°C (Δ3). Δ2 quantifies the combined effects of the 5°C 
temperature increase and the concurrent time effect, and Δ3 quantifies the change in 
carbon mineralization due to the time effect alone.  Second, we regressed Δ2 against Δ3.  
This regression yielded a close linear relationship whose y-intercept can be interpreted as 
the temperature effect in the absence of source depletion or microbial acclimation 
(because that is point where the time effect equals zero).  Finally, we tested whether this 
relationship differed between active pool and passive pool measurements.  To test this, we 
used a linear mixed effects model predicting Δ2 that included the fixed effect Δ3, plus 
random effects for core increment and profile to account for paired active/passive 
measurements and physical clustering of increments within cores.  Using incremental F-
tests, we evaluated whether this model was changed significantly by the addition of two 
possible variables: carbon pool (active/passive) or the pool × Δ3 interaction.  Statistical 
modeling was conducted in R version 3.3.3 “Another Canoe” (2017-03-06), using the 
packages LME4 (Bates et al., 2014) for model fitting and lmerTest (Kuznetsova et al., 
2014) for significance testing. 
 
Sensitivity of soil carbon turnover to aerobic or anaerobic conditions 

With data from the anaerobic incubation, we performed a series of one-way 
ANOVAs to evaluate how soil carbon turnover varied with polygon type and oxygen 
availability. First, we tested for differences among polygon types in shallow soil Δ14CCO2 
and deep soil Δ14CCO2. For the deep soil Δ14CCO2 test, we used Δ14CCO2 from anaerobic 
incubations. – Due to lower rates of CO2 production, we assumed these values were less 
affected by carbon substrate depletion than were Δ14CCO2 values from aerobic replicates.  
Second, we tested for differences among polygon types in aerobic CO2 production 
potential, defined as the whole-core (deep + shallow increments) aerobic CO2 production 
rate at 3°C.  Because deep core increments were divided into aerobic and anaerobic 
subsamples, we scaled the CO2 flux from each anaerobic subsample to the total increment 
mass prior to division.  Third, we tested for differences in Δ14CCO2 between aerobic and 
anaerobic incubations.  When comparing polygon types, we used Tukey’s Honest 
Significant Difference test to evaluate pairwise differences between LC, FC, and HC 
polygons. Statistical analyses were conducted in R version 3.3.3 “Another Canoe” (2017-
03-06). 
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Results 
Δ14C and turnover times of CO2 and bulk soil organic matter 

This study used radiocarbon measurements of CO2 and soil organic matter to 
evaluate how soil carbon turnover varied with soil depth and landscape position.  In the 
temperature incubation, emitted CO2 became increasingly depleted in radiocarbon with 
depth (Fig. 1) from as high as +97.2 to as low as -350 ‰. We observed this trend in the 
anaerobic incubation as well in both emitted CO2 and bulk soil carbon, but only from FC 
and HC polygons (Fig. 2).  There, Δ14CCO2 values were comparable to those from the 
temperature incubation, ranging from +90.4 to -347 ‰.  Δ14CSOM values were 
considerably lower, from -54.6 to -582 ‰.  In contrast, Δ14C values from LC polygons had 
no consistent depth trend and varied considerably between aerobic and anaerobic 
replicates, with narrow ranges of +68.5 to -78.0 ‰ for CO2 and +65.0 to -91.5 ‰ for 
SOM.  Positive Δ14C values, measured from shallow CO2 samples of all polygon types and 
deep CO2 samples from LC polygons, indicate high percentages of carbon fixed since 
1960.  Highly negative values, measured at depth from FC and HC polygons, reflect high 
proportions of old carbon that cycles on the scale of centuries to millennia. 

To compare soil carbon cycling rates, we calculated turnover times from Δ14C 
values.  The turnover times of carbon that was respired, calculated from CO2 samples 
(TTCO2), ranged from 100 years in shallow samples to over 4,000 years at depth (Table 1a, 
Table 2a).  While these values varied considerably among profiles and sampling dates, the 
longest TTCO2 values were measured near the permafrost table in high, dry polygon 
features such as centers of HC polygons and rims of FC and LC polygons.  TTSOM values 
followed the same spatial trend, but were considerably longer than TTCO2, reflecting 
greater contributions of slowly cycling carbon (Table 2b). TTSOM of shallow samples from 
FC and HC polygons ranged from 720 to 1,950 y, whereas shallow TTSOM from LC 
polygons varied between only 150 and 380 years.  For deep soil samples, TTSOM ranged 
from 4,600 to >10,000 y in FC and HC polygons and from 170 to 1,040 y in LC polygons.  
In one case (LC4-center), TTCO2 was longer than TTSOM, suggesting that carbon in the 
bulk soil cycled more rapidly than that mineralized to CO2 during the incubation.  This 
counterintuitive result is likely an artifact of the long incubation time, as 15 to 53 % of the 
carbon in shallow LC samples was mineralized during the anaerobic incubation (across 
both aerobic and anaerobic treatments), as compared with 0.5 to 4.2 % from other 
polygon types and depths.  With such high mineralization rates in a system with no 
inputs, these shallow LC samples violated the steady-state assumption of the turnover 
time model. 

Profile soil carbon stocks were higher in 2012 (1.38 to 4.99 g C cm-2) than 2014 
(0.258 to 0.615 g C cm-2) due to differences in thaw depth at the time of sampling (and 
thus length of core) and in the amount of surface moss removed during core division 
(Table 1b, Table 2b).  Comparing cores collected in 2014, carbon contents and 
decomposability varied among polygon types.  Whereas thaw depths were greater in LC 
polygons (41 to 44 cm) than HC or FC polygons (22 to 23.5 and 16 to 31 cm), LC 
polygons had lower profile carbon contents (0.28 +/- 0.019 g C cm-2) than HC or FC 
polygons (0.54 +/- 0.12 and 0.59 +/- 0.030 g C cm-2 respectively), due to high water 
contents in LC polygon samples (Table 2b).  Despite these lower carbon contents, 
however, LC polygon cores produced CO2 at rates comparable to the other polygon types 
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(Fig. 3, Fig. 4), suggesting that carbon from these LC polygons was more readily 
decomposed than from HC or LC polygons. 
 
Temperature sensitivities of soil carbon pools 

Using radiocarbon measurements from the temperature incubation, we evaluated 
how temperature affected the dynamics of soil carbon pools.  Δ14CCO2 values decreased 
monotonically throughout the incubation in nearly all cores (Fig. 1), corresponding to 
increasingly long carbon turnover times for the carbon in the decomposition flux (Table 
1a).  This change in substrate utilization was accompanied by a decrease in total CO2 
production between the two 5°C incubation periods (Fig. 3).  Together, these 
observations suggest that readily decomposable carbon substrates became depleted over 
the course of the experiment, increasing the relative contribution of 14C-depleted, slowly 
cycling carbon to the total CO2 flux.   

In addition to this source depletion effect, we observed clear temperature 
sensitivity in the carbon mineralization rate, which peaked during the second (10°C) 
incubation period (Table 1a, Fig. 3).  To compare the temperature sensitivities of different 
carbon pools, we separated the effect of temperature on each carbon pool from that pool’s 
overall trend in CO2 production.  With active and passive carbon pool CO2 production 
rates (turnover times = 50 and 5,000 years) calculated from Δ14CCO2 measurements, we 
calculated two metrics: Δ3 = the difference in CO2 production between periods 1 and 3, 
i.e., due to source depletion or microbial acclimation (the time effect); and Δ2 = the 
difference in CO2 production between periods 1 and 2, i.e., the temperature response 
combined with the time effect.  We observed a strong positive linear relationship between 
Δ2 and Δ3 (Fig. 5).  In all but two cases, CO2 production decreased between incubation 
periods 1 and 3, due likely to substrate depletion.  The two cases in which CO2 production 
increased with time (Δ3 > 0) may have been due to microbial responses to incubation 
conditions.   

The strong linear relationship between Δ3 and Δ2 allowed us to estimate the 
temperature effect in the absence of source depletion or microbial acclimation. The y-
intercept of this relationship (41.2 ± 2.1 from a linear mixed-effects model) estimates the 
effect of a 5°C temperature increase on CO2 production with no background change in 
carbon mineralization, i.e., when Δ3 = 0 %.  We found that neither carbon pool nor the 
pool × Δ3 interaction were significant predictors in this model, indicating no significant 
differences in either the y-intercept or slope between passive and active pools.  Rather, 
both carbon pools displayed the same temperature sensitivity.  Thus, after accounting for 
source depletion, a 5°C temperature increase stimulated a 41.2 % increase in carbon 
mineralization for both pools, equal to a Q10 of ~2.   
 
Carbon turnover under aerobic vs. anaerobic conditions 

We used parallel incubations to evaluate the influence of aerobic vs. anaerobic 
conditions on total decomposition rates and the relative decomposition rates of soil 
carbon pools.  CO2 evolution rates were higher in aerobic than anaerobic incubations 
(Table 2a).  For individual (divided) samples, we define oxygen sensitivity as the percent 
difference in carbon mineralization rate between aerobic and anaerobic treatments: (Jaerobic 
– Janaerobic)/Janaerobic × 100, where J is the rate of CO2 production per unit dry soil mass.  This 
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oxygen sensitivity varied widely among soil cores, from 27 % (HC1-center) to 370 % 
(LC3-center), with no relationship to total CO2 production rate.  Similarly, oxygen 
sensitivity had no relationship to Δ14CCO2, nor did Δ14CCO2 values differ significantly 
between aerobic and anaerobic treatments (Table 3, Fig. 2a). These findings indicate that 
while oxygen sensitivity varied spatially (among cores), it was not significantly different 
between fast-cycling and slow-cycling carbon pools.  

Because of the large difference between treatments in total carbon mineralization, 
the influence of substrate depletion on Δ14CCO2 was likely greater for aerobic than 
anaerobic replicates. Fortunately, the direction of this effect—i.e., decreasing aerobic 
Δ14CCO2 values relative to those in anaerobic incubations—is the same as our tested 
hypothesis.  For this reason, it is unlikely that source depletion masked an influence of 
oxygen availability on relative carbon pool decomposition rates.  Instead, our findings 
suggest that oxygen availability did not measurably influence either the distribution of 
carbon among pools or their relative decomposition rate constants.  
 
Discussion 

Within the century, high latitude ecosystems are expected to shift from a sink to a 
source of atmospheric CO2 due to climate-induced increases in soil carbon mineralization 
(Koven et al., 2011; McGuire et al., 2012; Schuur et al., 2015).  The magnitude of this 
effect remains uncertain, due in large part to unknown environmental sensitivities of 
organic matter decomposition (Mikan et al., 2002; Davidson & Janssens, 2006; Koven et 
al., 2015).  With two soil incubation experiments, we evaluated these environmental 
sensitivities in a set of soils from Arctic Alaska.  We asked how soil carbon cycling (1) 
varies with depth in the soil profile and across permafrost features, (2) responds to 
changes in temperature, and (3) changes with transitions between aerobic and anaerobic 
conditions.  Using natural abundance radiocarbon measurements of CO2 and bulk soil 
organic matter, we distinguished the relative effect of experimental treatments on the fast 
and slow pools of soil organic carbon. 

With CO2 production rates, Δ14CCO2, and Δ14CSOM from two soil incubation 
experiments, we observed clear spatial patterns in soil carbon cycling rates, both vertically 
in the soil profile and across distinct landscape features.  Strong vertical gradients in 
Δ14CCO2 and Δ14CSOM (Fig. 1, Fig. 2) reflect a shift from rapidly cycling carbon near the soil 
surface to more slow-cycling carbon near the permafrost table.  This pattern is common 
to other, less northerly ecosystems and soil types (Paul et al., 1997; Gaudinski et al., 2000; 
Trumbore, 2000; Torn et al., 2002; Hicks Pries et al., 2013; McFarlane et al., 2013), but 
our Δ14C values are comparatively negative at relatively shallow depths.  In these high 
latitude soils, cold, often frozen or anaerobic soils slow carbon cycling at all depths and 
compress steep vertical Δ14C profiles into the shallow active layer.  Old carbon emissions 
have been measured from comparable depths in other high latitude sites (Schuur et al., 
2009; Hicks Pries et al., 2013, 2015), but the Δ14C values measured in this study are nearly 
an order of magnitude lower.  As seen in field-based radiocarbon measurements from 
ecosystem respiration and soil pore space CO2 (Appendix E) this effect was most 
pronounced in high, dry microtopographic features such as HC polygon centers and FC 
polygon rims.  There, insulation due to low soil water contents and high moss coverage 
lead to particularly shallow thaw depths (Dyrness, 1982; Ping et al., 2015) and low Δ14CCO2 
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and Δ14CSOM values (Table 2b, Table 3).  In contrast, LC polygons had deeper thaw (Table 
2b), less negative Δ14C at depth (Fig. 2), and greater CO2 production potential (Fig. 4), 
reflecting the influence of substrate chemistry, physio-chemical state, and environmental 
variables such as temperature and oxygen availability on carbon cycling rates (Torn et al., 
1997; Schmidt et al., 2011). 

This study used long-term incubations of different soil depths to fractionate soils 
into four separate pools: respired CO2 and residual SOM from near-surface and 
permafrost table samples.  Turnover times calculated from radiocarbon measurements 
provide a means to compare carbon cycling rates among these pools (Table 1, Table 2). 
CO2 samples reflect the pool of carbon being mineralized at each depth. Turnover times 
of this respired pool ranged broadly, from ~100 to 500 years in shallow samples and from 
~200 to >4,000 years at depth.  Such long turnover times, particularly from deep samples, 
demonstrate that carbon that cycles on timescales as long as millennia is available to 
decomposition under unfrozen conditions.  Co-located field-based measurements of 
radiocarbon in soil surface emissions and soil pore space confirm that these long turnover 
times reflect in situ cycling rates (Appendix E).  At only 20 cm depth, soil pore space CO2 
in three locations had calculated turnover times longer than 3000 years (median = 1375 
y), and turnover times as long as 1700 years were calculated from surface CO2 emissions 
(median = 270 y).  In both incubations and in situ soils, we thus see mineralization of 
very old carbon—so old, in fact, that losses may not be sustainable.  In particular, 
decomposition of these of relic carbon stores is likely to increase with permafrost thaw 
and active layer warming (Schuur et al., 2013, 2015; Schädel et al., 2014).  As seen in other 
sites undergoing natural or experimental warming (Schuur et al., 2009; Hicks Pries et al., 
2013, 2015), such a change may lead to net losses of ancient carbon from these tundra 
soils.  

Following a 379-day incubation at 3°C, carbon in the remaining soil samples 
reflects more slowly cycling pools.  The near-surface SOM pool includes carbon in 
contact with rhizosphere carbon inputs (Iversen et al., 2015), warmer temperatures, and 
abundant decomposers (Kaiser et al., 2007; Sistla et al., 2013), whereas near-permafrost 
SOM is more environmentally isolated, with slower carbon inputs due to shallow rooting 
depths (Iversen et al., 2015) and slower outputs due to low temperatures and often frozen 
conditions.  Turnover times of these two pools reflect their relative isolation, with near-
surface TTSOM values of ~100 to 1,000 years and near-permafrost TTSOM values of ~500 to 
>10,000 years.  Notably, TTSOM values were greater than TTCO2 across all samples from 
both depth increments, indicating gradients of decomposability within each sample.  

Turnover times calculated from Δ14C represent the inverse first-order cycling rates 
of homogeneous, steady-state pools (Sierra et al., 2017). We note that the carbon pools in 
this study were not truly homogeneous.  Even the most rapidly cycling pools, for instance, 
had turnover times longer than 100 years.  There, much of the carbon likely cycles on 
annual to decadal timescales, with small inputs from very slow-cycling carbon.  
Additionally, some samples may not have met the steady-state assumption.  In some deep 
samples in particular, cryoturbation and interannual variations in thaw depth may have 
isolated soils for years, decades, or centuries (Kaiser et al., 2007; Gittel et al., 2014).  From 
HC1-center, for example, we calculated TTSOM greater than 10,000 years.  While it is 
possible that this indicates the presence of Pleistocene carbon (Jorgenson & Brown, 
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2005), it more likely reflects non-steady state conditions due to abundant cryoturbation at 
our site (Bockheim et al., 1999).  This study’s turnover times, therefore, do not quantify 
real decomposition rates of homogeneous pools.  Rather, they provide a semi-quantitative 
means of comparison across profiles and depths. 

With radiocarbon measurements from the two incubation studies, we tested 
whether slow-cycling and fast-cycling carbon pools were equally sensitive to differences 
in temperature or aerobic/anaerobic conditions.  We tested the temperature effect with 
three sequential incubations at 5°C, 10°C, then 5°C, normalizing the change in CO2 
production due to temperature to the overall change in source pool size.  We found that 
the temperature sensitivity of decomposition was invariant across pools, with a constant 
Q10 of ~2 (Fig. 5).  By using three sequential incubations of intact cores, we avoided two 
methodological issues common to incubation studies.  First, because treatments were 
applied to each core in succession, we did not need to homogenize soils to generate 
replicates.  Instead, we minimized disturbance to soil structure and maintained physical 
soil carbon protection within aggregates (Jastrow et al., 1996).  Second, we used the third 
(5°C) incubation period to account for substrate depletion and/or changes in microbial 
activity (Bradford et al., 2008; Kirschbaum, 2013).  Particularly when using the 
radiocarbon tracer in non-steady state systems, pool size and temperature effects may 
otherwise be confounded.  With this method, we effectively isolated temperature from 
other controls on carbon decomposition, finding that passive and active carbon pools 
were equally temperature-sensitive.  

To test the effect of oxygen availability on soil carbon dynamics, we conducted 
parallel incubations under aerobic and anaerobic conditions, using radiocarbon 
measurements of respired CO2 to compare carbon source distributions in the respiration 
flux.  We found no systematic differences in Δ14CCO2 between aerobic and anaerobic 
replicates (Fig. 2a).  If thermodynamic constraints under anaerobic conditions structured 
carbon pools based on substrate chemistry (Keiluweit et al., 2016), we should have seen 
increased mineralization of old substrates in aerobic replicates that were previously 
stabilized by anaerobic conditions.  Instead, we found that both fast- and slow-cycling soil 
pools were highly sensitive to oxygen availability.  Total CO2 production differed clearly 
between treatments (Table 2a), even though Δ14CCO2 did not.  This difference varied 
widely among soil samples, with notably high oxygen sensitivity in the fast-cycling LC 
polygon samples.  This spatial variability in oxygen sensitivity may be due to differences 
across cores in substrate chemistry (but not among carbon age classes within cores).  
Alternatively, oxygen sensitivity may be controlled by other environmental variables such 
as the availability of alternative electron acceptors for anaerobic respiration (Chowdhury 
et al., 2014; Herndon et al., 2015), microbial community composition (Mackelprang et 
al., 2011; Lipson et al., 2013, 2015), or oxygen penetration into soil aggregates 
(Mangalassery et al., 2013). 

If chemical recalcitrance were the primary means of carbon stabilization, 
substrates with higher activation energy should dominate the slow-cycling carbon pools.  
Accordingly, kinetic theory predicts that this slow pool should be more sensitive to 
temperature and oxygen availability than more rapidly cycling, chemically labile carbon 
(Conant et al., 2011; Keiluweit et al., 2016).  We did not observe this relationship.  
Instead, the lack of correspondence between carbon cycling rates and temperature or 
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oxygen sensitivities suggests two likely explanations.  First, carbon pools, as defined by 
their cycling rates, may not be chemically distinct (Kleber et al., 2011).  This effect may be 
particularly pronounced in these high-latitude soils where cold, frozen, and/or anoxic 
conditions inhibit decomposition of all carbon substrates.  There, even the most slowly 
cycling carbon pools may have a broad range of decomposability (Zimov et al., 2006; Paré 
& Bedard-Haughn, 2013; Strauss et al., 2014).  Second, carbon stabilization mechanisms 
other than chemical recalcitrance may mediate substrate sensitivities to temperature and 
oxygen availability (Davidson & Janssens, 2006; Gillabel et al., 2010; Schmidt et al., 2011). 
For example, soil carbon temperature sensitivities may be constrained by low exoenzyme 
activities and microbial abundances in slow-cycling Arctic soils (Waldrop et al., 2010).  

The literature lacks consensus on the relative temperature or oxygen sensitivities 
of different soil carbon pools.  Across a broad range of ecosystems, soils, and substrate 
types, numerous studies have found negative correlations between carbon 
decomposability and its sensitivity to temperature (e.g., Melillo et al., 2002; Fierer et al., 
2005; Knorr et al., 2005; Koch et al., 2007; Hartley & Ineson, 2008; Hilasvuori et al., 2013) 
or anoxia (Updegraff et al., 1995; Bridgham et al., 1998; Knoblauch et al., 2013), whereas 
others align with our findings that fast and slow carbon pools are equally temperature-
sensitive (e.g., Townsend et al., 1997; Fang et al., 2005; Reichstein et al., 2005).  A review 
by Conant et al., (2011) suggests the temperature sensitivity-carbon pool relationship 
depends on incubation methodology.  In general, studies that have preserved soil 
structure have found different temperature sensitivities among pools, whereas the 
opposite has been found when soils were sieved and homogenized.  Accordingly, the 
relationship between temperature sensitivity and turnover time may be mediated by 
carbon stabilization mechanisms other than chemical recalcitrance (Davidson & Janssens, 
2006).  In some cases, as when soils are homogenized, methodological artifacts may thus 
obscure a temperature response by disturbing aggregate stability.  Other times, however, 
as with our slow-cycling Arctic soils, temperature itself may dominate carbon 
stabilization, slowing decomposition irrespective of substrate chemistry.  In such cases, 
changes to the substrate age-decomposability relationship are not methodological 
artifacts, but rather real properties of the experimental treatment.  

This study informs not only general models of carbon stabilization and 
vulnerability, but also quantitative models of soil carbon dynamics.  For models 
representing high latitude carbon dynamics, we find that a Q10 of 2 provides a reasonable 
approximation for soil carbon temperature sensitivity.  Notably, we do not find evidence 
that the Q10 parameter should differ among carbon pools. Additionally, our findings 
support the use of radiocarbon measurements from soil incubations to partition field CO2 
emissions into individual source components (Schuur & Trumbore, 2006; Hicks Pries et 
al., 2013).  This method requires that Δ14C values of CO2 emissions be insensitive to 
incubation conditions, an assumption that has not been well tested (Trumbore, 2006).  
Our study validates this assumption, finding that radiocarbon contents of CO2—
providing end-member values for mixing model studies—are unaffected by incubation 
temperature or oxygen availability.  
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Conclusion 
Soil carbon vulnerability to climate change depends on its inherent 

decomposability and environmental sensitivity.  In the high latitudes in particular, carbon 
stored for centuries or millennia in permafrost or active layer soils may be vulnerable to 
soil warming and drainage (Schuur et al., 2009; Hicks Pries et al., 2013).  Whether or not 
environmental sensitivities differ among soil carbon pools has strong implications for 
future carbon stocks (Reichstein et al., 2005).  Given the large proportion of soil carbon 
stored in slow-cycling pools (Schädel et al., 2014), long-term changes in soil carbon 
stocks are especially sensitive to these pools’ dynamics (Davidson & Janssens, 2006). With 
soils from Arctic Alaska, we found no differences in environmental sensitivity among 
carbon pools.  Slow-cycling and fast-cycling carbon responded comparably to changes in 
temperature, with decomposition increasing by roughly 40 % under 5°C of warming.  
Similarly, while soil carbon mineralization depended strongly on oxygen availability, this 
dependence was no greater for slow-cycling than for fast-cycling carbon. While cold 
temperatures and anaerobic conditions are key mechanisms for preserving ancient 
carbon at depth, we thus observed little evidence for selective preservation based substrate 
chemistry (chemical recalcitrance).  Instead, other ecosystem properties such as cold 
temperatures and often-frozen conditions are likely more important mechanisms for 
stabilizing carbon in these soils (Schmidt et al., 2011). Importantly, these findings suggest 
that all carbon in active layer soils will respond to similarly to soil microclimate changes, 
irrespective of depth or historical cycling rate.  
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Tables and Figures 
 
Table 1 
Properties of bulk soil and emitted CO2 in the temperature incubation 
 
(a) Effects of depth, incubation duration, and temperature on the rate, isotopic 
composition, and turnover time of emitted CO2 

 
Profile 

 

Depth 

(cm) 

Incubation period CO2 flux*  

(mg C d-1) 

δ13CCO2 

(‰) 

Analysis year F14C Δ14CCO2 

(‰) 

TTCO2 

(y) 

HC1-rim 

0-14 

T1 (5°C) 0.211 -29.4 2013 1.033 25.2 ± 3.1 260 

T2 (10°C) 0.135 -27.4 2013 0.9572 -50 ± 2.7 690 

T3 (5°C) 0.0822 -26.9 2017 0.9524 -55.2 ±2.0 730 

14-31 

T1 (5°C) 0.208 -- 2013 0.7899** -216.1 ± 3.0** 2440 

T2 (10°C) 0.207 -27.0 2013 0.7109 -294.5 ± 2.3 3610 

T3 (5°C) 0.133 -26.2 2017 0.7037 -301.0 ± 1.3 3730 

HC1-trough 

0-7 

T1 (5°C) 0.495 -27.9 2013 1.0415 33.6 ± 3.5 230 

T2 (10°C) 0.482 -27.7 2013 1.0527 44.7 ± 3.8 200 

T3 (5°C) 0.373 -- -- -- -- -- 

7-27 

T1 (5°C) 0.0915 -22.7 2013 0.9640 -43.3 ± 3.6 640 

T2 (10°C) 0.107 -27.6 2013 0.9746 -32.8 ± 2.8 560-570 

T3 (5°C) 0.0757 -27.0 2017 0.9806 -27.2 ± 2.0 530 

27-37 

T1 (5°C) 0.0646 -25.3 2013 0.9348 -72.3 ± 3.0 870 

T2 (10°C) 0.0822 -27.6 2013 0.9086 -98.3 ± 3.9 1100 

T3 (5°C) 0.0623 -26.4 2017 0.9073 -99.9 ± 1.7 1120 

HC3-center 

0-13 

T1 (5°C) 0.277 -26.4 2013 0.9914 -16.1 ± 2.9 460 

T2 (10°C) 0.287 -26.4 2013 0.9705 -36.8 ± 2.8 590 

T3 (5°C) 0.184 -26.3 2017 0.9712 -36.5 ± 1.7 590 

13-27 

T1 (5°C) 0.121 -26.7 2013 0.7976 -208.5 ± 2.5 2340 

T2 (10°C) 0.156 -26.7 2013 0.7729 -232.9 ± 2.2 2670 

T3 (5°C) 0.102 -25.9 2017 0.7632 -242.8 ± 1.4 2810 

FC2-center 

0-8 

T1 (5°C) 0.351 -28.1 2013 1.0317 23.8 ± 3.6 270 

T2 (10°C) 0.353 -28.2 2013 1.0436 35.7 ± 3.0 220-230 

T3 (5°C) 0.215 -27.7 2017 1.0409 32.6 ± 1.9 220-230 

8-26 

T1 (5°C) 0.138 -27.2 2013 0.9660 -41.4 ± 2.9 630 

T2 (10°C) 0.135 -28.2 2013 0.9109 -96.0 ± 3.4 1080 

T3 (5°C) 0.0833 -- -- -- -- -- 

26-39 

T1 (5°C) 0.0833 -22.9 2013 0.7915 -214.6 ± 2.4 2420 

T2 (10°C) 0.113 -27.3 2013 0.7780 -227.9 ± 2.3 2600 

T3 (5°C) .0757 -27.6 2017 0.7840 -222.3 ± 1.4 2520 

       (table continues) 
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Profile 

 

Depth 

(cm) 

Incubation period CO2 flux*  

(mg C d-1) 

δ13CCO2 

(‰) 

Analysis year F14C Δ14CCO2 

(‰) 

TTCO2 

(y) 

 
FC2-rim 

 

0-6 

T1 (5°C) 0.194 -27.0 2013 1.0675 59.4 ± 3.4 160-170 

T2 (10°C) 0.195 -26.7 2013 1.0787 70.5 ± 3.5 140 

T3 (5°C) 0.112 -25.7 2017 1.0662 57.7 ± 2.2 170 

11-33 

T1 (5°C) 0.278 -28.2 2013 0.6787 -326.4 ± 2.5 4160 

T2 (10°C) 0.362 -28.5 2013 0.6563 -348.7 ± 1.9 4580 

T3 (5°C) 0.241 -28.1 2017 0.6549 -350.3 ± 1.2 4620 

FC4-center 

0-6 

T1 (5°C) 0.267 -27.7 2013 1.0451 37.2 ± 5.4 220 

T2 (10°C) 0.287 -28.0 2013 1.0424 34.4 ± 3.0 230 

T3 (5°C) 0.176 -27.4 2017 1.0333 25.0 ± 1.9 260 

6-20 

T1 (5°C) 0.113 -26.8 2013 0.8244 -181.9 ± 2.5 2000 

T2 (10°C) 0.132 -28.4 2013 0.7883 -217.7 ± 2.3 2460 

T3 (5°C) 0.0913 -27.9 2017 0.7871 -219.1 ± 1.7 2480 

20-34 

T1 (5°C) 0.168 -24.4 2013 0.7181 -287.4 ± 2.4 3490 

T2 (10°C) 0.192 -26.9 2013 0.7301 -275.4 ± 2.5 3300 

T3 (5°C) 0.13 -27.9 2017 0.7415 -264.3 ± 1.3 3130 

 
FC4-rim 

 

0-5 

T1 (5°C) 0.178 -27.3 2013 1.0948 86.5 ± 3.5 110-120 

T2 (10°C) 0.200 -25.0 2013 1.1056 97.2 ± 3.8 100 

T3 (5°C) 0.135 -26.8 2017 1.1051 96.3 ± 2.0 100 

5-14 

T1 (5°C) 0.0555 -25.0 2013 0.8620 -144.5 ± 4.4 1570 

T2 (10°C) 0.0730 -28.3 2013 0.8339 -172.4 ± 2.9 1890 

T3 (5°C) 0.0423 -- -- -- -- -- 

14-21 

T1 (5°C) 0.130 -25.0 2013 0.7989 -207.1 ± 3.6 2320 

T2 (10°C) 0.137 -28.4 2013 0.7870 -219.0 ± 2.8 2480 

T3 (5°C) 0.0891 -27.8 2017 0.7917 -214.6 ± 1.7 2420 

LC1-center 

0-14 

T1 (5°C) 0.403 -28.7 2013 1.0263 18.6 ± 3.0 290 

T2 (10°C) 0.467 -29.2 2013 1.0188 11.0 ± 3.4 320 

T3 (5°C) 0.294 -28.9 2017 1.0096 1.6 ± 1.8 360 

14-30 

T1 (5°C) 0.144 -27.9 2013 0.8468 -141.8 ± 2.8 1540 

T2 (10°C) 0.162 -28.5 2013 0.8552 -151.3 ± 2.5 1650 

T3 (5°C) 0.117 -28.4 2017 0.8460 -160.7 ± 1.5 1750 

LC1-rim 

0-14 

T1 (5°C) 0.404 -27.7 2013 0.9589 -48.3 ± 3.7 680 

T2 (10°C) 0.429 -27.7 2013 0.9490 -58.2 ± 2.7 750 

T3 (5°C) 0.255 -27.1 2017 0.9516 -56.0 ± 1.7 740 

14-35 

T1 (5°C) 0.375 -27.5 2013 0.7147 -290.7 ± 2.3 3540 

T2 (10°C) 0.382 -27.8 2013 0.6882 -317.0 ± 2.5 3990 

T3 (5°C) 0.237 -27.4 2017 0.6835 -321.9 ± 1.2 4080 

*Average CO2 production rate for each incubation period 
**Calculated with an approximate δ13C value of -25 ‰ 
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(b) Water, organic carbon, and nitrogen content of bulk soil samples 

Profile 

 

Depth 

(cm) 

GWC 

(gwater gdrysoil
-1) 

%C 

 

%N 

 

Carbon content 

(g C) 

Carbon content 

(g C cm-2) 

HC1-rim 
0-14 0.744 15.1 0.83 3.67 0.724 

14-31 2.00 25.3 1.48 3.48 0.687 

     Total = 7.15 Total = 1.41 

HC1-trough 
0-7 3.3 44.4 2.54 1.80 0.356 

7-27 0.240 4.40 0.26 3.03 0.598 

27-37 0.34 8.13 0.46 2.14 0.423 

     Total = 6.97  Total = 1.38 

HC3-center 
0-13 0.978 25.9 1.30 3.33 0.656 

13-27 1.26 24.0 1.30 2.59 0.512 

     Total = 5.92 Total = 1.17 

 
FC2-center 

 

0-8 0.314 40.5 2.32 20.6 4.06 

8-26 0.186 3.51 0.18 2.66 0.524 

26-39 0.27 5.71 0.32 2.08 0.410 

     Total = 25.3  Total = 4.99 

 
FC2-rim 

 

0-6 2.3 40.4 2.32 1.67 0.329 

6-11 0.44 12.6 0.58 1.47 0.289 

11-33 0.955 18.2 1.03 7.29   1.44 

     Total = 10.4 Total = 2.06 

 
FC4-center 

 

0-6 2.7 42.2 2.45 1.83 0.361 

6-20 0.385 9.35 0.50 3.61 0.712 

20-34 0.802 15.0 0.86 3.28 0.646 

     Total = 8.71  Total = 1.72 

 
FC4-rim 

 

0-5 2.6 41.0 2.03 1.03 0.204 

5-14 0.327 8.37 0.42 2.92 0.577 

14-21 0.801 19.9 1.15 3.02 0.595 

     Total = 6.98 Total = 1.38 

LC1-center 
0-14 0.299 29.5 1.63 15.5   3.05 

14-30 1.8 26.8 1.43 2.15 0.425 

     Total = 17.6 Total = 3.48 

LC1-rim 
0-14 0.783 19.2 0.88 5.38   1.06 

14-35 1.35 28.5 1.49 6.29   1.24 

     Total = 11.7 Total = 2.30 
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Table 2 
Properties of bulk soil and emitted CO2 in the anaerobic incubation 
 
(a) Effects of depth and oxygen availability on the flux rate, isotopic composition, and 
turnover time of emitted CO2 

 

Profile 

 

Depth 

(cm) 

Headspace 

 

CO2 flux* 

(μg C d-1) 

δ13CCO2 

(‰) 

Analysis year 

 

F14C 

 

Δ14CCO2 

(‰) 

TTCO2 

(y) 

HC1-center 

0-11.25 Aerobic 82.3 -26.3 2016 1.0991 90.4 ± 3.5 110 

11.25-22.5 Aerobic 10.2 -22.9 2016 0.6797 -325.7 ± 2.0 4150 

11.25-22.5 Anaerobic 9.10 -25.6 2016 0.6990 -306.6 ± 2.0 3810 

HC2-center 

0-11 Aerobic 83.4 -27.7 2016 1.0012 -6.8 ± 3.8 400-410 

11-22 Aerobic 12.6 -26.9 2016 0.7741 -232.1 ± 2.2 2660 

11-22 Anaerobic 6.64 -26.3 2016 0.6993 -306.3 ± 2 3810 

HC3-center 

0-11.23 Aerobic 113 -26.3 2016 1.0370 28.8 ± 3.0 250 

11.25-23.5 Aerobic 10.0 -27.6 2016 0.6808 -324.6 ± 2.0 4130 

11.25-23.5 Anaerobic 7.16 -23.2 2016 0.6583 -346.9 ± 1.9 4550 

FC1-center 

0-11.5 Aerobic 192 -28.5 2016 1.0365 28.3 ± 3.3 250 

11.5-23 Aerobic 9.29 -26.3 2016 0.8691 -137.8 ± 3.6 1500 

11.5-23 Anaerobic 4.77 -25.3 2016 0.8495 -157.2 ± 2.6 1710 

FC3-center 

0-8 Aerobic 100 -27.4 2016 1.0320 23.8 ± 3.4 160-170 

8-16 Aerobic 13.6 -27.2 2016 0.8395 -167.1 ± 2.4 1830 

8-16 Anaerobic 8.47 -25.8 2016 0.862 -144.9 ± 2.5 1580 

FC4-center 

0-15.5 Aerobic 214 -27.7 2016 1.0758 67.2 ± 3.8 140-150 

15.5-31 Aerobic 16.2 -24.4 2016 0.7793 -226.9 ± 2.8 2760 

15.5-31 Anaerobic 8.16 -27.2 2016 0.7666 -239.5 ± 2.8 2580 

LC2-center 

0-10 (water) Aerobic 8.80 -32.2 2016 1.0112 3.2 ± 2.9 350 

10-44 (sediment) Aerobic 87.4 -31.2 2016 1.0298 21.6 ± 3.9 270 

10-44 (sediment) Anaerobic 47.9 -- -- -- -- -- 

LC3-center 

0-9.5 (water) Aerobic 4.86 -28.2 2016 0.9294 -78.0 ± 2.7 920 

9.5-41 (sediment) Aerobic 127 -29.07 2016 1.0771 68.5 ± 3.4 140-150 

9.5-41 (sediment) Anaerobic 38.2 -16.63 2016 1.0472 38.9 ± 3.0 210-220 

LC4-center 

0-15 (water) Aerobic 9.09 -- -- -- -- -- 

15-41 (sediment) Aerobic 118 -19.0 2016 1.0362 28.0 ± 3.0 250 

15-41 (sediment) Anaerobic 28.9 -31.5 2016 1.0359 27.6 ± 3.0 250 

*Average CO2 flux from the first 189 days of the incubation, prior to notable flux rate decreases 
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Figure 1. Effects of temperature and incubation duration on Δ14C of CO2.  Intact core 
increments were incubated in 3 sequential periods (T1, T2, and T3) for 13, 16, and 21 
days.  Δ14CCO2 values reflect radiocarbon contents of total CO2 produced per incubation 
period. 
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Figure 2. Δ14C of (a) CO2 and (b) bulk soil organic matter from soils incubated at 3°C for 
379 days.  Δ14CCO2 represents cumulative CO2 production throughout the incubation, and 
Δ14CSOM reflects radiocarbon contents of the remaining bulk soil. 
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Figure 3. CO2 production potential from cores incubated sequentially for 13 days at 5°C, 
16 days at 10°C, and 21 days at 5°C. CO2 evolution rates reflect mean CO2 production per 
1” diameter soil core.  (Length and dry weight of cores vary.) 
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Figure 4. Aerobic CO2 production potential from soil cores incubated at 3°C.  CO2 
evolution rates reflect mean CO2 production over 189 days per 1” diameter soil core.  
(Length and dry weight of cores vary.)  Deep-soil CO2 evolution rates are scaled from 
aerobic replicates to the total carbon content of each 1” diameter soil core increment.  
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Figure 5. Temperature sensitivity and time effect during the temperature incubation.  For 
each passive-pool (TT=5000 y) or active-pool (TT=50 y) component of CO2 production, 
Δ2 = the difference in CO2 production between incubation periods 1 (5°C) and 2 (10°C).  
Δ3 = the difference in CO2 production between incubation periods 1 and 3 (both 5°C).  
The regression line represents the best linear fit from a linear mixed effects model 
including all incubated core increments.  The y-intercept (41.2 ± 2.1) estimates the 
change in CO2 production due to a 5°C temperature increase in the absence of any 
temperature-independent change in the carbon mineralization rate, i.e., when the time 
effect = 0. 
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APPENDIX B: LOCAL CH4 EMISSIONS DECREASE DUE TO A 25% SHIFT IN 
AREA FROM LOW-CENTERED TO FLAT/HIGH-CENTERED POLYGONS 

 
In the Barrow Environmental Observatory, the percent land surface cover of 

polygon types is 35.12 % LC polygons and 64.88 % FHC polygons. Given average CH4 
flux rates of 64.3 nmol m-2 s-1 for LC polygons and 6.75 nmol m-2 s-1 for FHC polygons, we 
calculated the percentage change over the BEO in CH4 due to a 25% shift from LC 
polygon area to FHC polygon area according to the following: 
 

%  change =
∆Flux
    Flux!

  ×  100 =   
0.25 0.3512  ×  6.75 − 0.25 0.3512  ×  64.3

0.3512  ×  64.3 + 0.6488  ×  6.75
  ×  100 =   −19  % 
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APPENDIX C: COMPARISON BETWEEN GLUCOSE  
ADDITION AND PRODUCTIVITY INCREASE 

 
Based on observations, the glucose needed to double CO2 efflux = 5-10 times 

current rate of 6.125 g glucose per mesocosm, or 30-60 g glucose per mesocosm.  This is 
equivalent to 1-2 moles C per mesocosm, or 20-40 moles C m-2.  If we assume root 
exudation equals 10 % of total net C fixation (Loya et al., 2002; Farrar et al., 2003), our 
glucose addition of 6.125 g per mesocosm is equivalent to an increase in net C fixation of 
200-400 moles C m-2.  Assuming NPP/GPP = 0.5 (Turner et al., 2006; Zhang et al., 2009), 
this corresponds to a gross C fixation increase of 400-800 moles C m-2.  With an average 
growing season (June-September) GPP of ~0.8 μmol m-2 s-1 (Olivas et al., 2010) or 8.3 
moles C m-2 y-1, a glucose addition of 30-60 g per mesocosm is equivalent to ~50-100 
years of C fixation at current production rates. 
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APPENDIX D: ATMOSPHERIC RADIOCARBON IN  
BARROW, ALASKA, 1750-2014 

 
To model carbon turnover times from radiocarbon measurements, we constructed an 
annually resolved time series of atmospheric Δ14C for Barrow, Alaska. 
 
Datasets used 

1. The IntCal13 dataset provides pre-bomb radiocarbon values at 5-year resolution 
until 1950 (Reimer et al., 2013). 

2. Radiocarbon measurements made in Fruholmen, Norway cover the period from 
December 1962 through June 1993 (Nydal & Lövseth, 1996).  Limited 
measurements from Point Barrow between 1985 and 1991 confirm that this 
dataset provides a close approximation for Barrow, Alaska values (Meijer et al., 
2008).   

3. Radiocarbon measurements made in Point Barrow between June 1999 through 
December 2007 were published in Graven et al., (2012). 

4. On August 12, 2012, July 13, 2013, September 2, 2014 and September 7, 2014, we 
collected air samples from the Barrow Environmental Observatory in 3 L 
evacuated stainless steel canisters.  CO2 was extracted from air samples and 
analyzed for radiocarbon according to the methods described in chapter 4. 

 
Data selection and Gap-filling 
 Due to seasonal cycles of ecosystem carbon exchange, atmospheric radiocarbon 
values vary seasonally by ~10 ‰ in Barrow, peaking in late winter.  Because CO2 fixation 
occurs primarily in summer, summertime radiocarbon values best represent atmospheric 
inputs for turnover time modeling.  For each year with available radiocarbon data, we 
calculated an annual summertime average using measurements from July and August, the 
months of maximum CO2 uptake in Barrow (cite Zona et al 2014 Dennis et al).   Because 
July/August data were unavailable for 2014, we used the average of the measurements 
made on September 2 and 7.  From the IntCal13 dataset, annually resolved data were 
interpolated using a smoothing spline with 1 degree of freedom (R version 3.3.3 “Another 
Canoe,” 2017-03-06). 
 With these annualized datasets, no data were available for the following years: 
1951-1962, 1992-2000, and 2008-2011.  For each of the latter two gaps, we predicted 
missing data from an exponential model using up to 10 years of annualized data 
preceding or following the gap.  The first model (R2 = 0.9976) included data from 1983-
2010, and the second model (R2 = 0.9658) covered the years 1999-2014.   The gap between 
1951 and 1962 spanned the period of rapid atmospheric radiocarbon increase from 
nuclear weapons testing.  For this period, we used a constant Δ14C value of -24.5 ‰ 
through 1957 and interpolated a linear increase until 1963. 
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Figure D1.  Compiled time series of atmospheric Δ 14C in Barrow, Alaska.  Points 
represent summertime averages based on recent measurements (BEO), published values, 
and interpolated estimates. 
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Table D1 
Compiled time series of atmospheric Δ 14C in Barrow, Alaska 
 

Data source Year Δ14C (‰) 

Reimer et al., 2013  1750 4.0 
Reimer et al., 2013  1751 3.9 
Reimer et al., 2013  1752 3.9 
Reimer et al., 2013  1753 3.9 
Reimer et al., 2013  1754 3.8 
Reimer et al., 2013  1755 3.8 
Reimer et al., 2013  1756 3.7 
Reimer et al., 2013  1757 3.6 
Reimer et al., 2013  1758 3.5 
Reimer et al., 2013  1759 3.3 
Reimer et al., 2013  1760 3.1 
Reimer et al., 2013  1761 2.8 
Reimer et al., 2013  1762 2.5 
Reimer et al., 2013  1763 2.1 
Reimer et al., 2013  1764 1.8 
Reimer et al., 2013  1765 1.5 
Reimer et al., 2013  1766 1.2 
Reimer et al., 2013  1767 0.9 
Reimer et al., 2013  1768 0.7 
Reimer et al., 2013  1769 0.5 
Reimer et al., 2013  1770 0.4 
Reimer et al., 2013  1771 0.3 
Reimer et al., 2013  1772 0.2 
Reimer et al., 2013  1773 0.0 
Reimer et al., 2013  1774 -0.2 
Reimer et al., 2013  1775 -0.4 
Reimer et al., 2013  1776 -0.7 
Reimer et al., 2013  1777 -1.2 
Reimer et al., 2013  1778 -1.7 
Reimer et al., 2013  1779 -2.3 
Reimer et al., 2013  1780 -2.9 
Reimer et al., 2013  1781 -3.6 
Reimer et al., 2013  1782 -4.3 
Reimer et al., 2013  1783 -5.0 
Reimer et al., 2013  1784 -5.7 
Reimer et al., 2013  1785 -6.3 
Reimer et al., 2013  1786 -6.8 
 (table continues) 
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Data source Year Δ14C (‰) 

Reimer et al., 2013  1787 -7.2 
Reimer et al., 2013  1788 -7.5 
Reimer et al., 2013  1789 -7.8 
Reimer et al., 2013  1790 -7.9 
Reimer et al., 2013  1791 -7.9 
Reimer et al., 2013  1792 -7.8 
Reimer et al., 2013  1793 -7.6 
Reimer et al., 2013  1794 -7.3 
Reimer et al., 2013  1795 -6.9 
Reimer et al., 2013  1796 -6.4 
Reimer et al., 2013  1797 -5.8 
Reimer et al., 2013  1798 -5.1 
Reimer et al., 2013  1799 -4.5 
Reimer et al., 2013  1800 -3.9 
Reimer et al., 2013  1801 -3.3 
Reimer et al., 2013  1802 -2.8 
Reimer et al., 2013  1803 -2.3 
Reimer et al., 2013  1804 -1.8 
Reimer et al., 2013  1805 -1.4 
Reimer et al., 2013  1806 -1.0 
Reimer et al., 2013  1807 -0.5 
Reimer et al., 2013  1808 -0.1 
Reimer et al., 2013  1809 0.3 
Reimer et al., 2013  1810 0.7 
Reimer et al., 2013  1811 1.0 
Reimer et al., 2013  1812 1.4 
Reimer et al., 2013  1813 1.7 
Reimer et al., 2013  1814 2.0 
Reimer et al., 2013  1815 2.3 
Reimer et al., 2013  1816 2.5 
Reimer et al., 2013  1817 2.7 
Reimer et al., 2013  1818 2.8 
Reimer et al., 2013  1819 2.9 
Reimer et al., 2013  1820 2.9 
Reimer et al., 2013  1821 2.9 
Reimer et al., 2013  1822 2.9 
Reimer et al., 2013  1823 2.9 
Reimer et al., 2013  1824 2.8 
Reimer et al., 2013  1825 2.7 
Reimer et al., 2013  1826 2.6 
 (table continues) 
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Data source Year Δ14C (‰) 

Reimer et al., 2013  1827 2.5 
Reimer et al., 2013  1828 2.4 
Reimer et al., 2013  1829 2.2 
Reimer et al., 2013  1830 2.0 
Reimer et al., 2013  1831 1.7 
Reimer et al., 2013  1832 1.3 
Reimer et al., 2013  1833 0.9 
Reimer et al., 2013  1834 0.5 
Reimer et al., 2013  1835 0.1 
Reimer et al., 2013  1836 -0.3 
Reimer et al., 2013  1837 -0.7 
Reimer et al., 2013  1838 -1.0 
Reimer et al., 2013  1839 -1.2 
Reimer et al., 2013  1840 -1.4 
Reimer et al., 2013  1841 -1.6 
Reimer et al., 2013  1842 -1.6 
Reimer et al., 2013  1843 -1.7 
Reimer et al., 2013  1844 -1.7 
Reimer et al., 2013  1845 -1.8 
Reimer et al., 2013  1846 -1.9 
Reimer et al., 2013  1847 -1.9 
Reimer et al., 2013  1848 -2.1 
Reimer et al., 2013  1849 -2.2 
Reimer et al., 2013  1850 -2.4 
Reimer et al., 2013  1851 -2.5 
Reimer et al., 2013  1852 -2.8 
Reimer et al., 2013  1853 -3.0 
Reimer et al., 2013  1854 -3.2 
Reimer et al., 2013  1855 -3.4 
Reimer et al., 2013  1856 -3.6 
Reimer et al., 2013  1857 -3.7 
Reimer et al., 2013  1858 -3.9 
Reimer et al., 2013  1859 -4.0 
Reimer et al., 2013  1860 -4.1 
Reimer et al., 2013  1861 -4.3 
Reimer et al., 2013  1862 -4.4 
Reimer et al., 2013  1863 -4.5 
Reimer et al., 2013  1864 -4.6 
Reimer et al., 2013  1865 -4.7 
Reimer et al., 2013  1866 -4.8 
 (table continues) 

131



	
  

Data source Year Δ14C (‰) 

Reimer et al., 2013  1867 -4.8 
Reimer et al., 2013  1868 -4.8 
Reimer et al., 2013  1869 -4.9 
Reimer et al., 2013  1870 -4.9 
Reimer et al., 2013  1871 -5.0 
Reimer et al., 2013  1872 -5.1 
Reimer et al., 2013  1873 -5.1 
Reimer et al., 2013  1874 -5.2 
Reimer et al., 2013  1875 -5.2 
Reimer et al., 2013  1876 -5.2 
Reimer et al., 2013  1877 -5.1 
Reimer et al., 2013  1878 -5.0 
Reimer et al., 2013  1879 -5.0 
Reimer et al., 2013  1880 -4.9 
Reimer et al., 2013  1881 -4.9 
Reimer et al., 2013  1882 -4.8 
Reimer et al., 2013  1883 -4.8 
Reimer et al., 2013  1884 -4.8 
Reimer et al., 2013  1885 -4.8 
Reimer et al., 2013  1886 -4.8 
Reimer et al., 2013  1887 -4.7 
Reimer et al., 2013  1888 -4.6 
Reimer et al., 2013  1889 -4.5 
Reimer et al., 2013  1890 -4.4 
Reimer et al., 2013  1891 -4.2 
Reimer et al., 2013  1892 -4.0 
Reimer et al., 2013  1893 -3.7 
Reimer et al., 2013  1894 -3.5 
Reimer et al., 2013  1895 -3.3 
Reimer et al., 2013  1896 -3.2 
Reimer et al., 2013  1897 -3.1 
Reimer et al., 2013  1898 -3.1 
Reimer et al., 2013  1899 -3.1 
Reimer et al., 2013  1900 -3.2 
Reimer et al., 2013  1901 -3.4 
Reimer et al., 2013  1902 -3.7 
Reimer et al., 2013  1903 -4.0 
Reimer et al., 2013  1904 -4.4 
Reimer et al., 2013  1905 -4.8 
Reimer et al., 2013  1906 -5.3 
 (table continues) 
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Data source Year Δ14C (‰) 

Reimer et al., 2013  1907 -5.7 
Reimer et al., 2013  1908 -6.2 
Reimer et al., 2013  1909 -6.6 
Reimer et al., 2013  1910 -7.1 
Reimer et al., 2013  1911 -7.5 
Reimer et al., 2013  1912 -7.9 
Reimer et al., 2013  1913 -8.4 
Reimer et al., 2013  1914 -8.8 
Reimer et al., 2013  1915 -9.3 
Reimer et al., 2013  1916 -9.8 
Reimer et al., 2013  1917 -10.3 
Reimer et al., 2013  1918 -10.8 
Reimer et al., 2013  1919 -11.3 
Reimer et al., 2013  1920 -11.8 
Reimer et al., 2013  1921 -12.2 
Reimer et al., 2013  1922 -12.6 
Reimer et al., 2013  1923 -13.0 
Reimer et al., 2013  1924 -13.4 
Reimer et al., 2013  1925 -13.8 
Reimer et al., 2013  1926 -14.2 
Reimer et al., 2013  1927 -14.6 
Reimer et al., 2013  1928 -15.1 
Reimer et al., 2013  1929 -15.5 
Reimer et al., 2013  1930 -15.9 
Reimer et al., 2013  1931 -16.2 
Reimer et al., 2013  1932 -16.6 
Reimer et al., 2013  1933 -16.9 
Reimer et al., 2013  1934 -17.3 
Reimer et al., 2013  1935 -17.6 
Reimer et al., 2013  1936 -18.0 
Reimer et al., 2013  1937 -18.5 
Reimer et al., 2013  1938 -19.0 
Reimer et al., 2013  1939 -19.4 
Reimer et al., 2013  1940 -19.9 
Reimer et al., 2013  1941 -20.4 
Reimer et al., 2013  1942 -20.9 
Reimer et al., 2013  1943 -21.4 
Reimer et al., 2013  1944 -21.9 
Reimer et al., 2013  1945 -22.4 
Reimer et al., 2013  1946 -22.8 
 (table continues) 

133



	
  

Data source Year Δ14C (‰) 

Reimer et al., 2013  1947 -23.3 
Reimer et al., 2013  1948 -23.7 
Reimer et al., 2013  1949 -24.1 
Reimer et al., 2013  1950 -24.6 
Gap fill 1 1951 -24.5 
Gap fill 1 1952 -24.5 
Gap fill 1 1953 -24.5 
Gap fill 1 1954 -24.5 
Gap fill 1 1955 -24.5 
Gap fill 1 1956 -24.5 
Gap fill 1 1957 -24.5 
Gap fill 1 1958 153.7 
Gap fill 1 1959 331.9 
Gap fill 1 1960 510.1 
Gap fill 1 1961 688.3 
Gap fill 1 1962 866.5 
Nydal & Lövseth, 1996 1963 941.2 
Nydal & Lövseth, 1996 1964 943.3 
Nydal & Lövseth, 1996 1965 808.2 
Nydal & Lövseth, 1996 1966 720.6 
Nydal & Lövseth, 1996 1967 673.2 
Nydal & Lövseth, 1996 1968 613.8 
Nydal & Lövseth, 1996 1969 575.7 
Nydal & Lövseth, 1996 1970 560.6 
Nydal & Lövseth, 1996 1971 544.5 
Nydal & Lövseth, 1996 1972 481.3 
Nydal & Lövseth, 1996 1973 465.7 
Nydal & Lövseth, 1996 1974 430.1 
Nydal & Lövseth, 1996 1975 392.5 
Nydal & Lövseth, 1996 1976 362.4 
Nydal & Lövseth, 1996 1977 349.7 
Nydal & Lövseth, 1996 1978 339.6 
Nydal & Lövseth, 1996 1979 310.5 
Nydal & Lövseth, 1996 1980 281.4 
Nydal & Lövseth, 1996 1982 240.0 
Nydal & Lövseth, 1996 1983 240.8 
Nydal & Lövseth, 1996 1984 223.4 
Nydal & Lövseth, 1996 1985 208.5 
Nydal & Lövseth, 1996 1986 196.1 
Nydal & Lövseth, 1996 1987 189.5 
 (table continues) 
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Data source Year Δ14C (‰) 

Nydal & Lövseth, 1996 1988 179.4 
Nydal & Lövseth, 1996 1989 162.0 
Nydal & Lövseth, 1996 1990 158.8 
Nydal & Lövseth, 1996 1991 145.6 
Nydal & Lövseth, 1996 1992 137.0 
Gap fill 2 1993 128.9 
Gap fill 2 1994 121.1 
Gap fill 2 1995 113.8 
Gap fill 2 1996 106.9 
Gap fill 2 1997 100.5 
Gap fill 2 1998 94.4 
Gap fill 2 1999 88.7 
Gap fill 2 2000 83.4 
Graven et al., 2012 2001 79.8 
Graven et al., 2012 2002 75.3 
Graven et al., 2012 2003 70.0 
Graven et al., 2012 2004 64.0 
Graven et al., 2012 2005 64.9 
Graven et al., 2012 2006 55.2 
Graven et al., 2012 2007 51.5 
Gap fill 3 2008 38.7 
Gap fill 3 2009 34.2 
Gap fill 3 2010 30.2 
Gap fill 3 2011 26.6 
Barrow Environmental Observatory 2012 22.2 
Barrow Environmental Observatory 2013 19.3 
Barrow Environmental Observatory 2014 17.8 

Note: Δ 14C values represent mean summertime atmospheric radiocarbon  
in Barrow, Alaska, based on recent measurements (Barrow Environmental  
Observatory), published values, and interpolated estimates. 
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APPENDIX E: RADIOCARBON MEASUREMENTS OF ECOSYSTEM 
RESPIRATION AND SOIL PORE SPACE CO2 

 
 
Methods  
Sample collection and field measurements 
 In August and October 2012, July and September 2013, and September 2014, we 
measured ecosystem respiration and collected CO2 from soil pore space and soil surface 
emissions for radiocarbon analysis.  Samples were collected from a range of polygon types 
(LC, FC, and HC) and positions within polygons (centers, rims, and troughs) 
representing a broad range of surface vegetation, microtopography, hydrology, and 
subsurface ice properties. Surface CO2 fluxes were measured in 2013 and 2014 using 
opaque static chambers (25 cm diameter, 15-20 cm height) seated on PVC bases 
extending ~15 cm below the soil surface. Chambers were vented according to Xu et al., 
(2006) to minimize pressure changes due to the Venturi effect, and bases were installed at 
least two days before each measurement to limit the influence of disturbance on flux rates 
and radiocarbon values.  For each ecosystem respiration measurement, we seated the 
chamber in a 3 cm-deep water-filled trench in the base’s top rim to create an airtight seal.  
Over a period of 4-8 minutes, we measured CO2 concentrations within the chamber using 
a Los Gatos Research, Inc. Portable Greenhouse Gas Analyzer, and calculated the CO2 
flux rate (equivalent to ecosystem respiration) as the slope of the linear portion of the 
concentration vs. time curve. 
 In August and October 2012, July and September 2013, and September 2014, we 
collected CO2 from non-vented soil chambers for radiocarbon analysis.  In 2013 and 
2014, samples were collected within 2 days of each ecosystem respiration measurement.  
After circulating chamber gas through soda lime for 20 minutes to remove CO2, we 
allowed CO2 to accumulate over 2 to 48 hours, depending on the CO2 flux rate.  Prior to 
sampling, we measured the CO2 concentration in the chamber by passing 30 mL of gas 
through a LI-820 CO2 gas analyzer (LI-COR). Samples were collected in one or more 500-
1000 mL evacuated stainless steel canisters connected to chamber sampling ports via 
capillary tubing.  High-concentration samples were collected with a syringe and needle 
through a septum in the sampling port and immediately injected into evacuated glass 
vials sealed with 14 mm-thick chlorobutyl septa (Bellco Glass, Inc.).  To correct chamber 
gas samples for atmospheric contamination, we collected local air samples in 3000 mL 
stainless steel canisters on August 12, 2012, July 13, 2013, and September 2 and 7, 2014. 

In August 2012 and July 2013, we collected soil pore gas through 1/4” stainless 
steel probes capped with gastight septa.  Probes were inserted at 45° into the soil profile to 
depths of 10, 20, and 30 cm, or to 2 cm above the frost table if thaw depth was less than 30 
cm.  Before collecting each sample, we purged 10 mL of gas from the probe and measured 
the CO2 concentration from an additional 30 mL sample.  Radiocarbon samples were 
collected in evacuated 500-1000 mL stainless steel canisters to probes via flow restricting 
tubing (Upchurch scientific, 0.01” ID × 10 cm length) to fill the canisters slowly over 4 
hours with minimal disturbance to the soil CO2 concentration gradient (Gaudinski et al., 
2000).  As with surface emissions samples, high concentration samples were collected 
with syringes and immediately injected into evacuated glass vials. 
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Laboratory analyses 

CO2 from gas samples was cryogenically purified under vacuum, divided for 14C 
and 13C analysis, and sealed in 9 mm quartz tubes. For radiocarbon analysis, we sent 
samples to Lawrence Livermore National Laboratory’s Center for Accelerator Mass 
Spectrometry (CAMS) or the Carbon, Water, and Soils Research Lab at the USDA-FS 
Northern Research Station, where CO2 was reduced to graphite on iron powder under H2.  
14C abundance was then measured at CAMS using a HVEC FN Tandem Van de Graaff 
accelerator mass spectrometer or at UC Irvine’s Keck Carbon Cycle AMS facility. 13C/12C 
in CO2 splits was analyzed on the UC Davis Stable Isotope Laboratory GVI Optima Stable 
Isotope Ratio Mass Spectrometer.   

Following the conventions of Stuiver and Polach (1977), radiocarbon results are 
presented as fractions of the modern NBS Oxalic Acid I (OX1) standard (F14C), and 
deviations in parts per thousand (‰) from the absolute (decay-corrected) OX1 standard 
(Δ14C).  All results have been corrected for mass-dependent isotopic fractionation using 
13C measurements.   
 
Data processing and analysis 
 We corrected surface chamber radiocarbon measurements for atmospheric 
contamination using the method described in Schuur & Trumbore (2006).  Briefly, we 
determined fractional contributions of background atmosphere and ecosystem 
respiration to total chamber gas using 13C values in a two-pool mixing model: 
 

C  !" S = 𝑓Reco× C  !" Reco + 𝑓atm× C  !" atm 
 

𝑓Reco + 𝑓atm = 1 
 
where, fReco and fatm are the fractional contributions of ecosystem respiration and 
background atmosphere, 13CS and 

13Catm are the measured 13C abundances in the sample 
and background atmosphere, and 13CReco is the 13C abundance in ecosystem respiration, 
approximated separately for each polygon type as the mean 13C of chamber CO2 samples 
with [CO2] > 4000 ppm.  For quality control, we omitted samples with fReco < 0.5.  With 
each remaining sample, we calculated Δ14C of ecosystem respiration (Δ14CReco): 
 

∆ CS = 
14 𝑓Reco×  ∆ C  !" Reco + 𝑓atm×  ∆ C  !" atm 

 
where Δ14CS and Δ14Catm are the measured Δ14C values of the sample and background 
atmosphere and fReco and fatm were calculated above. 

With soil pore space radiocarbon data, we omitted measurements with CO2 
concentrations less than 400 ppm due to possible leakage and atmospheric contamination 
during sampling, with the exception of one sample from 31 cm depth with highly 
negative Δ14C.  Because 13C values at depth vary greatly due to methanogenic processes, 
samples could not be corrected for atmospheric contamination.  Radiocarbon values thus 
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represent the total CO2 present in the soil pore space, sourced from both ecosystem 
respiration and downward atmospheric diffusion. 

With surface chamber and soil pore space radiocarbon measurements, we modeled 
turnover times according to the method described in chapter 4.  
 We used a linear mixed effects model to evaluate spatial and temporal predictors 
of atmosphere-corrected surface chamber Δ14C, using all available data from 2012-2014.  
Possible predictor variables included thaw depth, polygon type (LC, FC, or HC), position 
(center, rim, or trough), day of year, and all two- and three-way interactions, with profile 
as a random effect to account for repeated measurements.  From the set of all possible 
models, we performed variable selection using Akaike information criterion (AIC) values 
and a significance cutoff of p < 0.05 for fixed effects, based on incremental F-tests with 
Satterthwaite’s approximation for denominator degrees of freedom.  We tested for 
pairwise differences within categorical variables with Tukey’s Honest Significant 
Difference test, using Satterthwaite’s degrees of freedom.  Statistical analyses were 
conducted in R version 3.3.3 “Another Canoe” (2017-03-06), using the packages lme4 
(Bates et al., 2014) and lmerTest (Kuznetsova et al., 2014) for fitting and significance 
testing. 
 
Results 
Radiocarbon in ecosystem respiration 

Radiocarbon content of soil surface CO2 emissions, equivalent to ecosystem 
respiration (Δ14CReco), ranged from +60.5 to -160 ‰ (Table E1), corresponding to 
calculated turnover times (TTReco) of 160 to 1,700 y.  TTReco followed an approximately 
lognormal distribution (μ = 5.73 and σ = 0.486), centered at 245 y with only 4 
measurements greater than 500 y.  These 4 long TTReco values, from samples collected in 
August (HC1-center), September (HC1-center and HC2-center), and October (LC1-
center), reflect inputs of very old carbon and/or low rates of autotrophic respiration.   

To evaluate how carbon turnover varied with spatial and temporal variables, we used 
a linear mixed effects model to test thaw depth, polygon type, position within polygon, 
and day of year (DOY) as possible predictors of Δ14CReco.  We found that position within 
polygon (center, rim, or trough) and the polygon type × DOY interaction were significant 
predictors of Δ14CReco (Table E3).  From Tukey’s HSD test, CO2 from polygon centers was 
significantly depleted in 14C relative to rims and only marginally depleted relative to 
troughs, with no significant differences between rims and troughs.  Underlying the type × 
DOY interaction, we observed a peak in Δ14CReco in July, decreasing to the lowest 
measured values in September (Fig. E2).  This trend, which appeared across all samples 
and across repeated measurements from individual profiles (Table E1), was stronger in 
HC than FC or LC polygons.  We note that our sample set was balanced and random only 
in September 2014, as many sampled profiles in 2012 and 2013 had too little ecosystem-
derived CO2 relative to background atmosphere to produce a high-quality sample.  In 
October 2012 in particular, we were able to obtain samples only from soils that were 
partially thawed at the surface.  Due to this sampling constraint, our dataset reflects only 
the soil profiles contributing most substantially to total ecosystem respiration. 

In July and September 2013 and September 2014, surface CO2 flux varied between 
0.32 and 2.5 μmol m-2 s-1 (Table E1).  We found no significant correlation between 
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ecosystem respiration and TTReco (Fig. E4), indicating concurrent changes in respiration 
rates from both fast- and slow-cycling carbon pools (e.g., autotrophic respiration and 
deep heterotrophic respiration).  We did find, however, that no samples had both high 
ecosystem respiration had long TTReco.  Rather, particularly in September, long calculated 
turnover times coincided with low rates of ecosystem respiration (Fig. E4, Table E1).  
This observation reflects seasonal changes in the fraction of ecosystem respiration derived 
from autotrophic respiration.  In July, autotrophic respiration rates were high and thaw 
depths were relatively shallow, so ecosystem respiration was largely derived from a 
homogeneous, fast-cycling carbon pool.  Later in the season, when vegetation activity 
decreased, variable contributions from slower cycling soil carbon pools led to widely 
ranging measurements of TTReco.  
 
Radiocarbon in soil pore space CO2 

From a subset of locations and sampling dates, we measured the radiocarbon content 
of CO2 in soil pore gas (Δ14CCO2p).  This CO2 was derived from in situ carbon 
mineralization and autotrophic respiration, as well as diffusion of background 
atmosphere and CO2 produced elsewhere in the profile. Δ14CCO2p varied widely among 
profiles and sampling dates, with the general trend of increasingly negative Δ14CCO2p with 
depth in the soil (Fig. E3).  In contrast with Δ14CReco values, many of which were >0 ‰, 
these soil profile measurements ranged from -7.1 to -280 ‰, indicating that rapidly 
cycling carbon contributed minimally to heterotrophic respiration.  Calculated turnover 
times of pore space CO2 (TTCO2p) ranged from 410 y in one 10 cm sample to 3,350 y at 
only 20 cm depth, indicating that slow-cycling carbon contributes substantially to soil 
carbon turnover, even in relatively shallow soils (Table E2).  As with surface emissions 
measurements, we observed that HC polygon centers produced pore space CO2 with 
particularly long turnover times, with values >3000 y from HC3-center in July 2013 and 
HC1-center in August 2012 and September 2013.  Due to sampling limitations, however, 
we note that soil profile 14C data are unavailable from certain polygon types and positions, 
particularly where soils were saturated. 

In three cases (HC3-trough, HC3-center, and FC2-center), soil pore space CO2 
became less depleted in radiocarbon with depth, indicating more rapid carbon turnover 
deeper in the profile.  In all three of these profiles, CO2 concentrations in recovered 
samples increased with depth to levels 6 to 25 times higher than background atmosphere, 
so we infer that the higher Δ14CCO2p values at depth were not caused by downward 
diffusion of atmospheric CO2. Instead, these inverted profiles suggest that either short-
term processes such as rhizodeposition and leaching or the longer-term process of 
cryoturbation contributed rapidly cycling carbon to deeper soils.  
 
  

139



References 
Bates D, Maechler M, Bolker BM, Walker S (2014) lme4: Linear mixed-effects models 

using Eigen and S4. R package version 1.1-7. 
Gaudinski JB, Trumbore SE, Davidson EA, Zheng S (2000) Soil carbon cycling in a 

temperate forest: radiocarbon-based estimates of residence times, sequestration 
rates and partitioning of fluxes. Biogeochemistry, 51, 33–69. 

Kuznetsova A, Brockhoff PB, Christensen RHB (2014) lmerTest: Tests for random and 
fixed effects for linear mixed effect models (lmer objects of lme4 package).. R 
package version 2.0-11. 

Schuur E a. G, Trumbore SE (2006) Partitioning sources of soil respiration in boreal black 
spruce forest using radiocarbon. Global Change Biology, 12. 

Stuiver M, Polach HA (1977) Discussion reporting of 14C data. Radiocarbon, 19, 355–
363. 

Xu L, Furtaw MD, Madsen RA, Garcia RL, Anderson DJ, McDermitt DK (2006) On 
maintaining pressure equilibrium between a soil CO 2 flux chamber and the 
ambient air. Journal of Geophysical Research, 111. 

 
  

140



Tables and Figures 
 
Table E1 
Flux rate and radiocarbon abundance of soil surface CO2 emissions 
 

Profile 

 

Date 

 

Thaw depth 

(cm) 

CO2 flux 

(μmol m-2 d-1) 

Analysis year 

 

F14C 

 

Δ14CCO2 

(‰)* 

TTCO2 

(y) 

HC1-center 
8/9/12 31 -- 2013 1.0298 -58.4 ± 6.1 750 
9/2/14 32 0.547 ± 0.0047 2016 0.8916 -115.5 ± 10.2 1270 

HC1-rim 10/6/12 -- -- 2013 1.0298 22.0 ± 4.1 270 

HC1-trough 

8/8/12 32 -- 2017 1.0420 33.6 ± 3.5 230 
8/11/12 32 -- 2017 1.0501 41.6 ± 4.1 210 
10/6/12 -- -- 2013 0.9936 -14.0 ± 3.2 450 
9/6/13 36 1.53 ± 0.016 2013 1.0271 19.3 ± 3.6 280 

HC2-center 9/7/14 23 0.425 ± 0.0038 2016 0.9775 -31.3 ± 5.0 550 

HC3-center 
8/13/12 29 -- 2013 1.0408 32.9 ± 5.2 230-240 
9/7/14 31 0.408 ± 0.0043 2017 0.9991 -9.0 ± 1.9 420 

HC3-trough 
7/12/13 -- 1.65 ± 0.0070 2013 1.0520 44.0 ± 6.0 200 
9/6/13 32 0.489 ± 0.0033 2013 1.0211 13.3 ± 3.7 310 

FC1-center 9/2/14 37 0.572 ± 0.0066 2016 1.0044 -3.6 ± 2.9 390 

FC2-rim 
8/12/12 -- -- 2017 1.0343 25.9 ± 2.5 260 
10/6/12 -- -- 2013 1.0375 29.7 ± 3.3 240-250 

FC2-trough 
8/11/12 27 -- 2017 1.0428 34.3 ± 3.4 230 
7/14/13 25 2.47 ± 0.011 2013 1.0372 29.3 ± 3.7 250 
9/6/13 30 1.50 ± 0.0076 2013 1.0171 9.4 ± 3.6 320-330 

FC3-center 9/2/14 44 0.464 ± 0.0043 2016 1.0173 9.2 ± 3.6 320-330 

FC4-center 9/7/14 34 0.312 ± 0.0032 2016 1.0418 33.5 ± 4.1 230 

FC4-trough 9/5/13 36 0.471 ± 0.0029 2013 1.0163 8.6 ± 3.9 330 

LC1-center 
8/10/12 31 -- 2017 1.0317 23.3 ± 2.5 270 
10/6/12 -- -- 2013 0.8470 -159.5 ± 13.1 1740 
9/7/13 34 0.825 ± 0.0092 2013 1.0026 -5.0 ± 4.4 390-400 

LC1-rim 10/6/12 -- -- 2013 1.0663 58.2 ± 7.3 160-170 

LC1-trough 
8/10/12 33 -- 2017 1.0464 40.0 ± 3.7 220 
10/6/12 -- -- 2013 1.0339 26.1 ± 6.5 260 
9/7/13 41 0.320 ± 0.0033 2013 1.0389 31.0 ± 4.6 240 

LC2-center 9/2/14 29 0.372 ± 0.0032 2016 1.0221 14.0 ± 3.8 300-310 

      (table continues) 
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Profile 

 

Date 

 

Thaw depth 

(cm) 

CO2 flux 

(μmol m-2 d-1) 

Analysis year 

 

F14C 

 

Δ14CCO2 

(‰)* 

TTCO2 

(y) 

LC3-center 

10/6/12 -- -- 2013 1.0304 22.5 ± 3.4 270 
7/12/13 23 0.607 ± 0.0032 2013 1.0336 25.8 ± 3.6 260 
9/7/13 33 1.12 ± 0.019 2013 1.0386 30.7 ± 4.2 240 
9/2/14 27 0.521 ± 0.0023 2016 1.0167 8.6 ± 3.7 330 

LC3-trough 
10/6/12 -- -- 2013 1.0686 60.5 ± 9.8 160 
7/12/13 31 0.674 ± 0.0021 2013 1.0445 36.5 ± 4.1 220 
9/7/13 37 1.31 ± 0.0046 2013 1.0686 27.3 ± 4.1 250 

LC4-center 9/7/14 28 0.463 ± 0.0029 2016 1.0031 -4.9 ± 3.8 390-400 

*Values have been corrected to exclude atmospheric CO2 using a 2-pool mixing model. 
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Table E2 
Isotopic composition of soil profile CO2  
 

Profile 
 

Month 
 

Depth 
(cm) 

δ13CCO2 
(‰) 

Analysis year 
 

F14C 
 

Δ14CCO2 
(‰) 

TTCO2 
(y) 

HC1-center 
8/2012 31 -- 2013 0.7464 -259.2 ± 7.5 3050 

9/2013 20 -23.7 2013 0.7270 -278.6 ± 2.6 3350 

HC3-center 

8/2012 10 -20.1 2013 0.9473 -59.9 ± 3.0 770 
8/2012 20 -- 2013 0.8864 -120.3 ± 3.2 1320 
8/2012 29 -21.7 2013 0.8944 -112.4 ± 2.7 1240 
7/2013 10 -- 2013 0.9037 -101.3 ± 4.4 1150 
7/2013 20 -- 2013 0.7382 -267.4 ± 2.6 3170 

HC3-trough 
7/2013 10 -- 2013 0.7898 -216.2 ± 3.3 2440 
7/2013 20 -23.7 2013 0.8447 -161.7 ± 2.4 1760 

FC2-center 
8/2012 10 -24.8 2013 0.9509 -56.3 ± 2.8 740 
8/2012 20 -24.9 2013 0.9729 -34.5 ± 2.9 580 

FC4-center 7/2013 20 -24.8 2013 0.8034 -202.7 ± 2.1 2260 

LC3-trough 
7/2013 10 -24.7 2013 1.0005 -7.1 ± 3.9 410 
7/2013 20 -- 2013 0.8755 -131.2 ± 3.7 1430 
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Table E3 
Significant predictors of Δ14C in soil surface emissions 
 

Fixed effect DF F value Pr > F Contrasted levels t value for contrasts Pr > |t| 

Position 20.175 6.3542 0.007241 ** 
Rim – Center 3.221 0.0111 * 

Trough – Center 2.397 0.0641 . 
Trough – Rim -1.355 0.3777 

Type × DOY 19.895 7.0110 0.004959 ** -- -- -- 

Significance codes: 0 *** 0.001 ** 0.01 * 0.05 . 1 
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Figure E1. Radiocarbon content of ecosystem respiration from all profiles and sampling 
dates, separated by position within polygon. Boxes represent the first and third quartiles, 
and whiskers extend to the farthest values within 1.5 times this range. 
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Figure E2. Radiocarbon content of ecosystem respiration, separated by polygon type and 
sampling month. Boxes represent the first and third quartiles, and whiskers extend to the 
farthest values within 1.5 times this range. 
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Figure E3. Depth profiles of Δ14C in soil pore space.  Lines connect samples collected in 
the same vertical profile and month.  Surface samples (depth = 0 cm) were collected from 
soil chambers, and all other samples were collected from soil wells.  Data presented here 
have not been corrected for background atmosphere. 
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Figure E4. Turnover time and ecosystem respiration from surface chambers in July and 
September 2013 and September 2014. 
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