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1 Introduction and summary

Minimal string theories are toy models of string theory where the worldsheet CFT consists
of a minimal model, the Liouville field and the bc ghosts [1, 2]. These theories admit a dual
description in terms of double-scaled matrix integrals [1]. An insight from these toy models
that generalizes even to critical superstring theory is the existence of “D-instanton” effects,
which are nonperturbative effects of order exp(−Ag−1

s ) [3–5]. Here gs is the closed string
coupling and A is some constant. This differs from the usual exp(−Ag−2

s ) that might be
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expected from field theory considerations. In minimal string theory, these objects were
later identified as ZZ branes [6]. From the perspective of the dual matrix integral, these
nonperturbative effects correspond to one-eigenvalue instantons [3].

Motivated by the study of instanton effects in the c = 1 string theory [7–10], as well as
critical (superstring) theories [11–15], in our previous work [16] we used tools from string
field theory to compute the one-loop normalization constant that multiplies these instanton
contributions to various physical quantities. In particular, the genus expansion of the free
energy F reads

F =
∞∑
g=0

Fg g
−2+2g
s +N exp

(
−Ag−1

s

)
+ . . . (1.1)

and we are interested in computing the constant N . We have indicated the perturbative
contribution, along with a correction from one particular instanton up to one-loop order.
The dots indicate other nonperturbative corrections. Physically, Ag−1

s is the tension of the
ZZ brane and N is the exponential of the annulus diagram. The annulus diagram between
two ZZ branes is known [6, 17, 18], but, unfortunately, is ostensibly ill-defined when the
two boundaries of the annulus lie on the same ZZ brane. The dual matrix integral, on the
other hand, predicts a finite value for N [4, 19–26]. In [16], we resolved this tension by
noting that the exponentiated ZZ annulus is, in fact, finite. This is done by identifying the
source of the divergence as a pair of Majorana zero modes, which are zero modes because
Siegel gauge breaks down in the presence of D-instantons [9]. In particular, this happens
because the usual U(1) gauge symmetry on the worldvolume of D-branes is a rigid U(1)
symmetry in the case of D-instantons. Reverting back to a non gauge-fixed form of the
path integral then yields meaningful results which agree with the matrix integral [9, 16].

Since the perturbation series given in (1.1) is not Borel summable, the significance of
non-perturbative instanton corrections is not a priori clear. In [16] we addressed this issue
by noting that while the coefficients Fg are all real, the normalization constant N is purely
imaginary. Therefore instanton corrections give the leading imaginary contribution to the
free energy, and this can be reliably computed using D-instanton physics. In this paper we
shall take a somewhat different point of view that was already present in the early papers
on this subject, for example in [19]. In the matrix model, once we express the integral over
matrices as integration over eigenvalues, the effective potential of the eigenvalues develops
various saddle points. We can then choose to integrate all the eigenvalues over the Lefschetz
thimble (generalization of steepest descent contour for multi-dimensional integrals [27–29])
of the perturbative saddle point, or we can choose to integrate all but a finite number of
eigenvalues along the Lefschetz thimble of the perturbative saddle point and distribute the
integration over the rest of the eigenvalues along the Lefschetz thimbles of various non-
perturbative saddle points. This gives a definition of the general multi-instanton contribu-
tion to the matrix model partition function. Eventually, the complete non-perturbative re-
sult is obtained by expressing the actual integration contour as sum over the Lefschetz thim-
bles of different saddle points with appropriate weights, but this involves a separate analysis.
From this view point, the analysis of [16] involved the contribution from the integration
contour where all but one of the eigenvalues are integrated over the Lefschetz thimble of the
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perturbative saddle point and one of the eigenvalues is integrated over the Lefschetz thimble
of a non-perturbative saddle point. One minor difference between these two perspectives is
that in the analysis of [16], since we focused on the full integration contour that happened
to contain only half of the Lefschetz thimble of the non-perturbative saddle point, the in-
stanton contribution had an extra factor of half that will be absent in the new perspective.

We believe that a similar perspective should also exist in string (field) theory, but since
at present we do not have an independent non-perturbative definition of string theory, we
cannot give a fully rigorous description of what the D-instanton contributions represent.
Nevertheless we can offer the following limited perspective. Formally, D-branes with differ-
ent boundary conditions, as well as the perturbative vacuum, are expected to be different
classical solutions in a parent open string field theory that can be the open string field the-
ory on a particular D-brane configuration [30–33].1 We can then regard the contribution
from a given set of D-instantons as the result of the path integral in the open (+ closed)
string field theory along the Lefschetz thimble of one of these saddle points. Irrespective of
the details, the conformal field theory approach gives a systematic procedure for computing
the contribution due to the D-instantons, and this is what is needed for comparison with
the matrix integral results.

In this article, we continue our analysis of such nonperturbative effects in the partition
function of both the matrix integral and the minimal string theory, and extend our results
to include a general configuration of instantons. By a general configuration, we mean that
we can have `1 instantons of one type, `2 instantons of another type, and so on. We present
both the string theory and the matrix integral computations for completeness, although
various special cases of the matrix integral computation have been discussed earlier. For a
single instanton in the one-matrix integral, the matrix integral computation has been con-
sidered by many authors [4, 19–22, 24, 26]. For a single instanton in the two-matrix model,
see [23, 37]. For ` identical instantons in the one-matrix model, see [25, 38]. We review and
extend these results to a general configuration of instantons in the two-matrix integral.

We find perfect agreement between the string theory result and the matrix model result.
The structure of the results, equation (2.25) in the string theory case and equation (4.17) in
the matrix integral case, are identical. Further, the quantities appearing in these formulas
also match precisely.

To prevent the reader from getting lost in the technical details, we end this introduction
by highlighting the key qualitative ideas in our computation.

1. On the string theory side, the cylinder between identical ZZ branes requires a string
field theory analysis to get a finite meaningful answer [9, 16]. Instead of using Siegel
gauge, one needs to do the path integral over the fields with ghost number one, and
explicitly divide by the volume of the gauge group. The rigid gauge group on the
worldvolume of ` ZZ branes is U(`) and we need to carefully compute the proper
volume of this group [39].

1In the critical superstring theory, the role of the parent theory could be played by the open string
field theory on a set of unstable space-filling D-branes or brane-anti-brane systems. Various D-branes,
including D-instantons, as well as the perturbative vacuum, can be regarded as classical solutions in this
theory [34–36].
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2. In the presence of non-identical instantons, the result depends on the cylinder con-
necting two different ZZ branes. This cylinder is finite [17, 18] and we do not need to
resort to any string field theory analysis. For the sake of completeness, we re-derive
these results from a different perspective.

3. On the matrix integral side, when we place ` eigenvalues at an extremum of the one-
eigenvalue effective potential, the result does not vanish despite the presence of the
Vandermonde determinant. This is because we need to do an `× ` Gaussian matrix
integral exactly.

4. In the matrix computation of the normalization constant for the two-matrix integral,
we need to take into account a slight subtlety that the expansion of logZ contains
terms that are proportional to N logN [23].

5. We compute the matrix integral results before taking the double-scaling limit, for
which we need to take into account some 1/N corrections in the one-eigenvalue ef-
fective potential and the perturbative free energy [24].

The rest of the paper is organized as follows. Section 2 discusses the string theory
computation of the multi-instanton contribution to the partition function in (p′, p) minimal
string theory. Section 3 discusses the computation in one-matrix integrals that are dual
to (2, p) minimal string theory. Section 4 discusses the same computation in two-matrix
integrals that are dual to general (p′, p) minimal string theory. The appendices contain
various technical details of the computations as well as some background material.

2 String theory computations

The worldsheet CFT for the minimal string theory of interest consists of the (p′, p) minimal
model serving the role of a matter sector, the Liouville field and the bc-ghosts [2]. Here p′

and p are two relatively prime integers with p′ < p. The central charges of the minimal
model and Liouville sectors are

cmatter = 1− 6(p− p′)2

pp′
, cLiouville = 1 + 6(p+ p′)2

pp′
, (2.1)

and the b parameter of Liouville theory is given by b =
√
p′/p.

Minimal string theory contains ZZ-branes [6] which are akin to D-instantons. These
branes have the ZZ boundary conditions [6] for the Liouville sector and Cardy boundary
conditions [40] for the minimal model. They give rise to nonperturbative effects pro-
portional to exp(−Ag−1

s ), realizing the fact that closed string worldsheets can develop
boundaries nonperturbatively [5]. There are some equivalences between these boundary
conditions, and an independent set of boundary conditions can be obtained by restricting
to the (m,n) ZZ boundary condition for the Liouville field [6] and the most basic Cardy
state for the minimal model (the one that only contains the identity character in the open
string channel) [37, 41]. The integers m,n are restricted to the range 1 ≤ m ≤ p′ − 1,
1 ≤ n ≤ p− 1 with further identification under (m,n)→ (p′ −m, p− n).
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In general, minimal string theory is dual to the double-scaling limit of a two-matrix
integral [42, 43]. When p′ = 2, one of the matrix potentials is Gaussian and the matrix
integral can be reduced to a one-matrix integral.

2.1 Cylinder with identical boundary conditions

We begin by quoting our result from [16] about the exponential of the ZZ annulus with
(1, 1) boundary conditions on both ends. This requires un-gauge fixing back out from Siegel
gauge and using a form of the string field theory path integral with an explicit division by
the volume of the rigid gauge group on the worldvolume of the ZZ instanton. The result
takes the form:

N1,1 = (T1,1)−
1
2

i√
8π

(
cot2(π/p)− cot2(π/p′)

p2 − p′2

) 1
2

. (2.2)

As remarked in section 1, compared to [16], we have integrated over the full steepest descent
contour, rather than only half of it.

The Liouville contribution to the annulus diagram between two identical ZZ branes,
both labelled by (m,n), is given by [6]

ZLiouville
m,n (t) =

m∑
k=1

n∑
l=1

χ2k−1,2l−1(t) , with (2.3)

χk,l(t) = η(it)−1 (q−kl − 1) q−(kp−lp′)2/4pp′ , q := e−2πt . (2.4)

The contribution from the minimal model Cardy state is [40, 44]

Zmatter
1,1 (t) = η(it)−1

∞∑
j=−∞

(
q

(2pp′j+p−p′)2
4pp′ − q

(2pp′j+p+p′)2
4pp′

)
, (2.5)

and the contribution from the ghosts is η(it)2 [45]. The net result is a contribution∑m
k=1

∑n
`=1 F2k−1,2l−1(t) with

Fk,l(t) := (q−kl − 1) q−(kp−lp′)2/4pp′
∞∑

j=−∞

[
q(2pp′j+p−p′)2/4pp′ − q(2pp′j+p+p′)2/4pp′

]
. (2.6)

The exponentiated annulus thus becomes a product

Nm,n = exp
[
m∑
k=1

n∑
l=1

∫ ∞
0

dt
2tF2k−1,2l−1(t)

]
=

m∏
k=1

n∏
l=1
M2k−1,2l−1 (2.7)

where we have defined
Mk,l := exp

[∫ ∞
0

dt
2tFk,l(t)

]
. (2.8)

Note that F1,1 has a small q expansion that reads q−1 − 2 + O(q), which causes M1,1 to
be ill-defined. There are two issues: the tachyon gives the q−1 and the two fermionic zero
modes give the −2. These need to be dealt with using insights from string field theory, as
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was explained in detail for the case of minimal string theory in [16]. For (k, l) 6= (1, 1), we
show in appendix A that we get the following simple formula forM2k−1,2l−1

M2k−1,2l−1 =


(
sin2

(
πl
p

)
− sin2

(
πk
p′

)) (
sin2

(
π(l−1)
p

)
− sin2

(
π(k−1)
p′

))
(
sin2(π(l−1)

p )− sin2
(
πk
p′

)) (
sin2

(
πl
p

)
− sin2

(
π(k−1)
p′

))


1
2

. (2.9)

With this formula forMk,l in hand, we note that the product in equation (2.7) telescopes,
and we can reduce the computation of Nm,n to that ofM1,1 (see appendix A for details)

Nm,n =M1,1

cot2
(
πm
p′

)
− cot2

(
πn
p

)
cot2

(
π
p′

)
− cot2

(
π
p

)


1
2

. (2.10)

Now, we need to treat M1,1 using string field theory. Each brane, labeled by the
integers (m,n), has a worldvolume theory. There is an action for this theory, which is the
standard cubic action of open string field theory [46]. The overall coefficient in front of
this action is

(
g

(m,n)
o

)−2
, and the tension of the brane is related to this coupling via [30]

Tm,n = 1
2π2

(
g(m,n)
o

)−2
. (2.11)

Minimal string theories are known to have branes with negative tension. We expect that
the relation (2.11) will continue to hold in that case as well if we demand that the universal
‘tachyon condensation’ on those branes continue to give the perturbative vacuum as usual.
Note that for negative tension branes the universal tachyon has positive mass-squared and
‘tachyon condensation’ actually raises the tension instead of lowering it.

We will not repeat the steps of the string field theory analysis, but the main insight is
that the two zero modes arise due to the failure of Siegel gauge, which, in turn, is related to
the fact that the usual gauge symmetry on a D-brane worldvolume is a rigid symmetry in
the case of D-instantons. So we need to work with the string field theory path integral over
fields with ghost number one, and explicitly divide by the volume of the rigid symmetry
group. The proper volume of that group equals 2π/g(m,n)

o = 2
√

2π2T
1/2
m,n [9]. Following

these steps gives us the result identical to (2.2), except for the replacement of T1,1 by Tm,n:

M1,1 = (Tm,n)−
1
2

i√
8π

(
cot2(π/p)− cot2(π/p′)

p2 − p′2

) 1
2

. (2.12)

Equation (2.10) now gives

Nm,n = (Tm,n)−
1
2

i√
8π

(
cot2(πn/p)− cot2(πm/p′)

p2 − p′2

) 1
2

. (2.13)

2.2 Cylinder with non-identical boundary conditions

Let us extend the result to the annulus diagram with the one boundary lying on an (m,n)
ZZ brane and the other on an (m′, n′) ZZ brane. In some sense, this computation is easier
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since the worldsheet computation yields a finite answer, and there is no need to resort to
string field theory. This computation has already been done [17, 18], but we reproduce the
result here using a different method.

The Liouville contribution is [6]

ZLiouville
(m,n)(m′,n′)(t) =

m+m′−1∑
k=|m−m′|+1,2

n+n′−1∑
l=|n−n′|+1,2

χk,l(t) , (2.14)

where the 2 in the subscript of the summation sign indicates that we sum over every other
value of the indices k and l. The normalization constant is given by

C(m,n),(m′,n′) = exp
[∫ ∞

0

dt
t
ZLiouville

(m,n)(m′,n′)(t)Z
Matter
(1,1) (t) η(it)2

]
. (2.15)

Note that the measure for the t-integral is now dt
t as opposed to dt

2t because the two sides
of the annulus are distinct. If (m,n) 6= (m′, n′), this can be written as a product of the
contributionsMk,l given in (A.6) which telescopes

C(m,n),(m′,n′) =
m+m′−1∏

k=|m−m′|+1,2

n+n′−1∏
l=|n−n′|+1,2

(Mk,l)2

=
m+m′−1∏

k=|m−m′|+1,2

n+n′−1∏
l=|n−n′|+1,2

(
sin2

(
π(l+1)

2p

)
− sin2

(
π(k+1)

2p′
)) (

sin2
(
π(l−1)

2p

)
− sin2

(
π(k−1)

2p′
))

(
sin2

(
π(l−1)

2p

)
− sin2

(
π(k+1)

2p′
)) (

sin2
(
π(l+1)

2p

)
− sin2

(
π(k−1)

2p′
))

=

(
sin2

(
π(n+n′)

2p

)
− sin2

(
π(m+m′)

2p′
)) (

sin2
(
π|n−n′|

2p

)
− sin2

(
π|m−m′|

2p′
))

(
sin2

(
π|n−n′|

2p

)
− sin2

(
π(m+m′)

2p′
)) (

sin2
(
π(n+n′)

2p

)
− sin2

(
π|m−m′|

2p′
)) . (2.16)

This agrees with the result of [18] for the annulus between two different ZZ branes after
using some trigonometric identities; see section 4.3 for some more details. An important
point is that the annulus between two different ZZ branes is finite and completely well-
defined. As we will see, this is the case for matrix integrals as well.

2.3 General multi-instanton contribution to the partition function

We shall now determine the ratio of the contribution to the partition function from ` ZZ
branes of type (m,n) to the perturbative contribution to the partition function in the (p′, p)
minimal string theory. The ` = 1 case has already been discussed in [16], and our goal
will be to express the result for general ` in terms of quantities that already appear in the
result for ` = 1. For this let us express the result for ` = 1 as

Z(1)

Z(0) = exp [−Tm,n] B̃m,n
g

(m,n)
o

2π , (2.17)

where, from (2.11) and (2.13), we have

B̃m,n = 2π
g

(m,n)
o

Nm,n = iπ3/2
(

cot2(πn/p)− cot2(πm/p′)
p2 − p′2

) 1
2

. (2.18)

– 7 –



J
H
E
P
1
0
(
2
0
2
2
)
0
6
5

An important point to recall is that in (2.17) the g(m,n)
o /(2π) term comes from division by

the volume of the U(1) gauge group and the B̃m,n factor comes from integration over the
tachyon, all the massive modes and the out-of-Siegel-gauge mode.

For ` instantons, the action is ` Tm,n. Furthermore, the open string spectrum gets
repeated `2 times. So the contribution from massive states, tachyon as well as the out-of-
Siegel-gauge mode gets repeated `2 times. This produces a net factor:

exp [−` Tm,n]
(
B̃m,n

)`2
. (2.19)

The slightly non-trivial part of the calculation is division by the volume of the gauge
group. For this we follow the logic of [39]. We denote by θa the string field theory gauge
transformation parameters and by θ̃a the U(`) gauge transformation parameters on the
D-instanton worldvolume. Then we have the relation [39]

θa = θ̃a/g(m,n)
o . (2.20)

Now, using (2.20) we see that division by the gauge group volume generates a factor of

(g(m,n)
o )`2/VU(`) , (2.21)

where VU(`) denotes the volume of the group U(`) as measured by the parameters θ̃a. The
volume VU(`) in this normalization was found in [39]. The result is2

VU(`) = (2π)
1
2 (`2+`)

G2(`+ 1) , (2.22)

where G2(` + 1) =
∏`−1
i=1 i! is the Barnes-G double gamma function. In particular, in the

normalization convention for θ̃a in which (2.20) is valid, the volume of the U(1)` diagonal
subgroup of U(`) is (2π)`. In appendix B we have computed the volume of U(`) using the
same normalization and reproduced the result in (2.22).

Multiplying (2.19) by (2.21) and using (2.22), we get the net normalization factor:

Z(`)

Z(0) = exp [−` Tm,n] (Bm,n)`
2 G2(`+ 1)

(2π)
1
2 (`2+`)

, (2.23)

Bm,n := B̃m,n g
(m,n)
o = 2πNm,n = (Tm,n)−

1
2 i
√
π

2

(
cot2(πn/p)− cot2(πm/p′)

p2 − p′2

) 1
2

. (2.24)

We shall see in sections 3 and 4 that this result agrees with the matrix model result for `
identical instantons. For ` = 1 and (m,n) = (1, 1) this agreement was observed in [16].

One can now easily generalize the result to the case where we have `α instantons of
type α, where α takes values over different pairs (m,n). The result is:

Z{`α}

Z(0) =
∏
α

{
exp [−`αTα] (Bα)`

2
α
G2(`α + 1)

(2π)
1
2 (`2α+`α)

} ∏
α,β
α<β

(Cα,β)`α`β , (2.25)

2The relation between θa and θ̃a in [39] had an extra factor of 2 compared to (2.20), but this can be
traced to an extra factor of 2 in the definition of the SFT gauge transformation parameters and in fact
cancels against a factor of 2 coming from the out-of-Siegel-gauge mode integral. So as far as the volume of
U(`) is concerned, there is no difference and we can directly take the result of [39].
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where Bα is as in (2.24) and Cα,β , given in (2.16), accounts for the contribution from the
exponential of the annulus amplitude with one boundary on the instanton of type α and
the other boundary on the instanton of type β. The exponent `α`β represents the trace
over the Chan-Paton factors on the two boundaries.

3 One-matrix integrals

The one-matrix integral (in the double-scaling limit) is dual to the (2, p) family of minimal
string theories, where p ≥ 3 is an odd integer. The computation of the normalization
constant for the case of ` identical instantons in the one-matrix integral was done in [25]
using a degeneration limit of the two-cut solution to the matrix integral. We will present
a simpler approach that is similar to [22, 24]. Some useful results about the perturbative
structure of one-matrix integrals are collected in appendix C.1. We follow the conventions
of [24, 47].

The quantity of interest is the integral over N ×N Hermitian matrices M :

Z(N, t) := 1
VU(N)

∫
dM exp

[
−N
t

TrV (M)
]

(3.1)

= 1
N !

∫ N∏
i=1

dxi
2π

N∏
i,j=1
i<j

(xi − xj)2 exp
[
−N
t

N∑
i=1

V (xi)
]
. (3.2)

As usual, the large-N limit is taken keeping the ’t Hooft coupling t fixed.3 The measure
dM is defined as the volume measure that is induced by the metric ds2 = Tr(dM2) on the
space of Hermitian matrices. We diagonalize M = Udiag(xi)U † and change variables to
the eigenvalues xi and U . Here VU(N) denotes the volume of the U(N) group, with a local
measure that is induced on the space of U ’s by the above change of variables. The factor
(N ! (2π)N )−1 on the right hand side denotes the volume of U(1)N ×SN which corresponds
to rotating the phase of each column of U and the permutations of the eigenvalues. This
subgroup is left “unfixed” when we change variables from M to the xi’s and U . Also
note that even though we have chosen a convenient normalization of Z(N, t) in (3.1), this
choice will not affect our final result since we shall be computing the ratio of two different
contributions to Z(N, t).

For simplicity, we take the potential to be an even polynomial, with degree p+ 1.

V (x) = x2

2 +
(p−1)/2∑
k=1

g2k+2
2k + 2 x

2k+2 . (3.3)

We focus on the case where the perturbative contribution to the free energy comes from the
so-called one-cut saddle point. The one-cut saddle point is the one where the eigenvalues
of the matrix are distributed on a single interval [−b, b]. The cut end-point b depends on t
and on all the coefficients g2k+2 appearing in the potential.

3Hopefully, there is no confusion between using the same letter t for the ’t Hooft coupling in the matrix
integral and the open string modulus in string theory.
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It is expected that logZ(N, t) has an asymptotic expansion in powers of N−2 [1, 48, 49]:

logZ(N, t) ?=
∞∑
g=0

(
N

t

)2−2g
Fg(t) . (3.4)

This is almost correct. However, a more precise statement is that, in order to get this
asymptotic series, one needs to divide by the Gaussian matrix integral (the matrix integral
with all the coefficients g2k+2 set to zero), see the rigorous mathematical treatment in [50].

log Z(N, t)
ZG(N, t) =

∞∑
g=0

(
N

t

)2−2g
(Fg(t)− Fg,G(t)) . (3.5)

The subtlety has to do with the fact that the logZG contains terms proportional to logN
(see equation (B.2)), and every matrix integral contains these same terms. This has been
discussed in more detail in appendix B, but an intuitive reason for this is that if we compute
the integral via perturbation theory in the couplings g2k+2, we get the Gaussian matrix
integral as an overall factor [48].

We want to go beyond the perturbative expansion (3.4) and include effects from one-
eigenvalue instantons [3, 4]. A single eigenvalue in the matrix integral (3.2) at position xi
feels an effective potential

V (xi)−
2t
N

∑
j:j 6=i

log |xi − xj | . (3.6)

In the large-N limit, it is useful to introduce a holomorphic effective potential defined
as [24]

Veff(x, t) := V (x)− 2t
∫ b

−b
dy ρ(y) log(y − x) , (3.7)

where ρ(y) is the eigenvalue density normalized according to
∫ b
−b dy ρ(y) = 1. The actual

potential felt by an eigenvalue is the real part of the holomorphic effective potential. For
a review of some basic properties of the effective potential and more features of the large-
N one-cut saddle point, please see appendix C.1. Here, we just mention the following
important relations [47], reviewed in (C.8), (C.9),

V ′eff(x) = M(x)
√
x2 − b2 , (3.8)

ρ(x) = 1
2πtM(x)

√
b2 − x2 Θ(b− |x|) , (3.9)

where Θ(x) is the Heaviside step function and M(x) is a polynomial determined from the
potential by the requirement that the resolvent ω0(x) = 1

2t(V
′(x)−M(x)

√
x2 − b2) behaves

as 1/x as x→∞ on the physical x-sheet.
The one-eigenvalue instantons correspond to the extrema of Veff(x) with x being outside

the interval [−b, b]. In other words, the one-eigenvalue instantons are the zeroes of M(x).
Once we have identified these extrema {xα}, we can define a general `-instanton partition
function Z{`α}(N, t) as follows. Let {`α} be a finite sequence of non-negative integers

– 10 –



J
H
E
P
1
0
(
2
0
2
2
)
0
6
5

(all being O(N0), not all zero) satisfying
∑
α `α = `. Then Z{`α}(N, t) is defined as the

contribution to the integral (3.2) where a number `α of eigenvalues are integrated along
the steepest descent contour of the particular extremum xα, and (N − `) of the eigenvalues
are integrated along the interval [−b, b] corresponding to the perturbative regime. The
quantity Z(0) denotes the contribution to the matrix integral where the integration range
of each eigenvalue extends over the perturbatively allowed region [−b, b]. Once we have
chosen a particular integration contour for the xi’s in (3.2), we can express this contour
as a weighted sum of the steepest descent contours. Accordingly, the partition function is
given by a weighted sum of the Z{`α}’s.

Unlike [9, 16, 26], in this paper we will not be careful about the defining contour for
the eigenvalues for the full partition function, and what linear combination of the steepest
descent contours is homologous to the defining contour. In particular, the question of the
existence of the double-scaling limit, at finite values of the double-scaled coupling constant,
is beyond the scope of this work. Hence, we will simply compute Z{`α} by integrating the
eigenvalues along the full steepest descent contours.

3.1 Identical instantons

We will consider the most general instanton configuration in section 3.2, but for now we
consider ` identical instantons. To be more precise, we integrate ` eigenvalues along the
steepest descent contour corresponding to the extremum x? of the one-eigenvalue effective
potential, and we want to compute the ratio Z(`)(N,t)

Z(0)(N,t) .
The definition of Veff(x, t) given in (3.7) was in the strict large-N limit. Since we want

to compute the answer including the one-loop correction, we need to carefully keep track
of 1/N corrections. For this we need to take into account the fact that the original cut
now only contains N − ` eigenvalues. Since the overall coefficient in front of the potential
remains N/t, if we want to interpret the second term in (3.7) as an expectation value in the
matrix model, this integral over N−` eigenvalues must be evaluated at a shifted value of the
’t Hooft coupling, namely t′ = t− t`/N . This is so that N/t can be rewritten as (N − `)/t′.

An important remark is that we need to properly treat the Vandermonde repulsion
between the ` eigenvalues. If ` > 1 and we naively substitute x? for each of the ` eigenvalues,
the result will vanish. This means that there is an `× ` Gaussian matrix integral that we
need to compute exactly.

Separating out ` eigenvalues to be placed near x? in the integral (3.2), we get the
expression

Z(`)(N, t) = 1
N !

(
N

`

) ∫
C0

N−`∏
i=1

dxi
2π

N−`∏
i<j
i,j=1

(xi − xj)2 exp
[
−N
t

N−`∑
i=1

V (xi)
]

×
∫
C1

N∏
i=N−`+1

dxi
2π

N∏
i<j

i,j=N−`+1

(xi − xj)2 exp
[
− N

t

N∑
i=N−`+1

Veff(xi, t− t`/N)

+ 2
N∑

i=N−`+1

N∑
j=N−`+1

A0,2(xi, xj , t− t`/N) + · · ·
]
, where (3.10)
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Veff(x, t− t`/N)) = V (x)− 2t
N

〈
N−`∑
j=1

log(xj − x)
〉
, and (3.11)

A0,2(x, x′, t− t`/N) =
N−`∑
i=1

N−`∑
j=1

〈
log(xi − x) log(xj − x′)

〉
c . (3.12)

We used the fact that 〈eX〉 = e〈X〉+
1
2 〈X

2〉c+.... Here C0 is the perturbatively allowed range
for the eigenvalues and C1 is the steepest descent contour of the effective potential around
the non-perturbative saddle point. In the large-N limit with t fixed, the quantities Veff
and A0,2 are of order unity with corrections of order 1/N2. The quantity A0,2 denotes
the connected two-point function of the Vandermonde potential exerted by the N − `

eigenvalues. It contributes at the same order as the one-loop Gaussian integral around the
non-perturbative saddle point.

Let x? denote the location of an extremum of Veff(x, t) and let us denote the derivative
with respect to x with a prime.4 We now approximate the term Veff(xi, t−`t/N) appearing
in (3.10) as follows

Veff(xi, t− `t/N) ≈ Veff(x?, t) + 1
2V
′′
eff(x?, t) (xi − x?)2 − `t

N
∂tVeff(x?, t) . (3.13)

Since we are interested in the answer up to one-loop order, we need to keep the last
term [24]. We also replaced xi with x? in this last term, since we will be evaluating the
xi integral by the steepest descent method. As far as the term A0,2(x, x′, t − t`/N) is
concerned, we can replace it with A0,2(x?, x?, t).

Using these ingredients, we get

Z(`)(N, t) =Z(0)(N−`, t−t`/N) exp
[
−N
t
` Veff(x?, t) + `2∂tVeff(x?, t) + 2`2A0,2(x?, x?, t)

]

× 1
`!

∫
C1

N∏
i=N−`+1

dxi
2π

N∏
i<j

i,j=N−`+1

(xi − xj)2 exp

−N
t
V ′′eff(x?, t)

N∑
i=N−`+1

1
2(xi − x?)2

 .
(3.14)

We now recognize the second line as a Gaussian matrix integral over ` × ` matrices. The
exact result for this is given in appendix B, equation (B.1). Writing Z(0)(N−`, t−t`/N) ≈
exp

(
N2

t2 F0(t− t`/N)
)
and Taylor expanding F0(t− t`/N) to second order we get5

Z(`)(N, t)
Z(0)(N, t)

= exp
[
−N
t
`A
]
B`2 G2(`+ 1)

(2π)
1
2 (`2+`)

, (3.15)

4The quantity x? depends on t and so the shift in the argument t → t − `t/N causes a shift of order
1/N in the value of x?. However the effect of this is suppressed by inverse powers of 1/N compared to the
terms we keep. Hence we shall ignore this effect.

5As discussed below (3.5), logZ(0)(N, t) has logarithmic terms that invalidate the expansion in power
series in N−2. However these logarithmic terms are the same as those that appear in the gaussian ma-
trix integral ZG(N, t). We show in (B.3) that the effect of the logarithmic terms drops out in the ratio
ZG(N−`,t−t`/N)

ZG(N,t) , and hence it also drops out in the ratio Z(0)(N−`,t−t`/N)
Z(0)(N,t) .
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where we have defined

A := Veff(x?, t) + ∂tF0(t) , (3.16)

B := exp
[1

2∂
2
t F0(t) + ∂tVeff(x?, t) + 2A0,2(x?, x?, t)

]( 2πt
NV ′′eff(x?)

) 1
2

, (3.17)

and G2(` + 1) =
∏`
i=1 i

`−i is the Barnes-G double gamma function. The quantity NA/t
is interpreted as the tension of a single instanton. The exponential expression appearing
in the quantity B turns out to have a simple formula in terms of the perturbative one-cut
saddle point, see (C.18). As described in (C.11), the quantity ∂tF0(t) is equal to minus the
real part of the effective potential on the cut. This implies that

A =
∫ x?

−b
dxV ′eff(x) . (3.18)

We shall see that the quantities NA/t and B stay finite in the double-scaling limit.

3.2 General multi-instanton configuration

Suppose we integrate `1 of the eigenvalues along the steepest descent contour of the ex-
tremum x?1 (of the one-eigenvalue effective potential), `2 of the eigenvalues along the steep-
est descent contour of the extremum x?2, and so on. Let ` =

∑
α `α denote the total number

of eigenvalues that have been pulled out of the original cut, which now contains N − `
eigenvalues. First of all, we get a factor like the one on the right hand side of (3.15) for
each α. Besides this, we get four new types of contributions involving each pair (α, β) for
α 6= β:

1. The term `2 ∂2
t F0 now contains terms proportional to `α`β ∂2

t F0.

2. There will be a contribution proportional to `α`β A0,2(x?α, x?β , t) with A0,2 given by
the connected correlator (3.12) of the Vandermonde potential exerted by the N − `
eigenvalues in the cut [−b, b].

3. For each x?α, the last term of (3.13) is still proportional to `. Therefore, in (3.14) it
generates a term proportional to ` `α ∂tVeff(x?α, t). After writing ` =

∑
β `β this leads

to terms of the form `α`β ∂tVeff(x?α, t).

4. There are an `α`β number of factors of (x?α− x?β)2 in the Vandermonde determinant.

Keeping these four things in mind and repeating the steps in section 3.1, we get

Z{`α}(N, t)
Z(0)(N, t)

= exp
[
−N
t

∑
α

`αAα

] ∏
α

{
(Bα) `

2
α
G2(`α + 1)

(2π)
1
2 (`2α+`α)

} ∏
α<β

(Cα,β)`α`β , (3.19)
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where

Aα := Veff(x?α, t) + ∂tF0(t) =
∫ x?α

−b
dxV ′eff(x) , (3.20)

Bα := exp
[1

2∂
2
t F0(t) + ∂tVeff(x?α, t) + 2A0,2(x?α, x?α, t)

]( 2πt
NV ′′eff(x?α)

) 1
2

, (3.21)

Cα,β := (x?α − x?β)2 exp
[
∂2
t F0(t) + ∂tVeff(x?α, t) + ∂tVeff(x?β , t) + 4A0,2(x?α, x?β , t)

]
. (3.22)

The quantities Aα and Bα are the same as in (3.16) and (3.17) with x? replaced by x?α, but
we have reproduced them here for completeness.

The quantities Bα and Cα,β turn out to have a simple formula in terms of the pertur-
bative one-cut saddle point, even outside of the double-scaling limit [22, 24]. Using (C.18)
we get,

Bα = b

2((x?α)2 − b2)

(
2πt

NV ′′eff(x?α)

) 1
2

, (3.23)

Cα,β = (x?α − x?β)2

 b

x?αx
?
β − b2 +

√
(x?α)2 − b2

√
(x?β)2 − b2

2

. (3.24)

3.3 The double-scaling limit

The double-scaling limit refers to a procedure where we tune the parameters of the potential
and simultaneously zoom in near an edge of the eigenvalue spectrum, say the left one, such
that the Feynman diagrams dominating the partition sum resemble continuum surfaces [1].
We define the energy variable E via x = −b + εE, and also introduce the variable z via
E = −z2. The double-scaling limit is taken by sending ε to zero and N to infinity keeping
the combination6

eS0 := Nε
p
2 +1 (3.25)

fixed. At the same time, we tune the coefficients of the polynomial potential V in a suitably
analytic fashion such that Nρ(x) dx approaches eS0 dE times a finite function of E in this
limit. This function of E is supported on the entire positive real axis. There is some
freedom in this process. We want to focus on the so-called “conformal background” [51] of
minimal string theory, where only the cosmological constant operator is turned on. In this
case the density of states ρ(E) takes the form:7

ρ(E) = ε
p
2 +1 1

π
sinh

(
p arcsinh

√
E
)

+O
(
ε
p
2 +2

)
. (3.26)

6In the z coordinate introduced in (C.24), the double-scaling limit is defined by zooming in near x = −2γ
or z = −1. Using the relation x = −2γ+γ(z+ 1)2 + . . . in the neighborhood of z = −1, and x = −2γ+ εE,
we see that in this limit z ' −1 +

√
−εE/γ.

7See, for example, [26] for a recent discussion on this and [52] for explicit potentials that lead to the
above density of states in the double-scaling limit. Compared to the conventions of [16], we have set the
constant κ appearing there to be κ = 1/2. However, if one is interested in taking the JT gravity limit
p→∞ [26], one should scale κ ∼ p2.
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Figure 1. A plot of Veff(E) ε−1− p
2 in equation (3.27) for the case p = 7. We have set t = 1.

In general there are p−1
2 extrema in the forbidden region, given by (3.28). These extrema are in

a one-to-one correspondence with the (1, n) ZZ branes in the (2, p) minimal string theory. The
extremum closest to E = 0 is always a maximum and corresponds to the simplest (1, 1) ZZ brane.

In this limit, e−S0 becomes the genus expansion parameter and the perturbative contri-
bution to the partition function has an expansion in even powers of e−S0 . The precise
relation between e−S0 and the string coupling gs may be found by comparing the matrix
model results with the string theory results. From now on, we shall use E instead of x as
the argument of Veff and ρ, and by an abuse of notation, we will denote derivatives with
respect to E also by a prime.

From (3.8) and (3.9) we see that the analytic continuation of 2πitρ(E) from the interval
[−b, b] on the real line to the complex plane gives V ′eff(E). Using the form of ρ(E) given
in (3.26) we get the effective potential

Veff(E) = −t ε
p
2 +1

[ 1
p+ 2 sin

(
(p+ 2) arcsin

√
−E

)
− 1
p− 2 sin

(
(p− 2) arcsin

√
−E

)]
.

(3.27)

We have chosen the additive constant in the potential such that Veff vanishes at E = 0.
Note that Veff(E) introduced here differs from that of [16] by an overall normalization
factor. See figure 1 for a plot of Veff(E) for the case p = 7.

Since the zeros of V ′eff(E) on the negative real axis give the locations of the instanton,
we conclude that the instantons are located at

E?n = −
(

sin nπ
p

)2
, n ∈

{
1, . . . , p− 1

2

}
. (3.28)

The index n is the same as the one that appears in the label (1, n) for the ZZ branes in the
(2, p) minimal string (see more on this below). From (3.28) and (3.27) we conclude that

Veff(E?n) = (−1)n+1 t ε
p
2 +1 2p sin(2πn/p)

p2 − 4 , (3.29)

V ′′eff(E?n) = (−1)n t ε
p
2 +1 2p

sin(2πn/p) . (3.30)
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It follows from (3.19), (3.20) and the relation Veff(0) = 0, that the tension Tα of the
α-th ZZ brane is given by,

Tα = N

t
Aα = N

t
Veff(E?α) = (−1)n+1 eS0 2p sin(2πn/p)

p2 − 4 for α = (1, n) . (3.31)

Since the right hand side does not involve N or ε, this has finite double-scaling limit. In
order to compare this with the string theory result, we need to find the explicit relation
between eS0 and gs via perturbative computation. We shall not attempt to do this here.
Instead we shall follow [16] and express our result for the other quantities in terms of the
tension of the instanton given in (3.31).

Next, we need to work out the quantities Bα and Cα,β in the double-scaling limit. The
expression for Bα before taking this limit is given in (3.23). In the double-scaling limit,
the first factor in (3.23) equals 1

−4εE . This ε in the denominator combines with the ∂2
xVeff

appearing in (3.23) to convert the ∂2
x into an ∂2

E . Thus, the combination 1
ε2

t
N ∂2

xVeff(x?)
equals t

N∂2
EVeff(E?) . This gives

Bα = 1
−4E?α

(
2πt

NV ′′eff(E?α)

) 1
2

= 1
4 sin2(nπ/p)

((−1)n π sin(2πn/p)
eS0p

)1/2
for α = (1, n).

(3.32)
There are no subtleties in taking the double-scaling limit for Cα,β , since the expression
given in (3.24) remains finite in this limit. The final result takes the form:

Cα,β =

√−E?α −
√
−E?β√

−E?α +
√
−E?β

2

⇒ C(1,n),(1,n′) =

sin nπ
p − sin n′π

p

sin nπ
p + sin n′π

p

2

. (3.33)

To compare these with the string theory results, we note that (3.19) has the same
structure as (2.25) with Bα replaced by Bα and Cα,β replaced by Cα,β . Therefore we
need to compare Bα with Bα and Cα,β with Cα,β . First, we see from (2.16) with p′ = 2,
m = m′ = 1 that,

C(1,n),(1,n′) =
cos2

(
π(n+n′)

2p

)
sin2

(
π|n−n′|

2p

)
cos2

(
π|n−n′|

2p

)
sin2

(
π(n+n′)

2p

) = C(1,n),(1,n′). (3.34)

Next, using (3.31), we can express (3.32) as

B1,n = (T1,n)−
1
2 i
√
π

2
cot(πn/p)√
p2 − 4

. (3.35)

On the other hand, from (2.24) with p′ = 2, m = 1, we get

B1,n = (T1,n)−
1
2 i
√
π

2

(
cot2(πn/p)
p2 − 4

) 1
2

. (3.36)

Therefore, we see that there is perfect agreement between the result in (2, p) minimal string
theory and the double-scaled one-matrix model.
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We remind the reader that the result presented here for BT
1
2 is twice that quoted in our

previous work [16], which only dealt with the case n = 1. This is because we are integrating
over the full steepest descent contour of the saddle point, and we are not worrying about
what linear combination of the steepest descent contours is homologous to the defining
contour.

Let us remark that we can perform a consistency check of (3.31) by comparing the
dependence on n to that obtained from the string theory computation. In string theory,
the tension of the ZZ branes can be obtained, up to an overall proportionality constant,
using the formulas for the boundary state wavefunction Ψ1,n(P ) [6]. Indeed, the entire
dependence on n is given by a multiplicative factor sinh(2πnbP ) (see equation (5.15) of [6]).
Here P represents the Liouville momentum, which labels the exponential Liouville operators
e2αφ with α = (b+b−1)/2+iP . Therefore we set P to −i(b−b−1)/2 in order to get the one-
point function of the cosmological constant operator e2bφ [18, 53]. Since 〈e2bφ〉 = ∂µZdisk
and Zdisk is proportional to the tension of the ZZ brane, we see that T1,n ∝ sinh(2πnbP )
with P = −i(b− b−1)/2. Using the fact that b =

√
2/p, we get T1,n ∝ (−1)n−1 sin(2πn/p).

This reproduces the n-dependence of the matrix integral formula (3.31).

4 Two-matrix integrals

The general (p′, p) minimal string theory is dual to a matrix integral over two matrices
in the double-scaling limit [42, 43]. Denoting the matrices by M1 and M2, the action is
N
t Tr(V1(M1) + V2(M2) −M1M2). Here M1 and M2 are Hermitian matrices, both of size
N ×N . Using the Harishchandra-Itzykson-Zuber formula [54–56], it is possible to reduce
this integral, up to an overall constant, to the following integral over the eigenvalues

Z(N, t) := 1
N !

∫ N∏
i=1

dxidyi
2π ∆(x)∆(y) exp

[
−N
t

N∑
i=1

(V1(xi) + V2(yi)− xiyi)
]
. (4.1)

Here, the xi are the eigenvalues of M1 and yi are the eigenvalues of M2. Note that there is
only one power of the Vandermonde determinant for each set of eigenvalues.

In appendix B we present the results for this integral when both potentials are Gaus-
sian. When we vary the potentials to get different integrals, we choose to keep the coeffi-
cients of the quadratic terms fixed. For much the same reasons as discussed in section 3
and appendix B, we obtain a nice asymptotic expansion in powers of 1/N2 after dividing
by the Gaussian matrix integral

log Z(N, t)
ZG(N, t) =

∞∑
g=0

N2−2g(Fg(t)− Fg,G(t)) . (4.2)

We are interested in corrections to logZ that are of order e−N . A single instanton would
correspond to placing one pair (xi, yi) at an extremum of the effective potential that this
pair feels. Explicitly, from (4.1), this effective potential is

Veff(xi, yi) := V1(xi)−
t

N

∑
j:j 6=i

log(xi − xj) + V2(yi)−
t

N

∑
j:j 6=i

log(yi − yj)− xiyi . (4.3)
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Reference [23] obtained the normalization constant for a single instanton in the two-
matrix integral. We shall now generalize this to the case of multiple instantons, possibly
of different types. Our results at the intermediate stages will differ from those of [23] since
we express our results in terms of correlation functions in the theory with N eigenvalues
while [23] expresses the results in terms of correlation functions in the theory with (N − 1)
eigenvalues [24].

4.1 Identical instantons

In this section, we shall analyze the contribution due to ` instantons of the same type. The
main idea is similar to that in section 3.1. We pull out ` pairs (xi, yi) and integrate them
along the Lefschetz thimble of one particular extremum of Veff(xi, yi). Let us denote this
extremum by (x?, y?).

We define the following quantities

V1,eff(x, t− t`/N)) = V1(x)− t

N

〈
N−`∑
j=1

log(x− xj)
〉
, (4.4)

V2,eff(y, t− t`/N)) = V2(y)− t

N

〈
N−`∑
j=1

log(y − yj)
〉
, (4.5)

and also the connected correlators of the Vandermonde potentials

A
(1)
0,2(x, x′, t− t`/N) =

N−`∑
i=1

N−`∑
j=1

〈
log(x− xi) log(x′ − xj)

〉
c , (4.6)

A
(2)
0,2(y, y′, t− t`/N) =

N−`∑
i=1

N−`∑
j=1

〈
log(y − yi) log(y′ − yj)

〉
c , (4.7)

A
(3)
0,2(x, y, t− t`/N) =

N−`∑
i=1

N−`∑
j=1
〈log(x− xi) log(y − yj)〉c . (4.8)

It follows from (4.3)–(4.5) that (x?, y?) are determined from the equations

V ′1,eff(x?, t) = y?, V ′2,eff(y?, t) = x? , (4.9)

up to corrections that do not affect the result to the order of the 1/N expansion that we
are interested in.

Qualitatively, we have the same terms as in the one-matrix case: since there are N − `
pairs of eigenvalues that are integrated on the perturbative contour, and the coefficient N/t
does not change, the ’t Hooft coupling is shifted to t − `t/N . We also get the connected
correlators of the Vandermonde potentials. There is an `× ` two-matrix Gaussian integral
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that one needs to do exactly. So we have

Z(`)(N, t) = 1
N !

(
N

`

) ∫
C0

N−`∏
i=1

dxidyi
2π

N−`∏
i<j
i,j=1

(xi − xj)(yi − yj)

× exp
[
−N
t

N−`∑
i=1
{V1(xi) + V2(yi)− xiyi}

]

×
∫
C1

N∏
i=N−`+1

dxidyi
2π

N∏
i<j

i,j=N−`+1

(xi − xj)(yi − yj) (4.10)

× exp
[
− N

t

N∑
i=N−`+1

{V1,eff(xi, t− t`/N) + V2,eff(yi, t− t`/N)− xiyi}

+ 1
2

N∑
i=N−`+1

N∑
j=N−`+1

{A(1)
0,2(xi, xj , t) +A

(2)
0,2(yi, yj , t) + 2A(3)

0,2(xi, yj , t)}+ · · ·
]
.

Here C0 is the perturbatively allowed range for the eigenvalues and C1 is the Lefschetz
thimble of the effective potential around the non-perturbative saddle point. Just as in the
one-matrix case (3.13), we need to Taylor expand V1,eff(xi, t− t`/N) and V2,eff(yi, t− t`/N)
to first order in `/N , while the shift in t can be ignored in the connected correlators; indeed
we have already replaced t− t`/N with t for these terms. Also, we need to Taylor expand
V1,eff(xi, t− t`/N) and V2,eff(yi, t− t`/N) to second order in xi − x? and yi − y?, while we
can replace xi and yi by their saddle point values in the connected correlators. The integral
over C1 now forms a two-matrix Gaussian integral that is given in (B.10). Thus, we get

Z(`)(N, t) = Z(0)(N − `, t− t`/N)

× exp
[
`2

2
(
A

(1)
0,2(x?, x?, t) +A

(2)
0,2(y?, y?, t) + 2A(3)

0,2(x?, y?, t)
)]

× exp
[
`2 (∂tV1,eff(x?, t) + ∂tV2,eff(y?, t))

]
× exp

[
−N
t
` Veff(x?, y?)

]
×G2(`+ 1)

(
t

N

) 1
2 (`2+`) (

V ′′1,eff(x?, t)V ′′2,eff(y?, t)− 1
)−`2/2

. (4.11)

Now we would like to compute the ratio Z(`)(N,t)
Z(0)(N,t) . From the above equation we see that

this involves the ratio Z(0)(N−`,t−t`/N)
Z(0)(N,t) . The main novelty as compared to the one-matrix

case is that we need to worry about the division by the Gaussian matrix integral. As we
remarked in (4.2), it is Z(0)(N,t)

ZG,2(N,t) that has a nice asymptotic expansion, and from (B.12) we
see that

log ZG,2(N − `, t− t`/N)
ZG,2(N, t) = N2

t2
(F0,G(t− t`/N)− F0,G(t))− `

2 log 2πt
N

+O

( 1
N

)
.

(4.12)
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We want to emphasize the term − `
2 log 2πt

N in this equation, which is novel in the two-matrix
case.8 This means that in the large-N limit we should write

Z(0)(N − `, t− t`/N)
Z(0)(N, t)

= exp
[
N2

t2

(
− `t
N
∂tF0(t) + 1

2
`2t2

N2 ∂
2
t F0(t)

)] (
N

2πt

) `
2
. (4.13)

The multiplicative power of N `/2 is important since it combines with N−
1
2 (`2+`) in (4.11)

to give N−`2/2. It is important to get this power; otherwise, the answer would not agree
with the string theory result.

Using (4.11) and (4.13), we see that the final result is

Z(`)(N, t)
Z(0)(N, t)

= exp
[
−N
t
`A
]
B`2 G2(`+ 1)

(2π)
1
2 (`2+`)

(4.14)

with the quantities A and B defined as

A := Veff(x?, y?) + ∂tF0(t) , and (4.15)

B :=
(

2πt
N

1
V ′′1,eff(x?, t)V ′′2,eff(y?, t)− 1

) 1
2

exp
[1

2∂
2
t F0(t) + ∂tV1,eff(x?, t) + ∂tV2,eff(y?, t) +

+ 1
2A

(1)
0,2(x?, x?, t) + 1

2A
(2)
0,2(y?, y?, t) +A

(3)
0,2(x?, y?, t)

]
. (4.16)

These quantities are similar to (3.16) and (3.17) in the one-matrix case. They represent
the on-shell action and the total one-loop contribution about the instanton configuration.
Furthermore, we shall see in section 4.3 that NA/t and B are finite in the double-scaling
limit, representing the tension of the ZZ brane and the exponential of the annulus between
a ZZ brane and itself.

4.2 General multi-instanton configuration

We now follow the logic of section 3.2 and generalize to an arbitrary configuration of
instantons. Let us integrate a number `1 of (x, y) pairs along the Lefschetz thimble of the
saddle point (x?1, y?1), a number `2 of (x, y) pairs along the Lefschetz thimble of the saddle
point (x?2, y?2), and so on. Let ` =

∑
α `α be the total number of instantons. For each α we

shall get a factor of the form (4.14). Besides this, there are four types of contributions that
give rise to a multiplicative factor C`α`βα,β . They are similar to the ones we enumerated in
section 3.2, except that we have more functions to keep track of. Also, the Vandermonde
contribution is now a power of (x?α − x?β)(y?α − y?β).

After a straightforward, though perhaps slightly tedious calculation, we arrive at the
result

Z(`1,`2,...)(N, t)
Z(0)(N, t)

= exp
[
−N
t

∑
α

`αAα

] ∏
α

{
(Bα) `

2
α
G2(`α + 1)

(2π)
1
2 (`2α+`α)

} ∏
α<β

C`α`βα,β , (4.17)

8We can see from (B.3) that the correction is order 1/N in the one-matrix case, and hence not important
to the order that we are working at. This was discussed in footnote 5.
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with the definitions

Aα := Veff(x?α, y?α) + ∂tF0(t) , (4.18)

Bα :=
(

2πt
N

1
V ′′1,eff(x?α)V ′′2,eff(y?α)− 1

) 1
2

exp
[1

2∂
2
t F0(t) + ∂tV1,eff(x?α) + ∂tV2,eff(y?α) +

+ 1
2A

(1)
0,2(x?α, x?α) + 1

2A
(2)
0,2(y?α, y?α) +A

(3)
0,2(x?α, y?α)

]
, (4.19)

Cα,β := (x?α − x?β)(y?α − y?β) exp
[
∂2
t F0(t) + ∂tV1,eff(x?α) + ∂tV2,eff(y?α) + ∂tV1,eff(x?β)+

+∂tV2,eff(y?β) +A
(1)
0,2(x?α, x?β) +A

(2)
0,2(y?α, y?β) +A

(3)
0,2(x?α, y?β) +A

(3)
0,2(x?β , y?α)

]
. (4.20)

The quantities Aα and Bα are the same as what we derived in the previous section, but we
have included them in this result for the sake of convenience. Comparing (4.17) with (2.23)
we see that the matrix model results agree with the string theory results provided we
identify Tα withNAα/t, Bα with Bα and Cα,β with Cα,β . We shall verify these in section 4.3.

4.3 The double-scaling limit

The details about the saddle point structure of the two-matrix integral and the double-
scaling limit are presented in appendix D. Here, we just present the final results.

The instantons are labeled by two integers (m,n) with m ∈ {1, . . . , p′ − 1} and n ∈
{1, . . . , p−1} subject to the identification (m,n) ≡ (p′−m, p−n) [41]. One finds that, in the
double-scaling limit, the quantities Tm,n = N

t Am,n and Bm,n remain finite. Using (D.37)
and (D.38), we see that

Bm,n = (Tm,n)−
1
2 i
√
π

2

(
cot2(πn/p)− cot2(πm/p′)

p2 − p′2

) 1
2

, (4.21)

agreeing precisely with the string theory result (2.24).
Finally, we check that the string theory expression for Cα,β agrees with the matrix

model result for Cα,β . The result for Cα,β from (D.40) is

C(m,n),(m′,n′) =
cos

(
πm
p′ + πn

p

)
− cos

(
πm′

p′ + πn′

p

)
cos

(
πm
p′ + πn

p

)
− cos

(
πm′

p′ −
πn′

p

) × cos
(
πm
p′ −

πn
p

)
− cos

(
πm′

p′ −
πn′

p

)
cos

(
πm
p′ −

πn
p

)
− cos

(
πm′

p′ + πn′

p

) .
(4.22)

After some simplification using basic trigonometric identities, we see that this agrees with
the string theory result (2.16).

Finally, let us make a remark about the ratio of the tensions of the various ZZ branes.
From (D.37) we see that the matrix integral predicts that

Tm,n
T1,1

= (−1)m+n sin πmp
p′ sin πnp′

p

sin πp
p′ sin πp′

p

. (4.23)

Similarly to the remarks in section 3.3, this agrees with the results from the string theory
side [6, 18, 53]. The boundary state wavefunction Ψm,n(P ) ∝ sinh(2πmPb−1) sinh(2πnPb)
which for P = −i(b− b−1)/2 equals (−1)m+n sin πmp

p′ sin πnp′

p .
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A String theory computation of the exponentiated annulus

The goal of this appendix is to derive the formula (2.9) forM2k−1,2l−1 and also to present
some details of the derivation of (2.10). Recall the definitions

Fk,l(t) := (q−kl − 1) q−(kp−lp′)2/4pp′
∞∑

j=−∞

[
q(2pp′j+p−p′)2/4pp′ − q(2pp′j+p+p′)2/4pp′

]
,

q := e−2πt , (A.1)

Mk,l := exp
[∫ ∞

0

dt
2tFk,l(t)

]
. (A.2)

We want to derive a simple explicit formula for Mk,l. The main identity that we will
need is ∫ ∞

0

dt
2t
(
e−2πh1t − e−2πh2t

)
= 1

2 log h2
h1
. (A.3)

This identity is valid for h1, h2 > 0. If either h1 or h2 is negative, we can use the right
hand side to compute the analytic continuation of the left hand side. The use of analytic
continuation may be justified by noting that in string field theory the steepest descent
contour for a mode with negative h runs along the imaginary axis instead of the real axis.

When (k, l) 6= (1, 1), we can use the analytically continued version of (A.3) to perform
the integral over t, which gives us9

Mk,l =
∏
j∈Z

[{
(2pp′j + p+ p′)2 − (kp+ lp′)2

(2pp′j + p+ p′)2 − (kp− lp′)2

}{
(2pp′j + p− p′)2 − (kp− lp′)2

(2pp′j + p− p′)2 − (kp+ lp′)2

}] 1
2

=
∏
j∈Z

[(2pp′j + (k + 1)p+ (l + 1)p′)(2pp′j − (k − 1)p− (l − 1)p′)
(2pp′j + (k + 1)p− (l − 1)p′)(2pp′j − (k − 1)p+ (l + 1)p′)

× (2pp′j + (k + 1)p− (l + 1)p′)(2pp′j − (k − 1)p+ (l − 1)p′)
(2pp′j + (k + 1)p+ (l − 1)p′)(2pp′j − (k − 1)p− (l + 1)p′)

] 1
2

9As discussed in appendix E, for special values of (p′, p) we get some vanishing exponents of q even for
(k, `) 6= (1, 1). For now we shall ignore this problem and simply use the fact that the problematic terms
cancel pairwise. However we should keep in mind that for these special values of (p′, p), our string theory
results remain somewhat formal.
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=
∏
j∈Z


(
j + k+1

2p′ + l+1
2p

) (
j − k−1

2p′ −
l−1
2p

) (
j + k+1

2p′ −
l+1
2p

) (
j − k−1

2p′ + l−1
2p

)
(
j + k+1

2p′ −
l−1
2p

) (
j − k−1

2p′ + l+1
2p

) (
j + k+1

2p′ + l−1
2p

) (
j − k−1

2p′ −
l+1
2p

)


1
2

=
∏
j∈Z


(
j + l+1

2p + k+1
2p′
) (
j + l−1

2p + k−1
2p′
) (
j + l+1

2p −
k+1
2p′
) (
j + l−1

2p −
k−1
2p′
)

(
j + l−1

2p −
k+1
2p′
) (
j + l+1

2p −
k−1
2p′
) (
j + l−1

2p + k+1
2p′
) (
j + l+1

2p + k−1
2p′
)


1
2

.

(A.4)

In the last step we have made a j → −j transformation in the second and third factors in
the numerator, and in the first and fourth factors in the denominator. Now we can use the
infinite product identity

∏
j∈Z

j + a

j + b
= a

b

∏
j∈Z∗

1 + a
j

1 + b
j

= a

b

∏
j∈Z+

1− a2

j2

1− b2

j2

= sin(πa)
sin(πb) (A.5)

to get

Mk,l=

sin
(
π
(
l+1
2p + k+1

2p′
))

sin
(
π
(
l−1
2p + k−1

2p′
))

sin
(
π
(
l+1
2p −

k+1
2p′
))

sin
(
π
(
l−1
2p −

k−1
2p′
))

sin
(
π
(
l−1
2p −

k+1
2p′
))

sin
(
π
(
l+1
2p −

k−1
2p′
))

sin
(
π
(
l−1
2p + k+1

2p′
))

sin
(
π
(
l+1
2p + k−1

2p′
))


1
2

=


(
sin2

(
π(l+1)

2p

)
− sin2

(
π(k+1)

2p′
)) (

sin2
(
π(l−1)

2p

)
− sin2

(
π(k−1)

2p′
))

(
sin2

(
π(l−1)

2p

)
− sin2

(
π(k+1)

2p′
)) (

sin2
(
π(l+1)

2p

)
− sin2

(
π(k−1)

2p′
))


1
2

. (A.6)

This gives us the result (2.9) that we needed in the main text.
Armed with this formula for Mk,l, we can see that the product formula for Nm,n

in equation (2.7) telescopes. We first do the product over all values of (2k − 1, 2l − 1)
except (1, l).

Nm,n =
(

n∏
l=1
M1,2l−1

)
m∏
k=2

n∏
l=1
M2k−1,2l−1

=
(

n∏
l=1
M1,2l−1

)
m∏
k=2

n∏
l=1


(
sin2

(
πl
p

)
− sin2

(
πk
p′

)) (
sin2

(
π(l−1)
p

)
− sin2

(
π(k−1)
p′

))
(
sin2

(
π(l−1)
p

)
− sin2

(
πk
p′

)) (
sin2

(
πl
p

)
− sin2

(
π(k−1)
p′

))


1
2

=
(

n∏
l=1
M1,2l−1

)
(
sin2

(
πn
p

)
− sin2

(
πm
p′

)) (
sin2

(
π
p′

))
(
sin2

(
πm
p′

)) (
sin2

(
πn
p

)
− sin2

(
π
p′

))


1
2

=
(

n∏
l=1
M1,2l−1

)cot2
(
πn
p

)
− cot2

(
πm
p′

)
cot2

(
πn
p

)
− cot2

(
π
p′

)


1
2

. (A.7)
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Now we compute the remaining product over l, but leaving outM1,1.

n∏
l=1
M1,2l−1 =M1,1

n∏
l=2


(
sin2

(
π
p′

)
− sin2

(
πl
p

)) (
sin2

(
π(l−1)
p

))
(
sin2

(
πl
p

)) (
sin2

(
π
p′

)
− sin2

(
π(l−1)
p

))


1
2

=M1,1

n∏
l=2

 cot2
(
π
p′

)
− cot2

(
πl
p

)
cot2

(
π
p′

)
− cot2

(
π(l−1)
p

)


1
2

=M1,1

cot2
(
π
p′

)
− cot2

(
πn
p

)
cot2

(
π
p′

)
− cot2

(
π
p

)


1
2

.

(A.8)

Combining (A.7) and (A.8), we get

Nm,n =M1,1

cot2
(
πm
p′

)
− cot2

(
πn
p

)
cot2

(
π
p′

)
− cot2

(
π
p

)


1
2

, (A.9)

which is the relation (2.10) that was used in the main text.

B Gaussian matrix integrals

The one-matrix gaussian integral. In the main text we need the following integral,
which is the Gaussian one-matrix integral written as an integral over the eigenvalues [47]

ZG(`) := 1
`!

∫ ∏̀
i=1

dxi
2π ∆(x)2 exp

(
−N
t

∑̀
i=1

x2
i

2

)
= G2(`+ 1)

(2π)`/2

(
t

N

)`2/2
. (B.1)

Here G2 denotes the Barnes-G double gamma function. This equation is exact, and, in
particular, is true even if ` is of order N . This can be derived using the fact that Hermite
polynomials are orthogonal with respect to the Gaussian measure [47]. We note that the
asymptotic expansion of ZG(N) reads [47]

logZG(N) = N2
(1

2 log t− 3
4

)
+O(logN) . (B.2)

We identify the first term as N2F0,G(t)/t2. In particular, note that terms of order N logN
or N are absent. This will no longer be the case in the two-matrix integral. The above
expression implies the following result that we need for our calculations

log ZG(N − `, t− t`/N)
ZG(N, t) = N2

t2
(F0,G(t− t`/N)− F0,G(t)) +O

( 1
N

)
. (B.3)

Volume of U(`). We can use the result (B.1) and the equality between the two in-
tegrals (3.1) and (3.2) to check the expression (2.22) for the volume of the group U(`).
Picking V (x) = x2/2, the Gaussian integral over the matrix in (3.1) can be done in a
trivial fashion by doing `2 separate Gaussian integrals over the individual matrix elements
of M . The upshot is that

ZG(`) = 1
VU(`)

(2πt
N

)`2/2
. (B.4)
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Equating the right hand side of this equation to (B.1), we get

VU(`) = (2π)
1
2 (`2+`)

G2(`+ 1) . (B.5)

Universality of the logarithmic terms. If we consider a general potential V (M) of
the form given in (3.3), then F0(t) differs from the result for quadratic potential, but the
logarithmic terms remain unchanged. One way to see this is as follows. Introducing the
function r(ξ) satisfying the “string equation” [1, 47, 49]

t ξ = r(ξ) +
(p−1)/2∑
k=1

g2k+2

(
2k + 1
k + 1

)
r(ξ)k+1 , (B.6)

the planar part of the free energy can be written as

F0(t) = t2
∫ 1

0
dξ (1− ξ) log r(ξ) . (B.7)

This integral is obtained as a continuum approximation to a discrete sum [1, 47, 49], with
errors potentially given by the Euler-Maclaurin formula. Note that r(ξ) ≈ tξ as ξ → 0.
The relation r(ξ) = tξ would be exact for the Gaussian matrix integral. The integrand
in (B.7) thus behaves as log ξ near the lower limit ξ = 0. It is for this reason that the
combination

F0(t)− F0,G(t) = t2
∫ 1

0
dξ (1− ξ) log r(ξ)

tξ
(B.8)

is better behaved and log Z(N,t)
ZG(N,t) has a good asymptotic expansion without logarithmic

terms [47, 49, 50].

The two-matrix gaussian integral. The two-matrix Gaussian integral is given by [57]

ZG,2(`) := 1
`!

∫ ∏̀
i=1

dxidyi
2π ∆(x)∆(y) exp

(
−N
t

∑̀
i=1

(
c1x

2
i

2 + c2y
2
i

2 − c3xiyi

))
(B.9)

= G2(`+ 1)
(
t

N

) 1
2 (`2+`)

(c1c2 − c2
3)−

1
2 `

2
c

1
2 (`2−`)
3 . (B.10)

The lemma in the appendix of [57] allows us to reduce this integral to the one-matrix
Gaussian integral. Alternatively, one can derive it using two-matrix orthogonal polyno-
mial technology; the orthogonal polynomials are still the Hermite polynomials. Again,
this expression is exact and can be used for ` of order N . The asymptotic expansion of
ZG,2(N) reads

logZG,2(N) = N2
(

1
2 log t− 1

2 log c1c2 − c2
3

c3
− 3

4

)
− 1

2N logN + 1
2N log 2πt

c3
+O(logN) .

(B.11)
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We identify the first term on the right hand side as N2F0,G(t)/t2. Note the presence of
terms of order N logN and N . Using the above expression we see that

log ZG,2(N−`, t−t`/N)
ZG,2(N, t) = N2

t2
(F0,G(t−t`/N)− F0,G(t))− `

2 log 2πt
c3N

+O

( 1
N

)
. (B.12)

Comparing this to (B.3), we see the presence of an extra logarithmic term [23], which will
be important in our analysis.

C Saddle point technology for the one-matrix integral

In this appendix we shall review some results in the theory of one-matrix integrals that we
need. We refer to [24, 47] for more details, whose notations we also use.

C.1 The large-N limit

We consider integrals over an N ×N Hermitian matrix M ; in terms of the eigenvalues, the
matrix integral is defined via

Z(N, t) := 1
N !

∫ N∏
i=1

dxi
2π ∆(x)2 exp

(
−N
t

∑
i

V (xi)
)
. (C.1)

We take the potential to be an even polynomial, for simplicity. The planar free energy F0
is defined as

F0(t) := lim
N→∞

1
N2 t

2 logZ(N, t) . (C.2)

We work with the one-cut solution in which the resolvent takes the form

ω0(x) := lim
N→∞

1
N

〈
Tr 1

x−M

〉
=
∫ b

−b
dy ρ(y)

x− y
, (C.3)

The support of the eigenvalue density ρ(y) is on the interval [−b, b]. One can show that [24]

2t ω0(x) = V ′(x)−M(x)
√
x2 − b2 , (C.4)

where, if V (x) is a polynomial of degree d+ 1, then M(x) is a polynomial of degree d− 1.
It will be understood that

√
x2 − b2 ' x for large |x| on the physical sheet. Both M(x) and

b can be determined using the fact that ω0(x) = 1/x + O(x0) as x → ∞ on the physical
sheet; they depend on t. An important relation that will be useful for us is [47]

∂

∂t
(tω0(x)) = 1√

x2 − b2
. (C.5)

The holomorphic effective potential is defined via [24]

Veff(x) := V (x)− 2t
∫ b

−b
dy ρ(y) log(y − x) = V (x)− 2t

∫ x

−Λ
dx′ ω0(x′)− 2t log Λ , (C.6)

where the limit Λ → ∞ is understood in the last expression. Since we shall define the
double-scaling limit by zooming in near the region x ' −b, we have defined Veff(x) such
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that it is real on the negative x-axis. A consequence of the large-N saddle point equation
is that the real part of the effective potential is constant on the interval [−b, b]. Using (C.5)
we get the derivative of the effective potential with respect to t:

∂tVeff(x) = −2
∫ x

−Λ
dx′ 1√

x′2 − b2
− 2 log Λ = −2 log

(
−x−

√
x2 − b2

2

)
. (C.7)

It follows from (C.3) that the imaginary part of ω0 in the interval [−b, b] is given by
πρ(x). On the other hand, we see from (C.4) that the imaginary part of 2tω0 in the same
interval is given by M(x)

√
b2 − x2. This gives

ρ(x) = 1
2πtM(x)

√
b2 − x2 Θ(b− |x|) . (C.8)

From (C.6) and (C.4) we also have

V ′eff(x) = V ′(x)− 2tω0(x) = M(x)
√
x2 − b2 . (C.9)

Next, we collect the following results for the planar free energy and its t-deriva-
tives [24, 48]

F0(t) = − t2

∫ b

−b
dx ρ(x)V (x)− t

2Veff(−b) , (C.10)

∂tF0(t) = −Veff(−b) , (C.11)

∂2
t F0(t) = 2 log b2 . (C.12)

To derive (C.10), we need to use the fact that the real part of Veff is constant on the cut,
and so V (x) − 2t

∫
dy ρ(y) log |x − y| = Veff(−b) for x ∈ [−b, b]. Using this to simplify the

Coulomb-repulsion term in the on-shell action for the defining integral (C.1), we get

1
t2
F0(t) = −1

t

∫ b

−b
dxρ(x)V (x) +

∫ b

−b

∫ b

−b
dxdy ρ(x)ρ(y) log |x− y|

= − 1
2t

∫ b

−b
dxρ(x)V (x)− 1

2tVeff(−b) , (C.13)

as desired. To derive (C.11), we use the relation ∂t logZ = N2

t2
∫ b
−b dx ρ(x)V (x) which

follows directly by taking a t-derivative in the definition (C.1). Using the large-N ap-
proximation logZ = N2F0/t

2 and (C.10), we get (C.11). To derive (C.12), we take a
t-derivative in (C.11) and use (C.7), together with the fact that V ′eff(−b) = 0 so that ∂tb
does not contribute.

We also need the connected correlator of two resolvent operators [58, 59] (for a recent
exposition, see [26])

R0,2(x1, x2) :=
〈

Tr 1
x1 −M

Tr 1
x2 −M

〉
c

= 1
2(x1 − x2)2

 x1x2 − b2√
x2

1 − b2
√
x2

2 − b2
− 1

 .

(C.14)
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We integrate this twice to get the connected correlator

A0,2(x1, x2) := 〈Tr log(M − x1) Tr log(M − x2)〉c . (C.15)

We first integrate over x2 and get

∫ x2

−∞
dx′2R0,2(x1, x

′
2) =

(
1

2(x2 − x1) −
1

2(x2 − x1)

√
x2

2 − b2
x2

1 − b2

)
+ 1

2
√
x2

1 − b2
. (C.16)

At large |x1|, this expression behaves as x−2
1 so we should not have any problems integrating

it. The final answer is

A0,2(x1, x2) = −1
2 log

2(x1x2 − b2 +
√
x2

1 − b2
√
x2

2 − b2)

(x1 +
√
x2

1 − b2)(x2 +
√
x2

2 − b2)

 . (C.17)

Eventually, we will need the following combination, which we get using (C.7), (C.12)
and (C.17)

exp
(
∂2
t F0 + ∂tVeff(x1) + ∂tVeff(x2) + 4A0,2(x1, x2)

)
=

 b

x1x2 − b2 +
√
x2

1 − b2
√
x2

2 − b2

2

.

(C.18)

C.2 A more geometrical perspective

We will now recast some of the above formulas in terms of a more formal perspective, using
the language of algebraic curves. This will help us in understanding the generalization to
the two-matrix case. We follow the notations of [60].

The starting point is to define a function Y (x) via

Y (x) := V ′(x)− 2t
N

〈
Tr 1

x−M

〉
. (C.19)

Using (C.6), we note that Y (x) = V ′eff(x). We can use a Schwinger-Dyson equation in the
defining matrix integral to show that Y (x) satisfies a polynomial equation

Y (x)2 = V ′(x)2 − 4tP (x) , where (C.20)

P (x) := 1
N

〈
Tr
(
V ′(x)− V ′(M)

x−M

)〉
. (C.21)

Let us define the spectral curve Σ as

Σ := {(u, v) ∈ C2 | v2 − V ′(u)2 + 4tP (u) = 0} . (C.22)

We can restate the Schwinger-Dyson equation as the statement that the point (x, Y (x))
lies on Σ, with Y (x) defined in (C.19).

If V (x) is a polynomial of degree d+1, then P (x) is a polynomial of degree d−1, which
makes the right hand side of (C.20) a polynomial of degree 2d. Note, in particular, that if
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V (x) = x2/2, then P (x) = 1. If we do not insist on using an even polynomial, then we can
take d = p − 1 in order to describe the (2, p) minimal string. The “one-cut assumption”
can be rephrased as the condition that d−1 of the roots of the polynomial V ′(x)2−4tP (x)
have multiplicity two, so that V ′(x)2−4tP (x) = M(x)2(x−a)(x− b). Here a and b are the
cut endpoints. The roots of M(x), which are d − 1 in number, are precisely the locations
of the one-eigenvalue instantons.10 Note also that, in the immediate neighborhood of a
one-eigenvalue instanton, the equation defining the spectral curve looks like y2 − c x2 = 0
(for some constant c), clearly exhibiting the “double-point” singularity [41].

If all the roots of V ′(x)2 − 4tP (x) were distinct, the spectral curve Σ would have
genus d− 1, and we would have an eigenvalue density supported on d distinct arcs in the
complex-x plane. In the one-cut solution, d − 1 of these arcs have length zero, giving us
d− 1 distinct one-eigenvalue instantons, as also argued in the previous paragraph.

Let us now specialize to the one-cut case. The curve defined by (C.20) admits a
uniformization parameter z with the projection to the x-coordinate given by

x = a+ b

2 + γ
(
z + z−1

)
, γ := b− a

4 . (C.23)

The special property of the above map is that the cut end-points x = a and x = b get
mapped to z = −1 and z = 1. These are also the points where dx/dz = 0. We need two
copies or sheets of the x-plane to cover the z-plane, the “physical sheet” is the one whose
z-image contains z = ∞, the second sheet is the one whose z-image contains z = 0. The
boundary dividing the z-image of these two sheets is the unit circle in the complex-z plane.

Further specializing to an even potential, so that b = −a > 0 and b = 2γ, we see that,
on the physical sheet we have

x = γ
(
z + z−1

)
,
√
x2 − 4γ2 = γ

(
z − z−1

)
. (C.24)

Thus, we see that many of the formulas in the previous section would be somewhat simpler
when written in terms of z. For instance, we can rewrite (C.7), (C.17) and (C.18) as

∂tVeff = −2 log(−γz) , (C.25)

A0,2(x1, x2) = − log x1 − x2
γz1 − γz2

= log z1z2
z1z2 − 1 , (C.26)

exp
(
∂2
t F0 + ∂tVeff(x1) + ∂tVeff(x2) + 4A0,2(x1, x2)

)
=
(

z1z2
γ(z1z2 − 1)2

)2
. (C.27)

D Saddle-point structure of the two-matrix integral

In this appendix we shall review some relevant formulas in the large-N and the double-
scaling limit of two-matrix integrals. We follow [61] and [62].

10Not all of these one-eigenvalue instantons survive in the double-scaling limit. To get the conformal
background of (2, p) minimal string theory, we can take a polynomial of degree d+ 1 = p, or we could also
take an even polynomial of degree d+ 1 = p+ 1. In either case, only (p− 1)/2 of the d− 1 one-eigenvalue
instantons will survive in the double-scaling limit.
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D.1 The large-N limit

Recall that we have defined the two-matrix integral via

Z(N, t) := 1
N !

∫ N∏
i=1

dxidyi
2π ∆(x)∆(y) exp

[
−N
t

N∑
i=1

(V1(xi) + V2(yi)− xiyi)
]
. (D.1)

Up to an overall normalization, this integral is proportional to

Z(N, t) ∝
∫

dM1dM2 exp
[
−N
t

Tr (V1(M1) + V2(M2)−M1M2)
]
, (D.2)

via the Harishchandra-Itzykson-Zuber formula [54–56]. In order to get to the (p′, p) minimal
string, we can take V1 to be a polynomial of degree p and V2 to be a polynomial of degree
p′ [43]. To get back the one-matrix case, one can set p′=2 and integrate out the matrixM2.

We define two functions Y (x) and X(y) as follows [61]

Y (x) := V ′1(x)− t

N

〈
Tr 1

x−M1

〉
, (D.3)

X(y) := V ′2(y)− t

N

〈
Tr 1

y −M2

〉
. (D.4)

Note that in terms of V1,eff(x) and V2,eff(y) defined in (4.4) and (4.5), we have

V ′1,eff(x) = Y (x), V ′2,eff(y) = X(y) . (D.5)

We have suppressed the dependence on t, with the understanding that both sides will have
the same dependence on t. Let us define the spectral curve Σ via

Σ := {(u, v) ∈ C2 | (V ′1(u)− v)(V ′2(v)− u)− P (u, v) + t = 0} , where (D.6)

P (u, v) := t

N

〈
Tr
(
V ′1(u)− V ′1(M1)

u−M1

V ′2(v)− V ′2(M2)
v −M2

)〉
. (D.7)

It can be shown, via Schwinger-Dyson equations, that both the points (x, Y (x)) and
(X(y), y) lie on the spectral curve Σ [61]. Generically, we can use either x or y as the local
coordinate on Σ. The projection to x ceases to be a good coordinate when dY (x)/dx =∞.
Typically, this will happen when Y (x) has a square root behavior near some x. A similar
remark holds for projection to y.

Like in the one-matrix case, we work with the case when Σ has genus zero (apart
from the singular points to be discussed below). Denoting the uniformization parameter
by z ∈ C ∪ {∞}, we can coordinatize Σ as [61, 62]

(X (z),Y(z)) ∈ Σ , (D.8)

X (z) = γz +
p′−1∑
k=0

αk z
−k , Y(z) = γz−1 +

p−1∑
k=0

βk z
k . (D.9)

This means that for given x, we can find a z such that x = X (z), Y (x) = Y(z), and
for given y, we can find a z′ such that X(y) = X (z′), y = Y(z′). The map X : z 7→ x is,
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generically, a p′-to-1 map except at p′ values of z where dX (z)/dz = 0. This means that we
need p′ number of x-sheets to cover the z-plane, or, equivalently, to cover Σ. The “physical”
x-sheet contains the point z =∞, near which the resolvent 1

N 〈Tr 1
x−M1

〉 behaves as 1
x . The

boundary of the physical x-sheet on Σ is where the eigenvalues of M1 are distributed. Of
course, analogous comments apply to the map Y(z) : z 7→ y, with p′ replaced by p. The
important distinction is that the physical y-sheet contains the point z = 0, near which the
resolvent 1

N 〈Tr 1
y−M2

〉 behaves as 1
y .

If y = Y (x), then (x, y) ∈ Σ. On the other hand, (X(y), y) is also on Σ. However it
does not follow from this that x = X(y), since in general (x, y) and (X(y), y) belong to
different Riemann sheets. Exceptions are the “one-eigenvalue instantons” since it follows
from (4.9) and (D.5) that they are located at the points (x?, y?) satisfying

x? = X(y?), y? = Y (x?) . (D.10)

It then follows that if X (z?) = x?, then Y(z?) = Y (x?) = y?. These represent ZZ branes in
minimal string theory after taking the double-scaling limit [41]. However, in the neighbor-
hood of (x?, y?) the points (x, Y (x)) and (X(y), y) belong to different branches and there
will exist two distinct values of z, call them z?(1) and z?(2), such that

(x?, y?) = (X (z?(1)) ,Y(z?(1))) = (X (z?(2)) ,Y(z?(2))) . (D.11)

In the neighborhood of these points the equation defining Σ looks like α(x− x?)2 − β(y −
y?)2 = 0 and the surface is singular.11

Now we come to the calculation of the objects that we need, namely those that appear
in the formulas (4.18), (4.19) and (4.20). Using the expressions in [62], it was shown
in [23] that

Aα = Veff(x?, y?) + ∂tF0 =
∫ z?(1)

z?(2)
dz Y(z) dX (z)

dz . (D.12)

It also holds that [62]

∂2
t F0 = 2 log γ , (D.13)

which is directly analogous to the equation (C.12) in the one-matrix case. Further, we have
the following equality of one-forms [62]

∂tY (x)|x=X (z) dX (z) = − ∂tX(y)|y=Y(z) dY(z) = −dz
z

(D.14)

In the one-matrix case, the analog of this equation would be (C.5). To get an expression
for the t-derivatives of the effective potentials, note that the definition (4.4) implies that

V1,eff(x) =
∫ x

Λx
dx′ Y (x′) + (V1(Λx)− t log Λx) , (D.15)

11As a simple example, consider the “figure-8” curve defined by x4 = x2 − y2, embedded in R2 and
parametrized as (x, y) = (sin t, sin t cos t). The point (0, 0) is a double point, and corresponds to both t = 0
and t = π. In the discussion of the one-matrix case in appendix C.2, the two values of the uniformizing
coordinate at the instanton locations are related as z?(2) = 1/z?(1).
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where the limit Λx → ∞ on the physical x-sheet is understood. Using (D.14) we see that
if we introduce the variable z′ via x′ = X (z′) then,

∂tV1,eff(x) = −
∫ x

Λx
dx′ 1

z′
dz′

dx′ − log Λx = −
∫ z

Λx/γ

dz′

z′
− log Λx = − log(zγ) , (D.16)

where we used the fact that x ≈ γz near x = ∞ on the physical x-sheet, see (D.9). This
equation is the direct analog of (C.25) in the two-matrix case. Similarly, we have

∂tV2,eff(y) =
∫ y

Λy
dy′ 1

z′
dz′

dy′ − log Λy =
∫ z

γ/Λy

dz′

z′
− log Λy = − log(γ/z) , (D.17)

where we used the fact that y ≈ γ/z near y =∞ on the physical y-sheet, see (D.9). Finally,
the connected two-point correlators of the Vandermonde potential, defined in (4.6), (4.7)
and (4.8) are given by [23, 43]

A
(1)
0,2(x1, x2) = − log X (z1)−X (z2)

γz1 − γz2
, for x1 = X (z1), x2 = X (z2) , (D.18)

A
(2)
0,2(y1, y2) = − log Y(z1)− Y(z2)

γ/z1 − γ/z2
, for y1 = Y(z1), y2 = Y(z2) , (D.19)

A
(3)
0,2(x1, y2) = − log

(
1− z2

z1

)
, for x1 = X (z1), y2 = Y(z2) . (D.20)

These formulas generalize (C.26) to the two-matrix case. From now on we shall drop the
?’s and add a subscript α to a variable to denote its value at the α-th saddle point.

Using these formulas, let us compute the quantity Cα,β defined in (4.20) that appears
in the general multi-instanton contribution to the partition function:

log Cα,β= log[(xα−xβ)(yα−yβ)] + 2 log γ−log(z(1)
α γ)−log(z(1)

β γ)−log(γ/z(2)
α )−log(γ/z(2)

β )

− log xα − xβ
γz

(1)
α − γz(1)

β

− log yα − yβ
γ/z

(2)
α − γ/z(2)

β

− log

1−
z

(2)
β

z
(1)
α

− log

1− z
(2)
α

z
(1)
β

 .
(D.21)

In writing these formulas, we have to pick the branch z
(1)
α for xα and the branch z(2)

α for
yα. We now see that the log γ terms cancel and the contribution log[(xα − xβ)(yα − yβ)]
from the Vandermonde factors also cancels with the corresponding factors from A

(1)
0,2 and

A
(2)
0,2. Simplifying a bit, we find12

log Cα,β = log
z

(1)
α − z(1)

β

z
(1)
α − z(2)

β

z
(2)
α − z(2)

β

z
(2)
α − z(1)

β

. (D.22)

12As a consistency check, we can see that this expression is consistent with the one-matrix results where
z

(2)
α = 1/z(1)

α . To see this, we multiply (C.27) with the contribution from the Vandermonde (xα − xβ)2

and use xα = γ(zα + 1/zα) and the corresponding relation for xβ . This gives Cα,β = zα−zβ
zα−1/zβ

1/zα−1/zβ
1/zα−zβ

in
agreement with (D.22).
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Now let us come to the computation of Bα defined in (4.19). Again, we have to pick
the branch z(1)

α for xα and the branch z(2)
α for yα. We first simplify the exponential piece

appearing in (4.19):

1
2∂

2
t F0 + ∂tV1,eff + ∂tV2,eff + 1

2A
(1)
0,2 + 1

2A
(2)
0,2 +A

(3)
0,2

= log γ − log(γz(1)
α )− log(γ/z(2)

α )− 1
2 log

(1
γ

dX
dz (z(1)

α )
)

− 1
2 log

(
−1
γ

(z(2)
α )2 dY

dz (z(2)
α )

)
− log

(
1− z

(2)
α

z
(1)
α

)
. (D.23)

We see again that the log γ cancels out and the expression simplifies to

exp
[1

2∂
2
t F0 + ∂tV1,eff + ∂tV2,eff + 1

2A
(1)
0,2 + 1

2A
(2)
0,2 +A

(3)
0,2

]
= 1
z

(1)
α − z(2)

α

(
−dX

dz (z(1)
α )dY

dz (z(2)
α )

)− 1
2
.

The prefactor term in (4.19) combines nicely with the second term in the above equation.
To see this note that V ′′1,eff(x) = dY

dx and V ′′2,eff(y) = dX
dy . Thus, we get

Bα =
√

2πt
N

1
z

(1)
α − z(2)

α

(dX
dz (z(1)

α )dY
dz (z(2)

α )− dX
dz (z(2)

α )dY
dz (z(1)

α )
)− 1

2
. (D.24)

D.2 The double-scaling limit

Finally, we discuss the double-scaling limit. The double-scaling limit is defined by zooming
in near a point on Σ that corresponds to an endpoint of the distribution of the eigenvalues
of M1 (the symmetry between M1 and M2 is broken by which potential has a higher
degree). This is a point that lies on the boundary of the z-image of the physical x-sheet.
We appropriately choose the parameters in the potentials V1 and V2 and introduce new
variables x, y, z and new functions X̃, Ỹ , X̃ and Ỹ as,

x = cx + dxε
p′
2 x̃, y = cy + dyε

p
2 ỹ, z = cz + dzε

1
2 z̃ , (D.25)

X(y) = cx + dxε
p′
2 X̃(ỹ) , Y (x) = cy + dyε

p
2 Ỹ (x̃),

X (z) = cx + dxε
p′
2 X̃ (z̃) , Y(z) = cy + dyε

p
2 Ỹ(z̃) , (D.26)

for appropriate constants cx, cy, cz, dx, dy, dz. We now take the limit N →∞, ε→ 0, while
keeping fixed the combination

eS0 := N

t
dxdy ε

p
2 + p′

2 . (D.27)

The analog of the conformal background for the one-matrix case is a special choice of the
parameters of the potential V1, V2 and the parameters cx, cy, cz, dx, dy, dz such that [18, 41]

X̃ (z̃) = Tp′(z̃), Ỹ(z̃) = Tp(z̃) . (D.28)
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Here Tp denotes the Chebyshev polynomial of the first kind which is defined by the relation
cos pθ = Tp(cos θ). Equation (D.28) also implicitly defines the functions X̃ and Ỹ after
eliminating z̃. In the new variables the spectral curve of the conformal background of the
(p′, p) minimal string is the following curve [41]

Σ = {(x̃, ỹ) ∈ C2 |Tp(x̃)− Tp′(ỹ) = 0} , (D.29)

with z̃ being the uniformization parameter of this surface.
The relations (D.10), (D.11) defining the instanton locations now take the form:

x̃? = X̃(ỹ?), ỹ? = Ỹ (x̃?) , (D.30)

(x̃?, ỹ?) = ( X̃ (z̃?(1)) , Ỹ(z̃?(1)) ) = ( X̃ (z̃?(2)) , Ỹ(z̃?(2)) ) . (D.31)

These represent the singular points of Σ and correspond to the instanton locations. Ex-
plicitly, there are (p′ − 1)(p− 1)/2 singular points on Σ given by

(x̃m,n, ỹm,n) =
(

(−1)m cos πnp
′

p
, (−1)n cos πmp

p′

)
, with (D.32)

m ∈ {1, . . . , p′ − 1} , n ∈ {1, . . . , p− 1} , (D.33)

and subject to the identification (m,n) ≡ (p′−m, p−n) since these two labels give the same
point on the curve Σ. We have omitted the stars from the notation to reduce the clutter,
since the subscripts m,n make it clear that these values refer to the singular points. Each
of these singular points corresponds to two distinct values of the uniformizing coordinate
z. Explicitly, these are

z̃(1)
m,n = cos

(
πm

p′
+ πn

p

)
, z̃(2)

m,n = cos
(
πm

p′
− πn

p

)
. (D.34)

From the analysis given above, we cannot determine which of the two values cos(πmp′ ±
πn
p )

corresponds to z̃(1)
m,n and which to z̃(2)

m,n. However, exchanging them changes the signs of
Tα = NAα/t and (Bα)2 computed from (D.12) and (D.24), respectively, and leaves Cα,β
computed from (D.22) unchanged. Since we only compare the combinations BαT 1/2

α and
Cα,β with the string theory results, this ambiguity does not affect our analysis. Ref. [23]
resolves this ambiguity using a physical input.

Let us now compute the on-shell action of the instanton labeled by (m,n). Using (D.26)
and (D.27), we can recast (D.12) as

N

t
Am,n = eS0

∫ z̃
(1)
m,n

z̃
(2)
m,n

dz̃ Ỹ(z̃) dX̃ (z̃)
dz̃ . (D.35)

In particular, since X̃ (z̃(1)
m,n) = X̃ (z̃(2)

m,n) = x̃m,n, the constant terms cx and cy in (D.26)
drop out of this equation. To evaluate this, we first compute the indefinite integral of
Tp(z̃) d

dz̃Tp
′(z̃):

∫ z̃

duTp(u) d
duTp

′(u) = p′

2

( 1
p+ p′

Tp+p′(z̃)− 1
p− p′

Tp−p′(z̃)
)

+ C , (D.36)
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where C is the constant of integration. Taking the difference between this indefinite integral
expression evaluated at the two values of z̃ in (D.34), we get

Tm,n := N

t
Am,n = eS0 (−1)m+n 2pp′

p′2 − p2 sin πmp
p′

sin πnp
′

p
. (D.37)

We now take the double-scaling limit in the formula (D.24) for Bα. The result is

Bm,n = e−S0/2
√

2π
z̃

(1)
α − z̃(2)

α

(
dX̃
dz̃ (z̃(1)

α )dỸ
dz̃ (z̃(2)

α )− dX̃
dz̃ (z̃(2)

α )dỸ
dz̃ (z̃(1)

α )
)− 1

2

= e−S0/2
√

2π
2 sin πm

p′ sin πn
p

2p′p (−1)m+n sin πmp
p′ sin πnp′

p

sin2 πm
p′ − sin2 πn

p

− 1
2

. (D.38)

Note that the overall sign of Bm,n can be changed by changing the orientation of the steepest
descent integration contour in the complex eigenvalue plane. This sign is not significant
since the string theory computation also has a similar ambiguity.

Finally, we discuss the double-scaling limit of Cα,β . Since z just undergoes a shift and
rescaling by ε

1
2 , we get from (D.22) that

Cα,β =
z̃

(1)
α − z̃(1)

β

z̃
(1)
α − z̃(2)

β

×
z̃

(2)
α − z̃(2)

β

z̃
(2)
α − z̃(1)

β

, (D.39)

with z̃α given in (D.34). This yields

C(m,n)(m′,n′) =
cos

(
πm
p′ + πn

p

)
− cos

(
πm′

p′ + πn′

p

)
cos

(
πm
p′ + πn

p

)
− cos

(
πm′

p′ −
πn′

p

) × cos
(
πm
p′ −

πn
p

)
− cos

(
πm′

p′ −
πn′

p

)
cos

(
πm
p′ −

πn
p

)
− cos

(
πm′

p′ + πn′

p

) .
(D.40)

As expected, Tα, Bα and Cα,β all have finite expressions in the double-scaling limit.

E Integer dimensions in the open string spectrum

Our analysis in the main text shows perfect agreement between the matrix model results
and string theory results for the instanton partition function. However we shall now argue
that for some class of instantons this agreement is somewhat formal.

For (m,n) type ZZ branes, the spectrum of open strings is built by the action of ghost
oscillators and matter and Liouville Virasoro generators on Liouville × matter primaries
× ghost vacuum c1|0〉 of dimension:

hk` = − 1
4pp′ {(2m− 2k − 1)p+ (2n− 2`− 1)p′}2 + 1

4pp′ (p− p
′)2,

0 ≤ k ≤ m− 1, 0 ≤ ` ≤ n− 1 . (E.1)

If hk` is a negative integer for any k, `, then by acting with ghost oscillators and matter
Virasoro generators we shall produce zero modes. This means that in (A.1), the power
series expansion in q will have some constant terms. This in turn will produce logarithmic
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divergence in the integration over t. The finiteness of the final result (A.6) shows that the
net coefficient of the logarithmically divergent term vanishes, but in the spirit of string field
theory the correct procedure is to interpret the divergences caused by individual terms as
arising from integration over zero modes and to carry out the integration over these zero
modes carefully. Since our analysis ignores this subtlety, our results remain somewhat
formal. We shall now determine under what condition we get such additional zero modes.

The expression for hk,` may be written as

hk,` = − 1
4pp′

[
(2m− 2k − 2)p+ (2n− 2`)p′

] [
(2m− 2k)p+ (2n− 2`− 2)p′

]
= − 1

pp′
[ap+ (b+ 1)p′][(a+ 1)p+ bp′]

= −ab− (a+ 1)(b+ 1)− a(a+ 1) p
p′
− b(b+ 1)p

′

p
, with

a := m− k − 1, b := n− `− 1, 0 ≤ a ≤ m− 1, 0 ≤ b ≤ n− 1 . (E.2)

Since p, p′ are relatively prime, in order that hk,` be a negative integer, we must have

p′ | a(a+ 1), p | b(b+ 1) . (E.3)

A simple solution is a = b = 0 with hk,` = −1. This corresponds to the product of
the identity fields from the matter and Liouville sector and the ghost vacuum c1|0〉. The
zero modes produced from this sector correspond to ghost zero modes associated with the
breakdown of the Siegel gauge. These have already been taken into account in our analysis.
But there are other solutions. Here are some examples:

p′ = 2, p = 15, a = 0, b = 5,
p′ = 6, p = 55, a = 2, b = 10,
p′ = 6, p = 35, a = 2, b = 14 . (E.4)

For such pairs (p′, p), the string theory results remain formal for (m,n) type ZZ instantons
with m ≥ a+ 1, n ≥ b+ 1.
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