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Microservice-based deployments of Latency-Critical cloud services (LC-Services) pose a well-studied

Tail-Energy co-optimization challenge: meeting Service-Level Objective (SLO) for tail latency of

requests while minimizing energy consumption. Prior works have shown that CPU heterogeneity

can be exploited at server-level to improve the overall energy-efficiency of LC-Services. In my

research work, I show that exploiting CPU heterogeneity at the cluster-level can reap additional

benefits. As a part of my research, I propose two control-plane strategies to exploit the CPU

heterogeneity at the cluster-level. First, a Reinforcement Learning based technique to perform

load balancing across a homogeneous cluster of Heterogeneous Multi-Processors (HMPs). Second,

a heuristic-based instance scaling and load balancing technique to perform the co-optimization on

a heterogeneous cluster of Symmetric Multi-Processors (SMPs). In addition, I also explore OS-

level approaches to achieve tail latency predictability and perform Tail-Energy co-optimization by

exploiting the CPU frequency scaling (or, as I call it, the Core-frequency heterogeneity).

During my research, I also inferred that the currently enforced SLOs for LC-Services are cloud-

centric instead of being user-centric, i.e. cloud SLOs guarantee intra-cloud latency, but not the

user QoE. To guarantee statistical bounds on user QoE, the control plane strategies must account

for the external network delay information of requests. I propose a novel user-centric paradigm and

implement a user-centric SLO-enforcement framework built on top of Kubernetes that performs

QoE-aware instance scaling, load balancing and task scheduling on a homogeneous cluster. I also
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demonstrate that significant energy saving can be achieved in this novel paradigm too by exploiting
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Chapter 1

Introduction

1.1 Research Background

Growth of LC-Services In recent years we have observed rapid growth in popularity of inter-

active devices such as smart-phones, voice assistants, and Augmented Reality(AR)/Virtual Real-

ity(VR) gaming consoles. With further proliferation of IoT, complex use cases involving vehicular

traffic networks, warehouse management, smart city management, health care diagnostics among

others are also expected to go online in the near future. Implementing these applications re-

quire back-end services hosted by cloud service providers (CSPs) on private/public cloud and fog

clusters to perform compute- and data-intensive tasks on-the-fly. Typically Application owners

(CSP-clients) rent cloud resources form CSPs to host the Application services and service user

requests. To increase their revenue, CSP-clients expect to achieve a high Quality of Experience

(QoE) for its users. Consequently, CSPs strive to guarantee the QoE expectations of End-users

to maximize their revenue from its client base. Since, for interactive services, response latency

primarily drives the User QoE, CSPs aim to meet certain response delay target for User requests.

Not surprisingly, human perceptual abilities [1, 2, 3] drive the response time requirements for

these Latency-Critical interactive services (LC-Services). For example, response latency bounds of

10ms for AR/VR applications and 100ms for live search applications are required to guarantee an
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immersive experience for users. An action-response delay under 100ms for online gaming request

is crucial for continuity in visual perception [4]. Requests violating these latency bounds cause

significant deterioration in a user’s Quality of Experience (QoE) [5]. Historically these latency

bounds have been getting lower due to rapid advancement of computing and networking technology

coupled with high bandwidth and low latency demands of newer generation of application services.

Cloud service deployments are being offloaded in part (or full) from cloud to fog clusters and

even further to edge devices. Similarly, Telco providers expect to leverage 5G network and NFV

technologies and to offer seamless, truly-interactive next generation services to users through CORD

platform server clusters at the edge. In light of these developments, latency bounds are expected

to further shrink from 100s to under 10s of milliseconds.

Tail Latency Since guaranteeing latency bounds on every request is impractical due to the non-

deterministic nature of server-dynamics, CSPs offer to meet Service Level Objectives(SLOs) that

guarantee sub-second bounds on tail latency of response time distribution. Tail latency represents

the higher latency range in a statistical distribution of response latencies for a long sequence of

service requests. Cloud platforms typically aim to achieve a fixed tail latency SLO target ranging

between 95th (or P95) to 99.9th percentile (or P99.9) for hosted services. A SLO requiring 99th

percentile tail latency (or P99) target of 1 sec means service provider must ensure at least 99% of

client requests are serviced and responded back within 1 sec of request arrival. Primary causes of

high latency within a leaf node include queuing delays (at OS and application layer), OS interference

(through NIC interrupts, task schedulers and OS daemons), background processes (from other

VM/containers) and CPU wakeup delays from sleep states [6]. Recent works have used node

level [7] and tier level [8] scheduling, OS customizations [9], sleep management [10] and interference

reduction [11] to guarantee SLO.

The Tail-Energy Conundrum To meet such strict objectives, service providers must actively

run many LC-Service instances across multiple servers to handle occasional load spikes from un-

predictable request arrivals. But due to low energy-proportionality [12] in traditional server plat-

forms, the under-utilized active servers are expected to continue to waste energy worth billions of

2



dollars [13]. Thus the LC-Services pose a Tail-Energy conundrum for CSPs. Actively running

fewer servers can save energy but risk violating SLO during load spikes. Wheres a large number of

underutilized active servers can significantly increase energy expenses. Both extremes can lead to

revenue loss for CSPs and hence need to be balanced for optimal benefit.

Energy Efficiency Concerns To this end, CSPs have striven hard in recent years to maximize

the energy-efficiency of cloud servers [14]. Energy-efficiency is defined as the performance achieved

per unit watt consumed. Higher efficiency enables service hosting at lower energy costs. Such

efforts [14, 11] have been necessitated primarily due to non-energy-proportional cloud servers [15].

More specifically, this energy-inefficiency can be attributed to traditionally used data center server

processors (e.g. Intel Haswell Xeons) due to two reasons. First, their power consumption does

not scale with utilization. Such cores waste enormous amount of energy during the predominant

idle and low utilization phases in a data center. And second, due to their power-hungry design,

they have large energy footprint when they operate at high utilization. In recent years, RISC-

based ARM architectures with fewer specialized compute units and reduced legacy support, have

shown to achieve significantly higher efficiency than the Xeon-like CISC-based brawny x86 server

processors [16]. With multiple newly-available options to improve the efficiency of LC-Service

execution, further study is needed to explore how LC-Service execution frameworks can best exploit

these options to address the Tail-Energy Conundrum.

1.1.1 LC-Service Request Execution in Microservice Architecture

Current day LC-Services are typically implemented as chain of microservices1. Over the past

decade, cloud application owners have migrated from monolithic to development-friendly microservices-

based software architecture. More recently, the cloud workloads have mostly evolved from data-

centric Map-Reduce based and task-graph based on-demand jobs to user-centric live-services. Sev-

eral past work on cloud Services have suggested Tail-Energy optimization techniques specifically

for data-centric on-line data-intensive (OLDI) applications [6, 17]. Few other works perform opti-

1The words service and microservice is used interchangeably throughout the thesis
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mization for task-graph based jobs [18, 19]. But these cannot be applied to the newer generation

of service-based deployments. To meet the latency expectation for a request in the service-based

framework, it is crucial to optimize the various control-plane resource management components

that impact the intra-cloud execution trajectory for a request.

Request Flow in a Microservice-based Deployment Client application requests in the form

of HTTP requests are received by a frontend gateway server. CSPs may expose multiple of these

frontend servers to the internet and the target frontend server is chosen via DNS Load Balancing

or AnyCast IP [20]. A new TCP connection is first set up for every non-connected user client

with the frontend server. The frontend servers run Load Balancer routines that serve as reverse-

proxy and perform either application-level or network-level load balancing in assigning requests to

the backend servers. Based on the HTTP header fields, the Load Balancer can identify the target

service for the request. It then uses Service discovery mechanisms to infer the list of active instance.

Subsequently, load balancing (application-layer, TCP-layer or network-layer) is performed for the

target service to choose one of the instances from the list. For every new frontend connection, a

corresponding TCP (backend) connection is set up to the target Service Instance. All subsequent

user requests received by the Load Balancer on the new frontend connection are forwarded over

the corresponding backend connection to the same target Service Instance. When the Service

Instance Scaler starts/stops an instance, the instance is registered/de-registered from the list of

active instance and Load Balancing is applied to the updated list for subsequent user requests.

At the Service Instance, the request may be queued behind previously waiting requests. A Task

scheduler schedules the request execution in a FIFO fashion from the queue. After the request has

been processed, the response from the Service Instance is either sent back to the Frontend Load

Balancer to be sent back to the user or forwarded to another service’s Load Balancer for subsequent

processing. After processing through the chain of microservices the final response is eventually sent

back to the user and all intermediate backend connections are closed.

In essence, 3 control plane components determine the physical path and execution time taken by

the request within a cluster: (i) A Load Balancer that selects the physical server to which the

request is forwarded. Inefficient balancing can lead to load disparity among servers and thus long
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execution time for a request (ii) An Instance Scaler that dynamically scales the number of service

instances that are load balanced and assigns them to newer servers. Bad scaling decisions can lead

to under-utilization or over-utilization of servers, again leading to resource wastage or response

time delays respectively. (iii) A server-level Task Scheduler that selects the request from the set

of waiting requests (typically in a FIFO manner) and schedules it on an idle CPU (or service

instance) for execution. The scheduling algorithm, choice of servicing CPU (if multiple CPU types

are available for scheduling), the server configuration and resource interference from co-executing

application can all impact the execution time of a request within the server.

Addressing the Tail-Energy Conundrum for Services Majority of approaches addressing

the Tail-Energy conundrum for LC-Services can be broadly classified as resource scaling and re-

source sharing. Resource scaling techniques include auto-scaling [21, 22] i.e. powering down inactive

servers, CPU scaling [23] i.e. hosting services on sleeping cores on-demand, power scaling [24, 14]

i.e. dynamically managing the power budget of CPUs with varying load and frequency scaling [25,

26] i.e. dynamically managing active core frequency through DVFS. Resource sharing approaches,

on the other hand, try to co-locate non-critical tasks with LC-Service instances on active servers

to maximize cloud resource utilization. Scaling of resources curbs energy wastage due to resource

over-provisioning. Whereas sharing resources improves the energy efficiency of servers by perform-

ing more tasks per server. Since the two approaches are complementary, many studies combine

these approaches [11, 27, 25].

An orthogonal approach is the use of energy-efficient heterogeneous computing resources. In re-

cent years, CSPs have deployed specialized computing units such as General-purpose Graphics

Processing Units (GPGPUs), Field Programmable Gate Arrays (FPGAs) and Tensor Processing

Units (TPUs) for energy-efficient accelerated task execution. However, these specialized hardware

accelerators cannot directly execute applications without tedious porting efforts. Use of single-ISA

heterogeneous multi-core processors (HMPs) [28, 29] can also offer efficient execution platforms for

LC-Service execution. Because both cores use the same instruction set, no changes are required to

the existing applications.
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All the above strategies address the Tail-Energy conundrum by enhancing one or more of the 3

control plane components [6, 14, 24]. Most of the works [15, 30] identified opportunities for latency

reduction and energy optimization at intra-server level. These intra-server works mainly proposed

various application-level task scheduling strategies [14, 25] that also benefit from server resource

configurability. Others proposed cluster-level resource management strategies and frameworks (such

as [31, 32]) to be the more generic and effective approach. These cluster level strategies involve

effective scaling techniques, i.e. runtime load estimation, dynamic resource allocation and service

instantiation. Since cluster hardware is assumed to be homogeneous, load balancing is traditionally

assumed to be a straight-forward equal-distribution strategy and thus has not been much explored

for LC-Services.

However this assumption of cluster homogeneity is not valid for current and futuristic cloud plat-

forms. CPU heterogeneity is inevitable in present and future clusters due to the availability of

a wide variety of CPU choices. Applying the existing heterogeneity-unaware strategies to these

clusters leads to sub-optimal results and presents significant room for further optimization in the

LC-Services as discussed below.

1.1.2 Heterogeneity in Cloud Platforms

Growth of Cluster Heterogeneity A seemingly trivial solution to the Tail-Energy Conundrum

would be to bring in newer energy-efficient server processors (e.g. AMD Ryzen) with smaller

energy footprint and better energy-proportionality. CSPs have been exactly doing that, some

deliberately and some accidentally. CSPs must continuously acquire new servers to either expand

their server fleet or replace the faulty ones. As a result, servers with newer and more efficient

CPUs are installed in cluster alongside the existing older generation servers. Though this might

seem to boost the overall energy efficiency of the cluster, there are two glaring caveats. First,

many of the newer energy efficient multicores run at a lower base frequency and achieve lower

single thread performance. Second, due to heavy capital investment in prior years, CSPs would

still continue to run millions of inefficient CPU cores. As a result, a typical cloud server cluster

can only grow increasingly heterogeneous over years, employing multiple generations of different
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processor types with varying performance and energy efficiency metrics. However, this increasing

Cluster Heterogeneity owing to multiple CPU types leads to heterogeneity in servicing capacity (or

throughput) and energy overhead of service instances.

Other Forms of Heterogeneity in the Cloud Besides Cluster Heterogeneity, various other

forms of heterogeneity could also simultaneously manifest in cloud platforms. Server Heterogene-

ity presented by servers hosting heterogeneous architectures like GPUs, FPGAs or TPUs, is also

becoming rapidly mainstream due to performance benefits. CPU Heterogeneity presented by Het-

erogeneous multi-processor(HMPs) like Intel QuickIA and Arm Big.little platforms is a promising

platform for efficient execution of applications [33, 34, 35]. HMPs have been tremendously success-

ful in energy-constrained edge devices. Recently they are also being adopted in small-scale Edge

and Fog clusters [36]. Researchers have also advocated for their inclusion in future cloud ware-

houses. Heterogeneity may also be dynamically introduced in Symmetric Multi-Processors (SMPs)

servers by scaling CPU core speeds using DVFS techniques. This is termed as Core-frequency Het-

erogeneity in this thesis. A more stricter notion of heterogeneity, called Co-runner Heterogeneity,

is presented by the authors of [37]. In it, the throughput variations among service instances due to

resource interference in their host servers, is also assumed as a form of heterogeneity.

Cluster Heterogeneity and Cloud Workloads Though other forms of heterogeneity have

been largely studied and shown to improve efficiency at the server-level, Cluster Heterogeneity has

been mostly overlooked. As mentioned earlier, popular resource managers (RM) (e.g. Borg [38],

Kubernetes [32, 31], etc.) scale the number of LC-Service instances and distribute user request

among those instances assuming cluster homogeneity. But past research works [39, 40] have found

such naive load distribution to be sub-optimal for performance. Cluster heterogeneity issue has

been addressed through custom cluster-level scaling and load-balancing strategies in data-parallel

Map-Reduce jobs [41, 42, 43]. It has also been exploited through customized task placements in

task-graph based User jobs [19, 18]. But cluster-level strategies for efficient execution of micro-

services, is missing from current literature.
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Heterogeneity and LC-Services Some recent studies [33, 34, 35] have shown that increasing

CPU Heterogeneity in cloud warehouses improves energy efficiency for LC-Services. By employing

energy-efficient slow processors during low request load and fast but relatively inefficient CPUs

during high load, tail latency of requests could be contained and energy usage could be reduced.

Like CPU heterogeneity, Server Heterogeneity [44] has also shown to improve efficiency of LC-

Services. However, in this respect, Core-heterogeneity is the most exploited form of heterogeneity.

DVFS techniques have been extensively used in literature [25, 17] to reduce cloud energy usage by

switching the cores to lower frequency during low load periods.

1.2 Motivation

A vast set of literature have studied the core challenge of Tail-Energy Problem in LC-Services

over the past decade. But new research opportunities continue to emerge due to evolution of cloud

hardware, software architectures, resource management frameworks, application characteristics and

User expectations. Since foreseeable future generation of LC-Services will continue to be developed

as micro-services, and cluster hardware is expected to get more and more heterogeneous, control

plane strategies need to be adapted to meet the SLOs energy-efficiently. In this context, following

are some of the challenges, opportunities and paradigms that are left unexplored in past research

works.

1.2.1 Cluster-level Optimization using CPU and Cluster Heterogeneity

Most of the prior works exploiting heterogeneity for LC-Services are server-level and application-

level approaches. Cluster-level control plane components remain oblivious to underlying hetero-

geneity. For instance, advantages of heterogeneity have been established in prior works at the

server-level using HMPs, this benefit has not been exploited for LC-Services at the cluster level.

By maximally utilizing all small cores and employing minimal number of large cores, further energy

could be saved for a given request load. Our preliminary studies (shown in Chapter 2.3) revealed

significant energy-saving could be achieved through a cluster level management of request distri-
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bution among HMPs. However, unlike server-level scheduling on HMPs [33, 34, 35], requests and

service instances cannot be migrated between servers without incurring significant latency over-

head that can be detrimental for service SLOs. Only by coordinating cluster-level and server-level

control plane strategies, this benefit could be availed on a cluster of HMPs. To implement such a

generic strategy it is crucial to automatically learn about the throughput and efficiency achieved

by LC-Services on the HMP servers in various possible configurations supported by Core-frequency

Heterogeneity and CPU Heterogeneity. Reinforcement learning techniques [45] could be employed

to learn the optimal configurations for the clusters in the run-time and then used to perform

adaptive scaling and load balancing of the requests (Chapter 2).

Like HMPs, the benefits of heterogeneity could also be reaped for Cluster heterogeneity through

cluster-level strategies. Unlike HMPs, where the slow cores are also the efficient ones, cloud clusters

may host variety of CPUs varying in both dimensions: Capacity and Efficiency. A heterogeneity-

aware cluster management must be generic enough to accommodate a variety of CPUs along both

dimensions of heterogeneity. However, a thorough impact analysis of such Cluster Heterogeneity on

aggregate Tail latency and Energy footprint of a LC-Service is missing from current literature. Such

an analysis can lead to models and heuristics for devising efficient control plane strategies. As an

alternative to generic and time-consuming learning techniques, service-specific heuristics inferred

from LC-Service characteristics may be also used to develop cluster-level and heterogeneity-aware

load balancing and instance scaling strategies (Chapter 3).

1.2.2 Server-level Optimization using Core-frequency Heterogeneity

Prior Server-level approaches have mostly focused on controlling the application-level execution

time for user requests. Non-application-level workload-dependent latency sources in OS and hard-

ware such as interrupts and OS queuing delays have been traditionally ignored. This is due to their

non-significant microsecond-order contribution to end-system latency in earlier workload traces [14].

But this assumption must be reviewed for next generation of microservice-based LC-Service work-

loads. Booming popularity of micro-service based computing model in commodity clouds and net-

work function virtualization in Telco-clouds has been shrinking the LC-Service execution time in end
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systems. Hence previously neglected microsecond-order application-independent latency sources

must be analyzed for their impact on tail latency. Another concern with most literature works in

the domain is that their proposed approaches are customized for Hyperscale and Service-provider

owned clouds; thus employing either application-specific profiling or Hardware/OS enhancements.

On the contrary, majority of cloud warehouses are small private clouds hosting fewer workloads.

Hence they have limited scope for energy optimization approaches such as task co-execution or

Hardware/OS customization. Thus optimizing end-system service latency needs an individual anal-

ysis of each latency source along the LC-Service request path within a cloud server. But none of

the previous works perform an in-depth impact-analysis of tail-elongating factors for LC-Services.

The impact of these factor on latency tail needs to be studied and application-independent generic

approaches need to be proposed to reduce their negative impact (Chapter 4).

1.2.3 Limitations of Current Cloud-centric SLOs

The above mentioned research opportunities benefit LC-Service execution in the widely accepted

cloud-centric SLO paradigm. But to truly guarantee high user QoE, CSPs must adopt a paradigm

shift and guarantee User-centric SLOs instead. Recent user feedback-based studies [46] suggest that

QoE for LC-Services decreases as end-to-end delay (E2E delay) increases, following the shape of a

user QoE sigmoid function (where E2E delay is the LC-Service response time measured at the user

end). Hence to guarantee a minimum QoE threshold, CSP-clients expect E2E delay to be bounded

by the corresponding value given by the sigmoid-shaped QoE-E2E delay function (Figure 5.2).

However, modern CSPs only guarantee Service Level Objectives (SLOs) for intra-cloud delays (i.e.,

LC-Service response time measured at cloud gateway) - not the E2E delay. A typical SLO is

specified as the 99th percentile (or P99) of intra-cloud delay (IC delay) not exceeding some pre-

specified delay target (e.g., 1 second). But such server-centric SLO-enforcement ignores the external

network delay experienced by requests. Since LC-Service users typically expect sub-second E2E

delays, standard external network delays in the order of 10s-100s of milliseconds can significantly

impact user QoE. Additionally since external network delays vary across users and over time, the

intra-cloud delay guarantees do not translate to E2E delay guarantees. Thus there is an inherent
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disconnect between user QoE and CSP’s SLO. To guarantee the E2E delay bounds expected by

CSP-clients, CSPs must adopt a user-centric SLO enforcement that accounts for external network

delay. Such a paradigm would offers a unique opportunity to slow down the execution time of some

of the requests with low external network delay in favor of the ones with higher delays that are at

higher risk of QoE violation. Efficiently implementing such a paradigm requires reinventing control

plane strategies for scheduling, scaling and load-balancing (as discussed in Chapter 5).

1.2.4 Exploiting Cluster Heterogeneity to Efficiently Meet User-centric SLOs

Implementing a new user-centric paradigm brings in unique challenges with cluster heterogeneity

too. Unlike a cloud-centric approach, in this new paradigm, incoming requests would have non-

identical service headrooms due to variable external network delay. Assigning shorter headroom

requests to slower CPUs could risk SLO violation for the cluster. Thus request-load based load-

distribution strategies for heterogeneous CPUs [33, 34] would not be effective in addressing our

core challenge. Rather, novel headroom-aware and heterogeneity-aware load balancing strategies

need to be employed at cluster-level in this new paradigm (as discussed in Chapter 6).

In the following section I enumerate the specific research problems I looked into as a part of my

doctoral work.

1.3 Research Goals

Like several prior research works, the core objective of my research is to address the dual opti-

mization challenge of minimizing energy usage while meeting Tail latency SLO for LC-Services.

However the scope of my work is unique as I attempt to explore the following problems.

• In past research, only Server-level optimization strategies have been explored for execution

of LC-Services on HMP-based servers (i.e. CPU Heterogeneity). Are there opportunities

for further optimization through Cluster-level strategies? If so, what control-plane strategies
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must be adopted to optimize the execution of services on such a cluster? How do we also

accommodate for Core-frequency Heterogeneity in such cluster-level strategies?

• Cluster Heterogeneity presents a two-dimensional heterogeneity, i.e. consisting of a collection

of SMPs with both varying throughput and power profiles. Thus it requires more generic

cluster-level control plane strategies. What control-plane strategies must be adopted to ad-

dress this 2-D heterogeneity?

• Interrupts and OS-level queuing are the two application-independent, but load-dependent

latency sources that impact the performance of micro-services. What is their measure of

impact on tail latency, predictability and energy efficiency of LC-Services? What Server-level

OS-managed techniques and scheduling strategies can we adopt to mitigate the impact? Can

core-heterogeneity (DVFS) be exploited by these server-level techniques?

• Current cloud SLOs guaranteed by CSPs guarantee Intra-cloud execution latency. Do they

really meet user QoE expectations? What novel paradigm and SLO definitions must be

adopted to guarantee user QoE targets? What control plane strategies must be developed to

implement the novel user-centric paradigm?

• Cluster heterogeneity can also pose challenge to meeting user-centric SLOs in this new

paradigm. What cluster-level control plane strategies must be adopted to meet this challenge?

How can cluster heterogeneity be exploited to reduce the energy overhead of LC-Services in

this new paradigm?

1.3.1 Scope of the Research

As mentioned before, the core objective throughout my research is to co-optimize Tail latency and

Energy usage of LC-Services. I explore opportunities for improving efficiency at cluster level by

exploiting cluster-level (servers with different generation of CPUs), CPU-level (HMPs) and core-

level(per-core DVFS supported CPUs) heterogeneity 2. This research is relevant to Cloud, Fog and

Edge clusters hosting live-services for interactive use cases. It is targeted at micro-service based

2Note that my research does not delve into Server-level heterogeneity introduced by accelerators (GPUs, FPGAs,
TPUs, etc.).
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implementation of LC-Services that service queued user requests. This research is not relevant

to serverless implementations performing ephemeral task executions for every request. The pro-

posed cluster-level strategies are not applicable to data-parallel OLDI workloads or Map-Reduce

frameworks such as Hadoop.

1.4 Contributions

Chapters 2 and 3 consists of two contributions to cluster-level strategies to exploit heterogeneity.

In Chapter 2, I present Greeniac, a cluster-level task manager for LC-Services hosted on a HMP-

server cluster. Greeniac exploits both Core-frequency heterogeneity (DVFS capability) and CPU

heterogeneity, albeit from cluster-level. Greeniac is a service agnostic task scheduler that auto-

matically learns the best run-time distribution of LC-Service requests among HMP servers, and

the cores in their HMPs, to maximize energy savings. Using Reinforcement learning [45], Greeniac

learns the optimal set of cores (and servers) on which to host instances, at various load levels.

Accordingly, it implements its control plane strategies (scaling and load balancing) dynamically in

response to load variations. Greeniac employs several heuristics, to reduce state-space exploration

time and speed up learning. My experiments show that Greeniac saves up to 28% of core energy

over server-level scheduling approaches on a 4-server HMP cluster.

In Chapter 3, I address the two-dimensional Cluster Heterogeneity challenge. I show that heterogeneity-

unaware Load-balancing leads to SLO-violation at lower server utilization. To address Capacity

Heterogeneity, I propose a novel Scaling and Load balancing strategy that employs heuristics based

on Maximum-SLO-Guaranteed Capacity (MSG-Capacity). To address both capacity and efficiency

heterogeneity, I propose an Energy-efficiency aware and MSG-Throughput (E-MT) heuristic-based

control-plane strategy. My results show significant utilization and energy-saving benefits for LC-

Services over traditional heterogeneity-unaware execution.

In Chapter 4, I dive down to the server-level and propose techniques to harness the two primary

system-level latency contributors: Interrupts and OS queuing. In this chapter, I further refine
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the core-objective into a 3-pronged-problem: 1) meeting tail latency targets, 2) reducing tail la-

tency variability, and 3) improving energy efficiency of LC-Service hosts. To mitigate Interrupts,

I analyze several network configurations and exploit Core-frequency Heterogeneity. I show that a

dedicated frequency-scaled core for Interrupt processing can alleviate all three problems associated

with interrupts at high loads for LC-Services. I identified the receive socket buffer queue as the

primary source of queuing delay in kernel. Again, by exploiting Core-frequency Heterogeneity, I

propose a dynamic queue length based instance scaling and frequency scaling of service instances.

These server-level control plane strategies are implemented as runtime system that performs dy-

namic resource allocation and configuration to adapt to request traffic rates and meets the refined

objectives. The runtime reduces interrupt-driven tail latency variability by up to 86% and achieves

up to 16% energy saving for a variety of LC-Services.

In Chapter 5, I propose a novel user-centric execution paradigm. I propose ESLO, a novel user-

centric SLO, to meet a desired User QoE target. We propose and implement an ESLO-enforcing

framework in Kubernetes on ChameleonCloud Testbed [47, 48]. The framework consists of three

control plane components to manage the tail QoE: (a) an ESLO-aware scheduler that employs

deadline-based scheduling strategies, (b) an ESLO-aware scaler that estimates and dynamically

scales the number of LC-Service instances, and (c) an ESLO aware load balancer routine that

collects request traffic information at cluster-level. The load balancer assists the scheduler and the

scaler components in implementing their strategies. With the proposed control-plane strategies I

was able to increase server utilization by upto 15%. I also demonstrate a case study on enforcing

ESLO for an Edge-cloud deployment with ultra-low latency requirements.

Chapter 6 follows up on Chapter 5 to address the challenges introduced by cluster heterogeneity in

a user-centric paradigm. The objective here is to enhance the ESLO-aware Load-balancer to reduce

energy overhead of services on a heterogeneous cluster. I demonstrate how external network delay

variability can be leveraged at the control plane to exploit cluster-level heterogeneity. I propose a

novel delay-spectrum based load partitioning between slow(efficient) and fast(inefficient) servers. I

show that on a small scale deployment (mentioned in Chapter 5), we can achieve between 5-62%

power saving.
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1.5 Organization of the Thesis

This Thesis is organized as follows. Chapter 1 (this chapter) presents the background and moti-

vation for my research works and lists the main objectives. Chapters 2 and 3 present cluster-level

approaches to exploit heterogeneity through scaling and load balancing strategies. In Chapter 2 I

use Reinforcement Learning to infer the optimal control-plane strategy for a cluster of HMP servers

exhibiting CPU Heterogeneity and Core-frequency Heterogeneity. Then in Chapter 3, I develop

heuristic-based strategies for a cluster of SMPs exhibiting 2-dimensional Cluster heterogeneity.

Chapter 4 explores further optimization opportunities at server-level by exploiting Core-frequency

heterogeneity through task scheduling and a custom runtime. Chapter 4 presents server-level

strategies and OS-level runtime system to mitigate system-level latency-contributing factors by ex-

ploiting Core-frequency heterogeneity. Chapter 5 identifies that current control plane strategies do

not guarantee User QoE levels. A new user-centric execution paradigm is proposed and a frame-

work comprising of redesigned control plane components, is implemented on real Cloud testbed.

Chapter 6 proposes a way of exploiting Cluster Heterogeneity in the novel User-centric framework

by enhancing the Load-balancer component. An external network delay based load distribution

across servers is shown to reduce energy overhead in the Heterogeneous Cluster. Finally, Chapter 7

mentions the conclusions of my research and discusses the future research directions for extending

my work.
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Chapter 2

Cluster-level Control Plane Strategies

to Exploit CPU Heterogeneity and

Core-frequency Heterogeneity using

Reinforcement Learning

2.1 Brief Overview

The current generation of cloud cluster platforms waste significant amount of energy to guarantee

latency requirements of Latency-critical online services. Low energy-efficiency of homogeneous

multicore server processors is a major contributor to this energy wastage. The use of heterogeneous

multi-core processors (HMP) [28, 49] has been advocated in recent studies [33, 34, 35] to achieve

higher energy efficiency for latency-sensitive services by adapting to dynamic load changes. HMPs

can process requests during heavy loads using the fast but power-hungry big cores, and switch these

big cores to low-power sleep states whenever slower but energy-efficient small cores can meet the

latency objectives for the request load. But these proposed CPU Heterogeneity aware intra-server

task scheduling approaches can optimize energy-efficiency only at the server-level. The opportunity
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for a cluster-wide task distribution to optimize energy usage in a HMP-server cluster is not explored

in prior works.

In this chapter, I present Greeniac, a control-plane task manager for LC-Services on HMP-servers

that leverages CPU heterogeneity at the cluster-level. By exploiting both Core-frequency Hetero-

geneity and CPU Heterogeneity, it employs frequency scaling and instance scaling, to maximize

the energy savings from the HMP cores. Greeniac is a service agnostic task scheduler that auto-

matically learns the best control plane strategies for HMP servers and cores to maximize energy

savings. The control plane strategies involved are a scaling strategy for run-time distribution of

LC-Service active instances and a load balancing strategy for run-time distribution of requests

among the active instances. It first uses a contextual bandit reinforcement learning technique [45]

to infer the most efficient instance-to-core assignments on a server at various load levels. Then, it

applies a dynamic programming solution to multi-choice Knapsack Problem [50] along with a gra-

dient descent heuristic to determine the globally most energy-efficient load distribution of requests

across HMP servers. My experiments show that Greeniac saves up to 28% of CPU energy over

traditional server-level heterogeneity-aware scheduling approaches on a 4-server HMP cluster. To

the best of my knowledge, no such solution has been proposed before.

2.2 Background

2.2.1 Hosting LC-Services on HMPs

Recent studies [33, 34, 35] have found HMPs to be especially suitable for efficient execution of LC-

Services. Unlike power-hungry multi-cores, HMP-based servers can offer improved energy efficiency

by adapting to load changes. Big cores within HMPs possess several specialized speedup units and

typically run at higher frequency, thereby consuming significantly higher energy compared to the

smaller cores which typically use slower in-order processing and lower frequency. During high loads,

fast big cores can process the load while meeting the latency objectives for the request load. At

lower loads, those power-hungry big cores can be switched to low-power sleep states and energy-

efficient smaller cores can process the load to save energy. Due to lower load the slower smaller cores
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could also meet the latency objectives. Prior works have translated the tail-energy co-optimization

problem into the following scheduling problem: For a given request load at a single HMP-server 1)

how many LC-Service instances need to be run? And 2) on which cores (big and/or small) do they

need to be run? By monitoring the request load at the server they determine the number of big

and small core instances required to meet the SLO. The cores are accordingly activated/deactivated

dynamically and the subsequent incoming requests distributed among active instances. Thus the

CPU-heterogeneity of HMPs can be exploited to dynamically adapt to the unpredictable resource

requirements of LC-Services. These observations and opportunities have opened up debate on the

suitability of HMPs for cloud platforms.

2.2.2 A Case for Using HMPs in Edge, Fog and Cloud

Heterogeneous multiprocessor SoCs (e.g., Qualcomm Snapdragon, Samsung Exynos) have been

popular with mobile device manufactures for energy-efficient processing. To achieve high efficiency

in clusters, HMP-based servers (e.g. Intel QuickIA [28], Odroid-MC1 [36]) could be similarly

employed. But despite the potential benefits, HMPs have not been welcomed into the cloud fleet

by any major CSPs so far. I believe there are several reasons that have contributed to this decision.

First, CSPs deploy high performance cores in the cloud warehouse that can perform fast processing

under high loads, to provide better service to its clients and users. Energy saving is a secondary

objective. Second, cloud servers execute a plethora other applications and workload, besides the

LC-Services. The faster these tasks are finished, the sooner the CPUs can switch to low power idle

states. Unlike in LC-Services, the instances of these tasks need not remain in an active state to

serve any future requests. Thus, the benefits of HMPs may not apply to other cloud workloads.

And third, newer generation processors are becoming increasingly energy efficient and energy-

proportional, thereby leaving smaller margins for improvement for HMPs.

However, HMPs are ubiquitous in the mobile industry and the life-force behind mobile computing

devices. The latest mobile devices use up to 3 core types. Since energy efficiency is vital for battery

longevity in portable devices, CPU heterogeneity has found intense research focus in the end-user

devices. The onus of computing in recent years is being gradually offloaded from massive centralized
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cloud warehouses (Cloud Computing) to smaller decentralized clusters or cloudlets (Fog Computing)

and to end-user devices (Edge Computing). Thus wide use of HMPs in Edge computing encourages

its adoption in Fog domain too. Unlike massive CSP-backed cloud warehouses, for private fog

deployments to be economically sustainable, clusters must have low infrastructural, capital and

operational costs. Hence the small form factor, affordable equipment cost and low energy footprint

of the modern HMP-based compute platforms are motivating factors for employing HMPs on these

micro-cluster platforms. My work further demonstrates the energy-saving opportunity of using

HMP-cores in small scale deployments as in fog clusters. The benefits presented on Fog clusters

could potentially pave the way for inclusion of HMPs in future sustainable green (i.e. energy-

efficient) cloud clusters.

2.2.3 Scope and Challenges for LC-Services on Fog Clusters

Though I see convincing reasons for the adoption of HMPs in fog clusters, the opportunities and

implications of hosting LC-Services in the fog domain needs to be analyzed. Due to resource-

constrained edge-IoT devices, LC-applications are typically installed on remote cloud platforms [51]

as LC-Services. But unpredictable and long network delays pose significant challenges for cloud-

based LC-Services. Recent studies [52, 53] show that the fog computing paradigm can address

these LC-Service requirements by leveraging its network vicinity to edge-devices.

But fog computing paradigm offers several advantages and challenges for LC-Services. First, the

reduced network delays leaves larger response time headroom and offers opportunity for more

energy-efficient task scheduling at fog servers. This also widens the spectrum of LC-Services to

those requiring shorter response latency or that have higher computation overhead. Hence latency

objectives for services need to be re-calibrated. Second, fog clusters typically service IoT clients

in a specific domain. This reduces resource interference effects observed in public clouds [11] both

at the network and the server levels. However, instead of co-execution strategies [11] used to

improve cloud energy-efficiency, solo-execution strategies have to be relied upon for fog servers.

Third, since fog deployments are on a smaller scale, they can be domain-specific and use efficient,

application-specific compute platforms. But the small scale and low budget of the clusters limits the
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scope for any service-specific customization [17]. Hence application-agnostic resource management

techniques are desired for efficient service execution on fog clusters. Finally, due to the small client

base serviced by fogs, request traffic has relatively higher variability compared to public clouds.

Hence the scheduling approach must dynamically adapt to meet the resource requirements of the

varying request load.

2.2.4 Scheduling Services and Distributing Requests on Clusters

Multiple instances of LC-Services are typically hosted on clusters as long running tasks. Service

instance scaling in a cluster is dynamically performed by cluster-wide resource managers (e.g.

Amazon ECS [23], Borg [38], Omega [54]) based on preset policies. These instances execute on

containers that are allocated one or more dedicated CPU cores. On a server with a multi-core

CPU, multiple such instances may be hosted. The instance scaler performs resource estimation

based on runtime metrics, primarily the cluster-wide request load, and determines the number of

instances desired accordingly. It then coordinates with resource managers to identify servers with

idle cores that meet the resource requirements of a service instance. Then the instance creation

task is assigned by the scaler to a cloud-managed task scheduler. Upon instance creation by the

instance scaler, the service instance is ready to process incoming requests. Thus a service scheduler

combines the task of an Instance Scaler and a task scheduler.

A single user request might require processing by multiple service types defined by a Directed

Acyclic Graph or DAG [55]. For each LC-Service, request are first queued at a load-balancer that

forwards them to one of the service instances. Load balancing approach may be CSP-defined, and

can be centralized [56] for small clusters or distributed [57] for public clouds. Within a server,

requests forwarded to an instance are queued and serviced on the respective cores, typically in a

FIFO order. Frequency scaling of the cores can be performed at the server level through local

resource management.

Though good scaling strategies can can reduce the energy footprint of LC-Services, they need

to be heterogeneity-aware in order to maximize the potential benefits of using HMPs. However,
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current control plane components assume compute resources to be homogeneous. Popular cloud

resource management systems, such as YARN [58], Mesos[59] and Kubernetes[32, 31], are excellent

distributed resource managers, but they all treat the cores in a HMP equally instead of setting

processing capabilities individually.

2.3 Motivation

As explained above, the proposed approaches to exploit CPU-heterogeneity [33, 34, 35] only per-

form task scheduling on a small set of big and small cores within a single server. However, the

requests received at the cluster-level load balancer are expected to be equi-distributed among the

servers. Thus, the previously proposed server-level local optimizations are a simple but sub-optimal

approach compared to a global cluster-level approach. The energy savings could potentially be

greatly improved by viewing the entire cluster as a single server and scheduling over a large set of

heterogeneous cores spread across multiple HMP servers.

I chose Lucene [60] as my LC-Service test application. Apache Lucene is an exceptionally popular

and most widely used high-performance information retrieval library that is used in many applica-

tions and websites to provide search functionality. A request typically consists of a set of queries

consisting of keys. The search engine extracts the corresponding values from a huge in-memory

database of key-value pairs and returns back the response. I adopted the test configurations of

Lucenebench [61] as used by authors of [35]. The Lucene search engine was configured with 33+

million Wikipedia English Web pages. The workload characteristics as observed on a Xeon and

Atom processor based servers were measured.

2.3.1 Server-level Opportunities

Exploiting heterogeneity within a HMP server requires timely scheduling of requests on big and

small cores. The control plane components can employ the following two techniques to maximize

energy saving as described below (and depicted in Figure 2.1).
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Figure 2.1: Three different representative HMP Service Configurations (SCs) optimal for three
different load levels. An SC is a set of active cores in the server and their corresponding frequencies.
The unshaded cores represent inactive cores on which no LC-Service thread is scheduled. Shaded
cores are active cores hosting an LC-Service thread. Cores with darker shading are frequency-
scaled to run at higher core frequency. At low load (left), big cores become inactive and enter sleep
mode. Instance scaling with preference for small cores helps to meet SLO target optimally. At
intermediate loads (center), Instance Scaling and Frequency scaling are simultaneously exploited
to avoid using big cores. At high loads (right), Instance Scaler schedule LC-Service threads on big
cores too. As the load further increases, Frequency Scaling is greedily employed to increase the
service capacity of big cores.

Instance Scaling to Exploit CPU Heterogeneity To maximize server-level energy savings,

all instance scaling options must be explored on an HMP server. For example, on an HMP with 2

big and 2 small cores, assume 2 service instances are hosted on 2 small cores. Upon a load increase,

multiple scaling options exist after initiating a big core service instance - (a) terminate a small core

instance, (b) terminate both small core instances, or (c) keep running both small core instances.

The option that maximizes energy saving while still meeting the SLO target for loads would be

the optimal choice for a good resource manager. However, identifying the optimal choice will be

dependent on workload type, scheduling framework and HMP architecture. Additionally, when the

big cores are idle and not hosting instances, HMPs can save energy by switching them to sleep

mode.1 The deepest sleep states are reached by powering down shared resources like LLCs and

hence cannot be achieved for HMPs with even a single active core. When an LC-Service instance

is scheduled on a core, it wakes up. The CPU wake up latencies, even for the the deepest sleep

states, are in the sub-millisecond [62] range, typically less than 100 microseconds. This is negligible

in comparison to the multi-second order granularity at which scaling decisions are typically made

in the cloud frameworks. Thus switching a big core to sleep state is an effective energy-saving

technique. The scheduling to handle request processing and meeting SLO targets that are in the

1Cores have multiple sleep state levels they can enter immediately upon becoming idle. The longer the core stays
idle, the deeper it goes into its sleep levels, and the deeper the sleep state, higher the saving.
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Figure 2.2: Energy saving opportunity on a 2B-2S (2 Big and 2 Small) HMP-server @12.5rps. Big
core consume high static/idle power but meet tail objective. Small cores consume less idle power
but might violate tail latency. Though frequency scaling does not seem to save much dynamic
power in this experiment, prior studies have shown its benefits for LC-Services.

order of milliseconds.

Frequency Scaling to Exploit Core-frequency Heterogeneity In Dynamic frequency scal-

ing (DFS or DVFS), the core clock frequency can be switched between a set of discrete frequency

levels. A higher frequency level enables faster processing but consumes more power. Lower fre-

quency levels achieve lower throughput and a lower power draw. When executing an LC-Service

instance, dynamically scaling the core frequency to match the request load has been shown to

achieve energy savings [25, 26]. Since frequency scaling only affects dynamic power consumption of

cores, savings are relatively low compared to the Instance scaling techniques. However, since the

frequency switching latency is in sub-microsecond range [63], it is much faster than the Instance

scaling techniques and can be applied for fine granular power management within an HMP server.

In Rubik [25], authors perform such a fine-grain power management on SMP processors to gain

significant energy savings for LC-Services with service times of the order of microseconds.

Figure 2.2 shows a comparative study of tail latency and energy utilization for 5 different con-

figurations (A through E) on a single hypothetical HMP consisting of 2 Xeon cores and 2 Atom

cores. The power results were obtained by aggregating results from an Atom and a Xeon CPU

server, each employing two up to 2 cores. Big (Xeon) cores are quite inefficient compared to small

(Atom) cores, but are crucial to service high request loads under latency budgets. Starting from a
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configuration with 4 service instance (A), it was observed that scaling down from 2 to 1 Xeon core

instance (configuration B) only barely reduced the dynamic power consumption while maintaining

the static power draw. The tail latency too saw a minor increase due to reduced compute resource.

Enabling sleep states (in configuration C) helped significantly reduce the power consumption of

the HMP. Frequency scaling on under-utilized big cores (in configuration D) is shown to save little

dynamic CPU energy. However, this observation is specific to the test setup. DVFS technology

has shown to save significant dynamic energy in numerous research works [64, 65, 66, 67] over past

decades. Besides, lower frequency does lead to lower CPU temperatures, thereby saving cooling

system energy too2. A significant reduction in power is observed in configuration E when both

Xeon cores are disabled. However, this results in an exponential increase in tail latency since the

service capacity of the two Atom cores is insufficient to handle the request rate. Hence, in a dy-

namic setup, instance scaling must be performed in a SLO-aware manner while trying to minimize

power consumption. Due to the benefits of CPU heterogeneity and Core-frequency heterogeneity

observed in Figure 2.2, I exploit both these forms of heterogeneity within a server-local scheduler

to maximize HMP-server energy saving.

2.3.2 Cluster-level Opportunities

While server-level resource management can achieve energy savings on an HMP server, in a cluster

with multiple servers a server-local task/resource manager can only achieve a local energy optimum.

Through my studies (as shown in Figure 2.3) I show that, energy savings could be significantly

increased with a cluster-level resource manager that is aware of all the compute-resources available

in the cluster. To maximize energy savings, two control plane tasks must be tuned in tandem:

service scheduling and load balancing.

Service Scheduling At the cluster-level, the number of possible combinations of big and small

cores is large. A cluster task scheduler that can identify the most efficient core combinations for

the current cluster load and elastically initiate or terminate the instances on those cores/servers

2In my thesis, I do not account for energy consumption contributed by non-CPU server components, cooling system
and networking infrastructure. My results only depict the CPU energy saving achieved by my proposed techniques.
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Figure 2.3: Cluster-level energy saving opportunity on a 2B-2S HMP-server cluster with 4 servers
at 50 rps cluster load. With an HMP-unaware load balancing, each server needs 1 big core (b1)
and 1 small core (s1) to serve the 12.5 rps server load. The 4 big and 4 small cores used in the
cluster are all under utilized (shown in A) while the overall power consumption of the cluster is high
(shown in B) due to the 4 big cores used. In contrast, an energy-efficient HMP-aware cluster-level
load balancing and server level scheduling (shown in C) needs 6 small cores (3s1 and 3s2 cores)
and only 1 big core to server the same cluster load. This significantly reduces the overall power
consumption of the cluster (shown in D). Cluster-level optimization can results in use of fewer big
cores, achieves high core utilization and lower aggregate power consumption.

can maximize the energy efficiency of the cluster. To demonstrate this, a load of 50 requests per

second (rps) for Lucene workload was assigned to a 4-server cluster with 2B-2S HMP configurations.

Assuming HMP-aware local task-scheduling (as in Hipster [33]), requests were equally distributed

using a least-loaded strategy [54]. Figure 2.3(A) shows 2 service instances (1 big and 1 small core)

are required to meet the SLO at each server. Note that core utilization is low (Figure 2.3(A)) and

there is significant energy wastage (Figure 2.3(B)). With cluster-level HMP-awareness, a cluster-

level efficient configuration consisting of more small cores and fewer big cores (Figure 2.3(C))

can be used to host services, meet the SLO and use lower aggregate cluster energy (as shown in

Figure 2.3(D)).

Load Balancing Once the most efficient core combination is determined, it is important to opti-

mally divide the aggregate cluster load across the instances to guarantee the latency requirements.

Load balancing of requests across HMP servers ought to be proportional to each server aggregate
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service capacity. Additionally, if each server meets the tail latency SLO for its hosted service

instances, the aggregate latency objective for the entire cluster is implicitly met. In this work, I

dynamically identify the optimal tuning options for both techniques within a cluster-wide scheduler

to maximize cluster energy savings.

2.3.3 Challenges in Implementing a Cluster-level Strategy

Though the scope for energy saving in an HMP-server cluster is evident from Sections 2.3.1

and 2.3.2, designing a practical approach to maximizing cluster energy efficiency is extremely

challenging for the following reasons.

Resource Heterogeneity: Most previous cluster-level approaches proposing energy-optimal

scheduling [68, 69] assume homogeneous clusters with homogeneous multi-cores [70, 71] servers

and identical service rates for all service instances. These techniques cannot be applied to a cluster

of HMP servers due to the heterogeneity in service rates. Moreover, when servicing latency-critical

requests with strict latency objectives, dynamic core and frequency scaling must be employed.

Static and theoretical scheduling approaches based on architectural and workload assumptions are

not practical in this case.

Large Configuration Space: Due to the large number of energy saving scaling options discussed

in Sections 2.3.1 and 2.3.2, the configuration space (i.e., the number of available core and frequency

combinations) grows exponentially with cluster size. For instance, assume a 4-server cluster with 1

big and 1 small cores per server. Assume the big and the small cores have 5 and 3 frequency levels

available, respectively. Each HMP server then has 24 configuration choices (5 with big core alone,

3 with small core alone, 15 as a combination of big and small cores, 1 with both cores inactive).

Across 4 servers, the number of possible configurations exponentially increases to 244 options. Since

most clusters require multiple active servers to meet LC-Service load requirements, it is infeasible

for a centralized resource manager to identify a cluster-wide optimal configuration using only a

brute force search.
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Dynamic Resource Availability: Both cluster resources and LC-request loads are highly dy-

namic. Due to the co-execution of a variety of jobs within clusters, HMP servers at times might

not have all the cores available for scaling. For instance, on a 2-big, 2-small HMP, if 1 big core is

pre-provisioned for another service or a batch job, then the job scheduler can only use the remaining

1 big and 2 small cores to host its service. A scheduler must also accommodate for such variations

in server resource availability while optimizing cluster energy.

Service Characteristics: Different services have different service characteristics and perfor-

mance requirements. Compute-intensive services usually achieve higher speedup on big cores over

small cores, thereby reducing the energy efficiency gap between the core types. On the other hand,

memory-intensive tasks gain little by executing on big cores and thus are more efficient on small

cores. Therefore, a run-time energy optimization approach must be tailored to be service-specific.

Traffic Characteristics: Cluster request loads exhibit diurnal patterns [14] with a large load

range. Classifying a large continuous load range using only a few coarse-grained load levels to

determine a scheduling strategy is quite wasteful. Instead, a mapping of fine-grained load levels to

the most efficient configurations that can handle the load is preferable.

2.4 Greeniac: A Smart Task Manager

Greeniac is a two-level control-plane task management system that orchestrates the instance scaling

and request load balancing. It consists of three primary components: a learning agent, a service

scheduler and a load balancer. The learning agent employs a two-level Reinforcement Learning (RL)

approach and is comprised of a Server-level Learning Agent (SL-Agent) that runs on the individual

HMP-servers and a Cluster-level Learning Agent (CL-Agent) which runs on the Orchestrator Node.

The overall architecture is shown in Figure 2.4. For different request loads, the SL-Agent learns

the service configuration (SC) that best minimizes the energy usage while meeting tail latency

requirement for LC-Services. An SC is a list of active cores in the server and their corresponding

frequencies.
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This information is then used by the CL-Agent to learn the best cluster-wide service configuration

(CSC) for different aggregate request loads observed by the cluster. The CSC is the collection

of optimal SCs for all servers in the cluster. The service scheduler dynamically employs service

management at the server-level to implement the configuration determined by the learning agent.

Together, the learning agent and the service scheduler implement heterogeneity-aware instance

scaling. The load balancer is responsible for distributing the requests among the active servers.

The three components execute in a coordinated fashion to maximize the energy savings of clusters

under a given SLO target. Details of these components are described in the following subsections.

Figure 2.4: Greeniac task management on an HMP-cluster. Server-level SL-Agents learn optimal
local Service Configurations (SC) and update the CL-Agent, which then learns optimal Cluster
Service Configuration (CSC). CL-Agent drives local Service Schedulers and central Load Balancer
to activate the optimal CSC and distributes load proportionally every epoch.

2.4.1 A Reinforcement Learning Problem

In reinforcement learning the system is modeled as a Markov Decision Process (MDP) consisting of

a set of states (s ∈ S) and actions (a ∈ A). A state is a snapshot of all characteristic variables that

define the system. An action enables transition between system states and there is a reward for

each. I formulate the energy optimization problem as a Multi-Armed Bandit (MAB) problem [45].

A MAB consists of a single state (bandit) and multiple actions (arms) wherein an agent learns

which action returns the maximum average reward. I define a state to be the average arrival rate
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Figure 2.5: Multiple Multi-armed Bandit Problems to learn optimal action for every state. Server
load represents state, SCs represent actions. The SC with maximum reward for a load is selected
as optimal by the Reinforcement Learning (RL) logic.

of LC-Service requests. The actions are the choice of service instance assignments. The agent

waits for a pre-defined epoch to observe the effect of an action on the tail latency and energy

usage, and based on this observation it calculates the reward. The agent learns the best action

(configuration) for the current state (load) from exploration of various action choices in run-time.

The learning process is performed for the entire range of request loads to determine the best action

(configuration) for every system state (request load). Thus, effectively, the learning problem can

be conceived as a Contextual Bandit problem (Figure 2.5) where each MAB has a separate solution

based on the context which in this case is the state or the request load.

Due to the large number of configuration choices, it is not feasible to completely explore the entire

action space, particularly for larger cluster sizes. Furthermore, since learning agents must wait

for multiple requests to effectively calculate the tail latency, average reward calculation even for a

single state-action pair is quite time-consuming. Thus a naive RL exploration to learn the optimal

task distribution would be prohibitively expensive. Finally, if all possible load values are considered

then the state space is continuous and cannot be explored thoroughly. Therefore, I employed an

empirically-verified heuristic to prune the action space and discretized the state space by mapping

the request load values to a finite number load ranges. I describe the two-phase learning approach

used at the server-level and the cluster-level in the following subsections.
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2.4.2 Server-level Learning Agent

The server-level learning agent (SL-agent), hosted on HMP servers, first determines an efficiency-

signature (Section 2.4.2.1) for all server configurations. Then it shortlists the efficient service

configurations (e-SC) (Section 2.4.2.2) to be explored during learning phase. A throughput-sorted

EC-list is used as a heuristic for the MAB RL learning phase (Section 2.4.2.3) to determine the

efficient configurations (EC) for various loads based on a reward function (Section 2.4.2.4). After

the completion of learning phase, a mapping (Section 2.4.2.5) between the load values and the

corresponding optimal e-SC learned is generated and reported to the Cluster-level learning agent

(CL-agent) described in Section 2.4.3. Since identical servers are expected to produce almost

identical results for same workload, the SL-agent needs to learn the mapping from only one HMP

server.

2.4.2.1 Determining Efficiency Signatures

The efficiency signature for a Service Configuration (SC) is defined as the throughput achieved

and the power consumed by the SC under maximum utilization. An SC is a list of active cores

and corresponding frequencies where each active core hosts a single LC-Service instance. The SL-

agent lists all possible SCs for a HMP-server based on the cores’ type, count and frequency levels.

The local scheduler (Section 2.4.4) performs core-scaling and frequency-scaling to activate service

instances for a specific SC. To obtain the signature for a target SC, an HMP server is subjected to

a a high rate of request traffic3.

2.4.2.2 Identifying Efficient Configurations

Not all SCs are efficient. For some SCs, the maximum throughput achieved is lower than at least

one other SC with lower power usage. We eliminate out these inefficient SCs (i-SCs) from our

RL action space. The remaining set of efficient SCs (e-SC) is sorted by the achieved throughput

to create a sorted e-SC list. These are the configurations that maximize energy efficiency of a

3The efficiency signature of an SC may be different for different LC-Service application.

30



Figure 2.6: Maximum throughput achieved while meeting the SLO by all possible Service Config-
urations (SC) sorted by maximum power usage for a 2B-2S HMP. The throughput is measured in
requests serviced per second. Power measured at that throughput is normalized with respect to
the maximum power consumption of the HMP at 100% utilization. The throughput of each SC is
shown in bars and the corresponding power consumption by the blue line. Out of the 104 SCs, 54
were efficient SCs or e-SCs (shown in green) and 50 were inefficient SCs or i-SCs (shown in red).
An SC is considered i-SC if its power consumption is higher but throughput is lower than at least
one other SC. The learning agent only needs to explore the e-SCs to determine the most efficient
SC for a load. The power profiles of the frequency-scaled big and small cores are shown.

HMP-server for a load range (Li-1, Li), where Li-1, Li are the maximum throughput for (i-1)th and

ith e-SC in the sorted e-SC list, respectively. The sorted e-SC list configurations are also sorted by

maximum energy usage and is used by learning heuristics to speed up learning. Figure 2.6 shows the

throughput-sorted list of configurations for our representative HMP server with 2-big Xeon cores

with 7 frequency levels and 2 small atom cores with 3 frequency levels. Out of 104 SCs, only 54

are e-SCs (shown in green), while the rest 50 are i-SCs (shown in red). These e-SCs are considered

for learning, while the i-SCs are ignored, thereby considerably shrinking the action space.

2.4.2.3 Heuristic-assisted Server RL Agent

The SL-agent uses the set of e-SCs (a1, a2, ... aN) as its action space with uniform initial action

values (set to 0). Learning is performed with an artificial trace (similar to Hipster [33]) with the
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load range divided into multiple windows of arbitrary granularity. Each window corresponds to a

state. A learning step is taken every fixed epoch. SL-agent predicts the average load for the next

epoch and associates it with a window (state). The action selection is heuristic-assisted. Initial

action for state sj (load Lj) is chosen to be ai, where li-1 < Lj < li. Subsequent actions selected

depend on the 95th percentile latency observed, T 95 obs. To prevent violation of tail latency due

to request size variations and bursty arrivals, a safe limit fraction deltahigh of target tail latency

T 95 max is adopted as a QoS guaranteeing limit for T 95 obs i.e. T 95 obs < deltahigh ∗ T 95 max.

If T 95 obs exceeds this limit, a heuristic of selecting the action ai+1 for the next epoch is used. The

heuristic is based on the assumption that an incrementally higher throughput SC could possibly

meet the tail latency target with minimum incremental energy overhead. Similarly, a fraction

delta low of T 95 max is chosen to mark a slack limit, i.e. T 95 obs > deltalow ∗ T 95 max, where

0 < deltalow < deltahigh < 1,

If Tx obs falls below the slack limit, a heuristic of selecting the action ai-1 for the next epoch. At the

end of each epoch, the tail latency and energy usage is measured for the sj, ai pair, and a reward

is calculated (Section 2.4.2.4) and action values are updated (Section 2.4.2.5) for the state-action

pair. The learning phase may be performed online on real traffic too, though at the cost of SLO

violations during action exploration.

2.4.2.4 Reward Function

The reward is calculated by taking both the energy used and the tail latency achieved. To credit

lower energy usage, I define an energy reward inversely proportional to the measured energy usage

for the epoch (Equation (2.2)). This is taken into account to credit latency values closer to the tail

latency target (Equation (2.1)). A negative reward proportional to the latency is assigned when

tail latency is violated. Since meeting tail latency SLO is critical for LC-applications, to prevent

tail latency reward being outweighed by a huge energy reward, both rewards are normalized as

shown in Equation (2.1) and Equation (2.2). Further a heavy penalty is imposed on the reward

if the desired tail latency is violated. To do this, a heuristic-based reward calculation as shown in
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Equation (2.3) is adopted.

RTL = T 95 obs/T SLO (2.1)

RPWR = 2 ∗ (Pmax − P obs)/Pmax (2.2)

R =


RTL +RPWR + 1 if T 95 obs < T SLO

RPWR − 10 ∗ (RTL − 1) if T 95 obs > T SLO

(2.3)

2.4.2.5 Populating and Exploiting the Q-table

The Action value (Q-value) for an action is calculated by a sampled average of all rewards received

for the action. An averaged reward smooths any transient rewards fluctuations due to workload

variations and network/server-level interference. The action values are updated in the action value

table (Q-table) for the corresponding state. After sufficient exploration using the heuristics, most

relevant actions are learned by the SL-agent and the corresponding action values written to the

Q-table. The Q-table is subsequently accessed in the exploitation phase to select the highest value

action based on a greedy policy.

2.4.3 Cluster-level Learning Agent for Orchestrator Node

After the completion of the first phase of learning, the SL-agents forward their Q-table and e-

SC lists to a cluster-level Agent (CL-Agent) running at the load distributor/orchestrator node.

Given an aggregate cluster request rate, the purpose of a CL-agent is to learn (a) which/how

many servers to activate, and (b) what SC should each server use. CL-agent learning problem

can also be framed as a MAB RL problem where aggregate load represents the state and set of

e-SCs selected for each server (Cluster SC (CSC)) represents the action. Despite the shrinking of

the SC set to the e-SC set at the server-level, all possible CSCs across multiple servers can result

in a huge hard-to-explore action set. Thus I again rely on heuristics to accelerate the learning. I

envision optimal CSC selection as a combinatorial optimization problem (Section 2.4.3.1) and use

its solution as the initial action during exploration. The statically obtained CSC is a close estimate
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of the most optimal cluster configuration. Detection of observed optimal CSC is performed through

exploration using a gradient method (Section 2.4.3.3) based on a reward function (Section 2.4.3.2).

A cluster-wide Q-table (CQ-table) is updated with action values and eventually referenced during

the exploitation phase.

2.4.3.1 Multiple Choice Knapsack Problem

Finding the least energy-consuming cluster configuration (i.e. SCs for each server) can be simpli-

fied into a combinatorial optimization problem. Assuming ith HMP-server is a bin with ni balls

representing the ni e-SCs explored. Assume the throughput and energy usage for each e-SC to be

the weight and cost of the balls respectively. Let the m HMP-servers in the cluster represent m

possibly non-identical bins. Let aggregate cluster request rate W that is to be distributed among

the servers represent a knapsack of weight-capacity W. Then our cluster energy-minimization prob-

lem would be analogous to choosing a maximum of one of the ni balls from each of the m bins,

so as to fill a knapsack of capacity W at minimum cost. This is effectively a standard multiple

choice Knapsack problem [50]. The solution obtained using a solver is an approximate optimal

CSC, which is used as an initial action and is passed down to the individual SL-agents to deploy

to their respective SCs. The solution tries to deploy the most efficient e-SCs across all servers and

execute them at maximum utilization through appropriate load distribution (Section 2.4.5) so that

aggregate energy utilization of the cluster is minimized.

2.4.3.2 CL-agent Reward Function

The CL-agent reward function used is identical to the SL-agent, with tail, power and aggregate

reward calculated for each state-action pair as in Section 2.4.2.4.
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2.4.3.3 Gradient Method for RL

Upon setting the initial CSC for a cluster state s, the CL-agent performs a training on the artificial

trace with the load corresponding to the state s. At the end of each epoch, the cluster-wide tail

latency is measured and the energy usage of all active servers in the past epoch summed. The

thresholds used in Section 2.4.2.3 are again used to perform the next action selection. If the aggre-

gate tail latency exceeds the safe limit threshold, it indicates that the current CSC is insufficient to

handle the current load and thus requires either additional servers or higher throughput e-SCs to

be enabled in the currently active servers. Conversely, a slack limit violation offers room for energy

saving.

To speed up the learning and to avoid random exploration from a large action set, I use a gradient

descent approach. The n-server cluster can be visualized as n dimensions of an (n+1 )-dimensional

space with the SCs representing units in each dimension, the n co-ordinates representing a specific

CSC and the (n+1)th dimension representing the actual action value for each CSC (action). Each

state is associated with a unique (n+1)-dimensional surface, for which the global maximum offers

the optimal and most energy efficient CSC that meets the tail latency requirements. The knapsack

solution sets the initial value to a CSC in the vicinity of the global maximum. From there I employ

a gradient ascent approach to reach the global optimum. For instance, a unit movement of any

server dimension from e-SCi to e-SCi+1 would increase the aggregate cluster throughput capacity

of the CSC by approximately li+1-li (refer Section 2.4.2.3), and is desirable upon a QoS violation

in the past epoch. Conversely a change in one of the SCs from e-SCi to e-SCi-1 is desirable when a

slack limit is crossed. The gradient of the reward function between two epoch is used to select the

next action based on a proportional throughput change.

2.4.3.4 Populating and Exploiting the CQ-table

After a fixed number of exploration steps based on gradient ascent, averaged action values are

written to the CQ-table. The steps are repeated for the range of states (the aggregate cluster load

range). The final CQ-table generated is used by the CL-agent when employing a greedy selection
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of the highest value action for a given cluster load. After each epoch the selected CSC for the

predicted load rate of next epoch is processed by the CL-agent and the SC for each HMP-server is

forwarded to the corresponding SL-agent, which configures its respective servers and prepares for

the next epoch.

2.4.4 Service Scheduler

The SC update received by SL-Agents at each epoch contains information about the number of big

and small cores within an HMP to be activated and their corresponding core frequencies. SL-Agent

relays this information to the Service Scheduler(SS) module, which is responsible for server-level

instance scaling and core frequency scaling. When an updated SC requires an additional core, a

new LC-Service instance is created and affinitized to the new core by the SS. Subsequently any

new or waiting request is scheduled on the new service instance in an FCFS fashion i.e., the service

instance with longest idle period receives next request. In order to remove an existing core from

the prior SC, no additional requests are scheduled to the corresponding service instance and any

executing request is allowed to be serviced till completion. Subsequently the instance is deleted by

the SS when the instance becomes inactive. The SS also performs frequency scaling on the active

cores based on the updated SC. Since frequency scaling using the Linux governor takes less than a

microseconds to activate, the update is faster than the service time for even a single request.

Note that the service scheduler is a server-level scheduler that schedules the task of LC-Service

instance creation on the cores chosen by the SL-Agent. This is unlike the traditional cloud resource

managers, which perform scaling at the cluster-level since it assumes all cores to be identical. Here

the CL-Agent merely informs the SL-Agents about the desired SC for the server, and the task

to implement the configuration on the server is delegated to the service scheduler through the

SL-Agent. In addition, the Service Scheduler is not a request task scheduler that schedules the

execution of requests at an individual instance. At the individual instances, requests are processed

in the traditional FCFS manner.
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2.4.5 Load Balancer

A Load Balancer (LB) routine is responsible for distributing requests arriving at the gateway

server across the HMP servers. The CL-Agent maintains the average throughput information of

each explored cluster-level service configuration (CSC) during the learning phase. Upon identifying

the optimal CSC for next epoch based on the last epoch load, it shares the throughput information

for each HMP-server’s SC with the LB. LB infers the load fraction of each server based on the

throughput ratios between them, then fits the ratios in to a normalized scale window of 0 to 1.

For every request, the LB generates a random number between 0 and 1, identifies which server it

corresponds to from the load fraction window and forwards the request to the identified server.

This throughput proportional load balancing is crucial for energy-optimal load processing at in-

dividual HMP-servers. Since each server is configured for load-specific optimal SCs for the next

epoch, an improper balancing can cause tail violations in some servers and lower efficiency in oth-

ers. However, as shown in our studies presented later (Figure 2.10), the random number generation

approach balances the load across all HMP-servers suitably to meets the latency requirements at

all serviceable load ranges for the cluster.

At the individual servers, the load is distributed among the active instances from a common queue

of incoming requests by a task scheduler (as in [34, 33]). This approach is unlike the traditional

cluster-level load balancers where the load is balanced across all instances. Here the load is balanced

across the active servers, and at each server the load is distributed among the instances by a task

scheduler as per the above described policy.

2.5 Experimental Approach

Since public clouds currently offer only homogeneous processor based server instances, I had to rely

on simulations to study the effectiveness of Greeniac. Furthermore, none of the available cloudlet

simulators (e.g., CloudSim [72] or its extensions) support HMP servers. To support HMP-aware

execution and dynamic energy usage estimation for the cluster, I developed a custom in-house
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simulator, HMP-ClusterSim (described below) based on SimPy, and instrumented it with the real

system measurements.4

For my experiments, I also addressed the fog-specific challenges discussed in Section 2.2.3. I per-

formed my experiments on small clusters, representative of fog clusters. I avoided co-execution

scenarios by dedicating a single core for each LC-Service instance, and latency objectives were also

adjusted to a longer SLO of 1 sec (instead of sub-second).

2.5.1 HMP-ClusterSim Simulator

My simulator mimics a typical high-bandwidth cluster with negligible network delay. Like CloudSim,

my simulator is event-driven. A single server instance acts as a gateway (or broker [72]) and re-

maining servers as single-HMP nodes hosting a LC-Service instance (or Task cloudlets [72]) at each

core (1 core per VM/container). I assume sufficient memory and network bandwidth at each server

and neglect intra- and inter-instance interference. The gateway server generates requests following

a Poisson process at specified mean rate; requests are distributed across the nodes following our

load balancing logic (Section 2.4.5). Within each server, a service scheduler distributes requests

from a centralized queue using FIFO among the scheduler-activated cores (Section 2.4.4). To model

service time variations, task length follows a log-normal distribution (µ = 0, σ = 0.25) scaled by

the average service time. The number of big and small cores within a HMP-server and their indi-

vidual throughput are assumed to scale linearly with frequency scaling, ignoring memory hierarchy

bottlenecks and interference. Responses are sent back to gateway server to record the response

latency. P95 for all requests received per sampling epoch (set at 100s) is calculated at the end

of every epoch. P95 of 1 sec is set as the default SLO. For RL, each state represents a bin of 10

requests per second (rps). The results discussed in Section 2.6 are based on a 4-server cluster with

each server containing a single HMP with 2 big (2B) and 2 small (2S) cores.

4Code available at https://github.com/sambitshukla/Greeniac
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2.5.2 Incorporating Real System Measurements

I performed my initial study on a high-end Xeon E5-2637 (big-core) powered Dell Power-Edge

Server and an Atom C3558 (small-core) powered Super-micro Server. From both platforms, I

collected the averaged service time, throughput, idle power and dynamic power values at various

core frequency levels for a single service instance of Apache Lucene [60] at 100% utilization. The

test configurations for Lucene were as described in Section 2.3. A Lucene client application was run

on the local network in an open loop to generate a configurable request load. Since network and OS

delay was negligible, the average service time and throughput were determined for the servers from

the client side. The power values were measured on the servers using the Running Average Power

Limit (RAPL) registers on the CPUs. These data were used in the model of the big and small

core in HMP-ClusterSim. Though, I use the representative values for a single setup to demonstrate

the effectiveness of my proposed approach, these statistics vary with the type of processors, server

configuration and LC-Service application used. So scaling and sensitivity studies were performed

for these variations and are presented in the following sections.

2.5.3 Simulator Verification

To verify the accuracy of the HMP-ClusterSim simulator, I performed two sets of tests with different

service configurations. Due to a lack of a real testbed for cross-validation, I performed the validation

against the expected behavior of a theoretical M/M/c queuing model. The load balancer was

configured to perform a random load balancing such that, over a large epoch, the requests are

equally distributed among the n servers. Since request generation follows a Poisson process with

an arrival rate of λ, a random load distribution results in a Poisson arrival at each server with

a rate of λ
n . Each individual server is modelled as an M/M/c queuing system, with c identical

cores of equal service capacities. The service time distribution at each cores is exponential with a

service rate of µ. The service rateµ is set to the mean service rate observed from real measurements

(discussed above). The cluster arrival rate λ is varied between 0 and a maximum value equal to the

aggregate service capacity of the entire cluster. To verify the accuracy of the simulator, I compared

the mean response time of requests measured in the simulator against the calculated mean response
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time for the corresponding queuing system.

Figure 2.7: This table compares the expected and the simulated mean response times for 3 different
cluster sizes. Each server has a single big core and represents an M/M/1 queuing system. The
number of servers in a cluster (n) is varied. The arrival rate is accordingly varied to achieve
different cluster utilization levels. The load balancer is expected to perform a random and uniform
distribution of requests among the servers so that each server also experiences a Poisson arrival with
a rate of λ

n . The expected and simulated results are quite close, thereby verifying the end-to-end
functionality of the simulator with regards to load balancing.

First, I verified the functionality of the load balancer at scale as number of servers were increased.

Each server employed a single active fast core. In this setup, each server is expected to behave

as an M/M/1 queuing system. The number of servers, n, was varied. The cluster utilization, ρ,

was calculated as λ
nµ . The values obtained for 3 different cluster sizes are shown in Figure 2.7

along with the theoretical mean response latency. All the three configurations are shown to achieve

similar mean response latency as the expected mean response latency at all utilization levels, thus

verifying the functionality of the load balancer.

Next, I verified the functionality of the server-level scheduler at scale as number of cores were

increased. A cluster with a single server hosting multiple identical fast cores was considered. In

this setup, the server is expected to behave as an M/M/c queuing system with a single queue and

c cores consuming requests from it. The number of cores, c, was varied. The cluster utilization, ρ,

was calculated as λ
cµ . The theoretical mean response latency of an M/M/c queuing system varies

with the value of c (as shown in Figure 2.8). The expected and simulated values were found to be
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Figure 2.8: This table compares the expected and the simulated mean response times for 2 different
server configurations. The cluster has a single server with c big cores that represents an M/M/c
queuing system. The value of c is varied and the arrival rate is accordingly varied to achieve different
cluster utilization levels. The cores pull requests from a single server queue with the help of the
scheduler. For a given cluster utilization level, the expected mean response time varies with c. The
expected and simulated results are quite close, thereby verifying the end-to-end functionality of the
simulator with regards to server-level scheduling.

similar for both server configurations. This verifies the functionality of the server-level scheduler.

Together, both the results demonstrate that the simulator accurately mimics the basic functionality

of the scheduling and load balancing for Poisson arrival and exponential service time based system.

For the experiments performed in this and the following chapter, I simulate more complex configu-

ration with heterogeneous servers and clusters, non-uniform load balancing, and biased scheduling

strategies. These variations are hard to verify because they do not represent a standard queuing

system. However, verification of the end-to-end functionality for the basic building blocks of the

simulator offers significant confidence to the results shown in the following section and in Chapter 3.

2.6 Results and Observations

In this section, I first demonstrate the higher energy saving achieved by Greeniac compared to

popular cluster-level scheduling approaches. Then I study the impact of scaling and LC-Service

application characteristics on energy saving.
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2.6.1 Cluster-level Energy Saving

Figure 2.9: Power usage for various Server-level CPU-Heterogeneity-aware scheduling approaches.
Power consumption (shown in bars) is normalized (shown in left y-axis) with respect to the ag-
gregate power consumption of the HMP cluster at 100% utilization of all 4 servers. Percentage
of power saving achieved over the most efficient alternative approach for a given load is shown
as the blue line (right y-axis). Greeniac has higher energy saving (up to 28%) over Server-level
CPU-Heterogeneity-aware approaches for all load ranges

To demonstrate the potential of cluster scheduling I compared Greeniac to two popular cluster ser-

vice scheduling approaches: bin-packing and least-loaded. Bin-packing attempts to minimize the

number of active servers by maximizing the utilization of each active server. It schedules instances

on all cores of an active server before scheduling services on an inactive server. Requests are pro-

portionately distributed across the active servers by the load balancer in the Bin-packing approach.

In contrast, Least-loaded instantiates a service on the least-loaded server and subsequently for-

wards request to the least loaded instance. Thus it tries to distribute services and request equally

across all servers. For a fair comparison, I implemented the Hipster learning [33] at the individual

server level for both scheduling approaches to ensure scheduling at each server will be HMP-aware,

SLO-guaranteed and energy-optimal for the observed server load. In Hipster [33], the authors de-

termine the most efficient service configuration of a single HMP server for a given load using their

own heuristics-based RL technique. Thus both the bin-packing and the least-loaded approaches

are unaware of heterogeneity at cluster level, i.e. for scaling decision, but at the server-level the

service schedulers are CPU-Heterogeneity-aware, i.e. services and requests are distributed among

cores taking into account their CPU-heterogeneity.
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Figure 2.9 shows the energy usage for the 3 approaches normalized by the maximum cluster energy

usage for HMPs. The line shows the percentage energy saving of Greeniac with respect to the

most efficient locally heterogeneity-aware scheduling strategy at the corresponding load. I observed

that Greeniac achieves up to 28% higher energy saving over the best case server-level HMP-aware

scheduling. Overall, Greeniac gained high HMP power saving for the low and mid range load values

that typically represent the majority of load traffic periods, while at very high load, most HMP

cores in all servers execute LC-Service instances with high utilization and all cluster scheduling

techniques perform almost identically. At low loads, least-loaded distributes tasks equally across

all 4 servers with each receiving 1/4th of the cluster load, which can be serviced by small cores

within tail latency constraints. As the load is increased, at a certain threshold cluster load level

every server must schedule services on big cores to meet its tail target, resulting in poor power

savings due to a large number of under-utilized big cores being active across the cluster. On the

flip side, bin-packing tries to maximize core utilization for active cores resulting in fewer big cores

being active across the cluster. However, since bin-packing tries to maximize utilization of all cores

within a HMP before scheduling tasks on an inactive HMP, it schedules services on the big cores

of active HMPs while ignoring the availability of low power cores on inactive servers.

The optimal CSCs and the corresponding load distribution for each load level, as identified by

Greeniac, are shown in Figure 2.10. The upper plot of Figure 2.10 shows the SCs or the active

cores and their corresponding representative frequency levels5 across all 4 servers. The lower plot

shows the fraction of cluster load received by each of the 4 servers and the aggregate cluster power

consumption at each load level. At the lowest tested load of 10 rps, two small cores, one each from

HMP-1 and HMP-2 are employed at 1.2GHz and the load is equally distributed between them.

With increase in load, additional small cores from across the cluster are activated and the load

distributed in proportion to the processing capacity of the SCs. At 50 rps, Greeniac activated a

big core on HMP-1 at 1.6 GHz, leading to a major fraction of load being forwarded to HMP-1 and

a marked increase in power consumption of the cluster. At subsequent higher loads, additional big

cores with increased frequencies were deployed on other HMPs too.

Greeniac employs fewer big cores across the entire cluster and tries to maximize utilization of all

5see Figure 2.6 for exact CPU frequencies corresponding the representative frequency levels

43



Figure 2.10: The optimal CSCs (top plot) and the corresponding load distribution (bottom plot)
for each load level, as identified by Greeniac. For the top plot, each CSC shows the 4 SCs for
the 4 HMP servers. Each SC shows the number of small cores and big cores (left y-axis) and
their corresponding frequency levels5 (right y-axis). The bottom plot shows the load distribution
across the 4 HMP servers for the corresponding CSC. The fraction of cluster load forwarded to
each server is shown by the left y-axis and the aggregate cluster power consumption (normalized to
maximum cluster power) is shown by the right y-axis. For any given load, Greeniac employs fewest
possible big cores across the entire cluster and maximizes utilization of all active cores while still
guaranteeing SLO.

active cores. Using least possible number of big cores also results in lower power consumption at

all load levels. Note that, though the CSCs learnt by Greeniac might be optimal for a particular

load level, Greeniac’s CL-Agent has no locality-awareness about the services. Using the CSCs, as

is, in a dynamic control plane can result in bad performance. For instance, at 80 rps, all 8 small

cores and 1 big core each from HMP-1 and HMP-2 are employed. But at 90 rps, Greeniac learns

employs the 2 big cores from HMP-4. At 100 rps, the optimal CSC learnt consists of 2 big cores

hosted on HMP-1. In a real production cluster, with frequent load variations, naively implementing

these learnt CSCs can result in wasteful service tear-down and creation efforts. Such performance
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issues could be addressed using context and locality awareness before implementing the CSCs at

the control plane. But such performance enhancement for a dynamic implementation are left for

future work. In this work, I focus on demonstrating the energy benefits of my proposed cluster-level

control plane strategy at static load settings.

2.6.2 Scaling Studies

Figure 2.11: Greeniac-enabled power usage for various HMP-configurations in a 4-server cluster.
Lower the power consumption greater the energy saving. HMPs with more small cores enable
greater cluster power saving at the cluster level. However, HMPs with more big cores achieve
higher throughput while meeting latency SLO.

Processor Heterogeneity To test the impact of degree of heterogeneity on the power-saving, I

executed Greeniac for 4 different HMP clusters with different combinations of big and small cores

in the HMPs. Greeniac achieves higher energy savings with HMPs having more small cores. Hence,

in Figure 2.11 1B-4S maximizes saving. Since Greeniac selects the optimal cluster configuration

from a global pool of HMP cores, HMPs with the same number of small cores (e.g. 1B-2S and

2B-2S) achieve similar cluster power savings. However, a larger number of big cores with greater

service capacity (as in 2B-2S HMPs) can meet tail latency requirements for higher cluster loads.

Cluster Size Larger clusters that can service higher loads also offer opportunities for more energy

saving with Greeniac, which can be seen in Figure 2.12. At 100 rps, a 16-server cluster consumes

the least power compared to a cluster with fewer servers. This is because at higher load, Greeniac

learns to utilize a larger set of the small cores which are available in larger clusters. At low loads,
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Figure 2.12: Normalized Power usage and Tail latency for various cluster sizes in a 2B-2S HMP
cluster. Lines represent the power consumption of each cluster normalized with respect to the
maximum power consumption of each HMP. Various types of dots correspond to the 95th %ile
tail latency (denoted as TL and shown by the right y-axis) for each cluster at various load values.
Smaller clusters can meet the tail latency SLO target of 1 second (black dotted line) up to a smaller
load. For the load levels that are supported by multiple clusters, Greeniac consumes lowest power
in case of larger clusters. Greeniac can achieve this greater energy saving by exploiting a larger set
of small cores and avoiding use of big cores in larger clusters.

different sized clusters consume similar amounts of power since Greeniac learns to activate the

small cores on fewer servers. For instance, Greeniac learns that, at 20rps, using 2 small cores each

on 2 servers can meet the SLO targets irrespective of cluster size, thereby resulting in the same

aggregate power usage. As the load increases, Greeniac schedules services on the big cores of one

or more active servers on smaller clusters. Thus at any given load, smaller clusters have a higher

number of big cores hosting LC-Services.

2.6.3 Impact of LC-Service Characteristics

Service Time Distribution LC-Services may vary in service time distribution. My default

service workload had a low standard deviation (= 0.25). In order to evaluate the sensitivity of

Greeniac to various service time distributions, I compare it against a service workload with identical

mean service time but higher deviation (= 0.8). Figure 2.13 shows that Greeniac consumes higher

power for LC-Services when they have a larger standard deviation. Larger service time variations

implies a wider service time range on a small core, and therefore a request scheduled to be serviced
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Figure 2.13: Effect of service time distribution on aggregate cluster power. Plot (a) shows the service
time distributions on big and small cores for two applications with log-normal distribution and
identical mean service time. For various load levels, Plot (b) shows the cluster power consumption
normalized to the maximum cluster power as lines (left y-axis) and the corresponding 95 %ile tail
latency as dots (right y-axis). Since slower cores achieve higher utilization while still meeting SLO
for service distributions with low variation, Greeniac learns to employ less big cores for such cases.
Thus the configurations learnt by Greeniac for applications with higher variations in service times
(shown in blue) are more power consuming than for applications with lower variations (shown in
red).

on a small core is more likely to violate the SLO target. Greeniac learns this service property

and finds service configurations with big cores more suitable when there is a higher service time

deviation. This results in higher cluster power usage compared to services with lower service time
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deviation. Increased variability of service latency is also the reason behind the variation in tail

latency and violation of SLO at a lower load as shown in Figure 2.13.

Application Characteristics Compute and memory characteristics of services can lead to dif-

ferent power characteristics and average service time ratios between big and small cores (B:S).

Compute-bound applications are known to compute much faster on big cores [73], while the service

time for memory bound applications are less affected by processor speed since applications spend a

large number of CPU-independent idle cycles on memory waits. The service time ratio between big

and small cores and the power characteristics can be affected by other factors as well, such as cache

characteristics, memory access pattern, compute units used, etc. But even if two applications have

similar power consumption for a given load, both on big and small cores, difference in their service

time distributions results in Greeniac learning different optimal cluster configuration for the load.

In such cases, average service time ratio (B:S) is the only application-specific factor that affects the

choice of optimal cluster configuration.

To test the impact of application characteristics, I consider 3 applications with different B:S ratios

at 1.2 GHz core frequency: the Lucene application (A) with B:S as 0.66, a memory intensive service

(B) with lower B:S ratio of 0.8 and a compute intensive service (C) with B:S of 0.5. The 3 test

applications are configured to have identical service characteristics on the big core. Thus the only

difference between them is shown by the variations in service characteristics on the small core as

shown in top plots of Figure 2.14. While CPU-intensive application tasks take longer to execute

on slow cores, memory-intensive tasks are relatively faster with lower variations. Because of the

lower service rate for C, slow cores violate the SLO targets for a lower load compared to A and thus

aggregate load serviceable by cluster is lower. On the contrary, slow cores can service higher loads

for B, leading to a higher cluster load support as shown in Figure 2.14. Greeniac implicitly learns

these application characteristics and identifies the optimal configuration for each application service

at various loads. It consumes lower cluster power for B by exploiting small cores, and consumes

higher cluster power for C due to relatively greater use of big cores for the same load.
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Figure 2.14: Effect of application characteristics on cluster power and tail latency. The 3 applica-
tions have identical service characteristics on big core. The variation in service times (in secs) on the
small core due to the difference in application characteristics are shown in (a). CPU-intensive ser-
vices run relatively slower while memory-intensive services run relatively faster on small cores with
respect to big cores. The normalized power consumption of the cluster and the tail latency for the
three applications at different load levels are shown in (b). For a given load, Greeniac learns to use
more big cores for CPU-intensive compared to memory-intensive services. Thus power consumption
is lower and SLO is met up to a higher cluster load for memory-intensive service B.

SLO Latency Greeniac could also learn the optimal configurations with different SLO targets

for the 95%ile latency. For an SLO target of 500ms, the 4-server cluster could only service loads

up to 100rps before violating SLO targets. To meet the stricter latency target Greeniac had to rely

on big cores and consumed much higher power compared to when the default SLO target was 1

second. Since CPU power usage is proportional to utilization, I observe that, for 0.5s SLO, cluster

utilization could barely reach 60% before violating the SLO margin. Thus stricter SLOs cause

Greeniac to use big cores with low utilization and leads to higher power usage and lower cluster

efficiency.

I also observed that an extremely lenient SLO of 10s does not gain any significant energy saving
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Figure 2.15: Effect of SLO target on cluster power and tail latency on 2B-2S HMP cluster with 4
servers. Same service was executed with 3 different SLO targets (shown as dotted lines) for the
95 %ile latency (right y-axis). The power consumption for each case is normalized against the
maximum power of the cluster. With stricter SLOs, cores start violating SLO at lower utilization
levels. Thus lower the SLO target higher the number of cores required for servicing a given load.
Greeniac learns to use big cores at stricter tail latency targets, thus consuming higher power and
meeting SLO target up to a lower cluster load.

for the cluster because it is harder for Greeniac to learn the optimal configurations that can meet

latency targets. As shown in Figure 2.15, the tail latency for the optimal configuration inferred by

Greeniac for the 10s SLO case is irregular for various loads. This is because a long latency target

allows for a long request wait queue and can render the system unstable if the service rate drops

below the arrival rate. Besides, the gradient descent described in Section 2.4.3.3 can get very steep

for large SLOs since a slight change in CSC can greatly affect the tail latency and hence the reward

function.

2.7 Related Works

Resource scaling [14, 25] and resource sharing [11, 25, 71, 27] techniques proposed in recent years

for improving energy efficiency of LC-Services are limited in their effectiveness due to the lack

of energy-proportionality in server processors. More recent works such as Hipster [33], Octopus-

Man [34] and Haque et.al. [35] propose the use of HMPs, which have proven to be energy-efficient

and widely deployed on mobile platforms. Octopus-Man [34] uses a PID controller to estimate
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the best HMP service configurations based on recently observed tail latency. Hipster [33] models

the server system as a MDP to learn optimal HMP configurations that meet the tail target for

a single server. Haque et.al. [35] employ a PID controller to estimate the threshold latency for

switching requests from smaller to bigger cores. These works all try to perform energy-aware

scheduling only at the server-level, thereby leaving room for significant savings at the cluster-level,

achieved by Greeniac. Some other works [71, 74] leverage server heterogeneity to associate different

types of LC-Services to suitable server types. However, these approaches do not perform CPU-

heterogeneity-aware scheduling.

Energy-aware task scheduling has been widely studied [75] for homogeneous clusters. Auto-scaling [21]

techniques using bin-packing scheduling are popular in commercial cloud platforms. Tail latency-

aware server scaling has shown to provide significant energy saving for low energy-proportional

(EP) servers. However, with servers becoming more energy-proportional [15], energy saving from

such scaling techniques are significantly lower. Due to the lack of use of HMPs in clusters, such

studies have not been performed for HMP-servers. Energy efficient scheduling on HMPs has been

studied in [76] but tail latency targets were not considered.

Machine learning techniques have been proposed to minimize energy usage on clouds [77]. Rein-

forcement learning [45] is recently gaining popularity due to its ability to learn models for complex

systems with enormous state spaces. But to the best of our knowledge it has not been applied

before to cluster level energy saving in any prior work. Hipster [33] employs RL only at a single

server-level scale.

Heterogeneous architectures such as GPUs [55] and FPGAs have been employed to host LC-

Services. Such accelerators can provide orders of magnitude improvements in latency and energy

saving, but they are only suitable for specific applications and require an enormous porting effort

making them unsuitable for generic online services.
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2.8 Conclusion and Future Works

I developed a cluster-level control plane task manager for LC-Services called Greeniac. Greeniac

uses reinforcement learning to achieve minimal energy utilization while guaranteeing tail latency

constraints. I exploit the CPU heterogeneity in an HMP to save energy by using small cores instead

of big cores at a cluster level whenever possible. My proposed work gains up to 28% power saving

over previous works which perform HMP-aware local scheduling with a traditional cluster scheduler.

I performed several tests to verify the functionality and perform deeper analysis.

As future work I see several opportunities and challenges for Greeniac. First, due to the generic

nature of Greeniac, it can be extended to heterogeneous clusters made of both HMP and non-HMP

cores. Second, to support a truly dynamic cluster environment, Greeniac must support learning

in a co-execution environment when an LC-Service shares HMP resources with other batch tasks

and services. Finally, a further in-depth study of Greeniac for different cache characteristics and

micro-architectural properties used by HMPs would be insightful for optimal HMP configurations

with multiple classes of LC-Services.
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Chapter 3

Cluster-level Control Plane Strategies

to Exploit Cluster Heterogeneity

using Heuristics

3.1 Background

In the previous chapter, I demonstrated the opportunity for energy saving that exists if CPU

heterogeneity is exploited. I also presented control-plane strategies to make the most out of these

opportunities. But due to the lack of popularity among CSPs, strategies meant for heterogeneous

CPUs can currently only be applied to edge and fog domains. However heterogeneity, as a challenge,

is also growing in the cloud warehouses in the form of Cluster Heterogeneity. Over the years, CSPs

have sought to acquire more compute resources, both to meet growing compute demands and to

replace worn out resources. With the arrival of newer, faster, larger, energy-efficient and energy-

proportional processors, CSPs continue to heterogenize their clusters by employing these newer

generation processors.

Unlike CPU heterogeneity discussed in the previous chapter, cluster heterogeneity is not one-

dimensional. In the case of HMPs, it is typical that the bigger faster core is less energy efficient
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that the smaller slower core. But Cluster Heterogeneity, which uses multiple different CPUs, leads

to two-dimensional heterogeneity in both throughput and power consumption for service instances.

Traditional resource managers (RM) such as Kubernetes scale the number of LC-Service instances

and distribute user requests among instances assuming cluster homogeneity. My study reveals

that naively assuming identicality for instances hosted on heterogeneous clusters can lead to both

SLO violations and energy wastage. An energy-optimal LC-Service execution requires adapting

the control-plane strategies, i.e. both Instance Scaling and Load Balancing of request traffic, to be

heterogeneity-aware.

Though the challenges presented by cluster heterogeneity have been acknowledged by numerous past

research works [78, 37, 79, 80] and addressed specifically for data centric Map-Reduce tasks [80,

81, 82, 83], such research is lacking for latency-critical microservices. Prior research approaches

cannot be applied directly to microservices-based implementations due to their significantly different

control plane components. To this end, a thorough impact analysis of the Capacity and Efficiency

heterogeneity among serving CPU cores on the aggregate cluster-level Tail latency and Energy

footprint of an LC-Service is missing from the current literature. Such an analysis can lead to

models and heuristics for more efficient heterogeneity-aware cluster-level instance scaling and load

balancing strategies.

The main contributions of this chapter are:

1. I show that heterogeneity-unaware request distribution among server instances on a hetero-

geneous cluster can lead to poor server utilization. Based on my experimental observation, I

propose a novel Maximum-SLO-Guaranteed-Capacity (MSG-Capacity) proportional request

distribution technique to address the capacity heterogeneity among CPUs, and show that it

can achieve higher utilization.

2. To address efficiency heterogeneity, I propose a simple Efficient-first (E-first) heuristic for

request distribution among the heterogeneous instances.

3. To address both capacity and efficiency heterogeneity, I propose an Energy-efficiency aware

and MSG-Throughput (E-MT) based request distribution heuristic that maximizes utilization
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while minimizing the energy footprint of the target LC-Service.

3.2 Impact of Heterogeneity

3.2.1 Cluster Heterogeneity: Scope of the Work

Heterogeneity in cloud servers can be across many different attributes of the system configuration,

including general and special purpose compute units, memory, network, and others. In this study,

I do not consider heterogeneity in memory and network resources, assuming they have sufficient

capacity. Rather, due to market changes, I focus on heterogeneity among the compute units within

a cluster. Further, I do not consider workload distribution for accelerators or HMPs. Rather I con-

sider heterogeneity in server clusters made of general-purpose symmetric multiprocessors (SMPs)

which are heterogeneous in terms of the core performance capacity and energy efficiency as dis-

cussed below. I assume that all servers with identical CPUs to be of identical system configuration

and that there is no interference from co-executing applications. In this work I do not consider or

exploit CPU heterogeneity or Core-frequency heterogeneity.

Figure 3.1: Heterogeneity across server processors in two dimensions - performance capacity (or
throughput) and energy efficiency. 4 processors are considered, for each of which the power con-
sumption is measured as LC-Service load varies from 0 to 100%. The power characteristics of
each processor is shown as a range between the ideal (throughput-proportional) power Pmin and
maximum (real) power Pmax. The TSLO refers to the MSG-Throughput of each processor which is
described later in the chapter. C and D achieve twice the maximum throughput of that of A and
B in requests per second. B and D are almost equally efficient and achieve close to 2.5 times the
energy efficiency of A and C in Joules per request. Thus, for each dimension I consider two levels
- low and high.
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I consider heterogeneity among CPUs along two dimensions, namely, Capacity T and Efficiency E.

T denotes the average number of requests serviced per second at maximum utilization. E is defined

as the requests serviced per Joule at maximum utilization. Both Capacity and Efficiency values

are application-specific for every CPU core type. For a specific LC-Service instance, its throughput

(i.e. average request service rate) and energy footprint depend on the Capacity and Efficiency of

the hosting CPU core. I assume the instance throughput and energy consumption are linearly

proportional to core utilization, and I also assume that for identical CPU core types, Capacity and

Efficiency metrics are identical. Hence for instances hosted on identical core types, the throughput

and energy footprint are assumed to be identical. The goal of this study is to answer the following

questions. (i) What are the benefits/disadvantages of cluster heterogeneity? (ii) Given a set of

CPU cores of 2 or more types, what mix of heterogeneity optimizes the Tail-Energy problem for

a specific service at a given request load? (iii) What is the ideal request distribution strategy

across the service instances that meets the SLO while minimizing energy usage? An analysis of

these questions can help CSPs understand the potential trade-offs associated with increasing cluster

heterogeneity along Capacity and Efficiency dimensions. Additionally, the analysis helps us infer

optimal instance scaling strategy over the mix of cluster CPU cores.

3.2.2 Research Strategy

Setting up a real large scale heterogeneous cluster can be quite expensive. It would also be quite

restrictive in terms of the mix of processors deployed and the scale of the heterogeneity. Before

investing heavily in acquiring newer varieties of servers, CSPs need to understand how a potential

micro-service would perform on the target heterogeneous platform. To perform a comprehensive

study across a wide spectrum of processors by varying the level of heterogeneity, we perform a

model-based simulation study.

For each of the two aforementioned CPU dimensions we consider two levels, low(l) and high(h).

Consequently, consider 4 hypothetical processors (A-D) as shown in Fig. 3.1. A(TlEl) represents

inefficient and slower legacy processors (e.g. legacy Xeon Server processors). B(TlEh) is slower

but efficient processors (e.g. Atom or ARM processors). C(ThEl) is the set of fast but less effi-
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cient processors (e.g. Haswell Xeon Server processors) and D(ThEh) represents the latest or future

processors with high performance capacity and efficiency (e.g. AMD Ryzen, Intel Core-i9). These

characteristics of the processors are based on their single thread performance and typical TDP

reported in [84]. To start with, I perform a model-based analysis of 4 possible heterogeneous sce-

narios comprised of 2 CPU types, namely, A-D, B-D (equivalent to A-C), B-C and C-D (equivalent

to A-B), as shown in Fig. 3.1.

3.2.3 Simulation Model

Design: For the initial analysis I extended my custom simulator, HMP-ClusterSim (described in

Chapter 2.5.1), to simulate a heterogeneous cluster with multiple server types as shown in Figure 2.4.

In general, each server can be a heterogeneous multiprocessor (HMP). However, for this work, I

configured each server CPU to be an SMP consisting of a number of identical cores, which can

be one of the four types (A through D) shown in Figure 3.1. Each server may host multiple

service instances. I assume each instance requires a maximum of 1 CPU core and is mapped to a

single physical core. Each service instance inherits the capacity and efficiency characteristics of the

assigned CPU. I also assume negligible resource interference from co-executing applications on the

cluster. For a given micro-service, a number of service instances across multiple non-identical CPUs

may be instantiated. A single proxy-server (Gateway Node) receives all user requests and distributes

them across multiple server instances using a Load-Balancing Strategy (LB). The Gateway Node

is assumed to be not limited by In-cast or Out-cast bottlenecks for the maximum service load.

Request arrivals at the gateway follow a Poisson process and the service time of requests on each

core follows an exponential distribution.

Setting Capacity Parameters: Again, I consider the Lucene [60] workload (as also in previous

chapter) as my target workload for obtaining practical Capacity and Efficiency parameters for the

CPUs (A through D). To obtain these values, I measured the single thread throughput for Lucene

on an Intel Haswell(Xeon) E-2637 processor at various CPU utilization levels. To better understand

the challenges and impact of heterogeneity, I assume the capacity metrics of cores C and D to be
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identical, i.e. instances on C and D have same throughput at any given utilization level. Similarly,

I assume the capacity metrics of A and B to be identical. The performance capacity (i.e. maximum

throughput for hosted instances) of A and B are conveniently chosen to be half of C and D, to assist

analysis of simulation results. This is a valid assumption because along the capacity spectrum of

processors [85], it is possible to find several pairs of processors with performance capacities in the

ratio of 1:2.

Setting Efficiency Parameters: To get the energy characteristics of the processors, the power

values gathered while executing Lucene service instances are measured on an Intel Haswell (Xeon)

E-2637 processor. The obtained power values at various request load levels, ranging from 0 to

maximum throughput, determine the power characteristics of processor C. The same process is

repeated for an Atom core to obtain the power characteristics of B. The energy footprint of A

is chosen such that its efficiency is similar to that of C. I calculated the energy efficiency as the

ratio of throughput to power consumption. Since C is assumed to have twice the throughput of A,

the power characteristics of A are appropriately scaled for its supported load levels. Similarly the

power characteristics of D are obtained by assuming it to have similar efficiency as that of B The

rationale behind these assumption is to study the one-dimensional capacity heterogeneity in A-C

(TlEl-ThEl) or B-D (TlEh-ThEh) cases (Section 3.3). The efficiency measure of the 4 processors

at their respective MSG-Capacity (explained below), are 1.21 (A), 2.95 (B), 1.15 (C) and 2.88

(D), as per their individual power characteristics shown in figure 3.1. Thus, B (and D) achieve

approximately 2.5 times the efficiency of A (and C).

TSLO denotes the maximum request load that meets the SLO guarantee for a processor type.

TSLO for a processor is application-specific and can be experimentally determined or derived from

queuing-theoretic simulations as described in 3.3.2.1. I will refer to this as the Maximum SLO

Guaranteed Capacity (MSG-Capacity) in the remainder of the chapter and define it more formally

in the next section. Even though the parameters chosen for core types A, B and D are hypothetical

in my simulation, their performance and power characteristics are quite realistic and closely match

the single thread performance and TDP metrics of some existing processors [84, 85, 86].
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3.2.4 Terminology and Key Metrics

Prior to my analysis, I clarify some of the terms and define the key metrics that have been used in

this study:

1. Each application service instance is uniquely assigned to a single virtual processing node.

Henceforth, I will refer to each service instance as a server. Furthermore, since each virtual

processing node is assumed to be uniquely mapped to a single physical core, the terms core

and server are used interchangeably where required. Multiple servers may be instantiated by

a resource manager to be hosted on a physical server node.

2. The set of all active service instances (servers) for an application service form a cluster

configuration. For my analysis, I explore cluster configurations consisting of at most two

types of servers. For example, a 2B1D cluster configuration is a multi-server configuration

consisting of 2 B-type and 1 D-type servers. The cluster configuration for a micro-service

changes dynamically with instance scaling.

3. Maximum-SLO-Guaranteed (MSG)-Capacity of a core represents the maximum throughput

that can be achieved by a server while still meeting the SLO for a single-server cluster con-

figuration.

4. P99 is defined to be the latency for which 99% of the received requests have latencies less

than P99. P99 has been evaluated at cluster-level and at individual server-level. For a specific

server, P99 is statistically evaluated from latencies of requests serviced by that server. In this

study, the SLO is cluster-level P99 of 1sec, unless otherwise stated.

5. All the results are shown with respect to a normalized load, which is the request rate normal-

ized by the aggregate performance capacity of all cores in the cluster. For the static analysis

in Section 3.3- 3.4, a cluster configuration also represents the cluster size. Hence a 1C1D

configuration is assumed to be hosted on a cluster with only 1 C-type and 1 D-type core.

6. The terms request and task are used interchangeably throughout the chapter.
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3.3 Analysis of Capacity Heterogeneity

For analyzing capacity heterogeneity, I consider a cluster of B(TlEh) and D(ThEh) type cores. The

cores have identical efficiency but differ in capacity.

3.3.1 Heterogeneity-unaware Request Distribution

To demonstrate the overhead of heterogeneity-unaware request distribution, I first consider a 1B1D

cluster configuration. The incoming requests are uniformly (randomly and equally) distributed

to the two servers. The maximum supported load that can be serviced by this configuration is

measured by measuring its throughput at 100% utilization. For a generic representation of results,

the incoming request load is normalized with respect to the maximum supported load. I scaled

the normalized load from 0 to 1. For various load levels, I measured the core utilization and P99

latency for requests serviced at each server. Additionally, I also measured the cluster-level P99

latency, denoted by P99(B-D), which represents the effective P99 response latency perceived by

end-users.

Figure 3.2: Impact of uniform and random request distribution on a heterogeneous 1B1D cluster.
The lines shown as P99(B), P99(D), and P99(B-D) are P99 latencies (left y-axis) achieved in the
B-server, the D-server, at the cluster-level, respectively. The bars represent the utilization level
(right y-axis) of the B and D servers at different cluster loads. The cluster load is normalized
with respect to the maximum service capacity of the cluster at 100% utilization of all servers. For
a uniform load distribution, cluster-level tail latency closely follows the tail latency of the slower
processor since its utilization saturates at a lower load.
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From Figure 3.2 I observe that P99(B-D) could reach only 56% of cluster performance capacity

before exceeding the SLO. At this point, the D-type server was operating at only 44% utilization.

This happens because, with equal request distribution, both servers B and D service similar number

of requests. However, since server B registers only half the throughput of D (as shown in Figure 3.1),

its P99 latency (i.e. P99(B)) violates the SLO target at a lower server-level load than D, which is

still underutilized and has a low P99 latency (P99(D)). Beyond this load level, a rapid increase in

high latency requests serviced by B pushes the cluster-level tail latency beyond the SLO margin.

The two intuitive observations from the above results are : (a) homogeneous load distribution

across a heterogeneous cluster can saturate the slow servers while under-utilizing the faster ones,

and (b) The cluster-level P99 latency lies between the P99 values of the most SLO-violating core

(i.e. core B) and the least SLO-violating core (i.e. core D). In the above study, the SLO violation

at 56% is caused by high P99(B), which is primarily due to queuing delays on saturated B-type

servers. Since 50% of requests are serviced by core B, failure to meet the SLO target by even 2%

of its serviced requests can still result in an SLO violation by the cluster.

3.3.2 Heterogeneity-aware Capacity-based Request Distribution

Since the cluster P99 latency is driven by the P99 latency for the most violating core, it seems

obvious that redistributing the load towards less violating cores can reduce the cluster P99. To

introduce such heterogeneity-awareness into the Load balancer, I first repeated the above simulation

using an intuitive heuristic: Capacity-based Request Distribution. Here I divide the cluster load

among the cores in proportion to their capacity. Since server D has twice the performance capacity

of B (Figure 3.1), the cluster load was distributed randomly in a ratio of 1:2 between servers B and

D.

3.3.2.1 Key Insights

Capacity-based distribution enabled the cluster to operate at 85% of capacity while meeting the

SLO. As expected, capacity-proportional distribution led to equal utilization for both cores at all
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Figure 3.3: Impact of heterogeneity-aware capacity-based task distribution on a heterogeneous
1B1D cluster. P99(B), P99(D), and P99(B-D) are P99 latencies observed at the B-server, the D-
server, and at the cluster-level, respectively. Capacity-based distribution forwards more requests
towards faster processor. The cluster-level tail latency meets SLO up to a higher cluster load. But
since faster processors start violating SLO at higher utilization level than the slower processor, the
cluster level utilization can be further improved by further skewing the load distribution in favor
of the faster processor.

load levels. But interestingly, despite equal server utilization, P99(B) was still higher than P99(D)

at all load levels. Server D attained a higher utilization before producing the same number of late

responses as server B, which led to few key insights:

Insight 1: Cores with different performance capacity violate the SLO at different average uti-

lization levels. Higher performance cores can be maintained at higher utilization levels without

violating SLO requirements. This behavior is a characteristic of M/M/1 queuing systems wherein

the probability of a request being serviced within a delay target of T is given by Equation 3.1. For

a 99th percentile latency, this probability(p) is 0.99. The core utilization level when P99 equals T

(the SLO latency target) is given by ρslo in Equation 3.2. ρslo is the maximum utilization achieved

by a core while guaranteeing SLO. This will be referred to as Maximum SLO-Guaranteed Utilization

or MSG-Utilization. Since the service rate mu scales linearly with core performance capacity and

D has twice the service rate of B, it has higher MSG-utilization as given by Equation 3.2 and seen

in Figure 3.3.

P (S < T ) = 1− e−µ(1−ρ)T (3.1)
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ρslo = 1− ln(1− p)
Tµ

(3.2)

dρslo
dµ

=
ln(1− p)
Tµ2

(3.3)

Insight 2: Another key observation can be drawn from Equation 3.3. For a given SLO target

latency T, the utilization gap between B and D increases rapidly as the service rate reduces for the

same capacity ratio. Hence the disparity between the ρslo for B and D, would greatly increase at

lower service rates, even for the same capacity ratio. The fraction of late responses would be much

higher for core B at low service rates, resulting in cluster-level MSG-utilization being relatively

more influenced by MSG-utilization of server B than server D.

Insight 3: In Equation 3.2, 1/Tµ refers to the ratio of the average service time to the SLO target

latency. The higher the ratio, the longer the queuing delay that a request can endure without

resulting in a late response. A lower SLO latency target can accordingly reduce the MSG-utilization

for cores, with a slower core achieving a lower MSG-utilization value.

Figure 3.4: Variation in MSG-utilization for various heterogeneous clusters at different SLO strict-
ness levels with a capacity-based load distribution. As the number of high-capacity servers are
increased, the MSG-utilization gradually increases, maximizing for the homogeneous fast core clus-
ter 8D. For a stricter P99.9 SLO, clusters employing slower processors (B) achieve much lower
utilization. Even a few slow servers in 2B7D significantly lowers the MSG-utilization compared to
the 8D configuration.
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Insight 4: Increasing the strictness of the SLO target (i.e. p) also negatively impacts MSG-

utilization for a core, as given by Equation 3.2. Figure 3.4 shows the MSG-utilization slack (i.e.

1 − ρslo) of a homogeneous cluster (4B) increase by 50% by increasing the strictness from 99% to

99.9%. Additionally, with an increase in SLO strictness, cluster utilization is expected to become

more sensitive to heterogeneity and influenced more by the slow servers. To verify this I compared

the MSG-utilization of 9 clusters having a mix of B and D servers. Starting with a 4B cluster where

all requests are served by the B servers, I gradually increased the number of D servers, ranging

from 2B1D up to 2B7D. For the 8D cluster, all requests are served by the D servers. For a 99%ile

strictness the MSG-utilization steadily increases with increase in the number of D servers. There

is only a 1.5% gap in the MSG-utlization levels of 2B7D and 8D clusters. However, for a 99.9%ile

strictness, the gap widens to 6.5%. Note that this degradation is observed for 2B7D cluster despite

having several fast cores and few small cores. This implies that even a few low performing servers

can pull down the MSG-utilization of a large cluster configuration which uses a capacity-based

request distribution. This is expected since for a stricter SLO, even fewer late requests can cause

an SLO violation for the entire cluster.

Insight 5: Capacity based distribution is clearly not the ideal load-balancing strategy. As shown

in Figure 3.3, P99(B) is still higher than P99(D), implying that B is still the most SLO-violating

core. By diverting more requests towards D, both P99(B) and P99(B-D) may be able to sustain

greater cluster load. Specifically, if every core received a fraction of load such that its utilization

does not exceed its MSG-utilization, the P99 latency of every server would be the same when

the cluster level MSG-utilization is maximum. For such a load distribution, the number of late

requests would also be equally occurring at both cores. This intuition served as the motivation for

my proposed MSG-Capacity based load balancing strategy, discussed below.

3.3.3 MSG-Throughput based Request Distribution

To maximize the MSG-Utilization of cluster, I exploited the idea of capping the utilization of a

core at its MSG-Utilization. Performing this requires restricting the core load to the Maximum
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SLO-Guaranteed Throughput or MSG-Throughput(λslo) given by Equation 3.4 (from Equation 3.2).

λslo = µ− ln(1− p)
T

(3.4)

This ensures the P99 latency for every core meets the SLO latency target, thereby guaranteeing the

SLO is met for the entire cluster. Thus I propose a MSG-Throughput based load distribution strat-

egy in which the request load is divided among servers using their corresponding MSG-Throughput.

Figure 3.5: Impact of heterogeneity-aware MSG-Throughput-based task distribution on a 1B1D
cluster. P99(B), P99(D), and P99(B-D) are P99 latencies achieved in the B-server, the D-server, and
at the cluster-level, respectively. Since faster servers have higher MSG-utilization, this distribution
is skewed further towards the faster server as compared to the capacity-based distribution. The
cluster achieves higher utilization as both servers individual tail latencies merge at the same cluster
utilization level.

To test the effectiveness of this approach I repeated the experiment from Section 3.3.2 with load

balancing based on the MSG-Throughput ratios of cores B(TlEh) and D(ThEh). This ratio is

different from the performance capacity ratio and is more biased towards fast cores. For example,

while the capacity ratio of B to D in the previous experiment was 1 : 2, the MSG-Throughput

ratio was found to be 1 : 2.27. Results show that at lower cluster loads, the P99 of slow server

(B) and fast server (D) differ by a smaller margin compared to the Capacity-based distribution in

Figure 3.3. However, at higher loads, when the server-level P99 approaches the SLO latency target,

the P99 latency at both servers equalize. This new distribution enables the cluster to service up to

88% of the aggregate load capacity, a 3% improvement over the prior Capacity-based distribution.

Additionally, D cores could now achieve up to 92% utilization, a 7% increase.
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As observed, my proposed approach causes fast servers to run at a higher utilization level for the

entire range of load. It does not try to achieve an identical P99 for fast and slow cores for the

lower and medium ranges - rather as an individual server load approaches its corresponding MSG-

Throughput level, the load balancing strategy ensures that each server gets enough load such that

its P99 latencies get closer as they reach the SLO margin. At the threshold point, where the cluster-

level P99 reaches the SLO target of the cluster, this load balancing ensures that the P99 latency

of all servers are equal. This can be also theoretically verified from Equation 3.5 which provides

the number of late responses for a cluster. Here p, pB and pD correspond to the probabilities that

a request is serviced within the SLO target latency at cluster-level, at server B and at server D,

respectively. λ and λB correspond to the arrival rates at cluster level and at server B respectively.

For a given SLO (i.e. p ≤ 0.99), λ peaks when p = pB = pD = 0.99.

pλ = pBλB + pD(λ− λB) (3.5)

When λ equals the MSG-Throughput of the cluster, B and D are at their corresponding TSLO. Since

we assume B and D have equal efficiency at their corresponding TSLO, the energy footprint is also

optimized at the MSG-Throughput of the cluster. This heuristic provides a simple load-independent

partitioning strategy that maximizes Utilization for clusters with Capacity heterogeneity. Note that

the disparity in P99 between the cores is inconsequential since the primary objective (the Cluster-

level SLO) is met despite the P99 imbalance. Another important observation is the closing in of

the P99 gap when the load reaches MSG-Throughput levels. This crucial feature of the proposed

strategy enables the load balancing strategy to meet the SLO despite load variations, as long as

the cluster-level load is within the aggregate MSG-Throughput at Cluster-level.
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Figure 3.6: Improvement in maximum utilization observed for MSG-Throughput based distribution
in 3 sets of clusters. Each cluster in a set has identical capacity but a different mix of heterogeneity.
Clusters with higher number of fast servers (D) achieve higher cluster-level utilization improvement
(shown in red) and greater reduction in utilization for slower (B) servers (shown in yellow).

3.3.4 Sensitivity Analysis of MSG-Throughput based Load Balancing

3.3.4.1 Better Resource Utilization

I observed that the proposed load balancing strategy results in an improved cluster utilization

compared to a capacity-based distribution. By reducing the average load at slow servers and

increasing it at fast servers, the overall number of requests processed increases. To determine the

impact of cluster configuration on the server and cluster utilization, I determined the utilization

levels for 3 sets of clusters, each with identical capacities (shown in Figure 3.6). For the first set I

performed the study on a single cluster 2B1D to observe that the utilization of slower (B) server

(shown as yellow bars) decreased, while the utilization of faster D server (shown as blue bars)

increases. This led to a significant overall improvement in utilization at the cluster level (shown as

red bars). Note that, here, the improvements shown at the cluster-level are for the maximum SLO-

guaranteed utilization. In this proposed approach, the individual servers operate at their MSG-

utilization levels when the cluster achieves maximum SLO-guaranteeing throughput. Thus the

change in maximum utilization of B and D, as shown in Figure 3.6, refers to the difference between

the MSG-utilization of a server and its utilization level achieved in a capacity-based distribution

when the cluster attains its maximum SLO-guaranteeing throughput.

For the second set, I considered two clusters, 4B1D and 2B2D, both of equal capacity but higher
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than that of the first set. I observed that by increasing the number of slow servers (from 2B1D to

4B1D), the cluster utilization reduces, despite the faster D server servicing slightly greater number

of requests. When increasing the number of fast servers for the same capacity (from 4B1D to

2B2D), the cluster level utilization improves significantly. Even though the utilization improvement

for individual fast servers is lower, together they serve a greater fraction of cluster load, thereby

further reducing the slow server loads and increasing the overall cluster utilization.

Similar trends were observed for the third set of even higher capacity. For the three identical-

capacity clusters 6B1D, 4B2D and 2B3D, the clusters gained greater utilization improvement with

increase in the number of fast servers. Overall, among all tested clusters, 6B1D was seen to achieve

the lowest improvement while 2B3D achieved the highest improvement in cluster utilization. Thus

higher the share of slower server capacity in a cluster, lower the improvement, and, higher the

share of fast server capacity, higher the cluster utilization improvement. On the other hand, server

utilization of fast servers increases more on slow-server dominated configurations (e.g. 6B1D),

since fast servers are more under-utilized in such configurations when using capacity-based load

distribution (as discussed in Section 3.3.1).

3.3.4.2 Adapting to SLO Strictness

MSG-Throughput-based load balancing also adapts to the SLO requirements. To demonstrate this,

I applied my proposed approach to the 2B7D configuration explored in Figure 3.4, which showed a

drastic fall in utilization with increased SLO strictness for Capacity-based distribution. When the

load is distributed based on MSG-Throughput, heterogeneous configurations achieve close to the

homogeneous fast cores’ utilization and throughput. It is worth noting that the MSG-Throughput

for both servers change with SLO requirements. With stricter SLO (P99.9), the MSG-Throughput

ratio shifts in favor of fast servers. Thus the stricter the SLO requirement, the closer the utilization

achieved by the proposed approach gets to a homogeneous fast server configuration’s performance.
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Figure 3.7: MSG-Throughput based distribution is more adaptive to SLO strictness compared to a
capacity-based distribution. A 2B7D cluster achieves higher utilization level (blue bars measured by
the left y-axis) with MSG-Throughput based distribution, even with stricter SLOs. The utilization
levels of 2B7D get closer to an equi-capacity homogeneous 8D cluster with increasing strictness. The
MSG-Throughput achieved by the cluster too follows a similar trend. Here the MSG-Throughput
of cluster is normalized with respect to the total capacity of the cluster (given by the right y-axis)
and is shown by the orange line.

3.3.5 MSG-Throughput based Instance Scaling

Though this section focuses on the load balancing aspect of the MSG-Throughput based control

plane strategy, it must also be complemented with an instance scaling strategy to effectively service

requests in a heterogeneous cluster. My proposed MSG-Throughput based scaling strategy is

motivated by a HMP task-scheduling strategy employed in recent works [34, 33]. As per this scaling

strategy, instances are hosted only on high capacity D-cores if the SLO could be met with an equal-

distribution load balancing. Additional instances are scheduled on lower capacity B-cores only if

SLO is expected to be violated for the current cluster load. Thus if no more high-capacity cores are

available to the resource manager, additional instances are scheduled on available lower-capacity B-

cores. When the cluster load decreases the Instance Scaler first deactivates the instances hosted on

low-capacity B-cores, and D-core instances are deactivated only when the cluster configuration has

no active B-core instances. Since fast cores have high MSG-Utilization, with this scaling strategy,

the average utilization of the configuration is maximized. In addition, since both B and D are

assumed to have identical efficiency, the scaling strategy should have no impact on the overall

efficiency of the cluster configuration. For scaling up, if the resource manager finds an available

D-core, the Instance Scaler first instantiates the microservice on the D-core and then deactivates
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an instance hosted on B-core, if any. The number of active instances required to meet the SLO is

calculated by the scaler based on the MSG-Throughput of the cores. CSPs may choose to maintain

a buffer of active instances to handle the load spikes in [21]; however, such works to fine-tune the

scaling routine is out of scope of my research.

3.4 Analysis of Efficiency Heterogeneity

For this study, I chose the case C-D (ThEl-ThEh) that possesses one-dimensional efficiency hetero-

geneity (i.e., clusters with throughput homogeneity but heterogeneity in energy efficiency). Due

to the equal performance capacity of both core-types, the MSG-throughput based load balanc-

ing strategy results in equal request distribution across all cores. For a 1C1D configuration using

MSG-Throughput based load balancing, the relatively inefficient server (C) consumes the majority

of cluster power usage at any load. But the effective cluster efficiency varies with the configuration

- the fewer the C-cores, the higher the efficiency. Similarly, increasing the number of D-cores can

improve cluster efficiency when using an equal load distribution scheme.

Figure 3.8: Influence of individual servers of a 1C1D configuration on the net power consumption
and efficiency of the cluster at various cluster load levels and equal load distribution. Figure shows
a comparison of 3 equi-capacity clusters: 2D, 1C1D and 2C. The bars represent the average power
consumption (in Watts) shown by the left y-axis. The lines represent the average energy efficiency
achieved (in requests serviced per Watt) shown by the right y-axis. The 1C1D cluster consumes
more than the efficient 2D cluster but less than the inefficient 2C cluster. Due to an inverse relation
with power, the energy efficiency of 1C1D is closer to that inefficient 2C cluster.
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I measured the aggregate power usage for a 1C1D configuration over a range of cluster loads. I

compared the results with homogeneous configurations of C and D which had equal performance

capacity, i.e., 2C and 2D. As expected, the heterogeneous 1C1D cluster consumed less power than

relatively inefficient 2C cluster but more than more efficient 2D cluster at any load. Though the

power consumption of 1C1D is close to an average of the 2C and 2D clusters, its energy efficiency

(represented by the blue line in Fig. 3.8) is relatively closer to the inefficient 2C cluster. This is

due to the inversely proportional relation between energy efficiency and power consumption. For

a generic nCmD configuration, the average efficiency of the cluster would be higher than C but

lower than D for all load ranges. Intuitively, configurations with more efficient servers achieve

higher efficiency. Thus, for any C-D cluster configuration, even though a load balancing strategy

may not cause a tail latency violation, it does affect the cluster efficiency. Similarly, over the

period of LC-Service execution, a good Instance scaling strategy can manage instantaneous cluster

configuration for an LC-Service and improve its average efficiency dynamically while meeting the

SLO requirements.

3.4.1 Efficient-First (E-First) Control Plane Strategy

Ideally, CSPs would like to maximize C-D (ThEl-ThEh) cluster’s efficiency by getting as close to a

D-only cluster as possible. To achieve this I employed an Efficient-First (E-First) strategy which

relies on both efficiency-aware instance scaling and load balancing. Like in the previous section,

the E-first instance scaling heuristic is motivated by HMP task-scheduling strategy employed in

recent works[34, 33]. In this scaling strategy, instances are hosted only on efficient D-cores if the

SLO can be met with an equal-distribution load balancing. Additional instances are scheduled on

inefficient C-cores only if the SLO is expected to be violated for the current cluster load. If no

more efficient cores are available, additional instances are scheduled on inefficient C-cores. When

the cluster load decreases, the instance scaler first deactivates the instances hosted on inefficient

cores. D-core instances are deactivated only when the cluster configuration has no active C-core

instances.

While the E-First scaling maximizes efficiency, it must operate in tandem with the load balancer
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to guarantee the SLO. Since for a C-D cluster all cores have equal capacity, they have equal MSG-

Throughput as well. Hence no core should be operating at higher than their MSG-Utilization level.

When serving requests to a homogeneous D-only type configuration, the load must be equally

distributed to maximize cluster throughput while meeting the SLO. In contrast, when serving

requests to a heterogeneous nCmD configuration, all of the m D-cores must operate at their MSG-

Utilization level. This ensures that efficient D-cores serve the maximum possible number of requests

without risking the SLO violation. The remaining load must be distributed equally across the n

relatively inefficient C-cores. It is crucial that information about the load at the C-cores, as observed

by the load balancer, be shared with the instance scaler. Since commercial CPU cores are relatively

inefficient at lower utilization levels, this information will enable the Instance scaler to scale-down

the number of C-cores when their load is low. Scaling down the number of C-cores increases their

individual utilization and thus improves the cluster efficiency.

Figure 3.9: Power saving achieved by E-first load balancing strategy over a Capacity-based load
balancing strategy (Tput) in a 1C1D cluster at various load levels. Individual power contribution of
C and D servers are shown by blue and yellow bars respectively. Power usage shown is normalized
with respect to the maximum aggregate power usage of the entire cluster at 100% utilization. Load
levels are also normalized with respect to the maximum service capacity of the cluster (i.e. cluster
throughput at 100% utilization). E-First employs only efficient D servers to service lower loads
until their MSG-Capacity is reached. At higher loads, inefficient servers are employed and the load
balancer maintains the load levels of efficient servers at their MSG-Capacity to maximize cluster
efficiency. The power saving (denoted by the triangular delta region) is highest when only efficient
D servers are employed and they operate at their MSG-utilization levels.

I applied the E-First strategy to a 1C1D configuration. As shown in Figure 3.9, unlike for the
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capacity-based distribution (Tput), E-First performs a fully biased distribution in favor of efficient

servers. At low load, only efficient servers are employed, until the load reaches the MSG-Throughput

level of the efficient D-servers. At any given load, this strategy saves energy by employing efficient

servers to perform the maximum processing possible while meeting the SLO target. Lesser pro-

cessing time and lower energy is spent by relatively inefficient servers.

3.5 Analysis of Bi-dimensional Heterogeneity

I used inferences from previous sections regarding MSG-Capacity-based and E-first strategies to

develop a two-dimensional heterogeneity-aware Energy-efficient MSG-Throughput (E-MT) strategy.

E-MT involves using only the efficient servers for service execution when the server load level is

below the aggregate MSG-Capacity of the efficient servers. Only the minimum number of servers

needed to meet the current load are employed at any time, provided that an individual instance load

does not exceed MSG-Capacity. Upon further load increase, the minimum number of additional

inefficient servers are employed such that none of them receives more load than their MSG-Capacity.

Since efficient servers improve the aggregate cluster efficiency, E-MT maintains a load of MSG-

Capacity on them, while the inefficient servers may remain underutilized.

In the previous section, I demonstrated the efficacy of E-First strategy with C-D (ThEl-ThEh)

heterogeneity. Since B-D (TlEh-ThEh) is considered homogeneous with respect to energy efficiency,

using the E-MT strategy would result in effectively the same energy usage, cluster utilization and

cluster throughput as using only the MSG-Capacity based distribution. While the two prior cases

only presented one-dimensional heterogeneity, in this section we explore the effectiveness of E-MT

with two-dimensional heterogeneity i.e. with B-C (TlEh-ThEl) and A-D (TlEl-ThEh) heterogeneity.

3.5.1 E-MT on B-C Heterogeneity

As shown in Figure 3.10, E-MT uses only the efficient server (B) during the low load phase. However,

when the cluster load reaches approximately 30%, the load at B reaches its MSG-Throughput level.
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Figure 3.10: Performance of E-MT on a 1B1C cluster. Utilization of servers B and C at various
cluster loads are normalized with respect to their respective maximum utilization and shown as
bars. The cluster-level power consumption is normalized with respect to the maximum cluster
power and is show as green bars. These normalized values are shown along the left y-axis. The
lines denote the P99 latency values (shown by right y-axis) for individual servers B and C and of
the entire cluster. As load increases E-MT employs only more efficient B servers until their MSG-
Capacity is reached. At this point, the P99 latency of the B-server (and the cluster) reaches close
to SLO target limit (blue dotted line). Upon further load increase, E-MT forwards additional load
to the less efficient C servers due to which the cluster power consumption starts increasing more
rapidly. Due to a higher MSG-Capacity of the faster C server, E-MT can keep meeting cluster-level
SLO up to a much higher load beyond the MSG-Capacity of the B server. P99 latencies start
violating the SLO when the cluster load exceeds the MSG-Capacity of the cluster (black dotted
line).

Upon further load increase, E-MT begins employing inefficient servers and diverts any additional

traffic load towards them. The figure shows that the cluster power starts increasing more steeply

due to the use of inefficient servers. The load-balancing strategy ensures that the B-core instances

do not receive more than their MSG-Throughput worth of load even as the cluster load increases.

Due to this cap on the server load, the P99 for the slow B-server is observed to remain just below

the SLO as the cluster load increases further, until the server load at the fast C-server reaches

its corresponding MSG-Throughput level. Beyond this point the load is distributed based on the

MSG-Throughput ratio of B to C, though it does result in violation of the SLO for cluster. Since

aggregate capacity is the same as previously discussed in the B-D case, E-MT achieves the same

MSG-Capacity (88% of aggregate capacity) as it did for the B-C case. It is worth noting that though

E-MT employs slow servers first in case of B-C heterogeneity, this does not cause under-utilization

of fast servers. The E2MT instance scaling ensures that additional fast cores are used only when

the cluster load cannot be serviced with all active cores functioning at their MSG-utilization levels.
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3.5.2 E-MT on A-D Heterogeneity

Figure 3.11: Performance of E-MT on a 1A1D cluster. Utilization of servers A and D at various
cluster loads are normalized with respect to their respective maximum utilization and shown as
bars. The cluster-level power consumption is normalized with respect to the maximum cluster
power and is show as green bars. These normalized values are shown along the left y-axis. The
lines denote the P99 latency values (shown by right y-axis) for individual servers A and D and
of the entire cluster. As load increases E-MT employs only more efficient D servers until their
MSG-Capacity is reached. At this point, the P99 latency of the D-server (and the cluster) reaches
close to SLO target limit (blue dotted line). Upon further load increase, E-MT forwards additional
load to the less efficient A servers due to which the cluster power consumption starts increasing
more rapidly. Due to a lower MSG-Capacity of the slower A server, E-MT meets cluster-level SLO
for a relatively small additional load beyond the MSG-Capacity of the D server. P99 latencies start
violating the SLO when the cluster load exceeds MSG-Capacity of the cluster (black dotted line).

For A-D heterogeneity, E-MT employs only efficient (D) servers during low load (as shown in Fig-

ure 3.11). D servers, being fast and having higher MSG-Capacity, sustain a higher cluster load.

After the cluster load reaches D’s MSG-Throughput, E-MT begins employing the less efficient A

server. Server A, being slow, reaches its own MSG-Throughput at a small server load. When both

A and D’s server loads reach their corresponding MSG-Throughput, their P99 and the aggregate

cluster P99 starts to violate the SLO at any further load increase. The above results are a demon-

stration of the fact the E-MT strategy can be successfully applied to any server heterogeneity type

to maximize cluster level energy efficiency, throughput and server utilization for LC-Services hosted

on a heterogeneous server cluster.
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3.5.3 Employing E-MT on Real Multi-level Heterogeneity

In a large-scale heterogeneous cluster with more than 2-levels for each degree of heterogeneity, E-

MT must maintain an ordered set of servers sorted by their energy efficiency. The load distribution

strategy again starts employing efficient servers first at very low loads, until all such available servers

are operating up to their corresponding MSG-Throughput. With further load increases, additional

servers from the next efficient server in the ordered set are employed. The strategy ensures that (i)

at a given time only the most efficient available servers in a cluster are employed, (ii) the slower

servers do not cause under-utilization of faster servers, and (iii) the aggregate load serviced by the

cluster is maximized while meeting the SLO.

3.6 Considerations for Control-plane Implementation

While the heuristic-based E-MT strategy may seem simple, applying it at the control plane can be

challenging for a variety of reasons.

3.6.1 Challenges in Determining MSG-Throughput

1. MSG-Throughput for a core is application-specific. Shorter tasks result in larger throughput,

so the throughput for a microservice needs to be measured for each core type before applying

any control-plane strategies.

2. The MSG-Throughput value derived from Equation 3.2 is based on the assumption of a

Poisson arrival and exponential service time distribution. Though these are widely accepted

theoretical assumptions, real world distributions are noisy and often do not fit any standard

distributions. Therefore online measurements need to be performed on each core type with

sample traffic loads to obtain the real MSG-Throughput of each core.

3. In this work I did not consider Core-frequency Heterogeneity. However, most current proces-

sors support dynamic voltage-frequency scaling (DVFS), which enables them to run at lower
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frequency and save energy during periods of low utilization. MSG-Throughput measured for

my experiments assumed a fixed base frequency for cores.

4. Additionally, interference from co-executing workloads can result in incorrect determination

of MSG-Throughput for microservices.

3.6.2 Challenges in Determining Energy-efficiency

1. Although energy-efficiency is shown (in Figure 3.9) to be fixed for the entire load spectrum,

this study assumes a lack of idle power consumption in cores. While most cores enter low

power sleep states upon being idle, many are not configured or capable of doing so. Thus

efficiency can vary with load level.

2. As discussed before, different frequency levels due to Core-frequency heterogeneity result

in different levels of energy-efficiency. Additionally, recent studies have shown that DVFS-

capable systems demonstrate energy super-proportionality [15, 87], wherein peak efficiency

in a system is achieved at intermediate frequencies.

3. Most modern CPUs support multiple sleep states, each with different power levels and inter-

state transition delays. Depending on the inter-request arrival time and traffic pattern, CPUs

might end up spending a variable amount of time in low power sleep states despite having

the same idle time [88]. Thus the traffic pattern can also result in variations in the energy

efficiency of a core. Moreover, CSPs may choose to disable some of the states to reduce

wakeup delays, so the same core type might achieve different efficiency values based on host

server configurations.

4. CSPs are concerned about the aggregate server power consumption which also includes the

power used by components other than the CPU. The efficiency of a server can vary based

on the efficiency of its non-CPU components, e.g. memory, network card, storage, etc. An

efficient core may still result in an inefficient server if it has inefficient server components.

5. Inferring an energy efficiency value for a multi-core platform can be very challenging. With a

shared Uncore containing LLCs, memory controller, etc., and multiple workloads potentially
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executing on a multi-core CPU, energy footprint due to a single service instance would be hard

to infer. Thus effective efficiency of a core can also be dependent on co-executing workloads

using shared core resources.

6. Finally, the energy-efficiency of a core is application-specific. A memory-intensive microservice

would have a different power profile than a compute-intensive one. Efficiency metrics for each

service may need to be measured on-the-fly on production servers before applying any control-

plane strategies.

3.6.3 Instance Scaling Considerations

In a large-scale cloud deployment, scaling is performed by cluster-wide instance scaler components

such as Amazon EC2 AutoScaling [89]. To implement E-MT for a service, scalers must obtain

runtime metrics for cluster-level loads from the services’ load-balancer. Using the runtime load-

metric and pre-computed MSG-Throughput of cores, the instance scaler checks if the current set

of cores hosting active service instances can meet the SLO. If not, the instance scaler invokes the

resource manager to obtain an available core. To implement E-MT, per-core-type efficiency metrics

for the service must be provided to the resource manager, which must then return the most efficient

core available. The instance scaler then schedules an instance creation on this core. The instance

scaler also checks if any active core with efficiency lower than the newly added core can be released

without violating the SLO. If so, the instance hosted on the low-efficiency core is deactivated after

the new instance is brought up on the high- efficiency core. Note that, the instance scalar may

employ multiple available efficient cores, if needed, both to meet the SLO and to minimize the

number of less efficient active cores.

If, however, the aggregate MSG-Throughput is substantially higher than the cluster load, the

instance scaler needs to perform a scale down and deactivate one or more instances. To do this, the

least-efficient active core type is deactivated first. The instance scaling strategy relies on the load

balancer to effectively distribute the requests among active instances. Large-scale instance scaling is

a complex task requiring several additional considerations, such as avoiding oscillations, identifying

the optimal time interval for metric measurements and scaling decisions, workload prediction for
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the next epoch, etc.. However, policy, algorithm and parameter selection for such aspects are

independent of an E-MT implementation.

3.6.4 Load Balancing Considerations

The application layer L7-Balancers and network layer balancers such as Amazon Elastic Load

Balancers (ELB) [90] and HAProxy are typically employed for distributing request traffic across

LC-Service instances on large cloud platforms. The proposed E-MT strategy can be applied to

these L7-balancers to minimize the aggregate energy footprint of all the server instances. With

scaling, the load ratio must be adapted for each service instance, thus a weighted round-robin

or dynamic round-robin load-balancing technique would serve as the best strategy to distribute

the load across the instances as per proportions determined by E-MT. As mentioned previously,

instance scaling updates must be relayed to the load balancer immediately. The load balancer must

then dynamically adapt the load ratios so that all efficient cores receive up to the MSG-Throughput

load, while the rest of the load is distributed across inefficient cores as per the E-MT strategy.

Some cloud L7-balancers may also support additional functionality such as rate pacing or queuing,

which can affect inter-packet delays and traffic patterns at a server. This in turn can result in

different tail behavior at the server and cluster level. However, studies regarding different load

balancing [57, 56] and traffic shaping strategies are beyond the scope of this work.

3.7 Related Works

Motivated by the seminal works regarding cloud efficiency concerns by Barroso et.al. [12, 91], a

huge amount of research [92, 10, 27, 93, 59, 94, 24, 17, 14, 11, 95] has been performed to improve

the energy efficiency of cloud platforms while guaranteeing LC-Service QoS. However, these works

do not explore the effect of cluster heterogeneity in cloud servers.

Many works have explored the benefits of server heterogeneity created by introducing heterogeneous

compute platforms such as GPUs [96], TPUs [97] and FPGAs [98] into the cloud. LC-Services have

79



also been shown to significantly reduce the energy footprint on these platforms [99]. But such

benefits are application specific, and cannot be experienced by generic applications. Some other

works [34, 35, 33, 76] have demonstrated improvements in cloud efficiency by exploiting CPU Het-

erogeneity by using heterogeneous multiprocessor (HMPs), such as Arm Big.little processors [29]

or Intel QuickIA [28]. Though HMPs are an attractive option, they are seldom popular in cloud

servers. Instead, heterogeneity in the cloud is more prevalent across servers at the cluster level.

Exploiting this heterogeneity to improve energy efficiency of LC-Services was the goal of this chap-

ter.

Some previous works by Delimitrou et.al [100, 74] have explored ways to exploit server heterogeneity.

These works propose machine learning techniques to identify co-locatable workloads, and map them

to servers on which they achieve high efficiency. But they do not provide a detailed picture about

the server-level study of tail latency and energy efficiency in a heterogeneous cluster. My work

dives deeper, to perform a generic study about the impact of capacity and efficiency heterogeneity

existing across servers.

In this work, I also propose the use of a load distribution strategy suitable for heterogeneous

clusters. Traditionally such tasks are performed by complex centralized [101] or de-centralized [101]

load balancers in large cloud platforms. But they lack heterogeneity awareness which, as shown in

this research, can reduce the application service energy footprint. CSPs employ complex large scale

resource managers [54, 102, 32, 69, 38] to assign CPU and memory resources to cloud workloads. My

work relies on such managers to provide compute resources, albeit in a heterogeneity-aware manner

to assist in implementing the proposed E-MT strategy in the control plane. In my research, given

a set of compute resources, I try to exploit their heterogeneity. However greater gains could be

achieved by integrating the E-MT strategy into existing resource managers to exploit the large

scale of heterogeneity available on a cloud warehouse. Research works such as [103, 104, 44] try

to improve resource utilization using job packing to reduce unallocated resources on heterogeneous

clusters. However, unlike them, I do not attempt to improve utilization using co-location techniques.

Such works are orthogonal to mine, since my work attempts to improve utilization of core resources

already allocated to the LC-Service.
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3.8 Conclusion

In this chapter, I considered two types of core heterogeneity - capacity and energy efficiency, and

I performed a detailed study of their impact on server utilization and energy usage under different

load distribution strategies. I proposed a heterogeneity-aware control plane strategy that accounts

for heterogeneity in both capacity and energy efficiency. Using a model-based and a simulation-

based analysis I demonstrated the effectiveness of this strategy to achieve both a high server and

cluster utilization, while still meeting the SLO. I also discussed the challenges associated with

implementing the proposed E-MT scaling and load balancing heuristics on a large-scale cluster.

This work provides the required foundation and motivation to perform an experimental analysis

on large-scale cloud platforms.
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Chapter 4

Server-Level Control Plane Strategies

to Exploit Heterogeneity

4.1 Background

With evolution of software architectures for cloud-hosted applications from traditional monolithic

to multi-tier applications to microservices, the fundamental units of deployment have been gradu-

ally shrinking from seconds to microsecond-order service times. To effectively meet the milliseconds

order response latency requirements of end-users, it is critical to achieve predictable latency bound

for the deployment units (or the LC-Service instances in case of microservices). To achieve pre-

dictability for such low latency service tasks, a finer look into the server-level latency sources for

the LC-Services is required. Thus, in this chapter, I further refined my objectives for LC-Services

beyond the Tail-Energy challenge to also include tail predictability. The goal is to service LC

requests at the lowest energy cost with a predictable tail latency that meets the tail latency SLO

requirements. Upon further review of microservices, I inferred that the tail latency problem com-

prises of three inter-twined sub-problems: 1) meeting tail latency targets, 2) reducing tail latency

variability, and 3) improving energy efficiency of LC-Service hosts.

To meet the above goal, it is important to quantify the contributions of various factors that impact
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the tail latency characteristics. As shown in prior studies [30], most factors that impact the tail

latency characteristics are node-configuration and/or workload-characteristics dependent and could

be optimized at application-level for an LC-Service. However, interrupts-induced delays and queu-

ing delays are dependent on incoming request traffic and require dynamic configuration of network

processing to optimize tail latency performance. Thus, in this chapter, I first quantify the impact

of interrupts and queuing on the tail latency performance for various workloads and network stack

processing configurations. Based on the results, I propose a server-level runtime system that lever-

ages directed and controlled exploitation of Core-frequency Heterogeneity (i.e. frequency scaling)

to mitigate the three-pronged tail latency problem.

The contributions of this work are as follows:

• I have analyzed the performance of several end-system network processing configurations for

Network Interface Card (NIC) drivers, with an objective to reduce the tail latency problems

that are caused by interrupts. I show that a single NIC rx-queue using centralized IRQ

processing is the most suitable configuration for most request loads. I also show that using

a dedicated frequency-scaled core for IRQ processing can mitigate the interrupt-induced tail

latency problems manifesting at high request loads for LC-Services.

• I have identified the receive socket buffer queue as the primary source of queuing delay in the

Linux kernel. I propose a dynamic frequency scaling strategy based on instantaneous buffer

queue length to achieve an optimal, energy efficient and SLO-guaranteeing service rate for

the application cores.

• I have implemented a runtime system, that performs dynamic resource allocation and config-

uration to adapt to request traffic rates while minimizing the tail latency problems caused by

interrupts and queuing delays. This system reduces interrupt-driven tail latency variability

by up to 86% and achieves up to 16% energy saving for a variety of LC-Services.
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4.2 Performance and Energy Efficiency Objectives

As mentioned in the previous section, achieving the performance and energy objectives of LC-

Services requires addressing three inter-twined sub-problems: meeting tail latency targets, reducing

tail latency variability, and improving the energy efficiency of LC-Service hosts. While two of these

issues have been previously discussed in Chapter 1, I briefly revisit them and describe the three

sub-problems below.

4.2.1 Meeting Tail Latency Targets

Tail latency is defined as the higher range of latencies in a statistical analysis of response latencies

for a large sequence of service requests. In a statistical distribution of response latencies, a 95th

percentile (or P95) tail latency refers to the value such that 95% of the request latencies are

lower than it. In large data centers a 95 percentile (P95) to 99.9 percentile (P99.9) latency is

considered a decent tail metric, which is expected to process/aggregate most of the responses. The

primary causes of long task latency within a server have been identified as queuing delays, OS

interference, background processes and CPU wakeup delays. The OS interference is attributed to

network interrupts, task schedulers and system daemons. One or more of these factors can cause

a few response latencies to be pushed into the tail zone. These delays are not node-specific and

can probabilistically occur in any node, so generic system-level and dynamic request traffic-aware

latency-reduction techniques need to be employed which can be applied to all the nodes to prevent

unforeseen tail elongation beyond SLO cutoffs.

Interrupts and OS-queuing related issues are typically ignored due to their limited impact on per-

formance in traditional cloud deployments. However, with micro-service execution times shrinking

towards the sub-millisecond range and the increase in traffic loads per service instance, these factors

can become significant and need further attention.
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4.2.2 Reducing Tail Latency Variability

Tail latency can vary across multiple time slots while being subjected to the same request loads.

The source of tail latency variability is the unpredictability in the extent to which various latency-

causing factors impact the request latency. High variability prevents administrators and developers

from guaranteeing response time to the end-user. Variability can also lead to an increased number of

Hedged requests [6]. A Hedged request is a redundant request sent out in modern cloud frameworks

to alternate servers whenever the response for the original request is delayed beyond a certain

threshold. Variability can cause Hedged requests to be sent out unnecessarily to mirror servers,

leading to wasted energy and computing resource. Reducing this variability will help insure a

predictable tail latency, as well as provide energy saving opportunities by allowing execution to be

performed at a lower speed while still guaranteeing SLO.

4.2.3 Improving Energy Efficiency of LC-Service Hosts

Energy efficiency is defined as the number of instructions retired (or number of requests processed

by an LC-Service) per unit energy consumed by the server. But achieving optimal energy effi-

ciency for LC-Service is quite challenging. Lack of energy proportionality in traditional servers

lead to lower efficiency in under-utilized servers [12]. Whereas, over-utilized [30] or power-capped

servers [105] risk SLO violation. Dynamic Voltage Frequency Scaling (DVFS) [17, 14, 24, 25] and

opportunistic background application consolidation [26, 25] have been proposed to improve energy

efficiency; however next-generation intra-cloud networks supporting traffic beyond 40Gbps are ex-

pected to witness very high request loads at servers. Additionally, previously ignored low-latency

Hardware/OS delays will constitute a significant fraction of server latency for the next-generation

of micro-services. Thus, energy saving options for situations where high traffic loads cause higher

interrupt loads and OS queuing delays need to be explored.
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4.3 Sources of Tail Latency

Of the various sources that contribute to tail latency, interrupt and OS queuing are dependent on

the request traffic and independent of the application implementation, and hence are of primary

concern in this work.

4.3.1 Interrupt Processing

In a typical end-server system, request packets for LC-Services are received at the NIC hardware

buffer and then transferred into one of the FIFO receive ring buffers (Rx-buffer) using a DMA

engine. NIC Receive Side Scaling (RSS) maps each NIC ring buffer to a set of cores. Upon a

hardware interrupt being generated due to an incoming request, the HardIRQ (and subsequently

softIRQ) handler is scheduled on the interrupted core, preempting any LC-task executing on the

core; the LC task is put in a wait queue until the protocol processing completes. This high

priority interrupt results not only in higher service latency but also higher variability in the service

latency. These are both exacerbated during periods of high load and/or bursty arrivals. In some

experiments I observed as much as 50% variation in P99.9 for Memcached service latency over

multiple runs using same request rates. Such a large variation in the tail latency greatly impacts

the predictability of server tail latency. Boosting the core frequency increases the service rate and

reduces latency [26, 14]. However the speed up is required for only the interrupt context execution

and not the application context execution. Needlessly speeding up application context execution

consumes higher energy without additional SLO guaranteeing benefits.

4.3.2 Packet Queuing

As shown in Figure 4.1, the request and response packets traverse through multiple queues in the

cloud server node. The NIC ring buffers and hardware queues contribute little to the latency since

they are processed quickly. The transmit socket buffer queue is a transit queue used for copying

response packets to kernel memory. Queuing Discipline (QDisc) Queues are policy controlled and
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Figure 4.1: Request-response path within a cloud node. A query travels through multiple queues
along the receive and transmit stack path. Queuing delays can lead to long tail latency.

configurable for low latency. My observations show that in fact the Application Receive Socket

Buffer (or RecvQ) is the primary source of queuing delay in the request-response path. The RecvQ

is the kernel-level buffer for the application socket where the incoming requests are queued after

completing Rx stack processing. When request rates occasionally exceeds aggregate service rates,

the RecvQ builds up. This means the request must wait in kernel buffers to be received by the

LC-application, resulting in large delays. In past, researchers have proposed using DVFS [25, 33]

to increase server efficiency by monitoring application-managed user level queues and speeding up

the service threads only when SLO is threatened. In this chapter, I propose such a technique, but

for kernel-level socket buffer queues which are inaccessible to application developers. Hence our

proposed approach is not application-specific.
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4.4 Proposed Approach and Methodology

4.4.1 Reducing Inter-Process Interference

Figure 4.2: Request flow through multiple process contexts. Co-execution of Rx and Tx softIRQ
and application contexts on the same core causes interference.

The request-response flow within a server passes through three process contexts: 1) the Rx-softIRQ

kernel context, 2) the application context, and 3) the Tx-softIRQ kernel context. These are shown

in Figure 4.2. Though all of the LC-Task processing occurs in a single process context (or container

instance), the request-response path through the node stretches across multiple contexts. The

Receive stack processing on the request packets is performed by the softIRQ handler kernel thread in

a kernel process context, while the Transmit stack processing for the response payload is performed

in a kernel context by a separate kernel thread.

Of the three contexts, the application context is the most time-consuming, usually requiring orders

of magnitude (over 1000 times for long LC-tasks) longer than the Rx-softIRQ processing time.

However, for short tasks (e.g., memcached application tasks), as the request rate increases the

corresponding softIRQ processing requirements grow proportionally, eventually reaching significant

levels on the application cores and thereby reducing the co-executing LC-task service rate. I

propose to eliminate this inter-process interference problem by isolating the application thread

from the receive and transmit softIRQ thread. I employ the following two techniques to achieve

this isolation.

Interrupt Mapping: The Receive Side Scaling (RSS) enables interrupts associated with a NIC

Rx-ring buffer queue to be distributed among the mapped CPUs specified by the SMP-affinity
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bit-mask. By default, the interrupts are equally distributed across mapped cores. Since a target

Rx-ring for an incoming packet is configurable based on packet identifiers, RSS must be applied

to all Rx-rings to enable all traffic from various sources and destined for the LC-Service TCP port

to be diverted to the mapped core. Alternatively, all incoming requests can be centralized into a

single ring buffer queue and subsequently interrupt the mapped core. The RSS technique enables

identifying the target Rx-buffer through an on-NIC hardware indirection-table using a hash-based

filter on packet identifiers. Modern OS’s support Receive Flow Steering (RFS), which enables

softIRQ execution on the same core as application. Advanced NICs also support Accelerated

Receive Flow Steering (AccRFS), which enables kernels to update the indirection-table with target

cores running the consuming application thread. RFS techniques help reduce future cache miss

delays by leveraging data locality in local CPU caches, but they also risk increasing the request-

response delay due to context-switching as described in the previous subsection.

CPU Affinitization: CPU affinitization can be used to control the placement of tasks on a subset

of cores. Unlike pinning, affinitization provides the scheduler with a list of cores to which a task may

be scheduled (affinitized). This allows the scheduler to schedule tasks on other lightly loaded cores,

if required, thereby improving core utilization. The technique is used to isolate or restrict some

processes from interfering with some others. Also affinitizing multiple tasks in an architecture-aware

manner, such as sharing a memory hierarchy level (L2, L3, NUMA), helps improve performance.

Thus by scheduling softIRQ and LC-Service threads on cores sharing last-level caches, overall server

latency can be reduced.

4.4.2 Exploiting Core-frequency Heterogeneity

DVFS has been widely used as a reactive strategy to achieve energy efficient SLO-guaranteed

execution for varying request loads [14, 24, 25]. I observed that socket buffer queue lengths can be

accessed during runtime to pro-actively scale service rates in response to request rate variations.

In this chapter I present a dynamic energy efficient strategy for millisecond order LC-Service tasks

potentially suffering from OS-queuing delays. During high loads and bursty phases, LC-task threads
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can be run at high frequency to meet latency SLO; this enables the LC-task threads to consume the

buffer queues quickly and reduce the response latency for tail-elongating back-of-queue requests. At

lower loads, LC-task cores must proportionally slow down to lower frequency levels to reduce energy

wastage. The LC-tasks can be then completed at lower power consumption while still meeting QoS

deadlines.

It is worth noting that the server CPUs cannot usually enter energy-saving deep sleep states for two

reasons. First, the wake-up delay from deep sleep states are on the order of 100s of microseconds and

result in further delays due to cold cache misses. They have been shown to cause tail elongation in

LC-Services [30]. Second, multi-core CPUs can only enter deep sleep states when all LLC-sharing

cores are idle. But in a cloud server hosting several container instances, such low utilization is

seldom observed, resulting in continuous idle power consumption. For the same reason, Race-

to-Sleep strategies would not be suitable for LC-Services. However, since current CPU hardware

require only 10s of microseconds to update a core frequency, implementing a queue-length dependent

scaling strategy for short sub-millisecond order LC-tasks (or microservices) is a feasible approach.

4.4.3 Testing Methodology

4.4.3.1 Benchmarks

I used six (6) applications from the TailBench suite [106] for my study of OS queuing over-

head. These applications, with open-loop request-response characteristics, represent the compute-

intensive and On-Line Data-Intensive (OLDI) data center workloads. These applications have

average service latency ranging from 100 microseconds to 500 milliseconds. To study the impact of

OS queueing at high request loads, I employed multiple clients and increased the request rates for

each TailBench application service instance to levels on par with the maximum aggregate service

rates that can be supported by server cores. Due to the relatively low service rates of the order

of 100s - 1000s of requests per second and long service times, interrupts are unlikely to affect tail

latency of these applications. This way only the queuing related overhead would be observed for

the applications.
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To study the impact of interrupts, I tested two closed-loop low-latency applications, Memcached

(memc) and CustomRPCServer (rpc). Memcached is a general-purpose distributed memory caching

system that has been extensively used big data operators to speed up data lookup. It maintains

an in-memory key-value store and efficiently retrieves data values upon a lookup request. The

Memcached server is designed and implemented as a pool of worker threads with event-driven data

receive and send. Memcached is run with numerous client threads and few server threads.

The customRPCServer is a version of Remote Procedure Call (RPC) Server application that is

widely used by websites to serve client requests. It receives a connection request from a remote

client, establishes connection, and then continuously services requests arriving from clients and

responds back. My customized version, customRPCServer, receives a request, performs a dummy

processing task on a server CPU and then responds back a standard response to the client. Cus-

tomRPCServer has a one-to-one connection between each thread on the client and a corresponding

thread on the server. The request and the response sizes were set to 256 bytes. Both these appli-

cations have a median latency on the order of 10s of microseconds, so they can sustain a very high

query rate and are ideal for studying the impact of interrupts on the tail latency.

4.4.3.2 Node-level Timing

Client side application latency results have been shown to be biased by network stack and queuing

delays [107] at the client side. In my experimental infrastructure too, the client application and TCP

buffers became the bottleneck for many applications and introduced client side latency into the LC-

request-response path. To correctly identify the sources of bottlenecks in the cloud server nodes, I

collected the latency results at 3 layers for the closed-loop testing setup using the customRPCServer.

The customRPCServer request packets had placeholders for collecting timing information along

the request-response path. I inserted netfilter kernel hooks at the IP layer on both client and

server side to timestamp every ingressing and egressing packet on the client and server side at the

Layer2-Layer3 kernel interface. The closed-loop system enables correctly timestamping a request

and response packet based on the unique client side port number, without worrying about packet

reordering.
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Figure 4.3: Test platform configuration to collect server node-side latency statistics. Gateway node
(Client) IP Latency measures the complete server processing time including NIC and transmission
latency. I use IP latency for my study to exclude Gateway node’s application-layer latency, while
including the full stack latency for Leaf node (Server).

Response latency for a request is calculated in the client thread using the timestamp information

inserted into the response payload along the query path. Server-IP-latency (shown in Figure. 4.3)

includes most of the software level delays incurred by the request in the network stack along with

the LC-task application time. In addition, Client-IP-latency also includes the network transmission

and NIC delays on both sides. Finally, App-timing is the latency that the client perceives. My

experiments showed that the difference between the Client-IP-latency and the Server-IP-latency

was small (100s of nanoseconds) and stable, regardless of the request rates. Hence, for our work, I

chose to use the server IP layer latency extracted from response packets at the client application

layer. Tail latency is then statistically calculated by the client over 1000s of consecutive response

latencies collected over a fixed time interval. It is worth noting that tail latency in commercial data

centers is measured at the client side running on a gateway node. Thus, latency may be introduced

both at gateway and server nodes. But in this work, I limit the scope to server node latency.
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4.4.3.3 Test Platform Configuration

For the server node I used a Dell E370 server with two quad-core Haswell CPU nodes running the

Linux 3.19 kernel. The server nodes were connected by 40 Gbps ConnectX-3 Pro Mellanox NICs, for

which driver-driven polling (NAPI) was enabled. The clients were run on dedicated cores running

at 3.5 GHz across multiple networked machines. The number of clients used were varied depending

on the desired workload at the server node. I used Running Average Power Limit (RAPL) counters

available on Haswell CPUs to obtain CPU energy usage. I consider only CPU energy since CPUs

consume the majority of the power in highly energy-proportional cloud rack servers[15]. Power

consumption by memory and other peripheral components are beyond the scope of this work. I

configure the server core frequency using the Linux Userspace frequency governer.

4.5 Reducing Interrupt Side-effects

To test the impact of interrupts on tail latency, I used memcached and customRPCserver which can

handle query rates on the order of 100K Queries per Second (QPS) on a single core. To eliminate

the impact of queuing delays, closed loop clients were used for request generation. For my tests, 6

client threads were executed. The findings of my study are discussed in the following subsections.

Table 4.1: Server configurations for 4 memcached threads on an 8 core server node. All application
cores operate at 1.2 GHz.

Configuration RFS
off

RFS
on

Details

Distributed-IRQ (D-IRQ) C1 C2 There are 8 rx-rings. Each IRQ is
mapped to a unique core

Mapped-IRQ C3 C4 There are 8 rx-rings. All IRQs are
mapped to a single isolated IRQ-core

Centralized-IRQ (C-IRQ) C5 C6 There is a single rx-ring. All IRQs are
mapped to a single isolated IRQ-core

Centralized-IRQ with fre-
quency scaling

C7 C8 There is a single rx-ring. All IRQs are
mapped to a single isolated IRQ-core
running in turbo-boost mode
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4.5.1 Identifying Interrupt-friendly Configurations

To identify configurations that best mitigated the impact of interrupts, I executed Memcached on

several server configurations. In Figure 4.4 - 4.7, I present the results for the eight (8) configurations

listed in Table 4.1. There are four (4) configurations corresponding to different IRQ-mapping; each

of them is set with Request Flow Steering (RFS) on or off. RFS is enabled by default on most

systems and causes part of the SoftIRQ processing to be performed on the application core. As

a result, the network stack processing is performed partly on the interrupted core in a SoftIRQ

context, and partly by a kernel thread on the application core in the kernel context. Setting RFS

off for each of the 4 IRQ configurations ensures SoftIRQ processing is performed entirely on the

interrupted core.

From my results I observed that, in general, when RFS is enabled, the softIRQ processing load

is reduced (Figure 4.5), the interrupt count increases (Figure 4.4), but the throughput reduces

(Figure 4.6). The reduction in throughput leads to reduced tail latency (Figure 4.6) and lower

energy efficiency (Figure 4.7). The RFS-enabled configurations were also observed to incur much

higher context switches and application thread migration between the 8 cores and across the two

CPUs. Hence, as shown in Figure 4.5, the 4 memcached threads mostly executed on the same CPU

(on Cores 0, 2, 4 and 6) for the non-RFS configurations (C3, C5 and C7). Whereas, the RFS-

enabled configurations (C4, C6 and C8) had the application threads distributed across both CPUs.

These stalls resulted in lower utilization ( Figure 4.5) and lower throughput or QPS (Figure 4.6)

being achieved for RFS-enabled configurations.

Problems with Distributed-IRQ Configuration: Configuration C1 performs the softIRQ

processing for packets on the same core as the ring-buffer queue which received the packet. I

observed that softIRQ processing overhead (shown as green bars in Figure 4.5) being higher on

the cores that receive higher number of interrupts (shown in Figure 4.4). In my experiments, the

interrupt distribution across cores was relatively imbalanced in C2, as compared to C1 (Figure 4.4).

This caused an adverse impact on the tail latency of LC-tasks (Figure 4.6). But in general, for the

D-IRQ configurations (C1 and C2), since the 4 service threads are not pinned to any core, they
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Figure 4.4: Interrupt distribution for 4 memcached task threads on 8 cores for the 8 configurations
shown in Table 4.1. Distributed IRQs (C1 and C2) cause interrupts to be received on all 8 cores
(Core 0 through Core 7). Centralizing the interrupts (C3 through C8) causes interrupt handling
on a single core (Core 1). Due to IRQ coalescing, the number of interrupts received need not be
proportional to the request rate

Figure 4.5: CPU Utilization breakdown for 4 memcached task threads on 8 cores for 8 configu-
rations. Unlike D-IRQ configurations (C1 and C2), C3 through C8 perform softIRQ processing
primarily on the interrupted core Core 1. D-IRQ configurations see CPU utilization being spread
across all 8 cores due to frequent interrupt-induced context switching and task task migrations.
In contrast, the configurations C3 through C8 observe the task threads mostly run on the non-
interrupted CPU, i.e., CPU 0 (cores 0, 2, 4, 6). A 100% core utilization for IRQ-core indicates
the softIRQ processing becoming the bottleneck for the non-D-IRQ configurations. By scaling up
IRQ-core frequency to turbo-boost mode (in C7) application core utilization could be improved
from the C-IRQ configuration C5. since memcached tasks have short service times, a small fraction
of the thread execution time is spent on the application level execution, whereas majority of the
processing occurs at the kernel level as transmit-side processing.

may migrate to other available cores upon being interrupted. This can be verified from the core

utilization that is distributed across all cores for C1 and C2, as shown in Figure 4.5. This negatively

impacts data locality, exerts higher pressure on the memory hierarchy and hence results in lower
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Figure 4.6: Server latency and maximum QPS supported by memcached for the 8 configurations.
D-IRQ configurations (C1 and C2) observe a fair amount of latency variability, i.e., a 99.9 %ile tail
latency that is twice that of the median latency. C3 and C4 face higher median and tail latency
because of softIRQ processing for 8 rx-rings becoming a bottleneck on a single IRQ-core, thus
achieving lowest QPS. The throughout slightly increases and latency reduces for C5 by using a
single Rx-ring for all requests. But increased thread migration caused increased median latency
and lower throughput for the RFS-enabled C6 configuration. Speeding up a single IRQ-core showed
increased throughput with C7 achieving higher QPS than the D-IRQ counterpart C1. Additionally,
C7 observed reduced tail latency and reduced latency variability compared to C1.

Figure 4.7: Maximum CPU energy efficiency (queries processed per unit CPU energy) achieved for
memcached in 8 configurations. C7 could achieve highest efficiency by registering high throughput
while speeding up a single CPU core.

than optimal energy efficiency (Figure 4.7). I also observed that the 99.9th %ile latency was more

than twice the median latency for the D-IRQ configurations (Figure 4.5), thereby indicating some

latency variability. This is primarily due to the unpredictability in interrupt distribution across

cores. From this observation I inferred that, to improve the predictability of latency, i.e., to get the

tail latency closer to the median latency, interrupt distribution must be centralized.

Note that the latency variability effect gets worse on open-loop systems, such as in a real microser-

vice instance hosted on a cloud server, due to two reasons. First, due to arbitrary and bursty traffic,

the instantaneous interrupt rate could be much higher causing more context switches on all cores
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for a D-IRQ configuration. Second, higher traffic rate would require longer softIRQ processing

times. Since softIRQs have higher priority, LC-tasks would have to wait longer to be scheduled for

further execution, thereby making the tail longer and more unpredictable.

Another key observation was that the aggregate number of interrupts received across all cores are

much lower for non D-IRQ configurations (C3 through C8 in Figure 4.4). This is because NAPI

polling is activated upon an interrupt and remains active for a fixed timeout window after the latest

packet is received. With all packets arriving to a single Rx-ring, NAPI polling would incur fewer

timeouts. This causes fewer interrupts and subsequently fewer LC-Task context switches. On the

other hand, the D-IRQ configurations receive relatively fewer packets at every Rx-ring, resulting in

more frequent NAPI timeouts and thus a higher number of aggregate number of interrupts. Note

that since NAPI is enabled, at very high loads very few interrupts may be observed, leading to

fewer context switches. But such high loads could also be beyond the service capacity of nodes,

thereby causing SLO violations.

Diverting all Interrupts to a Single Core: To reduce the impact of interrupts, I mapped

all 8 interrupts to a single dedicated core (referred to as the IRQ-core) which is not assigned

any LC-task threads. These are configurations labelled C3 and C4 as shown in Figures 4.4 - 4.7.

Although this successfully isolated the interrupts from the applications (Figure 4.5), the IRQ-core

was overwhelmed with servicing the interrupts and became a bottleneck. In addition, interrupts due

to requests received in different queues have different IRQ numbers and so could not be coalesced

(despite being destined for the same core). This resulted in a higher softIRQ processing delay

and higher tail latency compared to corresponding D-IRQ configurations. RFS (in C4) reduced

the load of softIRQ processing thereby reducing the high 99th %ile tail latency observed for C3

(Figure 4.6). However, compared to C3, a higher interrupt count for C4, thread migrations and

subsequent resource stalls caused the median latency to stay similar for C3 and C4. However due to

under-utilization of cores (Figure 4.5), C4 achieved the least QPS (Figure 4.6) and energy efficiency

(Figure 4.7) amongst all configurations.
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Using a Single Rx-ring Buffer Queue: To eliminate the drawback of configurations C3 and

C4, I centralized all incoming requests to a single NIC Receive queue (Rx-ring buffer). These are

labelled configurations C5 and C6 (RFS-enabled). I mapped the corresponding IRQ to a single IRQ-

core. This helped significantly reduce the interrupts for C5 (compared to C3) through coalescing

(Figure 4.4), while marginally increasing the maximum throughput (or QPS) of C5 as compared to

C3 (shown in Figure 4.6). A similar improvement is achieved for C6 when compared to C4. Though

C-IRQ achieved minor throughput improvement over Mapped-IRQ, it significantly improved the

tail latency and reduced the latency variability. For instance, the difference in latency between the

median and 99.9th %ile significantly reduced for C5, compared to C3 (Figure 4.6). The tail latency

too significantly reduced. However, compared to the D-IRQ configuration C1, C5 only achieved at

par variability (Figure 4.6), slightly higher median and tail latency, lower throughput and lower

efficiency (Figure 4.7). However, on the bright side, the IRQ-core appears to be the bottleneck that

restricts the performance of C-IRQ configurations.

Reducing IRQ-core Bottleneck: The IRQ-core (Core 1) for C5, shown as the green bar in

Figure 4.5, runs at 100% CPU utilization for C5. To remove this bottleneck, I created two new

configurations, C7 and C8, in which I turbo-boosted the IRQ-core frequency. This greatly in-

creased the CPU utilization by memcached task threads for C7 (running on all cores except Core

1) as compared to C5 (shown in Figure 4.5). The reduced median latency (Figure 4.6), translates

to significantly higher energy efficiency for C7 and C8, as compared to C5 and C6 respectively

(Figure 4.7). Additionally, both C7 and C8 observe significant reduction in latency variability

compared to other configurations. Thus, compared to D-IRQ configuration C1, the C-IRQ configu-

ration with a scaled-up IRQ-core as in C7, could achieve lower median and tail latency(Figure 4.6),

lower variability in latency (Figure 4.6), higher App-core utilization (Figure 4.5), higher throughput

(Figure 4.6) and higher energy efficiency (Figure 4.7). Boosting a single IRQ-core could achieve

a low and stable response latency. But the IRQ-core can still become the bottleneck despite sup-

porting higher QPS rates. For instance in figure 4.5, the IRQ-core still runs at 100% utilization

while the App-cores remain under-utilized. Thus a higher QPS rate would either require multiple

IRQ-cores or D-IRQ configurations with all cores frequency scaled to meet the tail latency SLOs.
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Using Multiple IRQ Cores: To further reduce the IRQ-core bottleneck under high request

loads, I dedicated 2 cores to IRQ processing through NIC rx-queues. For this configuration, appli-

cation threads were affinitized to non-IRQ-cores. In the following subsections, I demonstrate the

effectiveness of this approach. However, C-IRQ configurations with 2 IRQ-cores can be best utilized

when the interrupts are equally distributed. An skewed interrupt distribution between IRQ-cores

can lead to lower energy efficiency and the reappearance of softIRQ-bottleneck problems. For larger

many-core systems, even more cores can be dedicated to handling interrupts to serve higher request

rates, which helps in further reducing the tail (Figure 4.8). But when the IRQ-cores are running

at a higher (boosted) frequency, App-cores running at the base frequency (1.2 GHz) start becom-

ing bottlenecks leaving the IRQ-cores underutilized. This explains the dip in energy efficiency for

higher IRQ-core frequencies, as observed later in Figure 4.9.

4.5.2 Reducing Tail Latency Variability using C-IRQ

Like memcached, I also executed 6 customRPCserver service threads (described in section 4.4.3.1)

for three configurations: C1, C7 and a third configuration C7-dualIRQcore, which is similar to

C7 but employs 2 IRQ-cores. For all three configurations, I collected latency statistics for 100

execution instances, each of 100 seconds. Figure 4.8 shows box whisker plot for the variation

in P99.9 latency over the 100 runs. Since tail latency is more sensitive to latency variations,

minimizing the variability of tail latency would increase the predictability of tail latency as well as

median latency. Thus, in this experiment, I study the impact of the 3 configurations on latency

variability at different core frequencies.

The figure shows that the Distributed IRQ configuration C1 (shown as the red box plot) causes

wild variations in the tail latency. The variability is reduced by increasing the CPU-core frequency

of all App-cores. At higher core speeds, the softIRQ processing for interrupts is completed faster.

But setting all application cores to a high frequency is wasteful. Executing few cores at higher

frequency will still cause large variations in the tail latency due to the slow running cores.

On the contrary, the C-IRQ approach in configuration C7 achieved comparable but very stable tail
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Figure 4.8: Variation in P99.9 latency of customRPCserver for D-IRQ and C-IRQ configurations
at various core frequencies. Each box plot represents the P99.9 latency value for 100 test runs,
each running for 100 seconds. Longer the box plot higher the variability in latency and greater the
unpredictability. The variability is shown to reduce with Centralized IRQ processing. Comparable
latency is achieved in centralized configuration by boosting only the IRQ handling core compared to
the distributed configuration where all cores are simultaneously boosted. Using 2 IRQ-cores further
reduces the median latency at lower frequencies when a single IRQ-core becomes a bottleneck.

latency with minimal variability. As observed before, IRQ-core can become a bottleneck at lower

frequencies. By boosting the frequency of a single IRQ-core, while running the App-cores at the

lowest frequency, I could observe the reduction in tail latency for C7. C7-dualIRQcore achieved

a similar low variability while further reducing tail latency at low frequency levels. The sharing

of softIRQ processing load between the 2 IRQ-cores enabled this reduction in tail latency. The

increase in frequency of the IRQ-cores results in only minor reduction in variability. Unlike our

closed-loop test, on an open loop system with higher loads, D-IRQ would introduce even higher

variability while C-IRQ would suffer longer average latency. There a C7-dualIRQcore configuration

would be able to further share the softIRQ processing load, observe higher IRQ-core utilization and

further reduce tail latency.

4.5.3 Improving Energy Efficiency with C-IRQ

To study the energy benefits of C-IRQ, I measured the average energy consumption per user

request/query for the three configurations C1 (Distributed-IRQ), C7 (Centralized-IRQ) and C7-
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Figure 4.9: Maximum energy efficiency achieved (queries processed per unit CPU energy) for cus-
tomRPCserver by C1, C7 and C7-dualIRQcore at different frequency levels. The C-IRQ configura-
tions have all server threads running at 1.2 GHz, with only the IRQ-cores being frequency-scaled.
The D-IRQ configuration has all server threads frequency-scaled. The frequency on x-axis refers
to the frequency at which all frequency-scaled cores of a configurations ran. C7 achieves higher
energy efficiency than C1 at higher frequencies as the IRQ-core bottleneck reduces. Efficiency of
C1 increases initially with frequency as the throughput increases, but falls at higher frequencies
due to the higher energy overheads. The C7-dualIRQcore configuration achieves better efficiency
than C1 at lowest frequency because of its 2 IRQ-cores. At higher frequencies the C7-dualIRQcore
becomes the most inefficient configuration due to higher energy consumption of IRQ-cores.

dualIRQcore (Centralized-IRQ-2core). All LC-Service instance threads were frequency scaled for

D-IRQ, whereas they were executing at lowest frequency (1.2 GHz) for C-IRQ configurations (C7

and C7-dualIRQcore) and only their IRQ-cores were frequency scaled. Figure 4.9 shows the energy

efficiency achieved by the 3 configurations as the scaling frequency was varied. C7 is shown to

suffer from relatively lower energy efficiency for lower IRQ-core frequencies due to the IRQ-core

bottleneck (seen in figure 4.5). The energy efficiency of C7 increases as the frequency of IRQ-core

is increased. On the contrary, when frequency of all App-cores in case of D-IRQ are gradually

increased, efficiency increases quickly until an optimal intermediate frequency range and then falls

below C7’s efficiency for higher values since power consumption varies super-linearly with core

frequency [108].

C7-dualIRQcore could improve upon C7’s energy efficiency and is even better than C1 at lowest

frequency because the 2 IRQ-cores shared the softIRQ processing overhead to eliminate the bot-

tleneck, thereby achieving lower tail latency (as shown in figure 4.9). However with increase in

IRQ-core frequency, no significant reduction in tail latency (figure 4.9)) with increase in IRQ-core
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power consumption leads to only minor efficiency improvement, quite lower than that of C1. At

higher frequencies beyond 2.7 GHz, C7-dualIRQcore efficiency starts degrading due to sharply in-

creasing IRQ-core power consumption. Since C7 achieves similar latency (and hence throughput) at

higher frequency levels, it is observed to be gaining higher efficiency compared to C7-dualIRQcore

as the IRQ-core approaches the maximum frequency levels. Note that figure 4.9 demonstrates

the maximum energy efficiency at a given frequency by considering maximum QPS achieved by

a configuration. Unlike the best case results shown in Fig. 4.9, during non-bursty phases the en-

ergy efficiency is much worse for C1, whereas its only slightly lower for C-IRQ since the App-cores

continue to execute at lowest core frequencies.

4.5.4 Observations and Inferences

Clearly, C-IRQ with IRQ-core frequency adaptation can deal with the side-effects of interrupts.

Depending on the application, the interrupt processing to service processing ratio may vary. To

prevent either the LC-Service or the softIRQ from becoming a bottleneck during a higher request

load, the CPU resources must be scaled for both. In a nutshell, the results show that when the

interrupt load is low (i.e., query rates are low and/or application service time is large) then D-

IRQ is preferable. But with a high interrupt load (a high query rate with short tasks) C-IRQ has

significantly better performance.

The overall efficiency of a cloud server node for a given LC-Service is dependent on several dynamic

factors such as IRQ-distribution, QPS rate, LC-task scheduling and LC-Service characteristics.

Thus it would be impossible to achieve the optimal energy efficiency on such a system at runtime.

However, the energy characteristics of C-IRQ do not suffer interrupt-unpredictability and can be

used for simplistic and relatively accurate energy estimation.
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4.6 Adapting to Queuing Delays

As discussed in Section 4.3, the request-response path involves queues both on the receive(Rx)

and the transmit(Tx) stack. To identify the bottleneck queue, I collected the node-level timing

(Section 4.4.3) for the Xapian service (a benchmark from Tailbench [106] suite) running at 1.2GHz

while subjecting it to 3000 Queries per second (QPS). Xapian is a popular open-source search

engine used in several websites and software frameworks for web-applications. As suggested by the

authors in [106], the search index is built from a dump of Wikipedia’s English version from July

2013. The query terms used in the client are chosen randomly, following a Zipfian distribution [109].

My observations and insights are described below.

4.6.1 Tail Latency Dependency on Queue Length

Figure 4.10: Receive socket buffer (RecvQ) length and server latency for 10000 requests to an
Xapian service benchmark. The request rate is 3000 QPS and a fixed service rate with all App-
cores running @1.2 GHz is used for 4 instances. The metrics collected for 10000 consecutive requests
are plotted along the x-axis. The left y-axis represents the server latency for requests (plotted as
the red line). The right y-axis represents the RecvQ length for requests (plotted as the blue line).
The figure shows that since Rx-socket queue length is directly proportional to server latency, the
instantaneous RecvQ length can be used as the sole indicator of expected response latency for an
incoming request.

When I subjected 4 Xapian service threads to a request rate of 3000 QPS while maintaining the 4

App-cores at 1.2 GHz, I observed that the latency for each packet started increasing linearly. This

is expected behavior for any server whose request rate exceeds the service rate. During a bursty

high load period, a similar situation is caused wherein the request rate exceeds the service rate for

a small time window. To identify where the increasing bottlenecks are, I measured the Rx and

Tx path time along with application processing time for 10000 consecutive packets. I observed no
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marked increase for application and transmit path time within the server node. The Rx path time

seemed to be the sole contributor to increasing server latency.

Suspecting the socket buffer to be the source of latency I collected the per-request statistics for

RecvQ i.e. I collected the instantaneous length of RecvQ at the time a request was being pushed

into it after stack processing. I also collected the Server-IP-Latency (see Figure 4.4.3.2) timings

for each request. The queue length information collected for 10000 consecutive packets (the blue

line) is completely in proportion with the server latency measure for the corresponding requests

(the red line) as shown in Figure 4.10. Thus the RecvQ queue length can be utilized as a sole

indicator of expected queuing latency for a request. I use this important observation in my runtime

environment to predict the growing latency during high load periods and accordingly adapt service

rates through scaling techniques to avoid SLO violations.

An interesting observation in Figure 4.10 is the abrupt dip in latency and queue length during the

request sequence. Upon collecting the network statistics for the period, I observed that the OS

stack had to collapse and prune several Rx-socket buffered packets to prevent a buffer overflow in

wake of the rapidly filling buffer. This causes a temporary push back on the request rate from the

client, leading to queue build up on the client transmit side as well. The slower request rate could

improve the server-side latency for some subsequent packets, but the multiplicative increase in the

socket buffer window allowed the packet rate to resume and the latency to grow linearly again.

Such instances of traffic backlog can be observed due to a long burst arrival or when load rates

exceed the service rates of LC-Service, thereby threatening SLO violations. Thus service rates need

to be increased in a timely fashion to avoid such situations.

4.6.2 Energy Efficient Service Rate Adaptation

To adapt to the high request rate for Xapian, I gradually increased the service rate by scaling

the frequency of the cores executing the LC-tasks. The 4 task threads were affinitized to 4 cores.

I started with the base configuration of all cores running at 1.2 GHz and scaled one affinitized

core first to 2.4 GHz and then to 3.5 GHz as shown in Figure 4.11. The increased service rate
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reduced the queue length and latency increase for the 10K packet sequence. I further increased the

frequency for a second core up to 3.5 GHz to achieve a steady-state service rate that prevented

RecvQ build-up.

Figure 4.11: Rx Socket Buffer length (Qlength) and latency statistics for Xapian after a 10K request
sequence of 3000 QPS for various server configurations. The left y-axis represents the response
latency in milliseconds. The median and the P99.9 latency for the 10K requests are shown as bars.
The right y-axis represents the P99.9 value of kernel socket buffer (Qlength) in bytes, for the 10K
request sequence. The x-axis represents the server configurations. i.e., the core frequencies for the
4 task threads, running by default at a base service rate of 1.2 GHz. Only the frequencies of core(s)
higher than the base frequency are shown for each server configuration. The median and the tail
latency as well as the tail Qlength improve significantly upon gradually increasing the aggregate
service rate. The configuration with minimum aggregate service rate which prevents queue buildup
is the most energy efficient. From among the tested configurations, the server configuration with
2 cores @3.5 GHz and 2 cores @1.2 GHz achieves a service rate higher than the 3000 QPS arrival
rate, thereby avoiding RecvQ build up.

For an energy efficient execution, service rates must be maintained at frequency levels that is

just enough to prevent large queue build-up. Traditionally, CPU utilization has been used as an

indicator of the service rate. This strategy tries to consume the queue quickly by running cores at

high frequencies, ignoring the instantaneous queue length and/or burst phases. However, it would

be more energy-efficient to run cores with service rates proportional to the Rx Socket Buffer queue

length. This approach increases the average latency for the requests due to larger queue build-up.

But if the service rates are updated in a timely fashion, the approach does not risk SLO violation.

A conservative runtime frequency update strategy, as described in Section 4.7, can prevent SLO
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violations as well as achieve better energy efficiency.

4.7 Runtime Manager

Using insights gained from experiments described in Sections 4.5 and 4.6, I set up a server-level

control-plane in the form of system-level Runtime Manager. The Manager scales resources dynam-

ically to reduce the tail latency problems, as shown in Figure 4.12. It employs Instance scaling and

exploits Core-frequency heterogeneity. In this section, I describe its configurations and the various

components.

4.7.1 Pre-configuration

The Runtime Manager executes at Linux real-time priority on a secondary IRQ core. For jobs with

long service times (greater than 200 ms), I use D-IRQ as the effect of interrupts are negligible when

the QPS is on order of 1000. I set the number of LC-Service instances to 4, which offers enough

service capacity (with cores running at 3.5GHz) to meet the demands of long jobs. For short jobs,

I employ C-IRQ. Since I use a single Rx-ring queue for C-IRQ, I set it to the highest buffer size to

reduce the probability of buffer overflow during periods of high request rates and/or bursty arrivals.

Cores that execute the LC-Service instance are configured to use the Userspace governor, while the

IRQ-cores use an on-Demand governor, which automatically adjusts the IRQ-core frequency based

on the CPU utilization allowing it to adapt to varying traffic rates and preventing packet drops in

the Rx-ring buffer during periods of high request rates and/or bursts of arrivals.

The IRQ-cores share the Last Level Cache (LLC) with affinitized LC-Service instances, thereby

improving data locality. A heuristically obtained Low Threshold and Critical Threshold level (rep-

resented in bytes) for queue length is set for every application through the Policy Manager (Fig-

ure 4.12). The Low Threshold level represents the queue length at which I start performing service

rate control via frequency scaling of application cores. This delayed queue handling, as shown in

later subsections, helps increase energy efficiency. The Critical Threshold level represents a crit-
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ical limit that threatens SLO-violations, requiring all application cores to be switched to highest

possible frequency immediately. Since the request packet sizes for different applications vary, the

threshold values represent the number of requests that are queued.

Figure 4.12: Server-level Runtime Manager for LC workloads to address interrupts and OS queuing
related tail latency problems.

4.7.2 Collecting Runtime Statistics

The Stat-collector daemon, as showed in Figure 4.12, collects the system load information during

runtime. The daemon receives statistics from two components: the CPU Load Tracker and the

Queue Tracker. The CPU Load Tracker is a lightweight user-level routine which collects the CPU-

utilization information from the /proc/stat interface for App-cores and IRQ-cores every 100 ms,

and sends the utilization reports to the Stat-collector through a local socket. To receive messages in

a timely fashion, and avoid scheduling delays, the Stat-collector and the Load-tracker are executed

with Real-time priority on the secondary IRQ-core.

The Queue Tracker is a kernel module consisting of a netfilter hook routine (NF-routine) and an

Informer thread. The routine tracks all incoming packets directed towards the LC-Service at the

IP-TCP interface in the Post-routing stage. It checks the queue length by looking up the socket

queue length for the packet’s destination socket. When the LowThreshold mark for the queue is

reached, the Informer thread is woken up, which then sends the queue length status to the Stat-
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Collector daemon over a Netlink socket. The NF-routine is triggered upon every request packet

arrival, but the queue-length check is performed over a Sensing-window (defined by the number of

IP packets) to reduce processing overheads. A wide Sensing-window is used when the most recently

measured buffer length is under the LowThreshold mark. This Queue Tracker phase, in which the

queue length is low enough to not threaten SLO violations, is called the Lazy-Phase. The default

Sensing-window width for the Lazy-Phase can be configured dynamically for different applications

using the Policy Manager interface.

The selection of threshold values for different LC-Services requires careful consideration based on

application characteristics. The queue length information obtained from the kernel represents the

byte count, not the exact number of requests queued up. Depending on the LC-Service, the request

size can vary from a few bytes to several kilobytes. Moreover, LC-Services may not always receive

similar-sized requests. Depending on the nature of the request, each request can have different

payload lengths too. Multiple requests could be merged by the OS stack into a single IP packet,

causing further troubles with identifying the number of queued requests. Thus the various threshold

values (in bytes) used by the Runtime Manager are set using an average request size unique to the

specific LC-Service.

Upon exceeding LowThreshold, the NF-routine starts performing queue length checks more ag-

gressively over a narrower Sensing-window (1/4th of the Lazy-Phase Sensing-window width). This

Queue Tracker monitoring phase is the Active-phase, and is essential since I observed that the client-

side network stack merges multiple requests during heavy traffic to reduce protocol-processing and

buffer space overheads. Thus a single IP packet may contain multiple requests and can quickly

increase the buffer queue length, even within a single Sensing-window width.

In Active-phase, all request packet payload lengths are summed over each Sensing-Window by the

NF-routine. The Queue Tracker calculates the request rate for the Sensing-window based on av-

erage request size and infers the service rate for the window based on the queue length change. If

the average request rate for 2 consecutive windows exceeds the service rate, the Informer thread

sends the rates and the latest queue length to Stat-Collector. A request rate to service rate ratio

called growthRate is calculated for the past 2 windows, and subsequently, whenever the calculated
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growthRate exceeds the previously reported growthRate by 5%, the statistics are again sent to the

Stat-collector. The statistics are also sent out when the queue length crosses over one of the thresh-

olds: Low Threshold, Avg Threshold (Low Threshold*2), High Threshold (Critical Threshold/2) or

Critical Threshold.. The default values I used can be changed via Policy Manager updates.

4.7.3 The Decision Engine

Algorithm 1 Decision Engine Logic

1: procedure DecisionLogic
2: Initialization:
3: softirqUtil←

∑
(softIRQ utilization of IRQ-cores)

4: maxSpeed←
∑

(maximum frequency of App-cores)
5: minSpeed←

∑
(minimum frequency of App-cores)

6: currSpeed←
∑

(current frequency of App-cores)
7: qLen← current socket buffer queue length
8: growthRate← Requests Received

Requests Serviced
, for current Sensing-window

9:
10: Perform IRQ-core Management :
11: if (softirqUtil = 100%) then
12: activate secondary IRQ-core.
13: else if (softirqUtil < 100%) then
14: de-activate secondary IRQ-core.

15: Perform Queue Management :
16: if (qLen > Critical Threshold) then
17: Initiate Overload Response.
18:
19: else if (qLen > High Threshold) then
20: targetSpeed← maxSpeed
21: Spawn new App-threads, if possible.
22: Prioritize App-threads to Real-time, if possible.
23:
24: else if (qLen > Avg Threshold) then

25: boostFactor← 1 + qLen−Avg Threshold
High Threshold−Avg Threshold

26: gCoeff← boostFactor * growthRate
27: targetSpeed← min(currSpeed*gCoeff , maxSpeed)
28:
29: else if (qLen > Low Threshold) then

30: slackFactor← 1 - Avg Threshold−qLen
Avg Threshold−Low Threshold

31: gCoeff← slackFactor * growthRate
32: targetSpeed← max(currSpeed*gCoeff , minSpeed)
33:
34: else
35: targetSpeed← minSpeed

The Decision Engine generates the control plane decisions for the server. It receives IRQ-core and

queuing statistics from Stat-Collector and executes its decision logic as described in the Algorithm 1

(above) to perform a runtime resource allocation decision. The decision logic performs an adaptive

queue-length control based on a Proportional Derivative controller with specific adaptations for

a light-weight kernel level implementation. The logic strives to maintain the queue levels at an

application-specific average threshold (Avg Threshold) queue length so that a newly queued request
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does not violate the queuing delay. However it also attempts to reduce kernel overheads caused

due to frequent user-kernel communications and unnecessary CPU frequency changes. After every

Sensing-window, the Proportional component called as slackFactor (line 30 in Algorithm 1) or

boostFactor (line 25 in Algorithm 1) is calculated depending on the current queue length. A

growthRate value (ratio of bytes consumed to bytes received in the queue) is also calculated (line 8

in Algorithm 1) which serves as the Derivative component for correcting queue length deviation from

the Avg Threshold. Greater the Proportional component (boostFactor or slackFactor) higher the

queue length deviation and thus greater the required change in targetSpeed. Greater the Derivative

component (growthRate), higher the rate at which the queue length is deviating and thus higher the

required change in targetSpeed. Together, both these components, serve as insight to calculating the

targetSpeed (line 27 and 32 in Algorithm 1) required to converge the queue length to Avg Threshold.

The weightage (co-efficients) values for the two components dictate how fast the queue values are

expected to converge back to Avg Threshold. In my implementation, I heuristically chose both

co-efficients to be 1. The targetSpeed is the cumulative App-cores frequency as suggested by the

Decision Engine and translated to individual core frequencies (as described in Section 4.7.4) by the

Resource Manager.

I divide the queue length range into 4 logical bands since different load ranges require differ-

ent response behavior in the decision logic. At very low loads, i.e., when queue length is be-

low Low Threshold, the App-cores are run at lowest frequency (line 35 in Algorithm 1). The

Low Threshold value is chosen such that queuing delay incurred by incoming requests, upon being

serviced at the lowest core frequency, does not violate the SLO target. Similarly, the Avg Threshold

value is chosen such that at some intermediate CPU frequency level, incoming requests meet the

SLO target. As mentioned earlier, the Avg Threshold is chosen to be twice of Low Threshold

for my study. High Threshold denotes the queue length such that when serviced by cores run-

ning on highest frequency, SLO is still comfortably met. Note that the queue length band rep-

resenting Low Threshold to Avg Threshold would have a different range than Avg Threshold to

High Threshold band. Thus the Proportional factor in the controller need to differently calculated

for both bands. The Critical Threshold is the queue length at which an incoming request is ser-

viced just within the SLO target latency, despite all App-cores running on highest frequency. As
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mentioned earlier, the High Threshold is chosen to be half of Critical Threshold for my study.

For the High Threshold to Critical Threshold band (line 19), App-cores continue to run on highest

frequency. At this point the logic assumes to be receiving a burst arrival of packets so that in

future Sensing-windows, the growth rate would fall below 1 and the queue length would fall below

High Threshold. Note that increasing High Threshold closer to Critical Threshold level would en-

able the requests to be serviced at highest frequency only when queue gets longer. Though this

reduces power consumption, it also involved higher risk of SLO violation during phases of burst

arrivals. Though I chose a wide range for this band, a narrower band could further improve the en-

ergy saving (shown in Figure 4.7.5) of applications at the risk of SLO violation. However, I did not

perform such sensitivity studies for the setup. To harness the queue length in this band, I proposed

two possible actions. First, prioritizing the App-threads to real-time priority, thereby avoiding

them being switched out of their execution context by other applications. And second, spawning

new App-cores to consume the queue faster. However the implementation of these approaches are

beyond the scope of this work. If the queue length exceeds Critical Threshold (line 16), despite the

prior mentioned actions, the LC-Service must brace for an SLO violation and respond accordingly.

4.7.4 Resource Management

The Resource Manager is the component that implements the control plane decisions by performing

the resource allocation based on Decision Engine’s request. To add or remove IRQ-cores, it changes

the SMP-affinity of the rx-ring to include or exclude a secondary IRQ-core. An alternative imple-

mentation for request distribution would be to dynamically reconfigure the number of NIC rx-rings,

but that can lead to packet drops during the reconfiguration window and tail problems for dropped

requests. For controlling the service rate of LC-Services, the frequency is scaled for one or more

App-cores using the userspace governor for Linux Cpufreq driver. The CPU frequency transition

takes from 150 usec to 400 usec (depending on the source and target frequency [63]). This latency

does not affect the longer, low request rate Tailbench application jobs. However, for short high

request rate jobs (like memcached), a faster transition time [110] could improve implementation

results.
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Translating Target Speed to Frequency: The suggested scaling proportion from the Decision

Engine is used to calculate the frequency to which App-cores need to be boosted. For instance, 4

service instances running at 1.2 GHz aggregate to 4.8 GHz. Thus a scaling factor of 1.25 implies

a service rate aggregate of 6 GHz, i.e., 4 cores running at 1.5 GHz. However, only a few discrete

frequency levels are supported on actual cores. For example, my testbed supports 1.4GHz and

1.6GHz, but not 1.5GHz. To achieve 6 GHz, two cores are each boosted to 1.4 GHz and two

to 1.6 GHz. Since power consumption grows super-linearly with CPU frequency, cores running

at lower frequencies are more energy-efficient. Thus instead of running a few cores on very high

frequency (for e.g., 3 cores on 1.2 GHz and 1 core on 2.4 GHz), the frequency update is distributed

across App-cores. Similar calculation are performed to scale down the frequency of CPUs when the

queue length decreases to a lower threshold.

4.7.5 Energy Savings

Figure 4.13: Energy saving achieved by the Runtime Manager for six different Tailbench applica-
tions over the standard on-Demand CPU frequency governor.

I executed 6 Tailbench application services at different request rates that were all high enough to

exceed the aggregate service rate at the lowest App-core frequency (1.2 GHz). I empirically set the

Critical Threshold to be between 10x (for longer jobs like Sphinx) and 1000x (for shorter jobs like

Masstree) times the minimum service time for a request on a core running at the base frequency. I

compared the energy consumed by the server node CPUs using an on-demand frequency governor

with the Runtime Manager using a user-space frequency governor (Figure 4.13). The results show
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that with my Runtime Manager, the server can process the same number of requests with lower

energy consumption. This energy gain is achieved at a cost of higher median and tail latency -

however, the queue length seldom exceeded the High Threshold for the tested request values, so

the SLO was never threatened.

While Xapian, Sphinx and Silo clearly showed energy savings, Masstree showed the opposite. An

in-depth analysis of Masstree revealed that there was no socket buffer queue build-up even for a very

high query rate. A closer analysis of the code revealed that the task threads simply received a large

batch of 256 requests in a single packet and immediately responded back with an acknowledgment

without performing any processing on the requests. Since this is not representative of a typical LC-

Service, the negative results, can be ignored. On other hand, Moses suffered from cache contention

among its 4 LC-Service threads [106], causing the effective service rates to vary erratically leading

to higher CPU execution frequencies and hence lower energy savings. A more fine-grained threshold

management and scaling might further reduce the energy consumption.

4.8 Related Work

Network stack bypassing approaches, such as DPDK [111], are used in servers to eliminate interrupt

overhead and perform request queue management at application layer. But such customized ap-

proaches are vendor-specific, platform-dependent and support only a handful of NICs. This study

targets generic interrupt-driven network architectures used in high-speed cloud end-systems. The

proposed Centralized-Interrupt handling approach would not be suitable for systems using polling

based DPDK. With DPDK, the NIC driver runs continuously in a polling mode and hence the

buffer queue maintained in kernel sockets would then be maintained in DPDK application layer

buffer. Thus the proposed queue-length based frequency and core scaling is also applicable in

systems using DPDK and should result in similar gains in energy efficiency.

Tail latency problems were encountered in data centers [6] while implementing infrastructure for low

latency user query on distributed data. Li et al. [30] studied the various sources of tail latency within

a data center node. Several approaches to reducing tail latency have been proposed, including using
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replicas [112] and using hedged requests [6]. Adrenaline [17] prioritizes and increases the execution

speed of queries with higher service rates to reduce violation of tail latency SLO. However, such

approaches do not address the issue of high energy usage in data centers.

A number of studies have addressed the trade-off between the latency and energy usage for LC

applications. Pegasus [14] uses DVFS techniques to power down all nodes during periods of low

loads. Timetrader [24] specifically targets nodes with faster response times to balance both latency

and energy problems. Energy efficiency improvement through workload consolidation without

affecting tail latency violation have been suggested in many other papers. In [26], the authors use

fine-grained DVFS to adapt the frequency for collocated latency-critical and batch jobs. Rubik [25]

uses fine-grained frequency scaling along with cache partitioning to isolate the interference between

the latency-critical Tailbench [106] applications and batch jobs. Wong et. al. [15] propose an

efficiency-aware intra-node level scheduling approach to improve cloud energy efficiency.

Addressing tail variability, as pointed out in [6], is usually achieved by reducing the tail latency

and hence is a lesser studied aspect. Chronos [113] achieved predictable low latency for short tasks

by eliminating network stack overheads and using user level stack implementation. This approach

is similar to DPDK [114]. Latency predictability has also been addressed in different data centers

platforms [115, 116, 107]. However, these studies do not provide information regarding the sources

of tail latency variability or methods to mitigate them.

Although previous studies have exposed the various sources of tail latency, they do not speculate on

their impact for future workloads. In this work, I analyzed the impact of interrupts and queuing on

tail latency, energy efficiency and tail latency variability for high request rates. A recent study [117]

has suggested pinning IRQ servicing on dedicated cores. I show that centralized IRQ needs to be

correctly configured and scaled to avoid becoming a bottleneck. Additionally, I demonstrate the

advantage of a centralized IRQ approach to reducing tail latency variability. Earlier works have

used application level buffer length [25] or response time [14] driven energy scaling approaches which

rely on instantaneous load information to make a scaling decision. But the proposed queue-length

based approach allows us to predict future delays in advance and adapt to it.
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4.9 Conclusion

In this chapter, I proposed methods to mitigate a refined goal for Latency-Critical Services at

the Server-level: a) meeting tail latency target, b) improving energy efficiency and c) minimizing

tail variability. I showed that kernel level softIRq can introduce significant tail variability and

reduce energy efficiency for short microsecond order tasks (e.g., Memcached-queries). I proposed

a centralized-IRQ method that significantly reduces variability and improves energy efficiency. For

relatively longer, millisecond order Tailbench tasks, I demonstrated that socket buffer queuing

delays contribute significantly to tail latency elongation. I proposed a Runtime Manager that

uses kernel level data, exploits Core-frequency Heterogeneity and performs instance scaling to

dynamically adapt the service rate to meet the tail latency target while also saving energy (up to

16% energy saving).
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Chapter 5

End-to-end Service Level Objective:

A Novel User-centric Paradigm for

LC-Services

In previous chapters I proposed various control plane strategies to exploit heterogeneity for LC-

Services. But along my research, I realized that the traditional execution paradigm is cloud-centric

and guarantees only intra-cloud latency. It does not guarantee end-to-end user latency or user’s

quality of experience (QoE). To guarantee user QoE, a novel user-centric paradigm must be defined

and novel control plane strategies must be developed. In this Chapter, I first demonstrate the

need for a novel paradigm that guarantees End-to-end Service Level Objectives (ESLO) for LC-

Services. Then I describe the control plane enhancements required to implement this paradigm

for a microservice-based deployment. As a first step for this new paradigm, this chapter aims to

enhance the current control plane to meet the SLO for user QoE (or end-to-end latency) while

maximizing server utilization. This implicitly addresses the tail-energy problem for LC-Services,

albeit in the new paradigm. This new paradigm supports opportunities to exploit various forms of

heterogeneity. In the next chapter, I describe a method to exploit cluster heterogeneity for further

energy saving in the proposed ESLO-enforcing framework.
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5.1 Background

Human perceptual abilities [1, 2, 3] drive the response time requirements for Latency-Critical

Services (LC-Services). For example, response latency bounds of 10ms for AR/VR applications

and 100ms for live search applications are required to guarantee an immersive experience for users.

Requests violating these latency bounds cause significant deterioration in a user’s QoE [5]. Since

user QoE impacts application ratings and revenues, LC-application owners want strict latency

guarantees. However, current cloud frameworks do not offer such guarantees.

The cloud eco-system for an LC-Service is comprised of three stakeholders: the users, the Cloud

Service Provider (CSP), and the CSP-Client (or LC-application owner). The CSP-Client rents

the cloud resources from the CSP to host LC-Services which service user requests. To increase

their revenue, CSP-clients expect to achieve a high QoE for users, typically above some QoE

threshold. User feedback-based studies suggest that QoE for LC-Services decreases as end-to-end

delay (E2E delay) increases. Note that E2E delay is the response time measured at the user end.

Typically, the QoE-E2E delay relationship follows a sigmoid function [46] wherein the user QoE

degrades continuously with increase in E2E delay (see Section 5.2.1). To achieve a QoE target,

CSP-clients require a corresponding E2E delay to be met. However, CSPs only guarantee Service

Level Objectives (SLO) for the intra-cloud delay (i.e., response time measured at the cloud gateway)

- not the E2E delay. A typical SLO is specified as the 99th percentile (or P99) of this intra-cloud

delay (IC delay) not exceeding some pre-specified delay target (e.g., 100 ms). To emphasize, the

cloud-centric SLO ignores the external network delay faced by requests which can significantly

impact user QoE. The impact of ignoring the external network delay is exacerbated when it is a

significant part of the E2E delay.

As LC-Service users typically expect sub-second E2E delays, standard external network delays in

the order of 10s-100s of milliseconds can significantly impact user QoE. Furthermore, since external

network delays vary across users and over time, the intra-cloud delay guarantees do not translate

to E2E delay guarantees. Thus there is a disconnect between user QoE and CSP’s SLO. To meet

the E2E delays required by the CSP-client, CSPs must adopt a user-centric SLO that accounts for
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the external network delay.

In this work, I propose the use of an End-to-End Service Level Objective (ESLO) that extends

the traditional SLO-based cloud frameworks to guarantee and E2E delay target and hence user

QoE target. I design and implement ESLO-aware scheduling and scaling strategies that account

for external network delay variability. These strategies are model driven and are implemented as

ESLO-aware functions in the Kubernetes [31] framework. They use real-time information about

external network delays of requests to meet ESLO and maximize server utilization. Maximizing

server utilization minimizes the number of instances and cores required to meet ESLO. The main

contributions of this work are the following:

1. I propose a novel ESLO definition to meet a desired User QoE target (Section 5.3). I im-

plement an ESLO-enforcing control plane framework in Kubernetes on a real cloud testbed

(Section 5.6).

2. I present multiple ESLO-aware deadline-based server-level scheduling strategies to improve

tail QoE. For example, the MinTardy [118] and the proposed Value-based EDF strategy

(Section. 5.4) achieved more than 20% higher utilization compared to external network delay

unaware FCFS scheduling policy.

3. I develop an ESLO-aware instance scaling strategy that estimates and scales the number of

LC-Service instances required to meet the ESLO target at a given load (Section 5.5).

4. Finally, I perform a case study on enforcing ESLO for an Edge-cloud deployment of an LC-

Service benchmark with low E2E delay requirements (Section 5.6).

5.2 End-to-end Service Level Objective (ESLO)

The End-to-end Data Path Figure 5.1 shows the end-to-end request-response path of a cloud-

hosted LC-Service. User HTTP requests are received by a frontend server (LB-Pod1) which serves

1Pod is a Kubernetes equivalent of an application instance. LB-Pod represents an instance of HTTP Load-Balancer
hosted by frontend servers.
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as reverse-proxy and performs load balancing in assigning requests to the backend servers. A new

TCP (frontend) connection is first set up for every non-connected client. In practice, a user may

have multiple clients. However, in this study I will consider one client per user and hence use the

terms client and user interchangeably. Based on the HTTP header fields, the LB-Pod identifies the

target service for the requests. For every new frontend connection, a corresponding TCP (backend)

connection is set up to a target Service Pod. All subsequent user requests received by the LB-Pod

on the new frontend connection are forwarded over the corresponding backend connection to the

same target Service Pod. After the request has been processed, the response from the Service Pod

is sent back to the LB-Pod. The response may then be sent back to the client or forwarded to

another service for subsequent processing. Upon a frontend connection closure by the user, the

corresponding backend connection is also closed by the LB-Pod.

Figure 5.1: This figure shows the end-to-end path of a user request. The lengths of the arrows
from the users to the front-end server reflects the variability in the external network delay across
users. Variability of the external network delay from the same user is represented by thickness
of the lines. The yellow colored boxes correspond to the Kubernetes functions that have been
implemented/modified in this work.

Based on the above description, the end-to-end delay of a user request can be decomposed into 5

parts - the forward delay from the user to the LB-Pod, the forward intra-cloud delay, the waiting

time and the service time of the request at the Service-Pod, the reverse intra-cloud delay, and

finally, the return delay of the response from the LB-Pod to the user. I will use the term external

network delay to refer to the sum of the forward and backward delay of the request between the
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user and the LB-Pod. The sum of the queuing time and the service time at the Service-Pod and

the intra-cloud network delay will be referred to as the IC delay. I assume that the intra-cloud

network delay is relatively small and predictable (achieved using methods discussed in [119, 120]).

Thus, the IC delay consists primarily of the queuing delay and the service time at the Service-Pod.

The CSP guarantees an SLO on the IC delay. This will be referred to as the cloud SLO (or simply

SLO) and typically, this is a delay bound on the tail of the IC delay distribution. For example, a

SLO that guarantees the 95% of IC delays are less than 1 second (this will be referred to P95 IC

delay of 1 second). The sum of the IC delay and the external network delay is the end-to-end

delay (E2E delay).

5.2.1 Need for ESLO

The user QoE2 for an online service is a function of the E2E delay; the larger the delay the lower

the QoE. The function relating the QoE to the E2E delay is derived using user studies and depends

on the application. A typical QoE-E2E delay relationship follows a sigmoid function, depicted

by the envelope black line in Figure 5.2. This is a representative model for the general class of

LC-Services [46, 121, 122] and shows rapid QoE degradation when the E2E delay exceeds 1 second.

In practice, the shape can vary for different LC-Services. For example, in AR/VR services, QoE

degradation would be sooner and steeper due to shorter E2E delay requirement (i.e. under 100

msecs).

To study the relationship between the QoE, E2E delay, and the IC delay, I performed a simulation

analysis. I considered a single Service-Pod to which request arrival follows a Poisson process and

the request service time is drawn from a negative exponential distribution with a mean of 100

msec. The arrival rate was set such that the Service-Pod utilization was 75%. I assumed that the

Service-Pod had a large buffer and hence no service requests were lost. The external network delay

follows a uniform distribution in the range of 1-400 msec. The requests are served using a First

Come First Serve (FCFS) policy. Figure 5.2 shows the QoE vs. the IC delay of 10000 consecutive

requests (shown as blue dots). In the following discussion I will consider a SLO with a P95 IC

2In the rest of the thesis, I will refer to User QoE as simply QoE for short.
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delay of 1 second.

Figure 5.2: QoE as function of the IC delay (x-coordinate value of a blue dot). The black line is the
sigmoid function representing QoE as a function of the E2E delay. The horizontal distance from a
blue dot to black curve is the external network delay of the request corresponding to a blue dot.

In Figure 5.2, the horizontal distance from a blue dot to the corresponding black dot on the

QoE curve represents the external network delay. Intuitively, all requests (blue dots) on the same

horizontal line achieve the same QoE, irrespective of their IC delays. This is due to the variability

in external network delay. Similarly, all requests (blue dots) on the same vertical line have the

same IC delay, but different QoEs. From the figure we can make two key observations. First, QoE

for requests for which the SLO is met (all the blue dots left of the vertical red line) can vary from

0.6 to 1.0. Thus, while a CSP may uphold the SLO, it can not guarantee a high QoE for those

timely-served requests. Second, many requests that did not meet the SLO (blue dots right of the

vertical red line) ended achieving high QoE; many achieving QoE greater than 0.8. The key point

is that due to the variability in the external network delay there is a disconnect between the cloud

SLO and achieved QoE.
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5.2.2 External Network Delay Characteristics

As CSPs can not usually manage external network delay, it is typically ignored during application

performance engineering and cloud resource management. However, the magnitude and the vari-

ability of external network delay can greatly impact E2E delay and hence the QoE. To estimate

the magnitude of the external network delay, I performed a ping latency test from 200 globally-

distributed servers [123] to an Amazon EC2 instance hosted in the US-west zone. From the results,

I found the round trip latencies varying from 6 to 400 msec. Techniques such as Geo-replication

can reduce propagation delays, but increases the cost for CSP-clients. In addition to routing and

propagation delays due to geographical distance, users also incur last-mile delays ranging from

under 10 up to 100s of milliseconds over Wifi and wireless carrier networks. Additionally, network

dynamics can also introduce temporal variability in external network delay for a user. In summary,

a LC-Service may deal with users with a wide range of external network delays, ranging from under

10 msec to over 500 msec.

5.2.3 Impact of External Network Delay Variability on Server Utilization

Figure 5.3: This figure quantifies the maximum server utilization that is achievable at different
SLOs (95% IC delay target in seconds). The higher the delay target, the higher the maximum
server utilization.

Requests with longer external network delays are left with shorter headroom to complete service at

Service-Pod without QoE degradation. Thus, the QoE for such requests are more sensitive to longer

queuing delays (which are the major contributor to the IC delay [30]) compared to requests with

short external network delays. To accommodate varying external network delays, CSPs typically
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impose shorter SLO delay target. For example, imposing a P95 IC delay target of 600 msec can

accommodate external network delay up to 400 msec while easily meeting E2E delay target of

1 sec. But SLOs with shorter delay targets can sustain smaller queuing delays which requires

the Service-Pod to be operating at lower utilization resulting in under utilization of resources.

This is corroborated by the observation in Figure 5.3 which shows the maximum achievable server

utilization steadily decreasing for shorter SLO delay targets.

5.2.4 Exploiting External Network Delay Variability

Clearly, over-compensating for external network delay in SLO delay targets leads to under-utilization

of cloud resources. In this work, I argue the variability in the external network delay among users

can be exploited to meet QoE expectation of more users with fewer cloud resources. For this, I

leverage the prior observed characteristics of internet traffic. Firstly, despite variability in round-

trip time (RTT) of user requests, very few requests (less than 1%) incur significant deviation from

their estimated RTTs [124]. Secondly, RTTs for a user remain mostly unchanged over a small sub-

second time window [125] and hence can be reliably estimated from the observed RTT statistics of

prior TCP transactions (or TCP handshaking).

By inferring the external network delay for a user, service headroom can be determined on per-

request basis. Scheduling shorter headroom requests ahead of relatively longer headroom requests

can enable more requests to meet the E2E delay target, thereby achieving high QoE for more users.

In Section 5.4, I compare various scheduling strategies suited for the proposed ESLO paradigm.

5.3 ESLO-based Cloud Framework

The metric to measure achieved QoE across user requests is determined by the CSP client and

is different for different LC-Services. In [46], average QoE (Avg QoE) (averaged over all requests

from users) is used as the metric to evaluate various design choices. However, the average QoE is

a loose metric and depending on the distribution, even a high average QoE may correspond to a
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large number of user having low QoE. Similar to the cloud SLO, a more stricter metric would be

that 95th percentile (P95) or the 99th percentile (P99) QoE values be greater than a threshold. I

compared the effectiveness of Avg QoE in enforcing strictness when compared with P95 and P99

QoE values as the utilization at the Service-Pod is increased from 50% to 90% (resulting in an

increase in the E2E delay). This is shown in Figure 5.4. We observe that the degradation in Avg

QoE is very slow, whereas P99 QoE (and even P95 QoE) decays quickly close to 0. Thus, for an

ESLO framework, I propose that the CSP client imposes a strict QoE requirement specified by a

QoE target for the tail QoE.

Figure 5.4: The Average QoE (Avg QoE), P95 QoE and P99 QoE with increasing load. The results
quantify the expected results that the average is insensitive upto a high load and that the P99 QoE
can be low even at moderate loads.

ESLO Definition Given a QoE target for the tail QoE, the relationship between QoE and E2E

delay (sigmoid function given in Figure 5.2), imposes a E2E delay target on the tail E2E delay. We

refer this as the End-to-end Service Level Objective (ESLO). Specifically, ESLO is an E2E

delay target, denoted by E2EDT for (say) 95 percentile of the E2E delay.

It is important to note that the above ESLO definition incorporates requests that are feasible.

These are request for which the E2E delay target can be met. In contrast, infeasible requests are

those whose external network delay is so high that they cannot be completed within E2E delay
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target, even if they experience no queuing delay. A Feasible Request can be identified upon arrival

if it satisfies the condition

E + S + α+ β < E2EDT (5.1)

where E is the Expected external network delay and S is the predicted (or average) service time.

α and β are empirically determined parameters. α accounts for intra-cloud networking delay,

scheduling overhead and service time variations. β accounts for external network delay variance.

ESLO-aware Framework Implementing an optimal ESLO-conforming framework requires sup-

port at both cluster and server-level. Figure 5.1 shows my proposed Kubernetes-based ESLO-aware

cloud framework. It consists of the following three control-plane components which are highlighted

in yellow in the figure.

• ESLO-aware Scheduler This is the scheduler associated with each Service-Pod that man-

ages the queue of waiting requests and schedules them for service based on a ESLO-aware

scheduling strategy (Section 5.4).

• ESLO Manager This component assists the Instance Scaler by monitoring the system met-

rics from the Service-Pods and user traffic characteristics from the LB-Pod. It then performs

ESLO-aware scaling decisions and triggers them through Instance Scaler routines of Kuber-

netes (Section 5.5).

• ESLO-aware Load Balancer This is an enhanced load balancer that collects external

network delay information of requests. These statistics are used to perform ESLO-aware

scheduling and scaling (Sections 5.4 and 5.5).

In my implementation, when a request is received by the enhanced HAProxy LB-Pod, it adds the

external delay information into the requests and forwards it to the Kubernetes Service Layer. At

the Service-Pod, this information is extracted by the scheduler to perform ESLO-aware scheduling.

The LB-Pod also exports the delay information to the Prometheus metrics monitoring framework.

The statistics regarding the requests and the Service-Pods obtained from Prometheus is used by

the ESLO manager to orchestrate ESLO-aware scaling.
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Inferring the External Network Delay: Effectiveness of ESLO framework relies upon ac-

curately estimating the external network delay. Linux kernel TCP implementation estimates the

round trip time (RTT) for every new connection during the 3-way handshake phase. This RTT

variable is dynamically updated for every send-Ack sequence. In my implementation, I have used

the estimated RTT from TCP-layer of LB-Pod as the external network delay for requests. These

RTT estimations are adjusted to account for RTT variation for a given user [124]. I also account

for application-specific response packet size in my external network delay estimation. Newer tech-

niques [126, 127] for accurate estimation of external network delay are beyond the scope of this

work.

Kubernetes - A Cloud Resource Management Framework: Some of our specific design

choices for my framework are influenced by the Kubernetes architecture [31], the cloud framework

on which I implemented my proposed design. Hence I briefly describe the Kubernetes architecture

first. Kubernetes is currently the most popular cloud resource manager which is being used in

more than 78% of production clusters worldwide [128]. Hence we chose to implement the EDAF

design on it. In Kubernetes, the smallest unit of deployment and management is known as a Pod,

and every service instance is hosted on one. Each pod has its own IP address and is reachable

from any other pod hosted on any Kubernetes-managed server node within the cluster. A service

instance consists of a Docker image running inside a container. A Pod may host multiple containers.

Multiple identical pods together represent a single virtual Service (popularly known as microservice)

exposed by the Service layer. In Kubernetes, a Service is represented by a single virtual IP address.

Connections or data sent to this virtual IP in the Service layer are load-balanced across the real

IPs belonging to Service-Pods. The virtual to real IP address matching is performed in the Linux

kernel, either using IPTables rules or by IPVS [129] support. Figure 5.1 also shows the data path

within the Kubernetes architecture.
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5.4 ESLO-aware Scheduling

The scheduler component is responsible for managing the execution time of the requests at the

instance. Traditionally, requests are serviced in a FIFO manner upon arrival at an instance. Therein

queuing time for requests are queue-length dependent. Such a strategy is suitable for a cloud-

centric framework where every incoming request has same headroom (equal to the SLO target

latency). In it, any queued request has waited longer than the requests behind it in the queue,

thus having lower remaining headroom. Thus all the requests waiting in a queue at an instance

are ordered by their remaining headroom. This is unlike the case in the proposed user-centric

paradigm, wherein incoming requests vary in headroom and queued requests are not sorted by

remaining headroom. Hence the need for an additional server-level control-plane component that

can dynamically manage the scheduling sequence of requests to maximize the number of requests

that can meet their headroom.

When a request arrives at a Service-Pod, the scheduler using the information about the external

network delay and the E2E delay target, can determine the processing time headroom of the request.

It can further classify the request as feasible or infeasible. The goal of the scheduler is to schedule

feasible requests such that the number of requests that meet the E2E delay target is maximized.

The scheduler runs on each instance and schedules each request as a non-preemptive task.

I consider several existing deadline-aware scheduling algorithms that use the headroom of each

request as a soft deadline3. The scheduler maintains two queues: a priority queue for the feasible

requests, and a low priority queue for the infeasible requests. If a feasible request ends up having

a long queuing delay such that it can not be serviced within its E2E delay target, it is moved to

the low-priority queue. Requests in the priority queue are serviced in the order determined by the

scheduling algorithm; requests in the low-priority queue are served in a FCFS manner.

3Here the soft deadline for a request corresponds to the time by which the ESLO-aware Scheduler must complete
processing it. I assume request service time can be estimated based on service distribution and request-specific
characteristics. There are no hard deadlines for requests, so all incoming requests are processed eventually.
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5.4.1 Scheduling Algorithms

In this study I consider the following scheduling algorithms.

MinTardy: In this algorithm the goal of the scheduler is to minimize the number of tardy

tasks [118, 130]. Given a set of equal-weighted tasks with deadline and known service times, the

MinTardy [118] algorithm generates a sequence of task execution that maximizes the number of

tasks that meet their deadlines. In a real implementation, however, Service-Pods receive requests at

arbitrary times. Thus, the schedule is dynamically computed whenever a new request arrives. This

algorithm has time complexity of O(nlog(n)), where n is the number of requests. While MinTardy

achieves schedule that is close to optimal, the scheduling overhead is high during periods of high

load when the queues get longer.

Earliest Deadline First (EDF): I implemented the standard EDF algorithm where the request

with the smallest headroom is scheduled next.

Value-based EDF: This algorithm is an extension to the EDF algorithm [131]. Note that in

order to determine the deadline I estimate the service time of the request. I calculate a parameter

pi = qoei
di

for each queued request i, where qoei is the expected QoE of request i and di is the

headroom. The expected QoE for each request is calculated assuming it is the next scheduled

request, and the request with the highest p value is the one that is scheduled. Note that if all the

qoei values are equal, then this heuristic will be the same as the EDF; the request with the earliest

deadline will have the largest p value. But otherwise, this algorithm is better suited for ESLO as

compared to EDF because it accounts for the QoE. Since this is an O(n) algorithm, it has a low

scheduling overhead.

Least Laxity First (LLF): This is the standard least-laxity algorithm that calculates the laxity

in headroom left for every queued request, assuming it is the next scheduled request. The request

with the least laxity is scheduled next.

First Come First Serve (FCFS): FCFS represents the default server-level scheduling algorithm

used by the CSPs. This algorithm is not ESLO-aware and serves requests in the order of their
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arrival at the Service-Pod, as would be in a typical cloud SLO-based execution.

5.4.2 Implementation in Kubernetes

In my Kubernetes implementation, each Service-Pod hosts an ESLO-aware Scheduler container

alongside the LC-Service instance. The Scheduler container serves two purposes. Firstly, it

acts as a sidecar proxy for the LC-Service instance and performs pre/post-processing on the re-

quests/responses such as decapsulation/encapsulation of HTTP headers. To determine the re-

maining headroom for the request, it extracts the external network delay information and arrival

timestamp inserted into the headers by our customized HAProxy. Secondly, it determines the next

request to be scheduled from a list of waiting requests and dispatches it to the LC-Service instance

over the pods loopback interface. When a request is serviced, the response is sent back to HAProxy

LB-Pod and the next request, if any, is scheduled.

I employed a sidecar-assisted approach for scheduling requests due to its recently growing popu-

larity [132] for application portability. With this approach, LC-Service applications or containers

need not be updated. The sidecar proxy can relay the requests to LC-Service instances in their

native supported format (i.e., HTTP or TCP). Since inter-process communication within a server

typically incurs a latency under 10 microseconds [133], no significant impact can be expected on

millisecond order request headroom. Also, since the Scheduler operates at pod level, the arrival

rate and queues are significantly smaller compared to those at the LB-Pod.

5.4.3 Performance Comparison

I first studied the effect of employing an ESLO-aware scheduling strategy on QoE. For the same

configuration used in Figure 5.2, I collected the IC delay and E2E delay statistics for a MinTardy

algorithm based Scheduler with a single Service-Pod. Using the E2E delay I obtained the QoE for

each request and plotted the Figure 5.5. I observed significant improvement in tail QoE compared

to the SLO-based implementation (Figure 5.2). The P99 QoE improved from 0.2 to 0.75 for the

same load, thereby meeting the QoE target. I also observed marginal improvement in average
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Figure 5.5: QoE as function of the IC delay (x-coordinate value of a blue dot) under MinTardy
scheduling. As in Figure 5.2, the black line is the sigmoid function representing the QoE as a
function of the E2E delay. Comparing this to Figure 5.2 I see that a deadline-based scheduling at
the service instance can significantly improve the P95QoE and the P99QoE.

QoE. This improvement, however, comes at a cost of reduced QoE for requests not meeting the

E2E delay target. As observed, the sparse region below the ESLO QoE target shows that unlike

in a traditional SLO-based approach, I chose to penalize the violating requests. I did this because

delaying the execution of these requests creates room for more requests to be scheduled to meet their

deadlines. Due to the sigmoid function representing the relationship between QoE and E2E delay,

servicing a potentially QoE-violating request not only achieves sub-optimal QoE but also delays

the already queued requests. Hence I chose to implement the two-level queue for the ESLO-aware

strategies described earlier.

To analyze the performance of the various ESLO-aware scheduling strategies, I compared their

tail QoE with that of the ESLO-unaware FCFS strategy. For a fair comparison with FCFS, I

ensure that all requests are Feasible Requests. I observed (as shown in Figure 5.7) that MinTardy

and Value-based scheduling meet an E2E QoE target of 0.6 up to a higher load compared to

other strategies. Since MinTardy minimizes the number of threshold violating requests, it achieves

the highest utilization (84%) while meeting a P99 QoE target of 0.6 (Figure 5.7). Value-based

scheduling also performed comparably and had high P99 QoE values. In contrast, the ESLO-

130



Figure 5.6: Comparison of the P95QoE for the scheduling algorithms at various load levels. The
MinTardy and Value-based EDF (VB) perform the best.

Figure 5.7: Comparison of the P99 QoE for the scheduling algorithms at various load levels. The
MinTardy and Value-based EDF (VB) perform the best.

unaware FCFS strategy could achieve only about 60% maximum utilization. In addition, all the

ESLO-aware strategies achieved above 90% for the same P95 QoE target, as compared to 75%

maximum utilization in the case of the ESLO-unaware FCFS strategy. This implies that Service-

Pods hosting ESLO-aware Schedulers can be allowed to run at much higher utilization without

risking ESLO violations. On a large scale cloud deployment, this can result in significant savings,
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both in terms of compute resources and energy usage.

Observations: In Figure 5.7, we observe the P99 QoE dropping sharply for the ESLO-aware

strategies beyond certain load levels at which point the ESLO target is violated. This can also be

seen in Figure 5.5, where requests violating the QoE target primarily end up achieving very long

E2E delay and low QoE. It is also interesting to note that the proposed low-overhead Value-based

heuristic performs close-to-optimal MinTardy algorithm and better than the EDF algorithm. This

is because Value-based takes both QoE and request headroom into consideration, thereby also

accounting for the sigmoid characteristics into its scheduling decision.

Practical Challenges: While the proposed ESLO-aware scheduling approaches are effective at

meeting ESLO, they need further improvement to address a wide class of LC-Service deployments.

First, I assume all requests have equal weights and service characteristics, so the proposed scheduling

strategies are not directly applicable to services supporting multiple subscription tiers or request

types. Second, the ESLO-aware strategies punish the tardy requests (and Infeasible Requests)

harshly and provide no guarantee on their E2E delay. Third, they rely on a decent prediction of

request service time to achieve maximal benefit.

5.5 ESLO-aware Scaling of Service Instances

Maximizing the utilization of instance-hosting CPUs enables larger number of requests to be ser-

viced by each instance. But the proposed ESLO-aware scheduling strategy must be augmented

with a cluster-level control-plane that manages the load assigned to each instance. As in cloud-

centric paradigm, low load can cause under-utilization of compute resources, whereas high load can

cause ESLO violation. In the previous section we see that the maximum utilization achieved for

an ESLO-aware scheduling can be inferred. Based on this inference, an empirical scaling strategy

can be implemented that maintains the minimum number of instances (lower bound) that need

to be active to meet the ESLO objective. However to obtain an upper bound on the number of

required instances, I went ahead to perform a model based analysis assuming the traditional FIFO
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scheduling at the instances.

My model driven approach takes the external network delays into consideration. I assume that

the external network delay is a random variable denoted by T . Let S be the random variable

representing the pod-level delay of a request. I assume that T is some bounded distribution in

the range Tmin to Tmax with a density function fT (t), t > 0. Let E be a random variable that

denotes the E2E delay. Given an external network delay T = t, if the E2E delay of a request must

not exceed a threshold D, its IC delay must not exceed the threshold D − t. Since S and T are

independent, the conditional probability that this request does not exceed the ESLO E2E delay

target, Deslo, is given by

P (E < Deslo|T = t) = P (S < (Deslo − t)|T = t)

= P (S < (Deslo − t))
(5.2)

Each LC-Service instance is modeled as an M/M/1 queuing system with an arrival rate λ re-

quests/sec and mean service rate of µ requests/sec. For such a system it can be easily shown [21]

that

P (S < (Deslo − t)) = 1− e−(µ−λ)(Deslo−t) (5.3)

Thus, the unconditional probability that a request has an E2E delay less than Deslo (unconditioning

Equation 5.2) is then given by

P (E < Deslo) =

∫ Tmax

Tmin

P (S < (Deslo − t)|T = t)fT (t)dt

=

∫ Tmax

Tmin

(1− e−(µ−λ)(Deslo−t)) ∗ fT (t)dt

(5.4)

The way to determine the maximum ESLO-conforming arrival rate, λeslo, using Equation 5.3 and

Equation 5.4 is given by

1−
∫ Tmax

Tmin

e−(µ−λeslo)(Deslo−t) ≥ x (5.5)

where x is the desired percentile of the E2E delay. If external delays obey standard distribu-
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tions (e.g. normal, exponential or uniform distributions), Equation 5.5 can be readily solved to

obtain λeslo. For more realistic distributions, the external delay range can be discretized and an

approximate λeslo can be inferred in the runtime from Equation 5.6.

Tmax∑
t=Tmin

e(µ−λeslo)t ∗ P (T = t) = (1− x)e(µ−λeslo)Deslo (5.6)

The above equation can be solved for λeslo using either partial Taylor series expansion or numerical

methods [134].

5.5.1 Scaling the Number of Pods

The value of λeslo in Equation 5.6 gives the maximum request load than can be sustained by a single

LC-Service instance (a pod) while meeting ESLO. If there are N instances hosted across multiple

server nodes and the aggregate load is equally divided among them (using a round-robin or random

load-balancing of requests), then the aggregate load denoted by Λeslo that can be supported while

meeting the ESLO is simply Λeslo = N ∗ λeslo. Note that this is based on the use of FCFS request

scheduling at the pods. As we have seen in Section 5.4, by using different ESLO-aware scheduling

strategies it is possible to sustain a higher load within each pod while achieving the required ESLO.

As such, with regards to the scheduling discipline, Λeslo will be a lower bound on the aggregate

traffic load that will meet the ESLO. In general the lower bound of maximum cluster load satisfying

ESLO, Λeslo, is given by

Λeslo = N ∗ (λeslo − ε) (5.7)

where ε is the correction factor introduced to account for pod-level scheduling approach and de-

viations in real service time estimation. ε value is obtained empirically during runtime using a

single instance. It is worth noting that when at least x% of requests meet the E2E deadline at each

instance, it is also met for at least x% of the requests at the aggregate cluster level. Additionally,

homogeneous clusters have identical service time distributions across all instances. Hence under

ideal load balancing, if the average of the xth percentile E2E delay across the instances is less than
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the E2E delay target, then ESLO is met at the cluster level.

I use the above inferences to statically calculate the threshold load-levels Λeslo corresponding to

each instance count. The measured cluster-level load is then used for a reverse lookup to infer

the optimal number of required instances N. The number of instances are then scaled up or down

to N. In production systems, some buffer instances [21] are maintained by CSPs to accommodate

load spikes and to avoid expensive instance creation and tear down operations. In this work I do

not explore such optimizations - I simply propose and implement a potential ESLO-aware scaling

strategy.

5.5.2 Implementation in Kubernetes

In my implementation, the ESLO Manager orchestrates the Pod scaling. It runs within a dedicated

Kubernetes pod and collects metrics regarding the Service-Pods and the LB-Pod from Prometheus.

Every pre-configured sampling epoch, queries are performed for the number of current LC-Service

instances along with their CPU utilization. The Manager also fetches three metrics reported by

the HAProxy LB-Pod to Prometheus for the past epoch. These are the request rate, external delay

distribution, and LC-Service response time distribution. The HAProxy code was instrumented

to generate the external network delay statistics at each epoch as a histogram of a set of discrete

delay bins (as discussed regarding Equation 5.6) and exported to Prometheus. Other statistics were

natively supported by HAProxy and only needed to be exposed to Prometheus. The adjustment

to the desired number of instances derived using Equation 5.7 was triggered by the ESLO Manager

by invoking the Kubernetes Pod-Autoscaler manually. The response time metrics from HAProxy

enabled the ESLO Manager to empirically tune the correction factor ε using a gradient descent

method.
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5.6 An ESLO-aware Control Plane Implementation

The ESLO framework can be also be implemented in Edge cloud infrastructure. The external

network delays for Edge Services are smaller with a narrower delay spectrum. However, the E2E

delay expectations are also shorter. We hosted img-dnn LC-Service pods on Haswell processor-

based servers in the ChameleonCloud testbed [47]. I considered img-dnn the image recognition

application from the Tailbench [106] suite that performs handwriting matching using deep neural

networks. Benchmark results show that the mean requests service time was approximately 10

msec. To simulate multi-user traffic, I developed a open-loop traffic generation tool as in [106].

From a local client machine, I generated traffic following a Poisson process with mean rate up to

200 requests/second. I used Netem [135] to emulate uniformly distributed external network delays4

in the range of 1 to 41 msecs. Since the client was on the same LAN as the Kubernetes nodes, the

observed user RTT at the LB-Pod was primarily due to the delays injected by Netem. I assumed a

stricter QoE-E2E delay function obtained by scaling down by a factor of 10. I assumed an ESLO

with QoET of 0.6 (i.e., E2EDT = 143 msec) for P95 and P99 QoE.

Figure 5.8: This figure shows the performance of the Value-based EDF scheduling algorithm (VB)
as a function of load implemented in Kubernetes. The external network delay unaware FCFS
algorithm is shown for comparison. With increasing load the P95 and P99 QoE of FCFS is much
lower than of VB.

4Results for other external network delay distributions omitted for space.
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I implemented the Value-based EDF policy and compared it to the default FCFS strategy. While

MinTardy and Value-based EDF have similar performance, the former has higher computational

overhead. The results in Figure 5.8 corroborate my findings from the previous experiment (Fig. 5.7):

The Value-based EDF policy meets the QoE target for both P95 and P99 ESLO up to a higher

load achieving more than 75% utilization - at least 15% higher than FCFS.

Figure 5.9: This figure shows the effectiveness of the scaling algorithm as the load is changed
(black line). The bars at the bottom show the number of pods (scaled by 10). The E2E delay
target (dotted blue line) is shown to be met.

I studied scaling by subjecting the HAproxy LB-pod with a variable load (Figure 5.9). The ESLO

manager fetches Prometheus metrics every 5 seconds, and scales the number of pods between 1

to 4 based on the observed load and delay distribution over a rolling window of 30 seconds. The

P99 E2E delay is measured at the client over discrete 15 sec windows. I observe that the P99

E2E delay maintains a comfortable margin from the E2E delay target for ESLO, despite assuming

no correction factor (ε=0). This is because the pod-level λeslo estimation (Eq. 5.6) is based on

the FCFS scheduling strategy, while using a Value-Based EDF scheduling allows pods to achieve

higher λeslo. Although the ESLO manager employs more than the required number of instances,

they serve as a buffer for load spikes. Since pod creation can take several seconds, pod scaling

must account for a sufficient utilization buffer, especially for Edge services with lower E2E delay

requirements. For large scale cloud deployments, the correction factor ε can be tuned empirically

to calculate the desired number of pods based on autoscaling[21] techniques.
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Using external network delay statistics, my proposed scaling technique could promptly scale the

number of service instances to meet ESLO. Traditional ESLO-unaware scaling would either em-

ploy too many instances or violate ESLO targets. Significant amounts of energy is also saved by

CSPs/Edge-Providers by increasing server utilization and hosting fewer active servers. Besides,

ESLO-aware capability on Edge platforms with even stricter E2E delay targets demonstrates the

genericness and versatility of my proposed framework. While the preliminary studies are encour-

aging, further engineering required for large-scale deployments are beyond scope of the current

work.

5.7 Related Works

The vast majority of literature on cloud response time optimizations for end-system servers[27,

136, 92, 30, 112, 17] and intra-cloud network[137, 138, 139, 140, 141, 142] ignore external network

delays. Very few works[46] have discussed the impact of external delays on user-perceived response

time. [143], etc. present delay breakdowns along user request-response paths, revealing significant

overheads introduced by external network delays. [46, 144] etc. further demonstrate the impact of

external network delays on the user’s QoE. But all this prior work has adhered to the CSP-centric

paradigm for SLO enforcement. To the best of our knowledge this paper presents the first work that

proposes and implements a paradigm shift to a user-centric End-to-end SLO (ESLO) enforcement.

Deadline-aware scheduling approaches for soft and hard deadlines have been thoroughly studied

over several decades. In the cloud-context, such scheduling strategies are employed by resource

managers[145] and Job schedulers[102, 32]. But such scheduling approaches are designed for ei-

ther instances or data-centric jobs, not for user requests to microservices. Some works perform

headroom-aware request scheduling[139, 24] on instances to pull back the tail latency of servers,

thus meeting the SLO. But such works must also account for variable external network delay to

enforce ESLO. There have also been many studies of cloud-based instance scaling strategies[146,

147, 148, 149, 150, 151, 152] using resource utilization and load metrics. Machine-learning based

predictive scaling strategies[153] are already supported by cloud Autoscalers. My proposed scaling
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is a much simpler but orthogonal approach that enforces ESLO. Existing SLO-enforcing scalers can

easily adopt our strategy to support the ESLO-paradigm.

Many CSPs and LC-Services support multiple subscription tiers. LC-Services can also support

mixed request types with different service distributions [17] and QoE characteristics[121]. My

proposed framework needs further adaptations to evolve into a multi-tier ESLO-enforcing frame-

work. Pricing based utility models for Users(e.g. [154]) or CSP-clients(e.g. [155]) can guide a CSP

when chalking out optimal pricing for certain SLO requirements. Given a certain pre-agreed SLO,

my work focuses on optimizing resource utilization. The proposed ESLO metrics may be defined

through domain specific languages [156, 157].

My work and E2E[46] have some resemblance in that both consider external delay metrics to

perform scheduling decisions for user requests. But these are entirely different approaches. E2E

maximizes average user QoE by performing external network delay aware scheduling. But what we

propose is a paradigm change, wherein CSPs can offer QoE targets to Application owners as new

SLOs and guarantees can be provided on tail QoE of Users. This needs a redesigning of the entire

control-plane.

5.8 Conclusion and Future Work

My previous works attempted to develop control plane strategies for exploiting heterogeneity in

traditional cloud-centric paradigm. During the course of the research on exploting heterogeneity I

realized that current paradigm does not guarantee the user QoE expectations. So in this chapter I

proposed a user-centric paradigm for LC-Service execution and proposed a novel set of control plane

strategies that are needed to implement this paradigm. In effect, this work proposes a paradigm

shift from cloud-centric to user-centric SLO enforcement. By acknowledging external network delay

and addressing its variability, CSPs can guarantee stricter user QoE based SLOs such as a high

target QoE value for 99% QoE. I proposed and implemented scheduling and scaling strategies for

this new cloud framework that support meeting a user-centric SLO which is referred to as the

ESLO. These strategies exploited the variability in the external network delay. We presented a
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proof-of-concept of the entire system on a Kubernetes-based edge cloud supporting an LC Service.

Additional challenges may emerge in large-scale deployments of the proposed framework by CSPs.

For example, the scaling strategy may require further engineering to accurately account for the

intra-cloud network delays. In chapter 7.2, I present details of several more opportunities for future

work in the proposed user-centric domain. I hope that the feasibility of the proposed approach

motivates future research in this direction.
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Chapter 6

Control Plane Strategies to Exploit

Cluster Heterogeneity for ESLO

6.1 Background

In the previous chapter I presented the User-centric paradigm and an implementation framework

that could guarantee End-to-end SLO (ESLO) for end-users of microservice-based LC-Services. We

saw that by adopting new instance-level scheduling and cluster-level instance scaling techniques

in the control plane, CPU utilization could be maximized and resource consumption minimized.

However, as discussed in earlier chapters, traditional control plane strategies need to be adapted

for real-world heterogeneous clusters. Similarly, my proposed ESLO framework also needs to be

adapted to make it heterogeneity-aware.

In Chapter 2 and 3, I presented two different cluster-level approaches to exploit cluster heterogene-

ity. However the same approaches cannot be directly used in my proposed ESLO framework since

incoming request have varying execution headroom. Unlike in Chapter 2, the cluster-level load can

not be correlated to a server/cluster configuration since external network delay distribution of the

requests too contributes to the choice of optimal set of cores. With an additional input variable in

the form of a distribution, RL-learning would be prohibitively expensive and thus I believe infeasi-
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ble for this purpose. The heuristics discussed in Chapter 3 rely on identifying the MSG-Capacity

for a CPU core. However, in presence of variable headroom, no such metric can be determined for

a core.

Since I cannot apply both the prior proposed approaches to the proposed user-centric framework,

I present a novel approach in this chapter that takes external delay variation into consideration. I

demonstrate how external network delay variability can be leveraged to reduce energy overhead by

exploiting cluster-level heterogeneity. I propose a novel delay-spectrum based load partitioning be-

tween slow-efficient (SE) and fast-inefficient (FI) CPUs, and show that on a small scale deployment

we can achieve between 5-62% power saving (Section 6.4). Note that I do not consider Core het-

erogeneity or Core-frequency heterogeneity in this chapter and leave exploiting such heterogeneity

to future work. Also, I do not consider a generic cluster-level 2D-heterogeneity as in Chapter 3 but

rather a 1D-heterogeneity with slow-efficient (SE) and fast-inefficient (FI) CPUs as in Chapter 2.

Note that, the heterogeneity-aware load partitioning approach described in this chapter saves energy

by exploiting cluster heterogeneity, but it is not necessarily an optimal approach. Further saving

may be achieved by other load balancing approaches based on optimization theory. However, my

proposed strategy is easy to implement with popular Load-balancer softwares (like HAProxy) while

still achieving significant benefits as shown in later sections. In this chapter, I do not discuss any

related work since all works are already discussed in the previous chapters.

6.2 Exploiting Cluster Heterogeneity in ESLO Paradigm

Like in previous chapters, load could be partitioned in an optimal ratio between the different types

of server CPUs. But unlike prior chapters, deriving this optimal ratio would need the external delay

distribution to be factored into the derivations based on Chapter 5. But the resultant optimal ratio

would be highly volatile and would need to be updated every epoch by the load balancer. The

corresponding scaling derivations too would be complicated, hard to implement and ineffective in

meeting ESLO in real-world system.
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To avoid these challenges, I adopted an alternative load partitioning approach. I partitioned the load

along the delay-spectrum instead of the conventional load-spectrum, i.e. instead of determining the

ratio of distribution between server CPUs, I determine an external delay threshold as a partitioning

marker for the incoming requests. Prior works [35, 34] have partitioned requests along the Load

Spectrum, i.e. when aggregate load exceeded the SLO-conforming load capacity of the SE-cores,

extra load was diverted to the FI-cores. In contrast, I propose a load partitioning strategy along

the External Network Delay Spectrum (described below). This approach is particularly suitable

for the user-centric paradigm since external delay variability translates to headroom variability for

incoming requests. Unlike in cloud-centric paradigm where headroom is fixed for all requests, the

headroom variability in user-centric paradigm presents an opportunity for load partitioning along

an alternate spectrum, i.e. the external network delay spectrum.

6.2.1 Delay-spectrum based Load Partitioning

I based my load partitioning strategy on three key observations. First, faster nodes can achieve

higher utilization compared to slower nodes when servicing requests with longer external network

delay requests. Second, throughput and utilization of slower nodes significantly improves for lower

external network delays. Third, past studies [34] have shown that, in a heterogeneous node, max-

imizing utilization of the SE cores maximizes the energy efficiency of the node. Extending these

insights to a heterogeneous cluster motivated me to partition the external network delay range such

that faster nodes serve requests with longer external network delay (and hence lower headroom).

This enables the SE nodes to achieve higher utilization, while ensuring high throughput for requests

with longer external network delay. Again, note here that the objective of this load partitioning

strategy is to demonstrate the feasibility of energy saving by leveraging cluster heterogeneity and

exploiting external network delay variability. Determining the optimal control plane strategy is left

for future work.
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6.2.2 The Algorithm

I consider requests with external network delay in the range [Tmin, Tmax]. The load partitioning

task first requires identifying a threshold delay, Tth, such that requests in the range [Tmin, Tth)

and [Tth, Tmax] are forwarded to SE and FI nodes, respectively. To determine Tth, I first make an

assumption that the number of SE node instances are capped. This is a realistic assumption since,

given an unconstrained number of SE nodes, CSPs would always prefer using them to minimize

cluster energy overhead. I assume that SE and FI nodes have mean service rates of µSE and µFI ,

respectively. I further assume that ΛSE Tmax is the maximum ESLO-conforming cluster load for

the entire delay range with maximum possible SE node instances. Note that ΛSE Tmax varies with

the delay distribution.

As per my proposed control plane strategy, no partitioning is performed when the cluster load (Λ)

is less than ΛSE Tmax . For these load levels, all LC-Service instances are hosted on SE nodes which

are scaled following the strategy described in Section 5.5. When Λ exceeds ΛSE Tmax , I determine

Tth and partition the load based on the external network delay. I determine Tth as follows. Upon

partitioning, the aggregate load serviced by SE nodes, ΛSE Tth , would be Λ∗
∫ Tth
Tmin

P (T = t)dt. The

corresponding pod level load λeslo can be derived from Equation 5.7 and is given by

λeslo =
Λ

N
∗
∫ Tth

Tmin

P (T = t)dt+ ε (6.1)

=
Λ

N

Tth∑
t=Tmin

P (T = t) + ε (6.2)

Replacing the λeslo value in Equation 5.5 and Equation 5.6, provides the continuous and discrete

version of an equation for Tth. The latter is given by

Tth∑
t=Tmin

e−(µ−λeslo)(Deslo−t) ∗ P (T = t) = 1− x (6.3)

While the resultant discrete version for Tth can be hard to solve, I adopt a heuristic approach to

determine it in a real implementation. The delay range [Tmin, Tmax] is partitioned into bins and the

delay probabilities are evaluated for each bin. I evaluate the left-hand expression in Equation 6.3
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starting with the lowest delay bin consisting of Tmin. By incrementally expanding the range, we

can eventually obtain the Tth for which the value of the expression is closest to but less than 1−x.

The heuristic is only of O(n2) with the number of delay bins. Hence, it can be executed per epoch

for several fine-grained delay bins without significant overhead.

Although I explored only two-level heterogeneity in this study, the proposed approach can be

extended to n node types with n-1 delay thresholds, where each delay threshold can be incrementally

calculated.

6.3 Adapting ESLO-aware Control Plane for Heterogeneity-awareness

To introduce heterogeneity-awareness in the ESLO-enforcing framework discussed in the Chapter 5,

I did not need to add any additional component to the control plane, but instead updated the 3

proposed components as follows.

6.3.1 Adapting ESLO-aware Scheduler

The Scheduler works at the instance level on a single core. Since I did not consider Core-frequency

heterogeneity in this work, not heterogeneity-awareness is required to the scheduling strategy.

However, the Scheduler must be aware of the service capacity of the hosting core to perform correct

service time and headroom calculations. The Task scheduler may perform a sample execution while

loading to determine the service capacity of the hosting core. In my implementation I statically

updated the capacity values since the values are universal for each core type. The capacity values

are then used for subsequent calculations by the scheduler.

6.3.2 Adapting ESLO-aware Scaling

The scaling strategy is similar to that of E-first heuristics-based strategy described in Chapter 3

where scaling is done for the SE core instances as long as an SE core is available. The FI cores are
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scaled when load is high enough that SE core instances cannot meet the ESLO. To implement this

strategy in Kubernetes, it must be closely co-ordinated with the load balancing strategy.

The ESLO Manager orchestrates both the scaling and the load-balancing strategy in my implemen-

tation. Based on the aggregate load metric in the past epoch, the Manager first determines if ESLO

can be met with instances hosted on SE-instances only. If so, scaling of instances is performed only

on SE nodes. If not, the manager calculates the delay threshold Tth as discussed above. Then the

manager schedules the maximum possible number of instances on SE nodes and schedules addi-

tional pod creation on FI nodes. It performs future scaling on FI nodes until the cluster load falls

below ΛSE eslo. However, the LB-Pod can only perform load partitioning across multiple registered

Kubernetes Services. Thus I register a separate Kubernetes Service for each type of node, running

the same LC-Service container image. Having separate node-type-aware Services also helps the

ESLO Manager to separately scale the instances of two node types (as in Section 5.5). The virtual

IPs for both services are registered as backend LC-Service servers with LB-Pod.

6.3.3 Adapting ESLO-aware Load-balancing

The load balancer is the most crucial control plane component that performs the partitioning

of the traffic in my implementation. The heterogeneity-unaware load balancer adopted a simple

equi-partitioning approach. In my proposed heterogeneity-aware version, the partitioning occurs

at two levels. First, the requests are partitioned based on their external network delay metric:

the smaller headroom requests are forwarded to the Service-level Load balancer for FI nodes,

while the ones longer than partitioning threshold are sent to SE nodes. The Service-level Load

balancer then performs the second level of partitioning with an equi-distribution approach among

the homogeneous cores of either FI or SE types. The threshold is updated every epoch based on

measured cluster load and the subsequently scaling adaptations need to performed as mentioned

above.

To implement the partitioning, the RTT information is first collected from the socket layer of in-

bound TCP connection for request. HAProxy allows custom rules (called Access Control Lists or
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ACLs) for traffic management on a per request-basis. Using an ACL rule, the RTT is inserted as

a custom HTTP header Conn-RTT before forwarding the request over the backend connection.

I define another ACL rule which then checks if the value of RTT in the Conn-RTT field is less

than Tth. If so, the request is forwarded to the virtual IP corresponding to the SE-node’s Ku-

bernetes Service. If not, it is forwarded to the FI-node’s Kubernetes Service. Subsequently the

Service layer determines its destination LC-instance pod based on configured IPVS load balancing

policy (round-robin for our implementation). To dynamically update Tth, I exploit the dynamic

ACL reconfiguration feature in HAProxy. The ESLO Manager performs this dynamic update over

pod-to-pod IP communication, upon which subsequent requests are partitioned based on the new

threshold.

6.4 A Case for ESLO-aware and Cluster Heterogeneity-aware Re-

source Management on an Edge Cluster

To study the efficacy of my proposed approach, I extended the ESLO framework as per the details

described in the previous section and performed the experiments for the edge-based case study as

discussed in Chapter 5.6.

Figure 6.1: This table of results shows the effectiveness of the load partitioning algorithm with
increasing load in a system with two types of nodes: SE and FI. The small discrepancy between
the estimated and the actual and load partitioning delay (Tn) to meet the ESLO objective suggests
engineering a small correction factor.
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To demonstrate the energy saving opportunity, I hosted LC-Service pods on Intel Haswell-based(FI)

and Intel Atom-based(SE) servers. Pods on both server types were reachable via separate Kuber-

netes services and were separately scaled by the ESLO manager. For this study, I assumed the

maximum number of SE-hosted pods was 2. Power measurement were done using RAPL coun-

ters. I explored the optimal load partitioning that meets the ESLO for various cluster loads. The

estimated delay threshold Tth was obtained from Equation 6.3. A delay bin size of 1 msec was

used to calculate Tth. The optimal Tth that meets ESLO was experimentally obtained. Results of

my experimental study is summarized in the table from Figure 6.1. Without a correction factor, I

observed higher deviation from the estimated Tth for higher loads. Since the mean service times of

SE-pods were at least twice that of FI-pods, they are more more sensitive to an ESLO violation due

to traffic bursts or service time variations. The sensitivity would be even greater for LC-Services

with shorter delay requirements, and would need a correction factor. However for lower load levels,

the discovered threshold of Tth closely matched the estimation.

I compared the dynamic power consumption of a heterogeneous deployment with a homogeneous

deployment of FI-pods only. Both deployments were dynamically scaled by the ESLO Manager to

meet the ESLO. I observed that at low loads, SE-pods alone can be employed, thereby saving a

lot of power otherwise consumed by FI-pods in a homogeneous deployment. As cluster-level load

is increased, the threshold delay for load partitioning decreases, resulting in an increased section

of delay spectrum being serviced by FI-pods. While the SE-pods remain maximally utilized, more

FI-pods are employed at higher loads and cluster-level power consumption is mainly driven by the

number of FI-pods used and their utilization-level. Since CPU power consumption is known to

increase non-linearly with utilization, I observe non-linear energy saving with load increase. Power

saving is lower when FI-pods in a heterogeneous cluster had higher utilization.

While I presented a small-scale study to demonstrate the power-saving opportunity, the findings are

also applicable to large-scale cloud deployments where significant amounts of energy can be saved

by exploiting a few energy-efficient servers during low traffic periods. Besides ESLO-enforcing

capability on Edge platforms with even stricter E2E delay targets demonstrates the genericness

and versatility of my proposed framework.
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6.5 Conclusion and Future Work

In this chapter, I demonstrated the feasibility for energy saving on heterogeneous clusters by de-

signing a novel load partitioning strategy along the external network delay spectrum. I presented a

proof-of-concept of the entire control plane by extending the ESLO-enforcing framework described

in the previous chapter.

The proposed energy saving approach suggested in this chapter may not be optimal. I neither

performed optimization analysis nor derived an optimal theoretic load partitioning strategy. I

have also not considered exploiting other forms of heterogeneity (i.e. CPU heterogeneity and

Core-frequency heterogeneity) in the user-centric approach. My proposed strategy assumes a 1D-

heterogeneity in cluster where the slower core is also the more efficient core. Future studies should

address these shortcoming and assumptions to performing optimal energy saving in a heterogeneous

cluster.
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Chapter 7

Conclusion and Future Works

7.1 Summarizing Research Conclusions

Cloud computing for microservices-based Latency Critical Services (LC-Services) has been heavily

researched in the past decade. A major subset of this research has been aimed at solving the tail-

energy conundrum [91, 12, 92, 10, 27, 93, 59, 94, 24, 17, 14, 11, 95] as explained in Chapter 1. The

continuous evolution of the underlying server hardware, software architectures, frameworks and

use cases for cloud-hosted applications requires new approaches to cloud resource management. In

addition, as cloud warehouses grew over the past decade, heterogeneity has evolved as a unique

challenge for the CSPs. The variability in processing speeds and power profiles among various

compute units within the cloud leads to heterogeneity, both in service time and energy footprint

of identical request tasks. In the context of this continuously evolving cloud research domain, my

research work tries to explore three unique research frontiers: exploiting heterogeneity, improving

efficiency in supporting LC-Services, and achieving higher user QoE.
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7.1.1 Exploiting Heterogeneity

In this thesis, I propose and analyze control plane strategies that exploit various forms of hetero-

geneity that exists in current generation cloud clusters to improve the efficiency of the LC-Services.

Some of the proposed approaches have great potential for future software and hardware infrastruc-

tures. The various forms of heterogeneity addressed and/or exploited in my research are discussed

in the following subsections.

7.1.1.1 CPU Heterogeneity

In Chapter 2, I demonstrated that using Heterogeneous Multi-Processors (HMPs) in a cluster

not only presents energy saving opportunity at the server level but also at the cluster level. By

maximally utilizing the slower but efficient cores of HMPs across the clusters, use of faster and

inefficient cores can be minimized across the cluster. I developed Greeniac, a reinforcement learning

agent, to learn the optimal service configurations for a given load. I exploited problem specific

optimizations to not only speed up its learning phase but also learn the most efficient cluster-level

service configurations for different cluster loads. Though HMPs have not gained popularity with

cloud warehouse owners, they are particularly promising for smaller cluster deployments such as

edge and fog cloud platforms.

Due to lack of availability of commercial HMP-clusters, I developed and implemented an event-

based simulator, HMP-ClusterSim, that simulates a cluster based on a queuing model. In each

server, I implemented an HMP with multiple small and big cores. The throughput and power

characteristics used to simulate the HMP were obtained from real system measurements. I verified

the correctness of the simulator by comparing with the theoretical results of M/M/1 server imple-

mentation. Subsequently I implemented Greeniac on HMP-ClusterSim to verify its efficacy and

perform various sensitivity studies.

I found that Greeniac saved more energy on larger clusters and on HMPs with greater disparity

in energy efficiency between its cores. I also found that an increased variability in service times,

increased compute load and increased SLO strictness result in faster saturation of small cores and
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greater use of big cores. However, Greeniac managed to learn the efficient service configurations in

all cases while meeting the latency SLO of LC-Services.

7.1.1.2 Cluster Heterogeneity

In Chapter 3, I discussed experiments performed to demonstrate how cluster heterogeneity, both

along the dimensions of capacity and energy efficiency, can result in non-optimal throughput and

energy footprint. To reduce this inefficiency introduced by co-existence of multiple types of server

processors within cloud clusters, I proposed heuristics-based control plane strategies in the chapter.

First, I identified the optimal strategy for each of the two dimensions of heterogeneity, separately. I

proposed a novel Maximum-SLO-Guaranteed-Capacity (MSG-Capacity) proportional request dis-

tribution technique to address the capacity heterogeneity among CPUs. This approach relies on

the identifying the maximum attainable throughput of a CPU that still guarantees the latency SLO

for an LC-Service. To address efficiency heterogeneity, I proposed an Efficient-first (E-first) heuris-

tic for request distribution. As per this approach, CPUs with higher efficiency must be always

preferred by instance scaling routine to schedule new service instances over less efficient CPUs.

Then by superimposing both approaches I proposed an Energy-efficiency and MSG-Throughput

(E-MT) request distribution strategy. The E-MT strategy maximizes utilization while minimizing

the energy footprint of the target LC-Service on any typical heterogeneous cluster with capacity

and energy efficiency heterogeneity.

To perform a generic study on heterogeneous clusters, I extended the HMP-ClusterSim, to simulate

a cluster with non-identical servers, each with identical cores. Real capacity and power character-

istics of existing processors were used in its simulation of servers.

7.1.1.3 Core-frequency Heterogeneity

In Chapter 2, I described how I trained Greeniac to also consider energy savings gained by exploiting

core-frequency scaling or DVFS for the big and small cores. Due to the super-linear relation between

frequency and power, CPUs can be relatively energy-efficient at lower frequencies. Power profiles
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of CPUs at different frequency levels are measured and used to train Greeniac as possible service

configurations for a CPU core.

I also put Core-frequency heterogeneity into use, as discussed in Chapter 4, when exploring OS-level

optimization approaches to reduce inefficiency caused by interrupt and kernel-level queuing delays.

By adapting scaling application servicing cores, kernel socket buffer queue lengths and hence the

queuing delays could be managed using a Runtime Manager. Besides saving energy, this helped in

both meeting SLO targets and improving latency predictability for the LC-Services.

7.1.1.4 External Network Delay Heterogeneity

In Chapter 5, I presented a different type of heterogeneity, occurring not in compute elements, but

rather in external network delay of user requests. Current cloud-centric SLO-guaranteeing frame-

works being agnostic of the external delay of requests, can result in bad user QoE. By introducing

awareness about this inherent heterogeneity into the cloud’s control plane, statistical guarantees

can be instead placed on the user perceived response time or the user QoE. By performing exter-

nal network delay aware scheduling on servers, both the tail QoE and server utilization could be

improved.

In Chapter 6, I presented a unique way to improve the efficiency of cloud clusters wherein cluster

heterogeneity could complement external network delay heterogeneity. By serving requests with

longer delays on fast but energy-hungry CPUs and non-delayed requests on slow efficient servers,

greater energy saving could be achieved while meeting QoE requirements.

7.1.2 Improving LC-Service Efficiency

In the attempt to optimize LC-Service execution, I identified and addressed 3 different efficiency

goals. An important objective throughout my research has been to continue to address the Tail-

Energy conundrum while exploiting various forms of heterogeneity. In addition, in Chapter 4, I

also aimed to improve predictability of server response time.
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7.1.2.1 Energy Saving

An important objective of my research was to maximize energy saving for LC-Services. In Chapter 2

and Chapter 3, I showed that opportunity of significant energy saving through cluster level load

management by the control plane. In Chapter 2, energy saving were achieved in HMP cluster by

always preferring smaller-efficient cores for execution over big inefficient cores. In Chapter 3, this

approach was generalized i.e. task scheduling and load distribution in the control plane was biased

in favor of the more efficient CPUs in a heterogeneous cluster. Similarly in Chapter 6, energy

saving was gained by exploiting cluster heterogeneity for specifically servicing delayed requests

on less efficient faster servers. The energy saving shown in all three chapters are significant. In

Chapter 4, energy saving was gained within a server by frugally boosting the core frequency of

servicing cores, when SLO was threatened by kernel-level queuing delays.

7.1.2.2 Throughput

While meeting the SLO latency target was a prerequisite in my problem statements, I also achieved

increased server utilization or cluster throughput using my techniques. In Chapter 3, I identified a

unique CPU-specific heuristic called Maximum SLO-Guaranteed Capacity (MSG-Capacity). Cores

running at higher than this utilization level start violating SLO. Thus using this heuristic for

proportional load distribution between the cores maximizes the throughput in a heterogeneous

cluster. In Chapter 5, I showed that using an external network delay aware scheduling can also

enable significantly increased server utilization while meeting QoE targets.

7.1.2.3 Latency Predictability

In Chapter 4, I showed that high interrupt rate can cause wide variations in the server response

times. This is due to frequent switch-out and migration of application context by the interrupt-

handler at high request loads. By using a centralized IRQ handling core and frequency scaling it

to meet high IRQ-processing demand, application cores are no longer context switched and achieve

a very predictable latency.
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7.1.3 Meeting SLOs

SLO enforcement is a rarely explored research topic in this domain. In my work, I studied the

impact of tuning SLOs and explored alternate SLO paradigms suitable for future use cases.

7.1.3.1 Cloud-centric SLO

In part of my research (in Chapter 2, 3 and 4), like in most other research in this domain, I have

considered the server response latency as the metric for service level objective for LC-Services. This

includes the service time and the queuing delay within the server. Specifically, the objective was

to provide statistical bounds on server response latency. In Chapter 2, I studied how varying SLO

strictness impacts optimal cluster configuration learnt by Greeniac. Increased strictness leads to

lower utilization, more use of big cores and thus higher energy consumption. In Chapter 3 too,

I showed that in case of capacity heterogeneity within a cluster, capacity-based load distribution

suffers lower cluster throughput with increase in SLO strictness, while the proposed MSG-Capacity

based distribution is immune to its variations.

7.1.3.2 User-centric SLO

I found the traditional server latency bounds to be cloud-centric, and thus proposed a user-centric

end-to-end SLO (ESLO) in Chapter 5. By guaranteeing statistical bounds on end-to-end delay as

observed by the users, user QoE could be guaranteed. Guaranteeing ESLO required accounting

for external network delay in the cloud control plane. I developed external delay-aware scheduling,

scaling and load balancing components for a Kubernetes-managed cluster to implement the ESLO

in a real cloud testbed. The proposed ESLO is a paradigm shift from the traditional cloud-centric

approach.
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7.2 Future Works

My research has identified a number of important research problems that can be explored as a

part of future work. In this section I discuss some of these problems. These studies would build

upon my work and can further improve resource management in production cloud and edge cloud

platforms.

7.2.1 Hardware Infrastructure Related Research

My research was partly built on a simulation-based study on the efficiency impact and opportunities

presented by various forms of compute heterogeneity. More extensive study is required to further

understand the impact under real production cloud platforms and workloads, especially in wake of

evolving hardware infrastructure in public clouds. Following is a list of future research yet to be

explored in this area.

• In my research I have not considered the effect of interference experienced by applications

from co-located server workloads. However, cloud servers employ many-core processors which

might run several service instances and batch jobs from a variety of workloads concurrently.

As these concurrent jobs share non-compute resources such as memory hierarchy and net-

work bandwidth, these co-executing processes can introduce significant contention for these

resources. The resulting performance and tail latency degradation can result in both SLO

and ESLO target violations. Research is required to develop methods to minimize such inter-

ference. Additionally, the control plane load balancing and scaling strategies need to adapt

dynamically to avoid SLO and ESLO violations due to these contentions.

• Performance of memory-intensive LC-Services could depend on the performance of memory

hierarchy in individual servers. Due to the evolution of memory technology, newer memory

options such as high-speed DDR RAMs, high bandwidth memory, 3D NAND memory, PCIe-

based SSD, etc., would co-exist in future server hardware. This would increase variability in

data access time as it will depend on where the application data is located. The resulting
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variability in service time needs to be minimized by intelligent data placement algorithms

or accounted for when employing control plane strategies proposed in my work. Similar

studies are also required for Non-Uniform Memory Access (NUMA) server platforms which

have different memory access times for local and remote memory modules. Novel memory

management strategies could be developed that can reduce the variability in service times

and throughput.

• Future cloud platforms are expected to be sustainable. Switching from brown to green en-

ergy brings in challenges like power budget management, limitation on power spikes due to

bursty task arrivals, efficient cooling technology, etc.. Control plane strategies need to adapt

accordingly when exploiting heterogeneity in such energy-constrained platforms. CPU power

management techniques are also evolving in modern CPUs due to the use of faster and effi-

cient voltage regulators, power gating and power-limiting technology. These techniques affect

the throughput, tail latency, and efficiency of LC-Services dynamically and thus require to

be managed in coordination with control plane strategies to maximize the performance of a

heterogeneous system.

• A significant source of response delay could arise from the intra-cloud network delay. In my

research, I ignored this delay. However, when designing the strategies for longer millisecond-

order tasks, intra-cloud network delays must be accounted for when they are comparable to

service latencies of LC-Services. Making the intra-cloud delay more predictable would make

it easier to guarantee ESLO. Advancements in cloud network topology and infrastructure will

allow proposed control plane strategies to be implemented in the network hardware. Software

Defined Networking (SDN) can also be leveraged to implement novel techniques to exploit

heterogeneity efficiently.

• Current generation of high-bandwidth network interface cards (SmartNICs) also posses com-

pute capabilities. Service processing may be offloaded to SmartNICs for a faster and energy-

efficient processing without OS overhead. However, research is required to investigate for

possible bottlenecks in SmartNICs specifically for non-application-level execution path at

different load levels. Hardware-specific enhancements in custom NICs could also enable effi-

cient and effective request scheduling within the servers to implement ESLO-aware resource
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management.

• Several prior research works have studied ways to exploit heterogeneous architectures like

GPUs, FPGAs, and TPUs, for efficient cloud service execution. While accelerators are highly

energy-efficient, they are not generic enough to solely execute LC-Services. However, with

future transition from discrete accelerators to CPU-integrated accelerators, cluster level het-

erogeneity can result in much wider disparities in capacity and efficiency of CPUs for certain

workloads. Control plane strategies for scaling and task scheduling will need to be revisited

for enforcing ESLO guarantees.

7.2.2 Software Framework Related Research

Cloud platform host a highly complex software infrastructure involving several control plane compo-

nents that perform many tasks including resource management, monitoring, load balancing, power

management, dynamic network configuration, and data management, both at the cluster level and

at the server level. My research described in this dissertation will require additional studies and

adaptation before being adopted on a production-ready public cloud platform. Following are some

of the areas of future work in this domain.

• Public cloud providers often use custom network protocols or customized TCP/IP configu-

rations for communications between the servers. With millions of flows being simultaneously

handled by the networking software stack, intra-cloud network delay depends largely on the

congestion control algorithms, buffering capacities, type of flows and the current state of net-

work traffic, Since I have not explored networking aspect of LC-Service deployment, further

studies are required to take them into considerations while performing efficient scaling and

load balancing decisions across networked clusters.

• In this thesis, I have demonstrated the benefits of exploiting cluster level heterogeneity, but

on the scale of a small cluster. Typical public/private cloud platforms perform resource

management on thousands of servers. Scaling multiple LC-Services, load balancing requests

across numerous machines and locality-aware resource allocation are not straightforward on
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large clusters. Adapting my proposed approaches for such large-scale deployment requires

further studies.

• Over the past decade, deployment units for application services have changed from VMs to

containers to micro-VMs and more recently Unikernels. Each of these approaches incurs dif-

ferent server-level overheads and requires its own set of optimal calibrations for the virtualized

server resources. For a multi-core server hosting multiple workloads to maximize its utiliza-

tion, the network stack must be analyzed for interrupt and queuing-related bottleneck, in the

base OS platforms, the hypervisor platform and the deployment units to identify sources of

inefficiency.

• The cloud software infrastructure has become extremely heterogeneous over the past decade.

To cater to a variety of application owners and to compete with other cloud owners, CSPs

continuously work on introducing novel application execution paradigm and frameworks. The

deployment models may be public/private or hybrid. The service models could be IaaS,

PaaS, SaaS, CaaS or FaaS based. Similarly, applications might rely on bigdata frameworks

like Hadoop and Spark or require streaming data processing using platforms such as Amazon

Kinesis, Azure Stream Analytics, and Apache Kafka. For resource management, CSPs rely

on container orchestration frameworks such as Kubernetes (or its variants), Azure Container

Instances, and Amazon ECS. Recently popular serverless compute platforms such as AWS

Fargate, AWS Lambda, Google Cloud Run or Azure Functions also present cost-effective and

low overhead deployment alternatives for application owners. My research is primarily based

on Kubernetes-hosted microservices. However, a comprehensive study is required to exploit

heterogeneity and implement user-centric SLOs in other platforms as well.

• While my research is applicable to generic cloud infrastructure, application deployment could

be partitioned across multiple cloud domains in a multi-cloud setting. The service infras-

tructure might also spread across multiple tiers, from public clouds to fog cluster to edge

platforms. Exploiting heterogeneity and guaranteeing ESLOs on such multi-tier deployments

can be even more challenging and needs further study.
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7.2.3 Differences in Application Characteristics

• Cloud-based applications are typically implemented a collection of several microservices com-

municating with each other. An incoming request traverses through a Directed Acyclic Graph

(DAG) of services before producing the final response for the users. In this this I the tech-

niques used were applicable for a single service. To guaranteed SLO for a chain of LC-Services

requires a more holistic approach. Accordingly, heterogeneity exploiting strategies need to

adapt too. Efficiently enforcing ESLO on such a DAG implementation would need further

studies.

• In my studies I assumed the LC-Service service time to follow a standard distribution. How-

ever real microservice deployments can witness wide variations in service times. This variation

could be either due to different request types or due to variation in persistent data access

time. Such variations must be accounted for when performing control plane level management

of heterogeneous clusters.

• Application owners sometime offers multiple subscription tiers for their application usage.

Different tiers might have different SLO requirements. The same might apply to ESLO as

well. Implementing control plane strategies for such applications requires prioritization of

request based on their tiers. Thus the proposed load balancing and scaling techniques for

heterogeneous clusters and ESLO-enforcing framework would have to take such additional

user context into account.

7.2.4 User Characteristics

Requests received by the LC-Services come from different users. Current cloud-centric frameworks

do not consider user context when performing control plane decisions. But to meet user-centric

SLOs, user context need to be taken into account while making control plane decisions. For an LC-

Service, type of requests, their traffic patterns and request inter-arrival times depend significantly

on its user characteristics. To make timely decisions that save energy and meet SLOs, users

characteristic could be learnt through machine learning approaches. Then this can be exploited in

160



developing pro-active control plane strategies for load partitioning on a heterogeneous cluster.

7.2.5 Business and Pricing Models

From the perspective of CSPs and application owners, SLOs and customer pricing models signifi-

cantly impact each other. CSPs would like to offset the total cost of ownership of cloud warehouses

by charging the tenants and application owners in order to meet their revenue targets. Applica-

tion owners in turn would choose the cloud providers that offers the best price for their expected

quality of service. Accordingly, they develop their custom pricing models to meet their revenue

goals. Developing pricing models that are revenue generating for both stakeholders is complex and

requires balancing the LC-Service targets, energy objectives, infrastructure logistics and service

costs. For a new execution paradigm, newer models need to be built. Similarly, a thorough study

on revenue benefit gained by exploiting heterogeneity on large scale can trigger a shift in cloud

industry towards increasing cluster heterogeneity to reduce future energy footprint.
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