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ABSTRACT 

LBL 997 

A detailed analysis is presented of the reactions pp ~ pp, pp ~ ppn O, 
and pp ~ pn+n. The production cross sections are found to be 11.47 ± 0 .. 33 mb, 
2.54 ± 0.16 mb, and 5.73 ± 0.35 mb, respectively. The t dependence of 
elastic scattering can be described by the form exp(7.9t) over the range 
0.05 < -t < 0.50 GeV. The single particle distributions for the sing1e­
pion production processes are presented. Further detailed analyses are 
presented which demonstrate that pion-exchange phenomenology, both elemen­
tary and Reggeized, can account for the gross features of the peripheral 
pp ~ pn+n data for M(pn+) < 2.4 GeV. Isospin 1/2 isobars are produced by 
some other processes in the channel pp ~pN*+, especially when the invariant 
mass of the pion with the unrelated proton is large. We discuss the pro­
perties of these isobars. 
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I. INTRODUCTION 

In this work we report our analysis of elastic scattering and single pion 

production in proton-proton collisions at 6.6 GeV/c. Analyses at other 

1 beam momenta in the range 2.8 to 28.5 GeV/c have already been presented. 

This analysis is based on studies of the reactions 

and 

pp -+ pp 

pp -+ pp 

+ pp -+ pTI n 

(1.1) 

(1. 2) 

(1. 3) 

We study the elastic scattering process (1.1) in order to obtain the 

total and differential cross sections. The reaction (1.2) and (1.3) data 

are analysed primarily to obtain clues to the identity of the dynamical 

single-pion production mechanism. In addition, we present the data in as 

complete a form as possible because of their size and clear utility to theore-

tical analyses. 

Within our analysis we extend our earlier pole-extrapolation results
2 

+ of reaction (1.3) to an invariant pTI mass of 2.02 GeV. We indicate in detail 

how our techniques can be applied to obtain dependable results in pion-

producing reactions, e.g., 'IT'IT or K'IT scattering cross sections from TIp -+ TITIN 

or Kp -+ KTIN data. We also summarize our earlier work on a narrow N+ (1470),3 

and Isotopic-spin separations,4 using the data of reactions (1.2) and (1.3). 

In Sec. II we discuss the beam, scanning, and measuring procedures. 

The subject of elastic scattering is treated in Sec. III; our procedure for 

correcting for missed events is described. The kinematic separation of 
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reactions (1.2) and (1.3) is treated in Sec. IVA. Cross section calculations 

and their dependence upon laboratory beam momenta are presented in Sec. IVB. 

Legendre series param,etrization,s of the single.,.particle center, of mass angular . ~ '. ." 

distributions are carried out in Sec. IVC .. 

Reaction (1. 3) is studied ~n detail in Sec. V. Single-particle distri-

butions of the c.m. momenta and ,four-momentum. transfer squared (t) are 

examined in Sec. VA.. The Dalitz plot ,and Hs projections. are presented in 

Sec. VB. Detailed two.,.dimensional studies of the Chew-Low distributions of 

h + d+ f' d t e TI p an TI n systems are put orth ln Secs. VCan VD, respectively. 

++ 
The pp + 6. (1238)n t distribution and d,ecay density matrix elements. are 

presented in Sec. VE; a possible production mechanism is suggested. The 

expanded pole-extrapolation analysis is detailed in Sec. VF for peripheral 

neutron production; reasonable TI+P elastic scattering cross sections are 

obtained. In Sec. VG a detailed peripheral analysis is presented for the 

data in three M(pTI+) bins; corresponding predictions of several theoretical 

models are exhibited. 

The work of Refs. 3 and 4 is discussed in Secs. VIA and VIB, respec-

tively. Our conClusions, are stated in Sec. VII. Finallyan appendix is 

included which lists the formulas used to,generate the theoretical distri-

butions which are shown in Sec. VG. 
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II. EXPERIMENTAL PROCEDURES 

The events were photographed in the LRL 72-in liquid-hydrogen bubble 

5 
chamber, which was exposed to the external proton beam from the Bevatron. 

The separated 6.6 GeV/c beam had a momentum bite of ±0.15% and possessed 

a small n+ contamination of less than 0.1%.6 

Portions of the film were scanned twice for events with two-prong 

topology. Approximately thirty-eight thousand of these events were measured 

on the LRL Spiral Reader and UCLA SMP machines. Kinematic fits of the data 

were attempted to the following hypotheses: 

w+w+~ (2.1) 

pp + pn+ +~ (2.2) 

pp + dn + (2.3) 

pp + dn+n D (2.4) 

pp + dn+ + ~ (2.5) 

Of course, fits were also attempted to hypotheses (1.1), (1.2) and (1.3). 

Processes (2.1), (2.2), and (2.5) represent unconstrained missing mass 

calculations. An analysis of the events representing reactions (2.1) and 

(2.2) was reported earlier
7 

and will not be discussed here. No further work 

was performed upon reactions (2.3) and (2.4). However, an upper limit of 

10 ~b was estimated earlier8 for the production cross section for reaction (2.3). 

, 
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III. ELASTIC SCATTERING 

One quarter of all pictures used in this experiment were doubly 

scanned. The difference between the two scans was resolved in a third 

scan. The efficiency after two scans was 0.998. Although all events found 

within alSO cm long fiducial volume were measured, an examination of the 

vertex location for those accepted events revealed a significantly lower 

passing rate for events found near the up- or downstream end of the volume. 

For the purpose of calculating cross sections, we have used only the doubly-

scanned sample found within the middle 60 cm of the fiducial volume. The 

reduced sample corresponds to 6.91 ]lbjevent. 

A second measurement pass was made on the doubly scanned rolls. We 

have assumed a 100% passing rate for the elastic scattering events after 

two measurements. For this reduced sample, we have 1227 examples of elastic 

scatters. In order for an event to be classed as an elastic scatter, it 

must fit the nominally four-constraint hypothesis of reaction (1.1) with 

kinematic chi-squared probability (CL) greater than 10 
-5 

In searching for possible systematic biases in scanning and measuring, 

we have examined the dip angle distribution for the recoil proton in the 

laboratory. The dip angle, ~, is defined as arc tan (P jp ), where the 
z x 

y-axis runs along the chamber and is approximately parallel to the direction 

of the beam track and the z-axis is parallel to the magnetic field and perpen-

dicular to the film plane. In Figs. lea), leb), l(c), andl(d) we display the 

experimental ~ distribut:l.ons for elastic scattering- events produced with 

"2 four-momentum transfer squared It I in the regions 0-0.05 GeV , 0.05 - 0.10 

GeV2
, 0.10 - 0:15 GeV2 , and 0.15 - 0.20 GeV2 , respectively. Dips, which 

increase with decreasing Itl, are observed at 90° and 2700 corresponding to 

events for which the recoil proton is parallel to the optical path of the 
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cameras. This group of events constitutes a sample of missing events which 

cannot be accounted for by assuming a random scanning loss. To compensate 

for this loss, two methods of correction have been attempted. First, 

percentage losses have been calculated assuming that the ~ distribution 

should be isotropic and that no loss is present within the regions of 

~ = 00 ± 80 and 1800 ± 80
• Second, the data have been fitted to the form 

F(~) = a + b Icos ~I. In this case, the number of corrected events is 

given by 2n(a + b). The two methods have been found to be consistent 

within statistics. Results from the second method have been used. The 

solid curves drawn in Fig. 1 represent the above expansion for F(~), using 

for a and b, the best fit values obtained in the least-squares fits to the 

data in Fig. 1. 

To carry out the correction we assign a weight to each event, equal to 

the inverse of the percentage of events found in scanning for that particular 

It I bin. Average weights between It I = 0 and 0.2 GeV2 in bins of 0.05 GeV2 

are 1.44 ± 0.06, 1.17 ± 0.07, 1.13 ± 0.09 and 1.12 ± 0.11. For It I > 0.2 GeV2, 

a single weight is calculated for that sample and isequal to 1.08 ± 0.07. 

The differential cross sections have been thus corrected and are shown in 

Fig. 2, with numerical values tabulated in Table I. 

It is apparent that the event loss in the first I t I bin (I t I .::. 0.05 GeV2) 

is still present, and is due to the extreme peripheral events in which the 

fast proton carries virtually all of the available beam momentum, rendering 

the recoiling proton undetectable in the bubble chamber. We feel with confi­

dence that the data for It I greater than 0.05 GeV2 are free of biases. 

The corrected differential cross sections have been fitted to a phen-

omenological form 

dO' dO' 
dt = dt (3.1) 

t=O 

, 

) 

• it 
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for 0.05 < -t < 0.5 GeV2 by means of a least-square method. The fitted slope 

parameter, b, is 7.94 ± 0.26 GeV- 2 and the intercept at t=O is 89.8 ± 5.9 

mb/GeV2. These values are consistent with those observed at nearby beam 

9 
momenta. Our value of b (the slope parameter) can be associated with the 

optical-model impact parameter R by the relation 

R = 2Vb "tic (3.2) 

and we find R= (1.12 ± 0.02) x 10-13 cm. 

Using the phenomenological expression for da/dt [Eq. (3.1)], we 

estimate the event loss, for -t < 0.05 GeV2, and thus obtain a value of 

11.47 ± 0.33 mb for the total pp elastic scattering cross section at 6.6 GeV/c. 

10 
Further, using the known total pp cross section in this momentum region 

we find our t = 0 intercept [from Eq. (3.1)] corresponds to a value of 

0.26 ± 0.13 for lal, the absolute value of the real to imaginary amplitude. 

This value for lal is consistent with the value of 0.33 obtained by Foley 
11 

et al. 

.'. 
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IV. ONE CONSTRAINT HYPOTHESES 

A. Kinematic Separation 

Candidates for reactions (1.2) and (1.3) must first fit the corres-

-5 
ponding hypotheses with kinematic chi-squared probability (CL) ~ 10 . In 

addition, no four-constraint fits [e.g., (1.1) or (2.3) with CL ~ 10-5] should 

be made simultaneously with the one-constraint fit. Further, for an event 

to be accepted as the type (1.2)/(1.3) the sum of ~hi-squared probabilities 

of kinematic and ionization fits for reaction (1.~/(1.3) must be greater than 

than for reaction (1.3)/(1.2). In this way we obtained a total sample of 

2591 events of the type pp ~ ppn O. 

In the case of reaction (1.3) still another requirement is imposed: 

If the event was measured on the Spiral Reader and the neutron from the 
+ 

pn n 

fit propagates in the backward hemisphere in the center of mass (c.m.) system, 

then the fit is accepted if the outgoing proton c.m. cosine is greater than 

-0.8. This procedure effectively removes the gross contamination from the 

reaction pp ~ pn+nn O. We believe that the events accepted as examples of 

reaction (1.3) are really 97% pure pp ~ pn+n with a 3% contamination from 

pp ~ pn+nnO and reaction (1.2). These percentages are based mainly on the 

degree of symmetry of the single particle c.m. angular distributions (which 

are displayed in Fig. 7). Finally, in order to achieve a narrow spectrum in 

c.m. energy, we require the fitted beam momentum in the pn+n fit to be between 

6.38 and 6.78 GeV/c at the interaction vertex; this final cut reduces the 

sample to 6424 events of the type pp ~ pn+n at 6.6 GeV/c. 

., 
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B. Production Cross Section Determination 

The experimental missing-mass-squared distribution for the 2591 events 

accepted to be examples of reaction (1.2) is displayed in Fig. 3. The 

distribution is expected to be symmetric about the TIo mass squared [~2]. 

The slight excess on the high side of the TIo signal is interpreted to be 

due to the 2TI o state; thus we folded the distribution around ~2 in order to 

evaluate the cross section. The asymmetric excess corresponding to 264 events 

is shaded in Fig. 3. We thus obtain a value of 2.54 ± 0.16 mb for the cross 

section for pp + PPTI O at 6.6 GeV/c. This result is consistent with values 
1 

obtained in other experiments at nearby incident beam momenta. Figure 4 

displays the experimental cross section for reaction (1.2) (plotted on a 

log-log scale) as a function of beam momentum. 

The production cross section for reaction (1.3) is found to be 5.73 ± 
1 

0.35 mb. This number is consistent with values obtained in other experiments 

at nearby incident beam momenta. Figure 5 displays the experimental cross 

section for reaction (1.3) (plotted on a log-log scale) as a function of 

beam momentum. A least-squares fit of the data points in Fig. 5 to the 

assumed form cr = a(IPLabl)b yielded a chi-squared CX 2 ) of 22.5 CCL ~ 1%) 

and best fit values of 45.9 ± 2.1 mb, and -1.06 ± 0.03 for the parameters 

a and b, respectively. The straight line drawn through the data in Fig. 5 

-1 06 
represents the expansion cr = 45.9 (IPLabl) . mb. 
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C. c.m. Angular Distributions 

The single particle c.m. angular distributions for 2542 pp + pp~O and 

the 6424 pp + p~+n events are exhibited in Figs. 6 and 7, respectively. 

In each case the angle referred to is measured between the incoming beam 

proton and the denoted outgoing particle. These distributions have been 

fitted to the normalized expression 

1 dN 
N d~ 

= L 
L=O 

(4.1) 

where Y~ is a spherical harmonic function, and Lm represents the maximum 

L value needed to describe the distribution adequately (CL> 1%). The 

proton distribution in Fig. 6(a) requires terms to Lm = 14, while the ~o 

distribution in"Fig. 6(b) requires at least Lm ~ 7. In the case of reaction 

(1.3), the proton [Fig. 7(a)] and neutron [Fig. 7(b)] distributions each 

require Lm = 16, whereas the ~+ distribution [Fig. 7(c)] needs Lm = 12. 

The forward-backward asymmetry, give~ by the relation 

= (4.2) 

is given in Table II for each outgoing particle in reactions (1.2) and 

(1.3). Deviations from zero for the reaction (1.2) data are due mainly 

to contamination from the reaction pp + pp~O~O (see Sec. IV.B above). 

The small values observed for a for the distributions of reaction (1.3) 

are due to a combination of statistics and small contaminations (see Sec.IV.A 

above). 

• 

c • 
,\ 
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V. FURTHER ANALYSES OF pp+ pTI+n 

A. Single-Particle Distributions 

The Peyrou plots of proton, neutron, and TI+ are presented in Figs. 

8(a)-8(c), respectively. The corresponding one-dimensional projections 

are presented in Fig. 9. Figures 9(a)-9(c) display the c.m. transverse 

momenta , while the folded, normalized longitudinal momenta are plotted 

in Figs. 9(d)-9(f). The normalized longitudinal momentum of a particle 

is defined by 

'I 

x = (5.1) 
Pmax 

where Pmax is the momentum when the opposing two-particle system recoils 

with minimum invariant mass. The averaged values of the transverse and 

longrtudinal momenta, and Ixi are listed in Table III for each outgoing 

particle. The nucleons prefer production with simultaneously large values 

of c.m. longitudinal momenta and small values of transverse momenta; thus, 

the nucleons prefer emission in fast forward/backward cones of small apex 

angle about the beam direction. + The TI prefers equa-

torial emission in the c.m. with low momentum. For further comparison we 

show in Figs. 10(a)-10(c) distributions of the averaged transverse momentum 

<PT> plotted vs. X; the reductions near X = ±l are kinematic in origin, 

while effects near X = 0 are dynamically caused . 

The overall behavior exhibited in the distributions in Figs. ,8-10 is 

summarized in the lQngitudinal phase-space plot12 displayed in Fig. 11. 

The outer borders of the hexagon represent the limiting case of infinite 

energy and no transverse momenta. For each event the c.m. longitudinal 
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momenta measured perpendicularly from the signed diagonal lines for p, n, 

+ . 
and TI lntersect at a single point on the plot. The 

largest concentrations of events occur with simultaneously large and small 

magnitudes of nucleon and pion momenta, respectively. 

+ The momentum-transfer distributions of proton, neutron, and TI are 

given in Figs. l2(a) - l2(c), respectively. For reaction (1.3) we define 

the momentum transfer squared (t) to be 

t = _ (P. _ P ) 2 
010 

(5.2) 

where the pIS are four vectors,and i and 0 refer to an incident proton and 

an outgoing particle, respectively. The proton and neutron t distributions 

are folded in Figs. l2(a) and lab). For each outgoing nucleon there are two 

values of t which can be calculated with respect to an incident proton; we 

use the lower of the two values. This procedure associates an outgoing 

nucleon with the incident proton which propagates in the same hemisphere 

in the c.m. system. 

Breaks are observed in the tp distribution [Fig. l2(a)] at 0.7 and 

1.8 GeV2 and in the tn distribution [Fig. l2(b)] at 0.5 GeV2 . The data 

on each side of the breaks have been fitted separately to the form dN/dt = 

Aeyt ; the resulting confidence levels and best fit parameters are listed in 

Table IVA. 2 2 The data for t < 1.8 GeV and tn < 3.0 GeV have also been p 

fitted to the sum of two exponentials 

dN 
dt 

= 

The results of these fits are given in Table IVB. The curves drawn in 

Figs. l2(a) and l2(b) represent the formula (5.3) using the best fit 

(5.3) 
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values for A, B, y,and z as obtained in the latter least-squares fits. 

The preference for low-momentum transfer indicates that peripheral (i.e., 

large-impact parameter) production mechanisms playa major role in these 

events. 

B. Mass Dependences 

2 + 2 + -The Dalitz plot of M (PTI ) vs. M (TI n) is presented in Fig. 13 for 

the 6424 examples of reaction (1.3); the kinematical boundary corresponds 

to the central value of c.m. energy (3.772 GeV). Figure 13 is not uniformly 

populated; the data concentrate at low values of nucleon-pion mass squared. 

In particular, the dark vertical band indicates production of the ~++(1238) 

resonance in the reaction 

pp ~ ~++(1238) n (5.4) 

+ + The projections of M(pTI ) and M(TI n) are shown in Fig. 14, together 

with M(pn). 
++ 

The spectrum of Fig. l4(a) exhibits the strong ~ (1238) 

signal; approximately 35% of the events are produced via reaction (5.4).13 

Another enhanced region in Fig. l4(a) stretches from 1.6 to 2.05 GeV. 

+ 
The TI n mass spectrum, exhibited in Fig. l4(b), possesses a small enhancement 

at the ~+(1238) position and a broader enhanced region from 1.4 to 1.75 GeV; 

above 1.75 GeV no significant structure is apparent. The pn mass spectrum 

in Fig. l4(c) is broadly enhanced at large masses and can be understood in 

terms of the peripheral nature of the outgoing nucleons. 
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C. + Study of the Chew-Low Distribution of the TI p System 

The Chew-Low plot of M(pTI+) vs. t is presented in Fig. 15. The n 

heavy concentration of points at low tn illustrates the highly peripheral 

nature of the data. In particular, 
14 

produced with small values of t . 
n 

++ the ~ (1238) events are almost entirely 

+ The projections of pTI mass in four 

ranges of t are exhibited in Figs. l6(a)-16(d). These spectra are 
n 

presented in order to isolate the peripheral components of the enhancements 

observed in Fig. l4(a), and perhaps to expose new enhancements. No 

++ enhancements other than the ~ (1238) are present in Figs. l6(a)-16(d). 

The tn projections of Fig. 15 for the 15 denoted ranges of M(pTI+) 

are displayed in Figs. l7(a)-17(o). All of the distributions peak at low 

values of tn. Least-squares fits of the data in Figs. l7(a)-17(o) to the 

2 
assumed form exp(a+btn+ctn ) have been performed; the resulting confidence 

levels and best-fit parameters are listed in Table V. Column 2 lists 

the range of tn over which the data were fit; the lower limit of tn 

represents the first [M(PTI+),tn] box not cut by the lower kinematical 

boundary of the Chew-Low contour. All of the fits represented in Table V 

yield acceptable confidence levels (Col. 3) except for the 1.84-1.96 GeV 

bin which has CL < 1%. The curves drawn in Figs. l7(a)-17(o) 

represent the expansion exp(a+btn+ctn
2), using the best fit values for 

the parameters a, b, and c. 

The best fit values of band c are plotted in 

Figs. l8(a) and l8(b), respectively, as a function of M(pTI+). 

Both distributions have a similar shape: They remain roughly 

constant up to approximately 1.4 GeV and then decrease slowly with increasing 

mass. 

• 

it 
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D. + Study of the Chew-Low Distribution o·f the 7f n System 

. + 
The Chew-Low plot of M(7f n) vs. tp is presented in Fig. 19. For 

M(7f+n) < 2.4 GeV the data concentrate near the lower boundary of the contour; 

for -::f(7f+n) < 1.8 GeV the concentration is especially intense. '. The proj ec-

. f + in four ranges of t are exhibited in Figs. 20(a)-20(d). tlons 0 7f n mass p 

In Fig. 20(a) the distribution peaks toward low values of M(7f+n). The 

structure flattens in Figs. 20(b)-20(d) and some enhancements are observed: 

+ Small bumps are present at the position of the ~ (1238) resonance, and near 

1.45 and 1.7 GeV. 

+ The tp projections of Fig. 19 for the 15 denoted ranges of M(7f n) 

are displayed in Figs. 2l(a)-2l(0). All of the distributions peak at low 

values of tp' Least-squares fits of the data in Fig. 21 to the assumed 

form exp(a+bt +ct 2) have been performed; the resulting confidence level 
p p 

and best fit parameters are listed in Table VI. Column 2 lists the range 

of tp over which the data were fit; the lower limit of tp represents the 

+ first [M(7f n),tp] box not cut by the lower kinematical boundary of the 

Chew-Low contour. All of the fits represented in Table VI. yield accep-

table confidence levels. The curves drawn in Figs. 2l(a)-2l(0) represent 

2 
the expansion exp(a+bt +ct ), using the best fit values for the parameters 

p p 

a, b, and c. 

The best fit values of the parameters band c are plotted in Figs. 

22(a) and 22(b), respectively, as a fun~tion of M(7f+n). Both 

distributions seem to behave similarly 

with mass, as was observed in Fig. 18; the behavior appears to be quadratic 

here, however. Least-squares fits of the data in Fig. 22 to the assumed 
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2 quadratic forms x+yM+zM have been performed; the resulting confidence 

levels and best fit parameters are listed in Table VII. The curves drawn 

in Figs. 22(a) and 22(b) represent the expansion x+yM+zM2, using the best 

fit values for the parameters x, y, and z. 

E. Study of ~++(1238) Production 

As stated above in Sec. VB, reaction (5.4) accounts for 35% of the 

reaction (1.3) data at 6.6 GeV/c. In order to assure an enriched sample 

of ~++(1238) events for further study, we select resonant systems by an 

invariant mass slice, viz., 

+ 
1.14 < M(pTI ) < 1.42 GeV (5.5) 

The t distribution (dcr/dt) for the events satisfying the cut (5.5) is n 
2 displayed in Fig. 23 for tn < 4.0 GeV. Numerical values are listed in 

15 
Table VIII. A least-squares fit of the data in Fig. 23 to the sum of 

2 two exponentials [Eq.(5.3)] has been performed for 0.02 < tn < 4.0 GeV . 

The fit yields a X2 of 47.6 for 41 degrees of freedom. Best fit values for 

2 2 the parameters A, B, y, and z are 15.0 ± 0.6 mb/GeV , 0.9 ± 0.1 mb/GeV , 

-2 d -2 -10.5 ± 0.3 GeV , an -1.9 ± 0.1 GeV , respectively. 

Further information can be obtained about the ~(1238) resonance pro-

+ duct ion by studying the decay of the isobar into pTI. The decay of a spin-

3/2 isobar into a spin-l/2 nucleon and a spin-O pion is given by the normalized 

d " "b" 16 lstrl utlon 

(5.6) 

.' , 
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where the Y~ are spherical harmonic functions with arguments e and ~. 

e and ~ represent the polar and azimuthal angles,'respectivel)r, of the decay 
17 

nucleon expressed in the standard t-channel coordinate system. The p 
ij 

are the decay density matrix elements." Orthondrmali ty of the Y~ functions 

leads to the determination of'the density matrix elements: 

1 '12()"; 0, 
P33 = 0.5 - Pll = -(1 - 20n <Y2> ) 4 

ReP3 -1 -fti 1 = <ReY2> , '2 (5.7) 

and 

= 

The density matrix elements are plotted in Figs. 24(a)-24(c)as a function 

of tn for tn < 1.0 GeV2.' Numerical values are iisted in Table IX~ The 

t-channel coordinate system is depicted in Fig. 24(d). The P33 and -ReP3,1 

elements are small and positive, whereas the Rep 'are small and consistent 
3,-1 

2 with zero, for all tn < 1.0 GeV . 

Serious interpretation of the reaction (5.4) data is'complicated by 

++ 
the presence of a high background content in the ~ band in the lower-left 

corner of the Daliti. plot exhibited'in Fig. 13. This background (possibly 

interfering) arises from low-mass n+n resonances created via e.g., the 

process depicted inset in Fig. 20 (a). Another cbmplication is the presence 

of partial waves other than JP =3/2+ contributing to the polar angUlar 

distribution of cose . With regard to interpretation, a simple one-pion-

excha~ge process such as depicfed inset 'in Fig.' 16 Cd),' pred'ids a peripheral 

t dependence, and zero 'for' the tnree(deiisi ty m~tri.lc e':U~mehts givei1'by (5.7). 

18" ::' , 
However, the consideration of absorption effects 'modifying theone-pion-

exchange can explain the t d~pei1dence'of the 'density matrixe1einents [see, 
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e.g.~ Ref. 1 (5.5 GeV/c data)]. 

F. Pole Extrapolation to Obtain the TI+P 

Elastic Scattering Cross Section 

In this subsection we attempt to show that the peripheral or low-

momentum transfer data of reaction (1.3) can be grossly explained by the 

exchange process inset in Fig. l6(a) with single TI+ exchange. First we 

compare the angular distributions of scattering [at the upper vertex of the 

process inset in Fig. l6(a)],evaluated in the TI+P rest system, with known TI+P 

elastic scattering angular distributions in order to show that they are 

similar. Pole extrapolation techniques are then used to obtain TI+P elastic 

scattering cross sections which are in reasonable agreement with known TI+P 

cross sections over a wide range of M(pTI+). 

The preference for low momentum transfer to the outgoing nucleons 

suggests that peripheral or single-particle exchange processes playa major 

ro~e in producing the final state of reaction (1.3). The simplest processes 

are depicted in Figs. l6(a) and 20(a). If the exchanged particles are 

off-shell pions, we would expect the process shown in Fig.16(a) to dominate 

strongly because of (a) I-spin considerations at the lower vertex, and 

(b) the comparative strengths of TI+P elastic and TIOp charge-exchange scat-

tering. 

We have verified that this is the case by examining the moments of 

the cosine distribution of polar angle e in the t-channel 
17 

system. 

+ In Figs. 2s(a)-2s(h) we show the At/AO moments for t < 8 as a function of pTI 

effective mass for peripheral PTI+ systems, e.g., 
19 

\cose \ > 0.965. The 
n 
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moments are defined as 

= (2R. + 1) 

with the uncertainty given by 

(2R. + 1) 

IN 

(5.8) 

(5.9) 

where PR. represents the R.th Legendre polynomial,20 and N is the number 

f . h + b' o events 1n t e p~ mass 1n. The solid curves drawn in Fig. 25 represent 

+ the known (on-mass-shell) ~ p elastic scattering moments which were constructed 

from the CERN phase shifts. 2l The agreement between the data and curves is 

rather good in Fig. 25. However, there are discrepancies in the Al/AO 

22 23 
moment near threshold, A2/AO moment below 1.4 GeV. 

Apart from these minor discrepancies the scattering at the 

upper vertex of the diagram inset in Fig. l6(a) appears to be similar to 

real ~+p elastic scattering. 

The pole extrapolation procedure which we now present is an outgrowth 

of our earlier ana1ysis,2 which only studied reaction (5.4). We now extend 

the analysis to M(p~+) = 2.02 GeV. In addition, we now use only data with 

2 24 tn < 0.15 GeV. For reaction (1.3) the pole or Chew-Low formula (for 

the process inset in Fig. l6(a) with ~+ exchange) is given by 

2 t 

4~ 2p2 
P Lab (5.10) 

+ after integration over the decay angles in the p~ rest system. M,~, 

and ~ are the p~+, proton and pion masses, respectively; PLab is the laboratory 
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beam momentum, g2/4~ = 29.2, Q is the momentum in the p~+ rest system, 

t(=tn) is the four-momentum transfer squared to the neutron, and a(M) is 

the on-shell ~+p elastic scattering cross section. 

2 
Following Ma et al., the conventional method of pole extrapolation 

to obtain the elastic cross section a(x~+ + x~+) from a reaction of the 

type xp + x~+n is to fit the ratio 

"to" = t(da/dt)exp. 

(da/dt)pole_eq. 

(5.11) 

to a polynomial in t. [When this ratio is properly extrapolated to the 

pion pole, it is equal to _~2 x (on-shell x~+ cross section).] Here (da/dt) expo 

is the experimental differential cross section integrated over a mass bin 

of width £\M. (da/dt) is the right-hand side of Eq. (5.10) evaluated 
pole-eq. 

assuming a(M) = 1 mb and integrated over £\M. A polynomial 2 form a+bt+ct + ... + 

is then fittal to the experimental "to" points, statistics usually preventing the 

use of higher powers than quadratic. Because of the low statistics and 

relatively low beam momenta used thus far for extrapolation analyses, the 

data are not sensitive to the presence of a small non-zero constant term a. 

25 Thus a is usually constrained to be zero. 

We have followed this procedure26 and fit our "to" points to the 

polynomial.bt + ct 2 to obtain a(~+p + ~+p) in seventeen M(p~+) bins spanning 

the range 1.12 - 2.02 GeV. The fit results are listed in two tables: 

(a) Column 4 of Table X for the £\++(1238) region (1.12 < M(p~+) < 1.42 GeV). 

(b) Column 5 of Table XI for the high M(p~+) region (1.42 < M(p~+) < 2.02 GeV). 

The fits to the "ta" points are acceptable in both M(p~+) regions (confidence 

- t· 
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levels of 15% and 57%, respectively). + The extrapolated TI p cross sections 

are shown plotted in Fig. 26(a) as a function of M(pTI+); the solid curve 

27 + . represents the known TI p elastlc scattering cross section behavior. In 

the ~++(1238) region the extrapolated TI+P cross sections are in poor agree-

ment [considering the size of the error bars in Fig. 26(a)] with the on-shell 

values shown (the X2 for this equality is 20.6 for nine degrees of freedom --

CL ~ 1.5%). The difficulty is that the low-mass extrapolated cross sections 

are too large; this results in a too narrow width for the ~++(1238) 

(FWHM ~ 0.085 GeV). In the high M(pTI+) region the extrapolated TI+P cross 

sections appear to be in satisfactory agreement with the known on-shell 

values (the X2 for this equality is 11.1 for eight degrees of freedom --

CL ~ 20%). 

The shortcoming in the conventional pole extrapolation described above 

(worst in the ~++(1238) region) is that considerably more data are needed to 

determine the higher order coefficients and/or constant term which are 

evidently required for a perfect extrapolation. This necessity for a more 

complex extrapolating function arises because the normalizing function 

used in the denominator of Eq. (5.11) has a t dependence quite different 

from that of the numerator [of Eq. (5.11)]. If one could choose a normalizing 

function which has very nearly the same t dependence as (da/dt) (and . expo 

which reduces to the pole formula as t -+ -.]12), then a less complex function 

of t would be required to fit the "ta" points. Thus, if the normalizing 

function has exactly the t dependence of (da/dt) , then "ta" will be 
expo 

linear in t and have a slope equal to the on-shell cross section. In view 

of this point, it seems evident that use of the pole formula as a normalizing 

function [in Eq. (5.11)] unnecessarily increases the complexity of the required 

extrapolation function. 
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22,28-30" f"" h Ch L d" "b" f 1 Recent successes ln lttlng t e ew- ow lstrl utlons 0 a arge 

class of reactions using the DUrr-Pilkuhn
3l 

modified pole equation (DP-OPE) 

prompt us to suggest that DP-OPE would be a far superior choice of normalizing 

function than the pole equation itself. In fact we show in the next sub-

section the good agreement between the predictions of DP-OPE and the peripheral 

data for reaction (1.3) at 6.6 GeV/c. The modifications to the pole equation 

(5.10) are represented by the following vertex correction factors for 
++ 

pp -+ b. (1238)n: 

t -+ (5.12) 

2 ? 2 2~ (M+m ) +t Q - l+R Q 
Qa (M) -+ Q ( P 2 2 (.-!.) (1 b. :2 2 a (M) 

(M+mp) -~ Q \J+Rb. Qt 
(5.13) 

The latter expression (5.13) assumes a dominant p3/2 cross section only. 
++ 

Qt (Q) are the incoming (outgoing) proton momenta in the b. rest system. 

Similarly qt 2 is the momentum squared of the incident proton as seen in 
2 

the neutron rest frame and q is this quantity taken on-shell. In addition 

to these DP vertex factors, which are both mass and t dependent, we also 

32 2 2 
use the "universal" weakly t-dependent form factor G(t) = [(2.3 - ~ )/ 

2 28 
(2.3 + t)] which Wolf found was necessary in order to obtain good fits 

to the experimental distributions. 

We have calculated the "ta" points using DP-OPE as a normalizing 

function, i.e., 

"ta" = 
t(da/dt)exp. 

(da/dt) 
DP-OPE 

(5.14) 

I 

... ~\ 
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and display them in Figs. 27(a)-27(q) as a function of t in the seventeen 

indicated M(pn+) bins. In calculating the normalizing denominator we 

1 -1 
assumed Wolf's values for R

n
(2.66 GeV- ) and R~(4.0 GeV ). The cross section 

a(M) on the R.H.S. of Eq. (5.13) was set to 1 mb. Least-squares fits of 

2 the data in Fig. 27 to the assumed forms bt and bt+ct have been performed. 

The results of the fits are listed
33 

in Tables X and XI; the solid curves 

drawn in Figs. 27(a)-27(i) represent the linear expansion "ta" :: bt using 

for b the best fit values listed in col. 3 of Table X. The curves appearing 

in Figs. 27(j)-27(q) represent the linear (bt) and quadratic (bt+ct
2
) expan-

sions for "ta" using the best fit values for the parameters band c. The 

old 2 . h f h f F· 27 pOlnts p otte at t :: -~ ln eac 0 t e component parts 0 19. 

represent the extrapolated value of the function whose curve passes through 

the central value. 

The linear forms describe the "ta" points well in both M(pn+) regions 

(CL values of 10% and 45%, respectively) as the quadratic forms do also 

(CL values of 15% and 50%, respectively). + The extrapolated n p cross sections 

+ . are shown plotted in Fig. 26(b) as a function of M(pn ); the solld curve 

27 + 
represents the known n p elastic scattering cross section behavior. The 

solid dots represent the "ta" :: bt fit results and the open circle points 

represent the results of the quadratic fits. In the ~++(1238) region the 

+ 
extrapolated n p cross sections from the bt fits are in satisfactory agree-

ment with the on-shell values shown (the x2 for this equality is 8.1 for 

nine degrees of freedom -- CL ~ 52%): In addition, the resulting width or 

FWHM of 0.100 GeV is in satisfactory agreement with the width (FWHM ~ 0.100 GeV) 
+ + 

of the averaged on-shell n p cross section. In the high M(pn ) region the 
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+ 
extrapolated n p cross sections from the linear and quadratic fits yield 

CL values of less than 1% and nearly 80%, respectively, that they are equal 

to the known on-shell cross sections. 

The pole extrapolation analyses indicate that: (a) In the ~++(1238) 

region, the conventional method of using the pole equation as the 

normalizing function in the extrapolation yields unreliable cross-section 

results when the "ta" = bt+ct2 expansion is used. In contrast, DP-OPE 

provides a normalizing function which is so close to the real data that for 

the statistics presently available to us, no terms besides linear are 

necessary in the expansion in order to yield extrapolated n+p cross sections 

which are in good agreement with the expected values. Conversely DP-OPE 

appears to give a close description of the mass and t dependence of peri-

pheral data for reaction (5.4). This latter point will be explicitly 
+ 

demonstrated in the next sub-section. (b) In the high M(pn ) region, both 

conventional and DP-OPE normalizing functions lead to reasonable extrapol­

ations when the "ta" = bt+ct 2 expansion is used. Fitting the "ta" points 

in Figs. 27 (j) -27 (q) with a linear (bt) expansion leads to slightly unreason-

+ 
able extrapolated n p cross sections. Conversely, DP-OPE [with only the 

process depicted in Fig. l6(a)] cannot precisely describe the peripheral data 

for reaction (1.3) for M(pn+) > 1.42 GeV. 

II 
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+ 
G. Analysis of the Peripheral pp + pn n Data 

In this subsection the data for reaction (1.3) are separated into 

+ 
three regions of M(pn ) which have different characteristics and contain 

nearly equal numbers of events. Differential distributions of M(pn+), 

+ M(n n), tn' and tp are first presented for each set of data. Thecorres-
./ 

ponding peripheral distributions are also presented; these distributions, 

as well as additional graphs of the outgoing-nucleon angles and momentum 

+ 
transfer to the outgoing n are then compared to the predictions of several 

pion-exchange models. 

In the first case we attempt to describe the peripheral data of 

. (1 3) b f' h . . 34 f h l' d reactl0n . y means 0 an lnco erent superposltlon 0 t e amp ltu es 

corresponding to the one-pion-exchange diagrams labeled A and B in Fig. 28. 

The off-mass-shell vertex functions are related to the on-shell values by 

the Durr-Pilkuhn3l 
(DP-OPE) factors which we have used above in Sec. VF. 

The predictions of the DP-OPE model are absolute in that no free parameters 

are needed; values of the radii parameters were taken from other analyses. 
28,29 

When applicable we also compare the peripheral distributions to the normalized 

predictions of the Double-Regge-Pole (DRP) Model of Bali et al.,35 utilizing 

36 only Pomeronchuk and pion exchange; the process is depicted as diagram 

C in Fig. 28. We utilize several forms for the DRP matrix element. In 

addition, two free parameters are used in The DRP calculations: at, the 

slope of the pion trajectory, and sO' the scale constant. The two para­

meters are varied in order to obtain best visual fits to the shapes of the 

experimental distributions. We find that values of at = 1.0 GeV- 2 and 

So = 0.75 GeV2 yield the best results. Both the detailed DP-OPE and DRP 
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37 
calculations were carried out by means of a Monte-Carlo program; the 

equations are outlined in the Appendix. 

In Table XII we summarize the results of this subsection. For each 

+ M(pn ) range quoted in column 1 we list: (a) the number of events and 

the corresponding experimental cross section; (b) the t and t ranges 
n p 

allowed in the peripheral sample of data, as well as the numbers of events 

and the corresponding experimental cross section; (c) the peripheral cross-

section predictions of the OP-OPE and ORP models; A and B refer to the 

contributions from processes A and B (in Fig. 28), respectively. Cases C 

and 0 refer to two choices for the DRP matrix element and are discussed 

below and in the Appendix. 

The experimental differential distributions da/dM(pn+), da/dM(n+n), 

da/dtn , and da/dtp are presented in parts (a)-(d), respectively, of Figs. 29-

31 for the three respective 
+ 

M(pn ) ranges listed in Table XII. 

and t distributions in Figs. 29-31 peak at low values, thus displaying the 
p 

generally peripheral nature of the data. The cross-hatched areas in Figs. 

29-31 represent the events passing the peripheral selections listed in 

Table XII. The particular peripheral selections were chosen so as to separate 

the events in the peripheral forward peaks of the t distributions from the 

remaining data and to allow comparison with the predictions of the OP-OPE and 

ORP models in their domain of validity. The curves in Figs. 29-31 represent 

the predictions of the OP-OPE (solid curves) and ORP (dashed curves) models; 

the ORP curves are normalized to enclose an area equal to the peripheral 

experimental cross sections (which are listed in column 7 of Table XII). 

Fits of the ORP mode~ to the peripheral data in Fig. 29 were not performed 

due to the dominance of the quasi-two-body reaction (5.4), and low M(pn+) 

1 . 1 d 36 va ues lnvo ve . 
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Figure 29(a) indicates that reaction (5.4) dominates low M(p~+) 

data; however, several enhancements are present in Fig. 29(b) in the 1.2 -

1.3 and 1.4 - 1.6 GeV regions, possibly representing small amounts of 

~+(1238) and N*+(15l2) resonance production. The peripheral data of Fig. 29 

appear to be well described in both shape and normalization by the DP-OPE 

predictions; the experimental cross section of 1.67 ± 0.11 mb compares 

extremely well with the predicted value (sum of processes A and B) of 

1.65 mb. The only discrepancy appears to be an excess of events in the 
+ 

above mentioned ~ (1238) [~3.4 standard deviations (s.d)] and N*+(15l2) 

(~2.6 s.d.) regions. 

For the intermediate M(p~+) region the un shaded (uncut) M(p~+) spectrum 

[in Fig. 30(a)] appears relatively featureless. 
+ 

The do/dM(~ n) spectrum 

in Fig. 30(b) displays enhancements at the positions of the well known 

~+(1238), N*+(15l2), and N*+(1688)38 positions. In addition, a large peak 

appears at high mass near 2.8 GeV; this peak appears to be associated with 

the slightly enhanced region in Fig. 30(a) from 1.7 - 2.0 GeV, and with 

higher momentum transfers. The distributions of momentum transfer, do/dtn 

and do/dtp in Figs. 30(c) and 30(d) , respectively, are dominated by peri­

pheral forward peaks, which grade into more gently sloping distributions 

beginning at 0.6 GeV2; furthermore, the do/dtp distribution is nearly flat 

2 for 0.7 < tp < 1.8 GeV . 

The cross-hatched data in Fig. 30 continue to display the low-mass 

bumps in the M(~+n) spectrum; the high-mass effects are removed by the t 

cuts. The peripheral data again appear to be well described in both shape 

and normalization by the DP-OPE predictions; the experimental cross section 
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of 1.03 ± 0.07 mb compares well with the predicted value of 1.0 mb. Several 

discrepancies existing between the shaded data and solid curves are 
+ 

excesses of data below 1.5 GeV in the M(pn ) projection (~5 s.d.), and at 

the N*+(15l2) (~1.5 s.d.) and N*+(1688) (~2.6 s.d.) positions in the M(n+n) 

projection. The dashed curves appearing in Fig. 30 represent the normalized 

predictions of the DRP model, using for the quantity X in Eq. (A9) the 

expression 
2 

X 
= [r (1) r (3/2+a) ] 

tn r(3/2) r(l+a) (AlO) 

where r represents Euler's gamma function. The use of this particular 

value for X, which we refer to as Case 0, yields an integrated theoretical 

cross section of 1.65 mb. The DRP model apparently forms a slightly 

poorer approximation to the shapes of the peripheral distributions in Fig. 30 

than does the DP-OPE model. + In particular, the discrepancy in the M(pn ) 

projection is more pronounced, and the N*+(15l2) and N*+(1688) bumps exceed 

the dashed curves by slightly more than they do the solid curves. 

Figure 3l(b) displays two well-defined enhancements in the region of 

1.46 and 1.65 GeV; the latter appears to be wider than the N*+(1688) bumps 

observed in Fig. 30(b). + The peripheral cuts severely reduce the M(n n) 

projection for M(n+n) > 1.5 GeV. The experimental cross section of 0.69 ± 0.05 mb 

can be compared to the DP-OPE prediction of 0.57 mb and to the DRP predic­

tion of 0.18 mb using ~2 for the quantity X in Eq.(A9), where ~ is the 

charged-pion rest mass. Figures 3l(a) , 3l(c), and 3l(d) indicate agreement 

in shape between both the DP-OPE and DRP model predictions and the peri-

pheral data; the solid curves are slightly low in each case. Figure 3l(b) 
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exhibits the apparent cause of the low DP-OPE predicted normalization: 

the solid curve agrees well with the data everywhere except in the region 

from 1.3 to 1.5 GeV, where the data exceed the curve by approximately 8 s.d. 

The shape of the dashed (normalized) curve in Fig. 3l(b) is similar to that 

of the data, however.-

Further comparisons between the peripheral data and the predictions 

of the DP-OPE and DRP models are exhibited in Figs. 32-34. The distributions 

in parts (a)-(f) are of cose , cos8 n , ~ , ~ , t + and tp +, respectively, p p n Pp~ n~ 

where 8p (8n)is the angle between the appropriate incoming proton and the 

+ + 
outgoing proton(neutro~ evaluated in the ~ p(~ n)rest system. The ~ angles 

represent the corresponding azimuthal angles in the standard t-channel 

39 
(Gottfried-Jackson) coordinate system. The momentum transfers from the 

two incoming protons to the ~+ are represented by tp + 
p~ 

In general, the data and curves agree fairly well. The 

and tp +, respectively. 
n~ 

important discrepancies 

are the slightly low normalization of the solid curves in Fig. 34, the 

slightly incorrect shapes of the dashed curves in Figs. 33(e) and 33(f), 

and the shape of the solid curve in Fig. 32(a). 

The comparison of the DP-OPE (assuming processes A and B in Fig. 28) 

model with the peripheral data of reaction (1.3)(described above), indicates 

general agreement in shape. The absolute normalization of the DP-OPE 

predictions agree quite well with the experimental values except in the 

M(p~+) > 2.0 GeV data with 1.3 < M(~+n) < 1.5 GeV, thus suggesting the 

40 
presence of a significant non-OPE process there. These results are note-

worthy in that no parameters were varied in order to obtain agreement; 

values of the radii parameters (for DP-OPE) were taken from analyses 
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. 28,29 
of other reactl0ns. In addition, the off-mass-shell angular distri-

butions at the four-body vertices of processes A and B in Fig. 28, which 

are required in the calculations, were simply approximated by the on-shell 

21 values. This approximation works well everywhere except as shown in 

Fig. 32(a). 

The DRP formulas (assuming process C in Fig. 28) always yield cross 

sections significantly different from the experimental values so the 

predictions are norm~lized to the experimental cross sections. There-

fore, the DRP results are ambiguous; but they are encouraging in that they 

generally reproduce the shapes of the peripheral data. Presumably subjects 

41 
like the explicit t dependence of the residue function and the Toller 

42 angle dependence (assumed nil in this work) should be also considered, 

in connection with the absolute normalization. 

The analyses of the peripheral data for reaction (1.3) indicate that 

pion-exchange phenomenology (including absorption) can account for the gross 

features in all M(pn+) regions. There appears to be some evidence for 

production of N*+ resonances in pp + pN*+ by other exchange(s), however. 

- . 
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VI. COLLECTIVE STUDIES OF REACTIONS (1.2) AND (1.3) 

In this 

A. I-spin 1/2 Nucleon Resonance Production 

+ subsection we discuss the reaction (1.3) data with M(p~ ) 

> 2.4 GeV. We recall that in Sec. VG the peripheral data in Fig. 31(b) 

+ exceeded the OPE-model predictions for 1.3 < M(~ n) < 1.5 GeV. Furthermore, 

a significant signal was also observed near 1.65 GeV in the unshaded 

+ 
M(~ n) distribution. We examine these two signals in some detail here. 

The reaction (1.2) data are also considered in the same light for the 

purpose of establishing the identity and isospin(I) of the above mentioned 

two enhancements. In Sec. VIB we explicitly demonstrate the I = 1/2 

nature of the enhancements by means of a somewhat different approach. 

o 
The p~ and ~+n mass distributions are displayed in Figs. 35(a) 

and 35(b), respectively, for the 2591 examples of reaction (1.2), and for 

a partial sample of 5324 reaction (1.3) events. Both distributions peak 

at low-mass values and exhibit structure atop a large background. The 

large background is due to, e.g., process A in Fig. 28 [for reaction (1.3)]. 
+ 

This background is decreased by requiring M(p~ ) > 2.4 GeV; this restricts 
2 

t to values greater than 0.26 GeV , thus minimizing the OPE contribution n 

corresponding to process A. In Fig. 36(a) we display the M(~+n) spectrum 

+ for M(p~ ) > 2.4 GeV; significant structure 

1.65 GeV. Similarly, we show in Fig. 36(b) 

is again observed near 1.45 

the M(P.~O) histogram for 
1. 

events with M(Pj~O) > 2.4 GeV (i#j). The sum of both component figures 

is displayed in Fig. 36(c). The combined signal in the 1.425 - 1.5 GeV 

mass region is ~6 s.d. above the background level. 

and 
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To determine the parameters of the two enhancements in Fig. 36(c), we 

utilize the least-squares method and fit the data to an incoherent sum of a 

quadratic background and two s-wave Breit-Wigner functions. The explicit 

Breit-Wigner form used is 

1 
2 [(M-M.)/.5f.] + 1 

1 1 

(6.1) 

where M is the mass of the ~N system, Mi is the central mass value of the 

ith resonance, and fi is the corresponding full width at half maximum 

(FWHM). The best-fit masses and widths thus obtained are M1 = 1.462 ± 0.006 GeV, 

f1 = 0.054 ± 0.012 GeV, M2 = 1.65 ± 0.01 GeV, and T2 = 0.094 ± 0.020 GeV. 

The width parameters are sensitive to the background level; thus the quoted 

errors include an additional uncertainty due to our choice of background. 

The experimental resolution in this mass region is 0.023 GeV FWHM, thus 

indicating that the natural widths for M1 and M2 are 0.049 ± .012 and 0.091 ± 

.020 GeV, respectively. 

The fitted values of M
l

, M2, f
1

, and r
2 

have been used to determine 

the amount of the resonances present in reactions (1.2) and (1.3) separately. 

Since identical mass cuts have been made for both reactions, we may reasonably 

expect that the relative rates of a given resonance in Figs. 36(a) and 

36(b) are the same as those without cuts. One notes that the mass cut 

discussed previously excludes any possibility of double counting for 

reaction (1.2) in the region of the peaks since events with both M(pn O) 

combinations below 2.4 GeV are not included in the fits. The resultant 

branching ratios are given in Table XIII. Since identical sets of exchange 
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diagrams are accessible for reactions (1.2) and (1.3), the relative 

rate of production for a given resonance depends only on the isotopic 

spin of the resonance in question. We conclude that the enhancements at 

1.462 and 1.650 GeV are I = 1/2 states. It is interesting to point out 

that while the resonance parameters for the 1.650 GeV enhancement agree 
43 

well with other published bubble chamber data in three body modes, our 

result on the 1.462 GeV resonance is considerably narrower than other 

published results in this mass region. 

The decay angular distribution of the N+(1462) is distorted due to 

the mass cut quoted above. Thus we have not been able to measure its spin 

and parity. However, if a JP = 1/2+ assignment is assumed for this 

enhancement, we can estimate the cross-sections for the processes 

+ pp -+ pN (1462) 

L n7f+ (6.2) 

and 

+ 
pN (1462) 

L P7f O• 

(6.3) 

The loss of events due to the mass cut has been estimated using the 

Monte-Carlo method and an isotropic decay angular distribution. The cross-

sections for reactions (6.1) and (6.2) are estimated to be 0.29 ±.06 and 

0.15 ± .03 mb,respectively, or a total cross-section of 0.44 ± .07 mb for 

+ + ' 
the process pp -+ pN (1462), N (1462 -+ N7f(all charges). 

Next, we have examined the four momentum transfer distributions to the 

N+(1462), which is defined by a band from 1.402 to 1.510 GeV. In Fig. 37(a) 

all events are used; samples from reactions (1.2) and (1.3) have been added 
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after careful examination to ascertain that no statistically significant 

difference exists in their t distributions. Figure 37(b) shows the t distri-

bution of a subsampleof data for which the mass of the pion with the unrelated 

nucleon is greater than 2.4 GeV. In both cases, the data are fitted to the 

form ebt + ct
2 

for 0.05 < t < 0.5 GeV2. The lower limit is chosen to avoid 

a turnover of the t distribution due to the kinematical boundary. The 

resultant parameters are given in Table XIV. As may be seen, the slope 

-2 
parameter b is inconsistent with a value of 'U20 GeV as reported in counter 

and spark chamber measurements. 
44 

Since believe that the N+(1462) has an we 

identical set of quantum numbers as the proton, we may also expect similar-

ities between reactions (6.2), (6.3) and (1.1). Our slope parameter b agrees 

well with the value of 7.94 ±~26 GeV- 2 for reaction (1.1) at 6.6 GeV/c. 

B. Separation of I-spin 1/2 and 3/2 ~N Systems 

In order to perform an isotopic-spin separation in pp + N~N reactions 

the outgoing pi meson must be associated with one of the outgoing nucleons. 

45,46 
Following earlier analyses we assign the ~ to a nucleon which is 

referred to as Nl , such that Nl~ has the minimum invariant mass (MIM), i.e., 

M(Nl~) < M(N2~). The MIM separation method suffers from a slight ambuigity 

problem when both invariant masses are small. We neglect this effect. The 

use of this criterion for separation yields [for o(pp + Nl~N2)] 

o(pp + 01 - + p~ n) = 2.94 ± 0.19 mb 
+ 

02 - o(pp + n'ir p) = 2.79 ± 0.18 mb (6.4) 

03 - o(pp + p~Op) = 2.54 ± 0.16 mb 

. . 



. . 

. , 

- 35 -

In order to separate the different isopopic spin contributions to 

reactions (6.4) we define IA2I12 to be the integrated cross section for 

producing the NITI system with isotopic-spin I. Then from charge independence 

46 
and B~ggild et al., we have 

IA312 - (4/3)a l = 3.92 ± 0.25 mb 

IAl l2 - a3 + a2 - (1/3)al = 4.35 ± 0.38 mb (6.5) 

Re(AiA
3

) = (1//2)12a
3 

- a
2 

- (1/3)al ] = 0.92 ± 0.23 mb . 

We have shown earlier 
4 

that the ratio of I All to I A31 increases with increasing 

2 2" * 
beam momentum. The da/dM(NlTI) projections of IA31 , JAIl , and Re(Al A3) are 

plotted in Figs. 38(a), 38(b), and 38(c), respectively. Of course, the 

I = 3/2 mass distribution is dominated by the ~++(1238) with little significant 

structure at higher mass values. The I = 1/2 mass distribution displays 

the peaks near 1.45 and 1.65 GeV, which we analyzed above in Sec. VIA. The 

interference term shows structure in the ~(1238) region. 

Turning now to the question of the dominant exchange responsible for 

the 
2 2 

IA31 and IAII cross sections, we have shown (in Sec. VF) that OPE is 

dominant in reaction (5.4) and that significant OPE contributions exist also 

at higher M(pTI+) values. Thus we conclude that the cross section is 

dominantly due to OPE, in agreement with B~ggild et In the case of the 

IAlI2, it w~s shown earlier,46 by means of energy independence arguments, 

that Pomeron exchange appears to be dominant at 19 GeV/c. If the 1=1/2 

cross section is due mainly to Pomeron exchange at both 6.6 and 19 GeV/c, 

then the ratio of these cross sections should closely approximate the square 

of the ratio of the pp total cross sections,48 which is roughly 
222 

(41/39) = 1.11. The ratio IA I / IAll19 = 4.35/2.3 = 1.89 ± 0.30 
1 6.6 
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was obtained using our result and that of B~ggild et al.
46 

The two ratios 

differ by roughly 2.5 standard deviations, suggesting energy non-independence 
2 

of IAII in going from 6.6 to 19 GeV/c. Therefore Pomeron exchange appears 

not to be dominant in producing I = 1/2 NTI systems at 6.6 GeV/c. In fact, 
49 

Rushbrooke has shown, using pp and pd data at 6.92 GeV/c, that the Pomeron-

+7 50 
exchange contribution amounts to (36 )% of the total reaction amplitude. 

-11 . 
A similar calculation using our pp data (at 6.6 GeV/c) together with the 

49 
6.92 GeV/c pd data indicates a 33% contribution. 

• 

, . 
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VII. CONCLUSION 

Our study of pp -+ pp yields 11.47 ± 0.33 mb for the elastic cross 

section at 6.6 GeV/c. In addition, the scattering is dominantly peripheral 

with a slope of 7.94 ± 0.26 GeV- 2 for the t distribution over the range 

0.05 < It I 
2 

< 0.50 GeV . This slope corresponds to an optical model radius 

of (1.12 ± 0.02) x 10- 13 cm. Using the optical theorem with the known 

value for the total proton-proton cross section, we find a value of 0.26 ± 

0.13 for the absolute ratio of the real to the imaginary part of the 

forward scattering amplitude lal, in agreement with other workers. 11 

The production cross sections for the single-pion production reactions 
+ . 

pp -+ ppn O and pp -+ pn n are found to be 2.54 ± 0.16 mb and 5.73 ± 0.35 mb, 

respectively. Cross sections for the latter process are found to be 

consistent with a IPLabl-l.06 dependence over the range 2.8 - 28.5 GeV/c. 

The nucleon c.m. angular distributions are steeply peaked and require Legendre 

terms to L ~ 15 for an adequate description; the pion distributions require 

fewer terms. The single-particle nucleon t distributions for reaction (1.3) 

indicate changes in slope in t at 0.7 and 
p 

Fits to the form Aexp(-yt) in the 0.05 < t 

2 . 2 
1.8 GeV , and in't at 0.5 GeV . n 

. 2 
< 0.50 GeV region yield values 

-2 of Y = 4.4 GeV for both the t and t distributions; these values are 
p n 

less steep than the slope found in reaction (1.1) (7.9 GeV- 2) for the same 

t interval. 

Resonance production is present in the Nn systems of the pp -+ NnN data. 

. ++ In partlcular, the process pp -+ ~ (1238)n accounts for 35% of the reaction 

(1.3) data. The differential cross section da/dtn is described well by the sum 

of two exponentials with fitted slopes 10.5 ± 0.3 GeV- 2 and 1.9 ± 0.1 GeV- 2 
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over the region 0.02 < It I < 4.0 Gey2. Both the t and the ~++(1238) 
n n 

decay distributions are consistent with a one-pion-exchange production 

process, modified by absorptive effects. 

In fact, pion-exchange phenomenology can account for the gross 

features of the peripheral pp -+ p1T+n data for M(p1T+) < 2.4 GeV. We have 

demonstrated this in several ways: (a) the angular distributions of scattering, 

at the upper vertex of the process inset in Fig. l6(a), are similar to real 

1T+P elastic scattering angular distributions; (b) modified pole-extrapolation 

techniques yield the correct 1T+P elastic scattering cross sections over the 

+ 1.08 < M(p1T ) < 2.02 GeY range; (c) fairly good agreement, in both shape 

and normalization, is obtained in comparisons of the experimental distribu-

tions to the predictions of several theoretical models utilizing pion-exchange 

contributions, both Reggeized and elementary. Furthermore, these models 

allow for the production of ~+ and N*+ resonances by TID exchange in, e.g., 

the process depicted inset in Fig. 20(a). 

Isospin 1/2 isobars are produced in pp -+ pN*+ reactions by some 

non-OPE process in both the reaction (1.2) and (1.3) events, especially 

when the effective mass of the pion with the unrelated proton is large 

(e.g., M(p1T) > 2.4 GeY). Best" fit masses of 1.462 ± 0.006 GeV and 1.65 ± 

0.01 GeY and corresponding widths of 0.049 ± 0.012 GeY and 0.091 ± 0.020 

GeY are obtained for the isobars. A cross section of 0.44 ± 0.07 mb 

is found for pp -+ pN+(1462) assuming an isotropic decay distribution; 

furthermore the t dependence is similar to that of reaction (1.1), 

suggesting the proton quantum numbers for the N+(1462). 

, . 
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APPENDIX 

PION-EXCHANGE PREDICTIONS FOR THE 

PERIPHERAL DATA OF REACTION (1.3) 

In this section the explicit 
I 

31 
predictions of the DUrr-Pilkuhn 

modified one-pion exchange (DP-OPE) and 
35 

Oouble-Regge-Pole (ORP) models 

are written out for the peripheral data of reaction (1.3). 

The cross section 0 for any scattering process which yields the final 

51 state of reaction (1.3) can be expressed as 

m +, 
1T 

m ) n 

where mi is the rest mass of the ith particle, PLab is the laboratory beam 

momentum, G is the invariant amplitude for the process, and R3 represents 

Lorentz-invariant three-body phase space. 52 

A. OP-OPE Model with Processes A and B in Fig. 28 

In this case 

(A2) 

34 
if we assume that the non-vanishing interference terms between diagrams 

corresponding to interchanges of incoming protons and/or outgoing nucleons 

between vertices are small. The form of IGAI2 , for example, can be expressed 

as 

lim 
t+_~2 

do (M,t) 
dS"l (A3) 

r 
r 

. , 
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where M is the pn+ effective mass, t is the momentum transfer 

squared to the outgoing neutron [defined as in Eq. (5.2)], Qt(Q) is the 

incoming (outgoing) momentum evaluated in the pn+ rest system, g2 = 4n x 29.2, 

and dcr(M,t)/dQ is the differential cross section for the scattering of 

the exchanged particle (of mass -t) off the incoming proton to yield the 

+ pn system of mass M. 
. 31 28 29 Followlng DP, Wolf, and Colton et al., we 

modify (A3) for use in the physical region of t: 

Q dcr (M, t) 
t dQ 

for M < 1. 6 GeV, and 

dcr(M,t) 
dQ 

53 
for M > 1.6 GeV. 

(A4a) 

(A4b) 

(A4c) 

In Eq. (A4a) qt2 is the square of the momentum of the incoming 

proton evaluated in the neutron rest system; q2 is this quantity taken 

on-shell. Wolf's28 values for c and R are used. In Eqs.(A4b) and (A4c) 
n 

dcr(M,-~2)/dQ represents the on-mass-shell n+p elastic differential cross 

section, cr(M) is the total elastic cross section and cr (M) is the corres­
LJ 

ponding cross section for scattering in the orbital and total angular 

momentum states Land J, respectively. These cross sections were calcu-
21 

lated from the CERN phase shifts. The fLJ represent the DP modifications 
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29 
using known values for the free "radii" parameters. The summation 

54 
in Eq. (A4b) is carried out to d3/2 partial waves. Expressions 

2 
similar to Eqs. (A3) and (A4) can also be written for IGBI . 

Integration of Eq. (AI) utilizing the assumptions of Eqs. (A2) -

(A4), inclusive, yield the solid curves drawn in Figs. 29-34 as well as 

the cross section values for processes A and B (in Fig. 2~which are 

listed in Table XII. 

B. DRP Model with Process C in Fig. 28 

36 
Following Berger we write 

H(t ,t ,w) (sprr" .) 2ap H (t ) 
n p \ s p P 

10 

where a. represents the trajectory function for the i exchange particle. 
1 

. 55 k Followlng Berger we re-express the Pomeronchu exchange as 

(
Sprr" \2ap 

slO -; 

The slope of the pion trajectory a' is defined by 

the (s ... ) term is given by nrr 

(s ... ) nrr 
2 + 

= M (rr n) + t 
P 

2 
m 

p 
1 
-2 (~2 + t + t ) 

p n 

42 

(AS) 

(A6) 

(A7) 

(A8) 

As usual we neglect the dependence upon Toller angle w. The factor 

N in Eq. (AS) is chosen so that the expression (AS) will reduce to the 

OPE expression as tn + _~2 2 2 thus N = g where g = 4rr x 29.2. The 
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working version of Eq. (AS) can be expressed as 

= 
da 2 
dQ (M, -ll ) 

The free parameters in the DRP calculations are at and s ; comparisons o 
between the shapes of the data and the predictions of (Al) using (A9) 

(A9) 

2 -2 2 
for IIGI indicate best values for at and So of 1.0 GeV and 0.75 GeV , 

respectively. We use these values throughout in calculating the DRP 

predictions discussed in the text. 

2 36 . 
The quantity X appearing in Eq. (A9) was set to II by Berger ln 

+ 
his analysis of reaction (1.3) at 28.S GeV/c for M(pTI ) > 2.0 GeV. We 

+ 
find that this choice does not represent the data well for 1.42 < M(pTI ) < 

2.0 GeV. In Fig. 39 are displayed the da/dt distributions for the peri­
n 

+ 
pheral data in the indicated M(pTI ) ranges. Case C (the solid curves) 

represent the normalized predictions of Eq. (AI) using (A9) with X=1l2. 

Case D, which we define by 

X 

2 

[

r(1)r(3/2 + a ) 

r(3/2)r(1 + a ) TI 
(AlO) = 

represent the corresponding normalized predictions (dashed curves in 

Fig. 39). The ratio of Gamma functions emerges in the asymptotic 

expansion of the Legendre polynomial of the scattering angle cosine in 
41 

the t channel. Case D represents an alternate choice for the reduced 

residue function which describes the coupling of the Reggeized pion to 

the np vertex in Process C of Fig. 28. 

Clearly the dashed curve (Case D) represents a much better approxi-

mation to the data in Fig. 39(a), while the solid curve (Case C) is slightly 

better in Fig. 39(b). Therefore, in the discussion of.the peripheral data 
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for reaction (1.3) (Sec. VG), we use the form of Eq. (AlO) for X in the 
+ 36 2 + 

intermediate M(pn ) region and Berger's form (~ ) in the high M(pn) 

region. The dashed curves appearing in Figs. 30-34 represent the 
. 2 

normalized predictions of Eq. (AI) using Eq. (A9) for L IGI and the values 

-2 2 of 1.0 GeV and 0.75 Gev for a' and sO, respectively. 
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Table 1. Proton-proton elastic scattering differential cross sections 

-trange (GeV2) 

0.05 - 0.10 

0.10 - 0.15 

0.15 - 0.20 

0.20 - 0.25 

0.25 - 0.30 

0.30 - 0.35 

0.35 - 0.40 

0.40 - 0.45 

0.45 - 0.50 

0.50 - 0.60 

0.60 - 0.70 

0.70 - O.SO 

0.80 - 0.90 

0.90 - 1.0 

1.0 - 2.0 

2.0 - 3.0 

3.0 - 4.0 

4.0 - 5.0 

49.1 ± 3.2 

33.9 ± 2.9 

22.5 ± 2.4 

15.2 ± 1.2 

10.0 ± O.S 

6. 76± 0.60 

4.39±0.43 

3.20±0.34 

2.5S± 0.29 

1.54± 0.20 

0.S6± 0.13 

0.41±0.OS 

0.32± 0.07 

0.16±0.04 

0.057± 0.019 

0.010± 0.005 

0.005± 0.003 

0.002± 0.002 
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Table II. Forward-backward asymmetries of the c. m. angular 
distributions exhibited in Figs. 6 and 7. 

Figure Particle NF NB Cl 

6(a) p 2330 2754 -0.083 ± 0.013 

6(b) 1TO 1430 1112 0.125 ± 0.022 

7(a) p 2998 3426 -0.067 ± 0.012 

7(b) n 3255 3189 0.010 ± 0.013 

7(c) + 3080 3344 -0.041 ± 0.012 1T 

Table III. Averaged c. m. transverse, longitudinal, and normalized 
longitudinal momenta for the outgoing particles in pp .... p1T+n at 
6.6 GeV Ic. 

Particle < P T ) (GeV Ic) < P L ) (GeV Ic) < IXI) 

p 0.407 ± 0.003 - 0.030 ± 0.015 0.700 ± 0.003 

n 0.391 ± 0.003 0.020 ± 0.015 0.691 ± 0.003 

+ 0.368 ± 0.003 0.010 ± 0.007 0.307 1T ± 0.003 

·1 
I 
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Table IV.A Results of fits of the tp and tn distributions for 
reaction (1.3) to the form dN/dt = Aeyt . 

Distribution 
2 

t range (GeV ) CL(%) A 
-2 

y(GeV ) 

proton 0.05 - 0.7 9 2419 :I: 71 - 4.4:1:0.1 

proton 0.7 - 1.8 55 189 :I: 23 - 0.5 :1:0.1 

proton 1.8 - 3.0 50 1473 :I: 405 - 1.7 :1:;0.1 

neutron 0.05 - 0.5 < 1 2160 :I: 81 - 4.4 :1:0.2 

neutron 0.5 - 3.0 24 551 :I: 27 - 1.4 ±O.1 

Table IV.B Results of fits of the tp, and tn distributions for 
reaction (i .3) to the form dN/'dt = Aeyt. + Bezt 

Quantity Proton Neutron 

- . 2 
t range (GeV ) 0.05 - 1.8 0.05 - 3.0 

Con. Lev. (%) 35 i5 

A 2581 :I: 87 2404 :I: 175 

B 107 :I: 20 545 :I: 32 
-2 

y(GeV ) - 5.5 ± 0.2 -8.9 :I: 0.7 
-2 z (GeV ) - 0.1 :I: 0.1 ~1.4:1:0.1 
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Table V. Results of fits of the experimental tn di~tributions in 
pp -(p1T+)n to the assumed form exp(a+bt +ct ). n n 

+ Best fit parameters 
p1T,mass t range CL 

b (GeV- 2 ) -4 
range (GeV) n (GeV2 ) (% ) a c (GeV ) 

1.08 - 1.16 .02 - .5 56 2.94 ± 0.35 -14.6 ± 4.3 19.8 ± 8.8 
1.16 - 1.20 .02 - .5 50 4.02 ± 0.17 -12.6 ± 2.2 10.5 ± 4.8 
1.20 - 1.24 .02 - .5 9 4.87 ± 0.11 -14.6 ± 1.4 13.0 ± 3.2 
1.24 - 1.28 .02 - .5 85 4.43 ± 0.14 -12.4±1.7 9.5±3.7 
1.28 - 1.32 .02 - .5 78 4.20 ± 0.15 -15.0 ± 2.1 15.5 ± 4.8 
1.32 - 1.38 .02 - .5 11 4.20 ± 0.15 -16.0 ± 1.9 20.2 ± 4.1 
1.38 - 1.48 .02 - .5 11 4.13 ± 0.15 -11.7±2.0 10.6 ± 4.5 
1.48 - 1.60 .04 - .7 70 3.76± 0.18 - 8.3±1.4 5.3 ± 2.1 
1.60 - 1. 72 .04 - '.7 25 4.16±0.16 -12.3± 1.5 11.6±2.3 
1. 72 - 1.84 .06 - .7 62 4.47 ± 0.18 -10.4 ± 1.4 7.2 ± 2.0 
1.84 - 1.96 .08 -1.0 < 1 4.02±0.19 - 6.9 ± 1.1 3.5 ± 1.1 
1.96 - 2.08 .12 -1.0 65 3.98 ± 0.25 - 7.1 ± 1.2 4.1 ± 1.2 
2.08 - 2.20 .16 -1.0 91 3.52 ± 0.33 - 4.8 ± 1.5 1.8±1.4 
2.20 - 2.40 .28 -1..0 2 4.53 ± 0.71 - 6.4 ± 2.7 2.8 ± 2.3 
2.40 - 2.60 50 -1.0 10 5.70±2.43 - 9.4 ± 6.8 4.6 ± 4.6 
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Table VI. Results of fits of the experimental tp distributions in 
pp - p(1T+n) to the assumed form exp(a+15tp + ctp 2) 

+ 
Best fit parameters 

1T n mass , tp ranle CL 
b(GeV- 2 ) -4 range (GeV) (GeV ) (% ) a c(GeV ) 

1.08-1.16 .02-.5 40 4.03±0.21 -20. 6±2. 9 27.4±6.1 
1.16-1.22 .02-.5 38 4.26±0.14 -15.9±2.0 18.2±5.1 
1.22-1.28 .02-.5 7 4.31±0.15 -11. 8±2.0 7.1±5.0 
1.28-1.34 .02-.5 76 4.24±0.15 -11.1±2.2 4. 5±5. 8 
1.34-1.40 .02 -. 5 99 3.97±0.15 -11.0±1. 9 9.7±4.2 
1.40-1.46 .02-.5 41 3.84±0.15 - 7.1±1. 7 7.2±3.8 
1.46-1.52 .02-.5 58 3.78±0.15 - 5.6±1. 9 - 3.3±4.7 
1.52-1.58 .02-.7 75 3.89±0.13 - 8.6±1.3 5.4±2.3 
1.58-1.66 .04-.7 80 4.02±0.15 - 7.1±1.4 2.4±2.4 
1.66-1. 74 .04-.7 83 3.69±0.15 - 3.9±1.3 - 1.6±2.2 
1. 74-1. 84 .06-.7 38 4.00±0.19 - 7.4±1.7 2.1±2.8 
1.84-1. 96 .08-.7 13 3.95±0.22 - 7.1±1.6 3.1±2.5 
1. 96-2.08 .12-.7 30 4.47±0.35 - 9.3±2.4 4.6±3.4 
2.08-2.22 .16-.7 65 6. 19±0.45 -17.8±2.7 14.3±3.5 
2.22-2.40 .28-.8 60 7.40±1.18 -18.4±4.8 12.4±4.8 

. -

• 
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Table VII. Results of fits of the best fit -b and c param.eters, 
displayed in Fig. 22, to the as sum.ed form. 
x + yM + zM2. ~ represents '!T+n effective mass. 

Best fit param.eters 

Fit to param.eter CL (o/~ x y z 

-b 55 121 .4 ::I: 14.7 -137.3::1: 18.3 40.8 ::I: 5.6 

·c 39 156.1::1: 26.2 -178.6::1: 30.8 51.4::1: 8.9 

'. 

• 
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Table VIII. Differential cross sections for the data of 
reaction (1.3) which satisfy the cut (5.5). 

t range dO' /dt 2 t rang~ dO' /dt 2 
n (GeV2) mb/GeV n (GeV ) mb/GeV 

< 0.02 12.71 % 1.09 0.55 - 0.60 0.34 % 0.08 

0.02 - 0.04 12.84%1.11 0.60 - 0.65 0.18 % 0.06 

0.04 - 0.06 11.60 % 1.02 0.65 - 0.70 0.29 % 0.07 

0.06 - 0.08 7.76 % 0.76 0.70-0.75 0.27 % 0.07 

0.08 - 0.10 7.09 % 0.72 0.75-0.80 0.23 % 0.07 

0.10 - 0.12 4.64 % 0.54 0.80 - 0.85 0.11 % 0.04 

0.12 - 0.14 3.79 % 0.47 0.85 - 0.90 0.14 % 0.05 

0.14 - 0.16 4.10 % 0.50 0.90 - 0.95 0.16 % 0.05 

0.16 - 0.18 2.32 % 0.35 0.95 - 1.0 0.20 % 0.06 

0.18 - 0.20 2.36 % 0.36 1.0 - 1.2 0.09 % 0.02 

0.20 - 0.22 2.36 % 0.36 1.2 - 1.4 0.07 % 0.02 

0.22 - 0.24 1. 74 % 0.30 1.4 - 1.6 0.05 % 0.02 

0.24 - 0.26 1.83 % 0.31 1.6 - 1.8 0.03 % 0.01 

0.26 - 0.28 1.47 % 0.27 1.8 - 2.0 0.03 % 0.01 

0.28 - 0.30 1.43 % 0.27 2.0 - 2.2 0.009 % 0.006 

0.30 - 0.32 1.16 % 0.24 2.2 - 2.4 0.022 % 0.010 

0.32 - 0.34 1.43 % 0.27 2.4 - 2.6 0.018 % 0.009 

0.34 - 0.36 1.03 % 0.22 2.6 - 2.8 0.013 % 0.008 

0.36 - 0.38 1.07 % 0.23 2.8 - 3.0 0.005 % 0.005 

0.38 - 0.40 0.76 % 0.19 3.0 - 3.2 0.005 % 0.005 

0.40 - 0.45 0.80 % 0.13 3.2 - 3.4 0.013 % 0.008 

0.45 - 0.50 0.57 ± 0.11 3.4 - 3.6 0.005 ± 0.005 

0.50 - 0.55 0.36 % 0.08 3.8 - 4.0 0.005 % 0.005 

, . 
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Table IX. Decay density matrix elements of the D. ++ (1238) 
in reaction (5.4). 

2 
t range (GeV ) events P33 -Re P31 ReP3, -1 

o - .05 714 0.10::1:: 0.02 0.16::1:: 0.02 0.02 ::I:: 0.02 

0.05 - 0.10 452 0.12 ::I:: 0.03 0.11 ::I:: 0.03 - 0.05 ::I:: 0.03 

0.10 - 0.15 221 0.21 ::I:: 0.04 0.20::1:: 0.04 -0.05::1:: 0.04 

0.15 - 0.20 165 0.06::1:: 0.05 0.14::1:: 0,04 0.02 ::I:: 0.04 

0.20 - 0.30 198 0.14::1:: 0.04 0.06::1:: 0.04 0.02 ::I:: 0.04 

0.30 - 0.50 199 0.16::1:: 0.04 0.09 ::I:: 0.04 0.00 ::I:: 0.04 

0.50 - 1.0 127 0.28 ::I:: 0.05 0.04::1:: 0.05 -0.03::1:: 0.05 
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Table X. Results of fits of "terlt points to the assumed 
forms for 1.12 < M (p1T+) < 1.42 GeV. 

+ 
Extrapolated cross section er rlp 

1T P mass AVEfraged on-shell Dp-OPE Con ventional 
range (GeV) er( 1T p) (mb) tIter It = bt fit Itter It = bt + ct2 fit 

1.12 - 1.18 47 48 ± 5 107 ± 18 

1.18 - 1.20 140 149 ± 15 169 ± 39 

1.20 - 1.22 195 202 ± 16 255 ± 41 

1.22 - 1.24 197 232 ± 17 265 ± 39 

1.24 - 1.26 157 163 ± 14 222 ± 33 

1.26 - 1.28 116 110 ± 11 106 ± 22 

1.28 - 1.32 79 83 ± 7 83 ± 12 

1.32 - 1.36 49 55 ± 5 52 ± 10 

1.36 - 1.42 30 33 ± 3 29 ± 5 

FWHM (GeV) 0.100 0.100 0.085 

Fit to data 
2 X /DF (Prob. ) 69/55(10%) 57/46 ( 15%) 

Agreement 2 X /DF (Prob. ) 8.1/9(52%) 20.6/9 ('" 1.5%) 
with er 

on-shell 



Table XI. Results of fits of "to' 11 points to the as sumed 
forms for 1.42 < M (p1T+) < 2.02 GeV. 

Extrapolated cross sections 0' + 
1T P 

+ 
1T P mass Averaged on- DP-OPE DP-OPE Conventional 
range (GeV) shell 0' + (mb) "to''' = bt fit "to''' = bt+ct

2 
fit "to''' = bt + ct

2 
fit 

1T P 

1.42 - 1.48 17.3 25.2 ± 2.5 23.3 ± 6.8 19.4±4.3 

1.48 - 1.54 11.1 15.3 ± 1.8 9.9±4.3 10.0 ± 2.7 

1.54 - 1.62 8.2 11.7 ± 1.3 10.1 ± 3.6 8.6 ± 2.2 

1. 62 - 1. 70 11.4 13.9 ± 1.4 8.8 ± 4.4 8.0 ± 2.6 

1. 70 - 1. 78 13.8 13.8 ± 1.3 9.0 ± 4.2 8.2 ± 2.4 

f. 78 - 1.86 16.6 15.5 ± 1.3 19.3 ± 5.1 13.4±2.6 

1.86 - 1.94 19.0 15.6±1.4 25.7±6.6 15.1 ± 3.2 

1.94 - 2.02 16.2 13.3±1.4 23.4 ± 8.6 13.4±3.9 

Fit to data 2 
X /DF(Prob.) 38.7/38(45%) 29.1 /30( 52%) 27.9/30 (57%) 

Agreement with 2 
36.4/8« 0.1%) 4.7 /8( 79%) 11.1./8 (20%) 0' h 11 X /DF(Prob.) on-s e . 

0\ 
0 



Table XII. Comparison of Experimental and Theoretical Cross Sections for reaction (1.3) 

All data Peripheral data 

+ I· Expt. t cut No. of Expt. DP-OPE Int. M(p1l' ) region No. of tncut 
cross section p cros s section cross section (mb) 

(GeY) events (mb) (Gey2) (Gey2) events (rob) Proc. A Proc B 

1.14 - 1.42 2166 1.93 :I: 0.13 < 0.4 1872 1.67:1: 0.11 1.57 0.08 

1.42 - 2.00 2121 1.89:1: 0.13 < 0.6 < 0.6 1151 1.03 :I: 0.07 0.84 0.16 

2.00 - 2.86 2137 1.91 :I: 0.13 < 0.8 < 0.4 769 0.69:1: 0.05 0.48 0.09 

DRP Int. 
cross section (mb) 
Case C Case D 

0.40 1.65 

0.18 1.07 

C~~· 

,O' 
"~ • .j-

c.;. 

i" • ..... ~ 

0: 

C:'" 

(. 

0\ (, ..... ., 
..J,,",","-

..c, 
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Table XIII. Branching ratios of the enhancements near 1.46 and 1.65 GeV. 

R expected 

Mass (GeV) R(p'IT°;.r/ n) 
1 3 

I = - I =-
. 2 2 

1.462 0.50 ± 0.08 0.5 2 

1.65 0.77 ± 0.12 0.5 2 

L. .=-s::: . _ .. 

Table XIV. Best fit parameters obtained in fits of the Fig. 37 data to the 
assumed form A exp(bt -+- ct2). 

Data 

Fig. 37(a) 

Fig. 37(b) 

-9.2± 1.5 

-7.7±3.4 

-4 
c (GeV ) 

6.7 ± 3.1 

3.4± 7.0 
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FIGURE CAPTIONS 

-1 
Experimental distributions of ~[=tan (P /P,)] for pp + pp 

z x· 

events with four-momentum transfer squared It I in the ranges: 

2 .22 
(a) 0-.05 GeV , (b) 0.05-0.10 GeV , (c) 0.10-0.15 GeV , 

2 
(d) 0.15-0.20 GeV. The smooth curves are a + blcos~1 where 

a and b are best fit values obtained in least-squares fits to 

the data. 

Fig. 2. Elastic scattering differential cross section plotted as a 

function of t. 

Fig. 3. Experimental missing-mass-squared distribution for the 2591 

events accepted to be examples of reaction (1.2). 

Fig. 4. Experimental cross section for reaction (1.2) as a function 

of beam momentum. 

Fig. 5. Experimental cross section for reaction (1.3) as a function of 

beam momentum. The solid curve represents the expansion 

1
+ I -1.06 cr = 45.9 ( PLab ) mb. 

Fig. 6. Single particle c.m. angular distributions for 2542 

reaction (1.2) events. (a) proton, two points per event, 

Fig. 7. Single particle c.m. angular distributions for the 6424 

+ 
reaction (1.3) events. (a) proton, (b) neutron, (c) TI • 

Fig. 8. Peyrou plots of c.m. longitudinal- vs.c.m. transverse momenta 

for the 6424 reaction (1.3) events. (a) proton, (b) neutron, 

(c) TI+ 

Fig. 9. (a)-(c) Projections of c.m. transverse momenta for the 6424 

reaction (1.3) events. (d)-(f) corresponding projections of 

normalized longitudinal momenta, X = PL/Pmax where Pmax is the 

maximum allowed longitudinal momentum. 
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Fig. 10. Distributions of the averaged transverse momenta vs. X for 

the reaction (1.3) data + (a) proton, (b) neutron, (c) ~ . 

Fig. 11. Longitudinal phase-space plot (see Ref. 12) for the 6424 

reaction (1.3) events. The hexagonal border represents the 

limiting case of no transverse momenta a.nd infinite ener~:y. 

Fig. 12. Distributions of t, defined by Eq. (5.2), for the 6424 

reaction (1.3) events. The curves in (a) and (b) represent 

the expansion (5.3) using the best-fit parameters obtained in 

least-squares fits to the data. 

Fig. 13. Dalitz plot for the 6424 reaction (1.3) events. 

Fig. 14 .. 

Fig. 15. 

+ 
(a) p~ , + (b) ~ n, and (c) pn effective mass projections for 

the 6424 reaction (1.3) events. 

+ 
Chew-Low plot of M(p~ ) vs. t for the 6424 reaction (1.3) 

n 

events. 

+ 
Fig. 16. M(p~) projections of Fig. 15 for the four denoted ranges of 

Fig. 17. 

t . 
n 

t projections of Fig. 15 for the fifteen denoted ranges of 
n 

+ 
M(p~). The smooth curves represent the expansion 

2 
exp(a+btn+ctn ) using for a, b, and c the best-fit values 

listed in columns 4, 5, and 6 of Table V, respectively. 

Fig. 18. (a),(b): The best-fit values of the parameters (-b) and c, 

Fig. 19. 

Fig. 20. 

. + respectively, plotted as a functlon of M(p~ ). The parameters 

are listed in columns 5 and 6 of Table V, respectively. 

Chew-Low plot of M(~+n) vs. t for the 6424 reaction (1.3) 
p 

events. 

+ 
M(~ n) projections of Fig. 19 for the four denoted ranges 

'. 
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Fig. 21. 
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t projections of Fig. 19 for the fifteen denoted ranges of 
p 

+ 
M(~ n). The smooth curves represent the expansion 

2 
exp(a+bt +ct ), using ,for a, b, and c the best-fit values 

p p . 

listed in columns 4, 5, and 6 of Table VI, respectively. 

Fig. 22. (a),(b): The best fit values of the parameters (-b) and c, 

respectively, plotted as a function of M(~+n). The parameters 

are listed inco1umns 5 and 6 of Table VI, respectively. 

The smooth curves ,drawn in parts (a) and ,(b) represent the 

2 expansion x + yM + zM , using for x, y, and z the best-fit values 

listed in Table VII. 

Fig. 23. Differential cross section for reaction (5.4) plotted as a 
+ 

function of tn' Only events with 1.14 < M(p~ ) < 1.42 GeV 

are used. 

Fig. 24. (a)-(c) Decay density matrix elements for the reaction (5.4) 

data, plotted as a function of t. (d) t-channel coordinate 
n 

system (Ref. 17); Pin(Pout) represents the incoming (outgoing) 

++ 
proton as seen in the 6 . (1238) rest system; it is the direction of 

the normal to the production plane for the overall scattering 

process. 

+ 
Fig. 25. (a)-(h): A/AO moments [defined in Eq. (5.8)] of the p~ quasi-

elastic scattering angular distribution for 2 ~ 8 , plotted as 
+ + 

a function of M(p~.) for peripheral p~ systems with ICOS8nl > 
/ 

0.965. The solid curves represent the on-mass-shell p~+ elastic 

scattering moments, which are calculated from the CERN phase 

shifts (Ref. 21). 
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+ 
Fig. 26. (a) Extrapolated 1T p elastic-scattering cross sections, 

obtained in least-squares fits of the experimental "to''' 
2 

points, calculated with Eq. (5.11), to the assumed form bt + ct . 

The values plotted are also listed in columns 4 and 5 of Tables X 
+ 

and XI, respectively. (b) Extrapolated 1T p elastic-scattering 

cross sections, obtained in least-squares fits of the experimental 

"to''' points, calculated with Eq. (5.14), to the assumed forms 

bt (solid dots) and bt + ct2 (open circle points). The values 

plotted are also listed in column 3 of Table X and columns 4 

and 5 of Table XI. The !Dlid curves drawn in both (a) and (b) 
+ 

represent the known (Ref. 27) 1T P elastic scattering cross 

section behavior. 

Fig. 27. (a) - (i): Experimental "to''' poirits, calculated using Eq. (5.14) 

for the nine indicated M(p1T+) ,bins with 1.12 < M(p1T+) < 1.42 GeV, 

and plotted as a function of t to the neutron. The line drawn 

in each component figure represents the form bt using for 

b the best fit value listed in column 3 of Table X; the points at 

2 2 t = -ll represent the extrapolated value of "to''' or -bll . 

Fig. 27. (j)-(q): Experimental "to''' pOints, calculated using Eq. (5.14), 

+ + for the eight indicated M(p1T ) bins with 1.42 < M(p1T ) < 2.02 GeV, 

and plotted as a function of t to the neutron. The curves drawn 

in each component figure represent the bt and bt + ct2 forms 

using the best fit values for the parameters band c; the points 
2 

at t = -ll represent the extrapolated value of the function whose 

curve passes through the central value. 
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Fig. 28. Exchange diagrams for reaction (1.3): Processes A and B represent 

single TI+ and TIO exchange, respectively. Process C represents 

a Double-Regge-Pole (Ref. 35) exchange process with Pomeranchuk 

(P) and TI exchanges. 
+ 

Fig. 29. (a) - (d) Experimental differential cross sections of M(pTI ), 

Fig. 30. 

+ 
M(TI n), t , and t , respectively, for the 2166 events of reaction 

n p 
+ 

(1.3) with 1.14 < M(pTI ) < 1.42 GeV. The cross-hatched distri-

butions are plotted for the 1872 events with t < 0.4 Gev
2

. The 
n 

solid curves represent the DUrr-Pilkuhn (DP-OPE) model predictions 

to the shaded data (See Section VG and the' Appendix). 

(a) - (d) 
+ 

Experimental differential cross sections of M(pTI ), 

+ 
M(TI n), t , and t , respectively, for the 2121 events of 

n p 

reaction (1. 3) with 1. 42 < M(pTI +) < 2.0 GeV. The cross-hatched 

distributions are plotted for the 1151 events with both t n and 

2 
tp < 0.6 GeV . The solid and dashed curves represent the DP-OPE 

and normalized Double-Regge-Pole (DRP) (Ref. 35) model predictions 

to the shaded data, respectively. (see Section VG and the Appendix). 
+ 

Fig. 31. (a)-(d) Experimental differential cross sections of M(pTI ), 

Fig. 32. 

+ 
M(TI n), t , and t , respectively, for the 2137 events of reaction 

n p 

(1.3jwith M(pTI+) >2.0 GeV. The cross-hatched distributions are 
2 2 

plotted for the 769 events with t < 0.8 GeV and t < 0.4 GeV . 
n p 

The solid and dashed curves represent the DP-OPE and normalized 

DRP predictions to the shaded data, respectively (See Section 

VG and the Appendix). 

(a) - (f) Experimental differential cross sections of cos8 , 
P 

cos8 , ¢ , ¢ , t +, and t +, respectively, for the 1872 
n p n PpTI PnTI 
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+ 
events· of reaction (1.3) with 1.14 < M(p~ ) < 1.42 GeV and with 

2 tn < 0.4 GeV. (e p ' ~p)/(en'~n) represent the (polar, azimuthal) 

anglesof the proton/neutron in the ~+p/~+n rest systems using the 

standard t-channel coordinate system (Ref. 39). tpi~+ represents 
+ 

the momentum transfer to the outgoing ~ from the incoming 

proton associated with the outgoing ith nucleon. The solid 

curves represent the DP-OPE productions (see Sec. VG and the Appen-

dix). 

Fig. 33. (a)-(f) Experimental differential cross sections of cosep ' 

cosen , ~p' ~n' tpp~+' and tPn~+' respectively, for the 1151 

events of reaction (1.3) with 1.42 <M(p~+) < 2.0 GeV and with 

2 both tn and tp < 0.6 GeV. The plotted quantities are defined 

as in Fig. 32. The solid and dashed curves represent the DP-

OPE and normalized DRP productions, respectively (see Sec. VG 

and the Appendix). 

Fig. 34. (a)-(f) Experimental differential cross sections of cosep ' 

cosen , ~P' ~n' tpp~+' and tPn~+' respectively, for the 769 events of 

reaction (1.3) with M(p~+) > 2.0 GeV and with tn < 0.8 GeV2 

2 and t p < 0.4 GeV. The plotted quantities are defined as in 

Fig. 32. The solid and dashed curves represent the DP-OPE 

and normalized DRP predictions, respectively (see Sec. VG and 

the Appendix). 

Fig. 35. (a) M(p~O) distribution for the 2591 reaction (1.2) events. 
+ 

Each event is plotted twice. (b) M(~ n) spectrum for a 

subsample of 5324 reaction (1.3) events. 
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Fig. 36. (a) M(TI+n) spectrum for reaction (1.3) events with M(pTI+) > 

2.4 GeV. (b) M(PiTIO) distribution for reaction (1.2) events 

with M(p.TI O) > 2.4 GeV (i#j). (c) The sum of (a) and (b). 
J 

The solid curves represent fits to a quadratic background plus 

two Breit-Wigner functions (see Sec. VIA). 

Fig. 37. t distributions of N*(1460) combinations for data with mass 

between 1.402 and 1.51 GeV. (a) all events (TI+n and PTIO); 

Fig. 38. 

(b) events with a mass cut (>2.4 GeV) made on the other TIN 

combination. 

do/ dM(N 1 TI) 

(a) 1A312, 

for pp + NlTIN2 at 6.6 GeV/c for M(NlTI) < M(N2TI). 

(b) IAlI2, (c) Re(AlA;) where these quantities are 

calculated using Eq. (6.5). 

Fig. 39. Experimental differential cross sections of tn for data with: 

+ (b) M(pTI ) > 

2.0 GeV and tp < 0.4 GeV2. The solid (case C) and dashed 

(case D) curves represent the normalized DRP predictions using 

for the quantity X in Eq. (A9) the choices t n [f(1)f(3/2+a)/ 

f(3/2)f(1+a)]2 and ~2, respectively (see Appendix). 
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