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Understanding the erosion and redeposition behavior of tokamak plasma facing 

materials is important to ensure component lifetime.  The goal of this thesis was to 

characterize the erosion and redeposition of aluminum (Al) when exposed to a tokamak 

divertor plasma.  Al was chosen for its similarities to beryllium (Be), which is intended for 

use as the first wall material in ITER but is toxic and restricted in DIII-D and most other 

tokamaks.  The Divertor Material Evaluation Station (DiMES) was used to expose a set of 

Al-coated samples to low-density L-mode plasma discharges in the DIII-D divertor.  

Different plasma conditions were used for each sample (including He and D plasmas), 

and samples with both ideal (smooth) and practical (rough) surfaces were exposed.  

Measurements of quantitative emission spectroscopy and film thickness change were 

compared to simulations of sputtering, ionization, and redeposition of Al to determine the 

gross erosion rate, redeposition fraction, and spectroscopic emission efficiency. 

We present the first quantitative spectroscopic measurements of neutral emission 

anisotropy due to sputtering erosion in a tokamak divertor plasma.  We present an 

ionization-emission model that reproduced the anisotropy by assuming full angular 
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sputtering yield distributions predicted by grazing angle sputtering simulations and ion 

beam sputtering measurements.  Grazing angle ions were expected due to the 

disappearance of the classical Debye sheath in favor of a thicker magnetic pre-sheath 

(MPS) at small magnetic field surface inclination angles.  The direction of presumed 

sputtering anisotropy and E×B drift of ions within the MPS was consistent with the direction 

of deposition patterns found on the samples and within individual pores of the rough 

surfaces.  A model of the erosion-redeposition cycle including re-erosion and material 

mixing reproduced observed film thickness change measurements.  The characteristic Al 

redeposition length was on the order of its ionization length, 1-3mm at the 1×1013cm-3 

plasma densities analyzed. Total redeposition fractions ranged from 30% to 76%, 

increasing with higher plasma temperature due to the higher sheath electric field 

strength.  On rough surfaces on the order of 50% of redepositing material was retained in 

hidden or shadowed regions, while on smooth surfaces this effect was negligible. 
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Chapter 1  

Introduction 

1.1 The promise and challenge of fusion as an energy source 

For decades, fusion has been touted as the holy grail source of clean energy.  

Fusion promises to be an advanced nuclear power technology that has a virtually limitless 

fuel supply and produces energy without generating pollution, carbon emissions, or any 

long-lived nuclear waste.  After all, it is fusion energy that has been powering the sun for 

billions of years, providing the heat and light that fundamentally sustains all life on Earth.  

However, modern industrial civilization requires a reliable, controllable, and plentiful 

source of energy to provide heat and electricity on demand to a growing population.  

The increasing energy demands of the world’s growing civilization continue to require 

greater generating capacity, straining existing reserves of fuels and compromising the 

stability of global climate.  In order to continue the current pace of growth, future 

generations will need a strategy to produce increasingly more energy generating 

capacity while at the same time finding a replacement for the cheap and reliable fossil 

fuels that have provided the backbone to the existing energy infrastructure.  Nuclear 

fusion energy, once realized, can rewrite the energy strategy playbook. 

An enormous amount of energy is released in the fusion reaction, tens of millions 

of times more energy per reaction than in the most intense chemical reactions.  The 

challenge is that the energy required to produce the reaction is also enormous.  The first 

demonstration of the raw power of nuclear fusion, the notorious and terrifying hydrogen 

bomb, required a nuclear explosion to trigger the reaction that released more energy in 
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a single instant than a large power plant can produce in a year.  Fusion between two 

light atoms occurs when their nuclei collide with enough energy to overcome their 

mutual repulsive force and get close enough to fuse into a new nucleus. Generating such 

energetic and frequent collisions between atoms requires that the fuel is heated to 

extreme temperatures – even hotter than the core of the sun – between 100 and 200 

million degrees C.  At these temperatures, all matter is a fully ionized plasma.  Since the 

cold war, a worldwide community of scientists and engineers have been researching 

and collaborating on methods to control plasmas and heat them to thermonuclear 

fusion temperatures for the benefit of humankind.   

A universal figure of merit for fusion device performance is known as the Lawson 

criterion, defined as the minimum product of electron density and energy confinement 

time required for a fusion reaction to reach ignition, or be self-sustaining.  A more useful 

extension of this metric is the triple product, which includes electron temperature, and is 

thus expressed in terms of the product of plasma pressure and energy confinement time.  

In order to achieve a burning plasma, the triple product needs to be such that the energy 

of the alpha particles generated by the fusion reaction are able to balance the energy 

escaping the plasma.  The minimum value for this depends on the specific fusion 

reaction, since each reaction has a different energy input and output.  The most 

accessible fusion reaction by far is D-T fusion, but other possible contenders are D-D 

(typically used for research), and D-He3.  The nuclear equations for each reaction are 

listed below.  The triple product required for burning plasma for each reaction is 

compared in Figure 1-1.  The nuclear equations of these reactions, including reactants, 

products, and energy released are as follows [1]: 
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D-T Fusion:  𝐷1
2 + 𝑇1

3 ⟶ 𝐻𝑒2
4  (3.5 𝑀𝑒𝑉) + 𝑛 (14.1 𝑀𝑒𝑉) 

D-D Fusion:  𝐷1
2 + 𝐷1

2 ⟶ {
𝑇1

3  (1.0 𝑀𝑒𝑉) + 𝑝 (3 𝑀𝑒𝑉)

𝐻𝑒2
3  (0.82 𝑀𝑒𝑉) + 𝑛 (2.45 𝑀𝑒𝑉)

 

D-Helium 3 Fusion:  𝐷1
2 + 𝐻𝑒2

3 ⟶ 𝐻𝑒2
4  (3.6 𝑀𝑒𝑉) + 𝑝 (14.7 𝑀𝑒𝑉) 

 

 
Figure 1-1. Triple product for fusion energy break-even (Q=1) required for three common 

fusion reactions [2] 

Two distinct methods of confining the extreme temperature plasma for achieving 

fusion have emerged: 1) Inertial confinement which uses high intensity lasers to implode 

pellets of fusion fuel to such extreme temperatures and densities that thermonuclear 

ignition occurs rapidly before the fuel has a chance to disperse; and 2) Magnetic 

confinement, which exploits the electrically conductive nature of a plasma to stabilize 

and compress it using strong magnetic fields, while heating it with electromagnetic 

waves.  However, to date no scheme has emerged as proven to release more energy 

than required to generate the reaction in the first place.  To date, the most successful of 

the confinement technologies, and the most promising from the standpoint of designing 

a power generating nuclear fusion reactor, is arguably the tokamak.   
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1.2 The Tokamak 

In the early history of researching plasma magnetic confinement schemes, the 

tokamak emerged as a front runner with longer confinement times and higher maximum 

core plasma temperatures.  The tokamak uses closed loops of magnetic fields to confine, 

compress, and stabilize a ring of current-carrying plasma as it is heated to fusion 

generating temperatures.  The tokamak magnetic configuration is achieved through the 

use of nested electromagnets wrapped around a toroidal loop of current-carrying 

plasma, as shown conceptually in Figure 1-2. The tokamak operates by striking an ultra-

high purity deuterium (and tritium) plasma inside of a torus shaped vacuum chamber.  A 

strong current is induced in this ring of plasma by ramping current through a central 

solenoidal coil, akin to the primary and secondary windings of a conventional power 

transformer.  The plasma current generates a poloidal magnetic field and a pinch 

instability that tends to compress the plasma, while an externally applied strong toroidal 

magnetic field provides support to stabilize the plasma against the instability.  The result 

is a helical field structure that confines the plasma and allows it to be heated without 

contacting the wall.  External shaping coils are used to maintain control of the plasma 

position and shape so that it does not contact the wall of the vacuum vessel.   
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Figure 1-2. The fundamental concept of a Tokamak, using nested electromagnetic 

control coils to create a ring of plasma with an internal helical magnetic field structure 

[3]. 

Over the past decades, advancement of the tokamak concept has led to 

numerous innovations and improvements in stability, heating efficiency, and pulse 

length. One of these innovations is a so-called divertor magnetic configuration gives the 

tokamak its ability to control plasma density and exhaust helium ‘ash’.  An example of 

the typical divertor magnetic configuration is shown in poloidal cross-section in Figure 1-3, 

with detailed inset regions relevant to plasma-material interactions at the “edge region” 

near the first wall and the “divertor region” near the divertor targets.  Given the toroidal 

symmetry of the tokamak, the magnetic flux surfaces represent poloidal projections of 

helical magnetic field lines.  Magnetic flux surfaces inside the plasma core region are 

closed, that is the field lines never leave the core.  The last closed flux surface, also called 

the separatrix, defines the edge of the confined plasma and the start of the so-called 
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scrape-off-layer where field lines intersect the first wall.  In the divertor region, additional 

poloidal field shaping coils are employed to create a null in the poloidal field called the 

X-point, enabling the last closed flux surface to intersect with a target called the divertor 

at the so-called inner and outer strike-points.  The divertor is a region of the wall which is 

specially designed and instrumented to withstand high heat and particle fluxes escaping 

along the last closed flux surface. 

 
Figure 1-3. Reproduced with permission from [4] Poloidal cross-section of a tokamak 

plasma, showing magnetic flux surfaces of a single magnetic null divertor configuration.  

Detail of the divertor and limiter regions is shown. 

One important next step device on the roadmap to a fusion reactor is achieving 

and sustaining a burning plasma, that is a plasma whose temperature is self-sustained by 

its own fusion reactions.  The international tokamak community has chosen to build a 

large volume, long pulse superconducting tokamak called ITER to achieve this very goal.  
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The ability of the tokamak plasma to confine and insulate high plasma temperatures, 

and therefore the fusion power production, scales with plasma volume and toroidal 

magnetic field strength. A model depiction of the ITER tokamak is shown in Figure 1-4.  In 

the same figure we show the DIII-D tokamak, presently the largest operating tokamak in 

the United States, in relative scale standing alongside ITER. 

 
Figure 1-4. Illustrations of the ITER [5] and DIII-D [6] tokamaks side by side and 

approximately to scale, showing internal components, structures, and people for scale 

reference. 

The plasma-facing components (PFCs) in the divertor have to withstand some of 

the highest heat fluxes of any industrial material, and thus are often built of high 
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temperature capable materials such as tungsten or carbon (i.e. graphite, carbon-fiber).  

The rest of the wall, on the other hand, can operate at comparatively lower temperatures 

but needs to survive high nuclear heat loads (from the generated neutrons) and 

energetic particles (from the ions and neutrals that escape the confined plasma).  The 

plasma-facing components (PFCs) in the DIII-D tokamak are made from graphite, a 

material capable of high temperatures and resilient to thermal shock.  The first wall design 

choice for ITER, the international tokamak community’s next step experimental device, 

uses a main chamber wall of beryllium (Be) with a divertor of tungsten (W).   

1.3 Plasma Facing Component Requirements 

There are four main engineering requirements that the tokamak plasma-facing 

material must meet: 1) capable of handling high heat flux, 2) withstand complex plasma-

material interactions, 3) have extremely low fuel retention properties, and 4) be resistant 

to neutron damage and activation.  These requirements are not unique to the tokamak. 

In fact, any device attempting to confine a thermonuclear plasma for any considerable 

amount of time will require a solution to the same plasma facing material challenges. 

Excessive heat flux, or power deposition, can damage or degrade the plasma 

facing component by melting, cracking (thermal shock or cyclic loading), or annealing 

(recrystallizing) the material.  Heat flux is most intense near the divertor region, where high 

fluxes of energetic particles can deposit their heat in a narrow band.  This heat flux 

increases with increased input power to the plasma, but also scales linearly with plasma 

current, magnitude of the poloidal field, and inversely with plasma density [7].  There are 

primarily three methods employed to reduce heat flux to the divertor target surfaces 

when operating the tokamak:  1) aligning the target surfaces with the magnetic field in 
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such a way as to decrease the perpendicular heat flux to the surface, 2) operating at 

higher densities such that the plasma near the target surfaces enters a low temperature 

(few eV), highly radiative regime through a process known as detachment [8], and 3) 

operating with increased expansion of the magnetic flux surfaces such that the width of 

the strike region is expanded [9].  Each method has its drawbacks: 1) alignment is limited 

by requisite gaps between components where leading edges can form, 2) detachment 

tends also to decrease core plasma temperatures, and 3) flux expansion requires higher 

poloidal field shaping currents and larger vessel and toroidal field volume (therefore 

higher cost).  

Plasma-material interactions can damage component surfaces through a 

number of different particle-surface interaction events.  These include: 1) sputtering, or 

the ballistic removal of surface atoms by incident ions and neutrals, 2) implantation, the 

forced inclusion of an atom from the plasma into the near surface layer of the material 

which can lead to compositional or microstructural changes in the surface, 3) plasma 

deposition, or the formation of amorphous layers of mixed materials on top of the plasma 

facing component, often composed of material eroded from other parts of the machine.  

In addition to being damaged by the bombarding energetic ions and neutral atoms, the 

release of these materials into the plasma creates impurity ions that can transport to the 

plasma core and create energy losses through radiation [10]. 

Fuel retention is the third challenge, and potentially one of the most concerning 

for the viability of fusion power reactor.  Fuel retention is the trapping of tritium fuel in the 

plasma facing component, either by direct implantation, diffusion, or co-deposition with 

other depositing species.  In a tritium burning tokamak, limits of in-vessel fuel retention is 

are likely to be exceeded before component erosion wear or neutron damage lifetimes 
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are met.  In ITER, the administrative limit for in-vessel tritium retention has been set to 700 

grams.  Based on estimates of erosion and co-deposition with beryllium, the tritium 

retention limit is expected to be reached in the range of 106 seconds (280 hours) of 

plasmas operations or about 2500 discharges, as shown in Figure 1-5.  These are 

conservative estimates based on erosion of the wall, and not including tritium release by 

heating or subsequent re-erosion of the deposits. 

 
Figure 1-5. Reproduced with permission from [11]. Tritium inventory in ITER for different wall 

material configuration options.  The assessment includes erosion from the main wall and 

divertor.  

The fourth, and probably longest term problem on the horizon is neutron damage 

and activation.  When using D-T fuel mix, the 14 MeV neutron emitted in the reaction must 

pass through the first wall and structural materials before reaching the blanket, which 

serves as a primary heat exchanger, a radiation shield and tritium fuel breeding module.  

Bombardment of materials with these energetic neutrons produces clusters of atomic 

defects and formation of He bubbles throughout the bulk of the material.  These defects 
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can lead to material embrittlement [12] and increased retention of diffusing tritium [13], 

exacerbating the already difficult heat and particle load challenges faced by the PFCs.  

The other challenge, neutron activation, imposes a restriction to the elements that a 

reactor can be made from such that the materials constructing the reactor itself do not 

transmute into long-lived hazardous radioactive waste. 

Present day tokamaks operate at very low duty cycle compared to a power 

generating fusion reactor, and thus have not had component lifetimes limited by the rate 

of erosion wear.  While detachment or advanced divertor configurations may be used 

to reduce particle or heat flux and erosion rates in the divertor, the main wall faces a 

major source of erosion that cannot be easily reduced: high energy charge exchange 

neutrals.  Shown in Table 1-1 are crude estimates of the annual gross erosion rate of the 

first wall of current and future reactors based on sputtering by charge-exchange neutrals 

[14].  The erosion estimates are scaled proportional to the annual energy load (Eload) and 

total annual plasma time (τannual) expected at the wall.  Progressing from present fusion 

devices to future reactors, the gross erosion rates will increase by about 5 orders of 

magnitude.  This brings to the forefront the problem of material redeposition and buildup 

in the divertor, as the sheer quantities of eroded ‘slag’ to be managed become huge. 

Even estimates for an all-tungsten PFC DEMO reactor, erosion due to just charge 

exchange neutral particle impact on the wall alone would be ~7,900 kg/yr, with this 

material migrating to regions of net deposition i.e. the divertor.  For ITER, with an annual 

duty cycle of ~3%, beryllium erosion rates are estimated to be in the 77 kg/year range.   
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Table 1-1. Erosion estimates for different hypothetical wall materials in current and future 

tokamaks [14]. 

Device Pheat 
(MW) 

τannual 
(s/yr) 

Annual 
Eload 
(MJ) 

Beryllium net 
wall erosion 
rate (kg/yr) 

Boron net wall 
erosion rate 
(kg/yr) 

Carbon net 
wall erosion 
rate (kg/yr) 

Tungsten net 
wall erosion 
rate (kg/yr) 

DIII-D 20 104 0.2 0.13 0.11 0.08 0.16 

JT 60SA 34 104 0.34 0.22 0.19 0.15 0.27 

EAST 24 105 2.4 1.6 1.2 0.82 1.8 

ITER 100 106 100 77 6.4 44 92 

FDF 100 107 1000 610 500 340 740 

DEMO 
Reactor 

400 2.5x107 10000 6500 5300 3700 7900 

 

 

1.4 Motivation Behind This Dissertation 

The lifetime of fusion reactor plasma facing components (PFCs) can be limited by 

a number of different and often competing factors. Erosion by sputtering can wear 

through components reducing their thickness, strength, and integrity. The most intense 

erosion rates are expected at limiter and divertor regions, where ion flux and plasma 

temperatures are the highest.  As the eroded material becomes ionized it can be 

promptly redeposited (possibly reducing the erosion rate [15]), transported to net 

deposition regions where it can accumulate and cause detrimental buildup on plasma-

facing surfaces or diagnostics [16–18], or accumulate as impurities in the core reducing 

burning plasma performance [19].  The current design choice for ITER uses W for divertor 

targets due to its low sputtering rate, with Be for the first wall and limiter surfaces. It is 

expected that the ITER main wall and limiter PFCs will be in a net erosion state with much 

of the net eroded material migrating to the divertor targets , where it would undergo 
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deposition and re-erosion and accumulate on shadowed or scrape-off-layer (SOL) 

surfaces [20–24].  This type of material accumulation leads to retention of tritium fuel by 

co-deposition [11,25], which is a serious concern for fuel self-sufficiency of any fusion 

power reactor [26,27] and poses an increased radiological safety risk. 

Experiments in recent years have addressed different aspects of the material 

erosion migration problem for low-Z first wall materials.  Measurements of the erosion rates 

on mid-plane limiter surfaces have been conducted on EAST and JET (C in EAST [28,29], 

Be in JET [30–32]), confirming the overall net positive erosion expectation.  Isotopic tracer 

studies conducted in DIII-D have shown that about half of the C impurities injected as 

13C-methane into the edge plasma transport and deposit in the near SOL outside of the 

inner and outer divertor strike points [14,33,34].  However, the other half of the injected 

13C appears to have been deposited short-range, on the main wall or in the secondary 

divertor region.  The idea that the wall is a source of sputtered impurity which all ends up 

in the divertor sink is too simplistic: parts of the wall are in a state of net erosion while other 

parts are in a state of net deposition from wall sources elsewhere.  Additionally, within the 

region immediately surrounding the strike points there are net erosion and net deposition 

zones that change with varying strike point location and plasma confinement mode [35].  

Experimental measurements of Be erosion in the divertor region is limited as there 

currently is no tokamak facility capable of making controlled and characterized 

measurements of Be erosion and deposition in a divertor target region. ITER plans to use 

an unbalanced double null configuration with a secondary divertor at the top clad with 

toroidally shaped Be targets where potentially high rates of localized erosion and 

deposition may occur [36].  It is not obvious whether the eroded Be will migrate to the 

primary (lower) divertor or redeposit locally in the secondary (upper) divertor.  Current 
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estimates of the ITER wall lifetime in these regions relies on extrapolation from and 

modeling of the JET ITER-like Wall (ILW) whole-machine migration results [37–39].  

Benchmarking existing models of erosion and deposition requires controlled and well 

characterized erosion source and background plasma.   

Motivated by these considerations, we have made controlled erosion 

measurements of Al in the divertor region of three different attached L-mode plasmas in 

DIII-D using the DiMES facility [40].  We chose to employ the material Al as a proxy for Be, 

the use of which is restricted in DIII-D and many other facilities due to its toxicity. Al is a 

practical material to use for this research because it is easily discernible from the 

background PFC materials in DIII-D (namely C and B), has a low vapor pressure 

(compared to Li or Mg) and high melting point (compared to Li). In addition, Al has a 

strong spectroscopic emission signature for both neutral (Al-I) and ionized (Al-II) emission 

enabling measurement of its erosion with relatively short exposure times.  Al also shares 

similar surface binding energy, and oxide and hydride chemistry with Be [41].  Al is a 

potentially informative low-Z material for this study because it shares some properties 

representative of a low-Z material in that it is sputtered primarily by the main ions (rather 

than by impurity ions) at relatively low plasma temperatures (~15eV) and has a long 

ionization length compared to its gyro-radius (〈λ_i 〉⁄r_gyro ~ 2.5).  It has a ratio of the 

ionization length to gyro-radius that is lower than Be, Li, or C, but still long enough that 

prompt redeposition without the presence of the sheath electric field ought not to be 

dominant. Al atoms are sputtered with relatively high velocities and can penetrate into 

the plasma with an ionization mean free path (MFP) in the divertor of the order of the 

Chodura sheath scale length (1-2mm).  This is important, as it means the redeposition of 

Al should be sensitive to the sheath structure, e.g. the sheath potential and density 
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gradients.  In all erosion models, the sheath determines the incident ion energies, and the 

rate of material redeposition.  The sheath electric field gradient is one of the primary 

forces that accelerates ions back toward the surface, driving erosion but also 

redeposition of sputtered material.  On the other hand, the exponential decay of the 

electron density toward the surface extends the ionization front away from the surface 

and reduces the likelihood of redeposition. 
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Chapter 2  

Background and Literature Review 

2.1 The Plasma Sheath 

Plasma-material interactions occur at the boundary between a solid surface and 

a plasma, two states of matter that span orders of magnitude in scales of temperature, 

density, and energy.  Plasmas in general are charge neutral, such that the density of ions 

ni is equal to the density of electrons ne and no net electric fields exist.  However, in the 

region of the plasma near an absorbing surface like a wall, a layer of net space charge 

arises spontaneously due to differences in the electron and ion thermal speeds.  Electrons 

have a much higher thermal velocity compared to the ions, so that they reach the wall 

before the ions and charge it to a negative wall potential. This sets up an electric field 

that accelerates ions toward the surface and creates a very thin region of net positive 

space charge density (ne < ni) called the Debye sheath (DS).  The characteristic length 

of the charge imbalance is equal to the plasma screening length, or Debye length 

𝜆𝐷𝑒𝑏𝑦𝑒 = √𝜀0𝑘𝑇𝑒 𝑒2𝑛⁄ .  The DS is also characterized by the so-called Bohm criterion [42], 

which says that the ion velocity at the sheath entrance 𝑣𝑠𝑒 must be equal to or greater 

than the plasma acoustic speed: 

   ( 2.1 ) 

In tokamak edge plasmas, a strong magnetic field exists that is usually inclined at 

a small angle with respect to the wall.  The gyro-motion effect of the ions and electrons 

in the inclined magnetic field results in the formation of an additional sheath region called 

𝑣𝑠𝑒 ≥ 𝑐𝑠 = √𝑘𝐵𝑇𝑒 𝑒𝑚𝑖⁄  
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the magnetic pre-sheath (MPS), also known as the Chodura sheath (CS), as shown in 

Figure 2-1. The MPS is a region of quasi-neutrality with significant E-field directed 

perpendicular to the surface with thickness on the order of the ion gyro-radius (~mm).   

 
Figure 2-1. Schematic of the plasma sheath in an oblique magnetic field [42] 

Particles enter the MPS along magnetic field lines from the so-called collisional pre-

sheath (CPS) that connects to the neutral plasma.  The CPS has length scales on the order 

of the ion-neutral collisional mean free path (cm to m), and extends along magnetic field 

lines into the so-called scrape-off layer (SOL) of the plasma.  In this region, ions sourced 

from the plasma are driven toward the wall, which can be treated as an ideal sink.  The 

plasma flows rapidly along field lines toward the walls, where the maximum flow speed 

parallel to the field at the exit of this region is sonic (𝑣∥ = 𝑐𝑠).  This so-called Chodura 

criterion is used by fluid models [43–45] to constrain the boundary between CPS and 

sheath edge, thus defining the velocity at the MPS edge (MPSE) as  𝑣𝑀𝑃𝑆𝐸 = √𝑇𝑒 𝑚𝑖⁄ .   

A description of the MPS was first produced by Chodura [43] using a particle-in-

cell simulation and fluid model.  The model was constrained by the boundary conditions 

Chodura criterion at the MPSE and the Bohm criterion at the DS. The other constraint in 
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the models is that the total potential drop across the combined DS and MPS is limited to 

~3𝑘𝑇𝑒, the same as for a non-magnetized sheath, and is nearly independent of the field 

inclination angle.  Chodura determined the thickness of the MPS to be equal to 𝜆𝑚𝑝𝑠 =

√6𝜌𝑖𝑜𝑛sin (𝛼), where 𝜌𝑖𝑜𝑛 =
𝑚𝑖𝑐𝑠

𝑒𝐵⁄  is the ion gyro radius.  The normalized electric potential 

in across the MPS is given as 𝑒Δ𝜙𝐶𝑆 𝑘𝑇𝑒⁄ = ln(sin 𝛼), where 𝛼 is the angle between the 

magnetic field and surface plane.  The potential drop breaks down as the angle 

approaches tangency with the surface, since as 𝛼 ⟶ 0, Δ𝜙𝐶𝑆 ⟶ ∞. 

Recently fluid models [45] and kinetic simulations [46] of the magnetized sheath 

structure extend the Chodura sheath model to include magnetic field pitch angles 

(angle with respect to the surface plane) of smaller than ~5 degrees.  At a floating wall, 

the total potential drop across the MPS and DS is shown to be: 

   ( 2.2 ) 

Thus, at small 𝛼, when the potential drop across the MPS equals this total the Debye 

sheath (DS) essentially ceases to exist and the entire sheath is defined by the MPS.  The 

critical angle 𝛼∗ between the magnetic field and surface plane of: 

    ( 2.3 )  

Which is roughly 3-5 degrees in DIII-D plasmas.  Shown here in Figure 2-2, are the electron 

density and normalized sheath potential versus distance from the wall over a parametric 

scan of the magnetic field, as calculated using the kinetic particle-in-cell model in [46]. 

𝑒Δ𝜙𝑓𝑙𝑜𝑎𝑡𝑖𝑛𝑔 𝑘𝑇𝑒⁄ = 0.5ln ([
2𝜋𝑚𝑒

𝑚𝑖
] [1 +

𝑇𝑖

𝑇𝑒
]) 

𝛼∗ = arcsin (√2𝜋(𝑚𝑒 𝑀𝑖⁄ ) ∙ (1 + 𝑇𝑖 𝑇𝑒⁄ )) 
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Figure 2-2. Reproduced with permission from [46].  Spatial profiles of the space charge 

density within a few Debye lengths of the surface (a) an the electric potential out to 120 

Debye lengths (b) for a collisionless case with deuterium ions. 

Based on these models, convenient expressions for estimating the sheath density 

gradients for different magnetic field incidence angles and plasma temperatures have 

been made by Borodkina [42,43]. The relevant expressions for the MPS structure are 

summarized in the following equations:  

   ( 2.4 ) 

   ( 2.5 )  

   ( 2.6 ) 

   ( 2.7 )  

In these expressions, electron density 𝑛𝑒 in the sheath region follows the Boltzmann 

relation (Eq. 2.4), , where 𝜓 is the dimensionless potential in the sheath, 𝜓 = 𝑒𝜙 𝑘𝑇⁄ .  The 

floating potential at the wall, 𝜓𝑤,  was shown by [39] to be approximately independent 

𝑛𝑒 = 𝑛𝑒0exp(𝜓) 

𝜓(𝑧)  =   𝜓𝑤exp(−2𝑧 𝐿𝑀𝑃𝑆⁄ ) 

𝜓𝑤 = 
1

2
ln (2𝜋

𝑚𝑒

𝑀𝑖

𝑇𝑒 + 𝑇𝑖

𝑇𝑒
) 

𝐿𝑀𝑃𝑆 = 𝑘𝜌𝑖 cos(𝛼) 
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of magnetic field angle and equal to the standard potential for non-magnetized plasmas 

(Eq. 2.6). LMPS is the characteristic length of the magnetic pre-sheath (Eq. 2.7), and 𝑧 is 

measured perpendicular to the solid surface.  The length LMPS is assumed to be specified 

by a numerical factor 𝑘, which is the multiplier of the larmor radius 𝜌𝑖 of a main-ion at the 

plasma sound speed 𝑐𝑠 = √(𝑇𝑒 + 𝑇𝑖) 𝑚𝑖⁄  , projected through the magnetic field pitch 

angle 𝛼.  This corresponds to Chodura’s finding that  LMPS ~ several × ρi cos(α) [43].  

There have been relatively few experimental studies aimed at characterizing the 

magnetic pre-sheath, and none have been made in tokamak plasmas.  In cylindrical 

laboratory plasma devices, emissive probe measurements were used to measure the 

MPS potentials with different applied magnetic field in [47] and with different ion-neutral 

collisionality in [48].  Recently, measurements of the 2D velocity profiles in low density Ar 

plasmas were made with magnetic field angle of 16-60° with respect to surface normal 

by Siddiqui et al. [49,50].  The measurements agree well with a 1D fluid model similar to 

that presented by Riemann [44,51] and Ahedo [52], although some disagreement starts 

to appear in the velocity measurements near the surface at the larger field angles.  𝐸⃗ × 𝐵⃗  

flows as large as 40% of the plasma sound speed 𝑐𝑠 were measured.  The ion-neutral 

collision length is significantly shorter in these laboratory plasmas than in the attached 

low density tokamak plasmas, and as a result the magnetic pre-sheath becomes more 

collisional and the effect of charge-exchange neutrals impacting the wall becomes 

significant.  In the laboratory measurements of MPS flows and potentials, better 

agreement between the Chodura and Riemann fluid models was found at low neutral 

pressures (low ion-neutral collisionality).  Measurements also deviated more from the 

Chodura fluid model at field angles greater than 60° with respect to the surface normal. 
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2.2 Basic Plasma Material Interactions 

At the interface between a plasma and a solid material, there arises a transition 

layer called a sheath where a space charge and electric field develops that accelerates 

ions toward the surface.  When energetic charged and neutral particles from the plasma 

strike a material surface, material modifications occur within the range of ion-solid 

interaction (a very shallow depth of just the first few atomic monolayers of material).  A 

schematic depiction of the plasma-material interaction environment is shown in Figure 

2-3.  Ions striking the surface can implant below the surface, and create a damage 

cascade that may eject, or sputter, material back into the plasma.  With the abundance 

of energetic ions and electrons present near the surface, molecules readily dissociate 

and recombine, leading to a rich surface chemical interactions.  Formation of volatile 

compounds on the surface can remove material (a process known as chemical erosion), 

while chemisorption of plasma-modified compounds can lead to hard deposits of mixed 

materials.  Atoms removed from the surface enter the plasma and become ionized and 

can be accelerated back toward the surface, leading to self-sputtering and re-

deposition.  In this section we will introduce the basic plasma-material interaction 

processes that occur within this region. 
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Figure 2-3. Schematic summary of the typical plasma-material interaction processes, 

adapted from [53]. 

 Physical Sputtering 

The process of physical sputtering is the removal of atoms from the surface of a 

material as a result of energetic particle impact.  Physical sputtering can occur for any 

material, and can involve any incident ions or neutrals with sufficient energy.  Sputtering 

occurs when an ion impact deposits enough energy into a surface through atomic 

collisions such that the ensuing collision cascade creates recoils that collide with surface 

atoms from within the material.  When the surface atom receives enough energy from 

the cascade to overcome its surface binding energy, it is ejected or sputtered from the 

material.  In each atomic collision, the energy transferred between the incident particle 

of energy E and a stationary target atom is determined from elastic collision theory: 

   ( 2.8 ) 

𝐸 =  𝛾𝐸0(cos 𝜃)2 =
4𝑚1𝑚2

(𝑚1 + 𝑚2)
2
𝐸0(cos𝜃)2 
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Where 𝐸0 denotes the initial projectile energy, and 𝑚1 and 𝑚2 are the projectile and 

target masses, respectively.  𝜃 is the scattering angle.  The maximum energy transfer 

factor 𝛾 = 4𝑚1𝑚2/(𝑚1 + 𝑚2)
2 for projectile mass m1 and target atom mass m2 [42]. 

Physical sputtering will occur only if the energy transferred to a surface atom 

exceeds the surface binding energy.  When calculating the energy transfer through the 

collision cascade, models generally assume one of two different types of sputtering 

collision cascades as schematically depicted in Figure 2-4.  For higher energy or heavier 

incident particles, sputtering results from many collisions within a large collision cascade 

as in Figure 2-4 (a) because of the larger amount of energy transferrable to the primary 

knock-on atom (PKA).  The ensuing collision cascade results in a nearly isotropic 

distribution of sputtered atom energies and directions from the surface.  For some low 

energy or light ion sputtering processes, a significant fraction of sputtered atoms can be 

ejected by direct collision with a recoiling projectile as in Figure 2-4 (b).  In this case, the 

sputtered atoms can carry some of the incident particle’s momentum which can lead to 

higher sputtered energies and non-uniform directional distributions. 

 
Figure 2-4. Comparison of the sub-surface collision cascades.  A linear cascade for heavy 

or high energy ions (a) and single knock-on recoil cascade for light or low energy ion 

sputtering (b). Adapted from [54] . 



24 
 

 The efficiency of the process, known as the sputtering yield, is described in terms 

of the number of ejected atoms per incident particle.  A widely used analytical formula 

for calculating sputtering yields was introduced in 1984 by Bohdansky [55] and later 

revised by Garcia-Rosales, Eckstein and Roth [56].  This formula is based on analytic 

sputtering theory and describes the sputtering yield as a function of the energy 𝐸 of a 

projectile impacting a surface at normal incidence.  The formula is expressed in the 

following four equations for incident particle with energy 𝐸0, atomic number 𝑍1 and mass 

𝑀1, and target with atomic number 𝑍2 and mass 𝑀2: 

    ( 2.9 )  

   ( 2.10 ) 

   ( 2.11 ) 

   ( 2.12 )  

Where 𝑌(𝐸) is the energy dependence of the normal incidence sputtering yield, 𝐸𝑡ℎ is an 

empirical target-dependent sputtering energy threshold, 𝑄 is a modification parameter 

dependent on the type of sputtering (such as light ion sputtering or near threshold 

sputtering) on. 𝑠𝑛
𝐾𝑟𝐶 is the nuclear stopping cross-section based on the Kr-C potential [57] 

for the ion-target combination, 𝜀 is the reduced energy, and 𝑎𝐿 is the Lindhard screening 

length. 

𝑌(𝐸) ~ 𝑄𝑠𝑛(𝜀) [1 − (
𝐸𝑡ℎ

𝐸
)
2 3⁄

] [1 −
𝐸𝑡ℎ

𝐸
]
2

 

𝑠𝑛
𝐾𝑟𝐶(𝜀) =

0.5 ln(1 + 1.2288𝜀)

𝜀 + 0.1728√𝜀 + 0.008𝜀0.1504
 

𝜀 = 𝐸0

𝑀2

𝑀1 + 𝑀2

𝑎𝐿

𝑍1𝑍2𝑒2
 

𝑎𝐿 = 0.4685(𝑍1
2 3⁄ + 𝑍2

2 3⁄ )
−1/2

Å 
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Another factor that influences the sputtering yield is the incidence angle between 

the impacting ion and the surface.  Generally, the sputtering yield increases from normal 

incidence up to ~55-85 degrees, then decreases as incident particle reflection 

dominates at glancing angles.  An empirical formulation of the angular dependence of 

sputtering by Yamamura [58] is listed below: 

     ( 2.13 ) 

Where f and Σ are adjustable parameters determined from least-squared fit to 

experimental data and 𝑌0 is the normal incidence sputtering yield. As the total sputtering 

yield increases with incidence angle, the angular distribution of sputtered material also 

becomes less isotropic, developing a preferred angle of emission in line with the primary 

knock on atom recoil trajectory [59]. 

There are many other factors that can affect the sputtering yield of materials in 

practical situations that are difficult to capture with sputtering theory.  Mixed material 

effects, surface morphology, flux and temperature dependence are a few of these 

factors.  Experimental measurements of sputtering are often made using ion beams to 

bombard different materials, measuring the total yield by weight loss, film thickness 

change, material collected on a catcher plate, or quantitative spectroscopy. A 

compilation of experimentally measured sputtering yields is available in [60].  

Experimental measurements of the yield can often be challenging, especially near the 

threshold since the surface sensitivity of the process lends itself to many confounding 

variables such as dynamic evolution of surface roughness, surface contamination, and 

alignment effects. 

𝑌(𝜃)

𝑌0
= (

1

cos(𝜃)
)
𝑓

exp [−𝛴 (
1

𝑐𝑜𝑠(𝜃)
− 1)] 
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The stochastic process of sputtering also lends itself well to computer simulations.  

Since the sputtering process is stochastic, involving many atomic collisions, numerical 

simulation is often used for estimating sputtering properties of materials.  One of the most 

widely used sputtering modeling codes is SDTRIM.SP [61], also known as TRIM, or TRIM.SP.  

SDTRIM.SP is a binary collision approximation (BCA) modeling code, i.e. it assumes 

collisions between atoms can be approximated as described above by elastic binary 

collisions, and that the energy loss to electrons can be handled separately as an inelastic, 

friction-like energy loss.  It assumes amorphous target structure and determines the path 

of the primary particle and its recoils inside of the target.   

Some example sputtering yields calculated by SDTRIM.SP are shown in Figure 2-5.  

Total sputtering yield versus energy for normal incidence Helium ions on Al, C, W, and Be 

are shown in Figure 2-5 (a).  Tungsten (W) has the lowest sputtering yield and highest 

threshold for sputtering owing to its high mass and low collisional energy transfer per 

collision with He ions. The SDTRIM.SP example calculation of the angular dependence of 

D ion sputtering of Be and Al are shown in Figure 2-5 (b), shown relative to the normal 

incidence sputtering yield.  The relative angular sputtering enhancement is greater for 

higher incident energies, shown here comparing 100eV to 200eV incident energy D 

atoms.   
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Figure 2-5. Sputtering yields for He ions incident on various elements of interest, calculated 

using SDTRIM.SP 5.07 [61]. 

2.2.1.1 Energy of sputtered particles 

For sputtering caused by a thermalized cascade of sub-surface collisions, the energy 

of the sputtered neutrals is often well approximated by a Thompson distribution [62], 

truncated at a maximum energy based on the impacting energy.  The truncated 

Thompson energy distribution is given as  

   ( 2.14 ) 

where 𝐸𝐵 is the surface binding energy (3.4eV for Al), and 𝐸𝑚𝑎𝑥 is the maximum ejected 

energy at which the distribution is truncated. We know from binary collision theory that 

the maximum elastic energy transfer between a projectile particle of mass 𝑀1 and target 

mass 𝑀2 is 𝛾 = 4𝑀1𝑀2 (𝑀1 + 𝑀2)
2⁄ . For an atom ejected by a recoiling light projectile ion 

(𝑀1 𝑀2⁄ < 0.2), the maximum energy for the ejected particle is thus 𝐸𝑚𝑎𝑥 = 𝛾(1 −

𝛾)𝐸𝑖𝑚𝑝𝑎𝑐𝑡 − 𝐸𝐵.  For heavier projectile ions (𝑀1 𝑀2⁄ > 0.2), the value of maximum sputtered 
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energy 𝐸𝑚𝑎𝑥 = 8(𝑀1/𝑀2)
0.4𝐸𝑖𝑚𝑝𝑎𝑐𝑡 − 𝐸𝐵.  From this distribution, one finds that the for most 

ion-target combinations the most probable sputtered energy is roughly equal to half the 

surface binding energy while the average sputtered energy can be significantly higher, 

up to ~ 𝛾𝐸𝑖𝑚𝑝𝑎𝑐𝑡 2⁄ . For sputtering by low energy or light ions, the energy distribution can 

be quite different than the Thompson due to surface atoms being sputtered by the direct 

recoil of the incident ion.  Different analytical formulations of the energy distributions in 

these cases have been proposed by [54,63]. 

As the total yield increases, so does the average sputtered energy.  The energy 

distribution of sputtered atoms emitted at the preferred angle of emission deviates from 

the Thompson distribution due to a larger fraction of the ejected particles carrying more 

energy and momentum of the incident particle. Recent experimental measurements by 

Goehlic, et al [64,65] have measured how the sputtered energy distribution depends on 

the incidence angle of sputtering ions.  The experiments used laser induced fluorescence 

to measure the energy distribution of Al atoms sputtered from atomically smooth, 

evaporated thin films at different angles by low-fluence Ar and Xe ion beams. The 

measured energy distributions were well reproduced using the TRIM.SP modeling code 

[61,66], which is able to separate the distribution into superimposed components and 

show that the high energy tail was due to direct recoil of atoms from the incident 

particles.  Figure 2-6, reproduced from [64], compares the measured energy distribution 

for Al sputtered by 500eV Xe ions at an incidence angle of 70° with respect to the surface 

normal.  Forward-sputtered (at +50°) at backward-sputtered (at -50°) energy distributions 

are compared (closed and open symbols respectively), and plotted along with the 

TRIM.SP modeled energy distributions (solid and dotted lines). 
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Figure 2-6.  Reproduced with permission from [64].Energy distribution for 500eV xenon 

bombardment of aluminum at oblique incidence (PSI=70deg).  The distributions 

detected in the forward direction (phi=50deg, solid squares) and in the backward 

direction (phi = -50deg, open squares) are plotted on a a double logarithmic scale. Both 

summands of the energy distribution are plotted as dotted lines  

 

 Chemical Sputtering 

Chemical sputtering refers to the removal of surface material by the formation of 

volatile compounds after chemical interaction with background plasma species.  Unlike 

physical sputtering, chemical sputtering is highly sensitive to surface temperature and 

surface/ion species combinations.  Carbon, in the form of graphite or carbon fiber 

composites, can be a very capable material with excellent thermal properties and good 

plasma compatibility but readily forms hydrogenic compounds at low temperatures that 

are easily released from the surface at low temperatures.  Chemical sputtering of carbon 

has been widely studied in the fusion community as a significant cause of material 

erosion, even at low ion bombarding energies [67–70].  Another form of chemical 

sputtering, often called chemically enhanced erosion or swift chemical sputtering [71–
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73], occurs when chemical reactions between incident ions and the surface restructure 

of the surface bonds in a way that can reduce surface binding energy and enhance 

physical sputtering of the material. Carbon materials can also form amorphous 

hydrogenic compounds after bombardment by hydrogen that can react with 

background oxygen release volatile compounds [74].  Tungsten can also be chemically 

eroded at high temperatures in the presence of oxygen impurities, through the formation 

of volatile oxides WO2 and WO3 [75]. Beryllium has been shown to form hydrides, and in 

several experiments has been found to have enhanced erosion rates in hydrogen 

plasmas [73,76]. 

 Surface roughness effects 

Surface roughness is an important parameter relevant to practical plasma facing 

component design because it can affect the rates of erosion and prompt redeposition 

for all materials.  The geometry of the surface roughness can prevent some sputtered 

particles from escaping the surface due to line-of-sight redeposition to the surface, as is 

depicted in Figure 2-7.  Such dependence of the total sputtering yield on ion impact 

angle and surface roughness has been studied extensively in several past works for fusion 

relevant PFC materials [77–80].  As Haasz and others have shown, in addition to reducing 

the sputtering yield, the presence of surface roughness can reduce the angular 

dependence by randomizing the local ion-surface impact angle and enhancing prompt 

recapture of sputtered material. 
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Figure 2-7. Reproduced with permission from [81].  Illustration of enhanced prompt 

recapture of sputtered particles on rough surfaces. 

Most surfaces develop some form of ion-induced morphology change with 

enough ion fluence.  These changes can case surface roughness to develop on initially 

smooth surfaces, in the form of ripples, islands, blisters, or tendrils.  Alternately, pre-existing 

surface roughness can be modified, even eroded or polished away.  Sputtering, can 

exacerbate roughness when the existing features have variations on the order of the 

atomic collision cascade.  The so-called curvature-dependent sputtering instability [82] 

occurs because of local variations of the erosion rate that amplify the surface curvature 

with enhanced erosion of troughs compared to local peaks.  Additional roughness 

promoters can exist in the surface such as seeding contaminants, preferential sputtering 

along certain crystal facets [83]. These processes are often enhanced at particular ion 

energies, ion incidence angles, and at higher ion flux. 

Sputtering can also reduce surface roughness by tailoring the incident ion flux, 

energies, and angles.  Recent studies have developed methods for both shaping and 

polishing surfaces to sub-nm precision for the semiconductor, magnetic storage 

technology, and sophisticated extreme ultraviolet (EUV) optics industries.  An extensive 

review ion induced smoothening processes can be found in [84].  A few smoothening 

mechanisms relevant to this study involve direct ion sputtering with grazing angle ions (ion 

incidence angles <10° with respect to the surface plane) whereby surface roughness 
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decreases due to combination of shadowing and enhanced erosion of surface 

protrusions or step edges [85–87].  This mechanism, illustrated in Figure 2-8, has been used 

by Hirata et al. [88] to produce atomically smooth diamond films.  There are also 

relaxation mechanisms which can counter the growth of surface roughness, such as 

thermally activated surface diffusion and recrystallization, or ballistic transport and 

reorganization of surface atoms due to the incident ion flux [89]. 

(a)      

Figure 2-8. Reproduces with permission from [88].  Evolution of surface roughness under 

glancing angle ion bombardment leading to surface smoothening (a) compared to 

ripple formation under near normal incidence bombardment (b). 

Some extreme examples of ion induced morphology development have been 

shown for fusion-relevant PFC exposure conditions.  The most notable of which is nano-

scale fuzz growth on tungsten and other metals under high fluences of He ions [90].  

Although not entirely understood, it has been characterized to occur in a narrow 

temperature window and at high ion flux.  Beryllium surfaces have also shown the growth 

of dense patterns of steep angled cones or whiskers on Be surfaces under high flux He 
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and D bombardment [91].  Surface roughness development may also be different on 

operating tokamak surfaces in the presence of a deposition source continually 

replenishing material.  Rough surfaces of tungsten in the AUG tokamak divertor [92] and 

carbon in TEXTOR tokamak limiters [81] have shown surface morphology and composition 

changes resulting from enhanced erosion near surface peaks and increased deposition 

in surface troughs. 

 Ionization 

When atoms are emitted from a surface into a plasma of sufficient temperature, 

collisions with background electrons can excite and ionize the atoms, a process known 

as electron impact ionization. The process of ionization can be described according to 

the methods described in [93]. For a neutral traveling at a velocity 𝑣 along 𝑠, the 

probability of ionizing within a differential length 𝑑𝑠 is proportional to the product of the 

local electron density 𝑛𝑒(𝑠) and ionization rate coefficient 〈𝜎𝑣〉: 

   ( 2.15 ) 

Let us define 𝑃(𝑠) as the probability that a particle has ionized after traveling a 

distance 𝑠, and 𝑄(𝑠) =  [1 − 𝑃(𝑠)] as the probability that it has not.  Thus, the probability of 

ionizing within a distance 𝑑𝑠 after traveling a distance s satisfies the differential equation: 

   ( 2.16) 

In this equation, 𝑃(𝑠) is the cumulative density function (CDF) for ionization along 

a path length s.  This function can be used to sample an ionization length using numerical 

𝑑𝑊 = 𝑛𝑒(𝑠)
〈𝜎𝑣〉

𝑣
𝑑𝑠 

𝑑𝑃(𝑠) = [1 − 𝑃(𝑠)]𝑑𝑊 
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Monte-Carlo methods.  For plasma with uniform density 𝑛𝑒(𝑠)  =  𝑛0 the solution to Eq. 2.16 

with boundary condition 𝑃(0) = 0 is 

   ( 2.17 ) 

This function can be used to numerically sample an ionization length 𝜆𝑖 using 

Monte-Carlo methods by solving for s.  Given a random number 𝜉 from 0 to 1, the 

ionization length will be: 

   ( 2.18 ) 

Often, it is useful to calculate the average distance to ionization, also known as 

the ionization mean free path.  We can determine an analytical expression for the 

ionization mean free path 〈𝜆𝑖〉 by first finding the probability density function 𝐹(𝑠): 

   ( 2.19 ) 

The expectation value of this function is most probable distance before ionization, 

also known as the ionization mean free path 〈𝜆𝑖〉. For a uniform background electron 

density, it can be shown that the most probable distance for a neutral atom to travel 

before ionizing (the ionization mean free path) is 

   ( 2.20 ) 

𝑃(𝑠) = 1 − exp(−𝑠 𝑛0

〈𝜎𝑣〉

𝑣
) 

𝜆𝑖 = −
𝑣

𝑛0〈𝜎𝑣〉
ln(𝜉) = −𝜆𝑖 ln(𝜉) 

𝐹(𝑠) =
𝑑𝑃(𝑠)

𝑑𝑠
= [1 − 𝑃(𝑠)]

𝑑𝑊

𝑑𝑠
 

〈𝜆𝑖〉 = ∫ 𝑠 𝐹(𝑠) 𝑑𝑠 =
𝑣

𝑛𝑒〈𝜎𝑣〉

∞

0
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2.3 Erosion/Redeposition Experiments 

When the plasma-material interaction at a plasma-facing surface leads to the 

removal of material, either due to physical sputtering, chemical sputtering, sublimation, 

or other process, it is generally referred to as erosion.  In cases where atoms or molecules 

in the plasma deposit onto the surface, either through ion implantation or physical or 

chemical adsorbtion, it is generally referred to as deposition.  Plasma-facing surfaces 

always exist in a balance of erosion and deposition, and the sum of the gross erosion and 

gross deposition rates results in the surface experiencing a net erosion or a net deposition 

rate. 

When material is eroded from a tokamak plasma facing component and 

becomes ionized, it can be transported by the plasma back to the surface in a process 

called redeposition.  The cycle of erosion, ionization, and redeposition repeats indefinitely 

and leads to a gradual migration of material from regions of net erosion to regions of net 

deposition.  For atoms ionized outside of the sheath, transport along field lines can result 

in remote redeposition, that is redeposition onto separate surfaces e.g. from the first wall 

to the divertor or short range redeposition, that is redeposition back to the same surface 

from which the atom was sputtered e.g. from one part of the divertor to another.  In some 

cases, if the ionization length is short compared to the gyro-radius (as is typical for many 

high-Z materials), redeposition can occurs within one ion gyro-radius.  This process, known 

as prompt redeposition, can effectively reduce the net erosion rate of that surface. 

Some of the first DiMES experiments conducted on DIII-D were used to measure 

the net erosion rates and redeposition profiles of various metals of interest to the fusion 

community [94–96].  The exposure of these samples was at the outer strike point of 
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attached, ELM-free H mode plasmas.  Density measurements were reduced by a factor 

of 3 in the modeling to account for the expectation that ionization occurs within the 

sheath and not at the upstream plasma density.  The specific modeling in this study 

accounted for large area erosion and redeposition with sub-gyro-orbit resolution of 

impurity transport, and calculated sputtering yields and energies using both analytical 

and numerical models for pure surfaces.  The effects of surface roughness were included 

in the sputtering codes using a fractal surface geometry model [80], although it is not 

clear from the manuscript what fractal dimension was used or what its effects were on 

the results.  Absolute sputtering yields (and therefore redeposition fluxes) were not 

properly calculated since material mixing effects (such as the reduction of surface 

concentration by deposition of carbon) was not included.  The main goal was to 

compare the shape of the computed redeposition profiles, so instead the redeposition 

profiles were normalized to the measurement at -7mm.  In the study, the authors assumed 

that the measured metal coverage was proportional to the redepositing metal flux at 

that location.  The fact that no re-erosion of deposited metals was included (nor the 

erosion of the carbon on which the metals were redepositing) makes the apparent 

agreement between model and data seem fortuitous.  For two of the elements, Mo and 

V (Figure 2-9 a and b, respectively), the shape of the redeposition profile that was 

modeled did not match the measured shape, an issue that was left un-answered by the 

study. 
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Figure 2-9. Reproduced with permission from [94].  Toroidal profiles of redeposited 

material measured for different materials (crosses) compared to models normalized to 

the data (lines).  The diagrams at the top describe the sample geometry and show the 

scan direction with a white arrow. 

More recent experiments have attempted to directly measure the net and gross 

erosion rate of Mo in lower single null L-mode plasmas [15] for comparison with existing 

models of erosion/redeposition.  A 1cm diameter Mo-coated Si button was exposed 
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~2cm radially outboard of the outer strike point for a total of 28 seconds using the DiMES 

sample probe (shown in Figure 2-10 (a)).  The average film thickness change was 11.6nm 

of net erosion, and the distribution of Mo redeposited on the graphite holder (shown in 

Figure 2-10 (b)) was a factor of 8-10 times larger on the downstream side of the sample 

compared to the upstream side.  An initially surprising result was that only 19% of the Mo 

removed from the 1cm sample was found on the 5cm DiMES graphite head despite the 

fact that prompt redeposition was expected to be dominant for the eroded Mo, and the 

average deposition e-folding length was ~2mm.  Later, modeling suggested that the low 

coverage was due to multiple re-erosion steps, and predicted a single-step redeposition 

fraction of 57%.  The modeling also showed that without the MPS E-field, redeposition 

fraction would have been only 20% due to prompt redeposition within one gyro-radius.  

Although the gross erosion and redeposition rates were well matched by the modeling, 

the upstream/downstream distribution asymmetry was not well reproduced, as shown in 

the measured and modeled toroidal line profile of Mo coverage, Figure 2-10 (c).  A similar 

discrepancy remained in the earlier models of Mo and V redeposition, as shown earlier 

in Figure 2-9 (a) and (b). 
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Figure 2-10. Previously measured [15] redeposition distribution from a DiMES exposure of 

molybdenum surface surrounded by graphite probe (a).   2D map of Mo areal density 

deposited on surrounding graphite (b).  Mo areal density profile (c) shows data-simulation 

comparison using WBC-REDEP modeling of the Mo erosion/redeposition process [97]. 

Recent modeling [98] of the effects that the MPS E-field can have on redeposition 

suggest that prompt redeposition can also occur for materials with smaller gyro radii than 

ionization mean free path, if they are ionized within a region of MPS electric field.  The 

model considered sputtered W which, despite its high-Z character, ionizes multiple times 

before completing a single orbit.  It was shown that the MPS E-field dramatically increases 

the prompt redeposition fraction for W ionized within the MPS, despite the fact that the 

wide region of depleted electron density that occurs in the MPS has the effect of 

extending and broadening the ionization front away from the surface.  An example of 

the calculated orbits for sputtered W are shown in Figure 2-11. Two landmark distances 

normal to the surface are shown in dashed lines: 10 deuterium gyro-radii signifying the 

end of the MPS and 1 deuterium gyro-radius signifying the region of strongest E-field.  In 

the absence of the MPS E-field, W ions undergo multiple ionizations to higher charge 
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states, reducing the gyro-orbit and decreasing the prompt re-deposition fraction.  When 

including the E-field, W redeposits at a distance much shorter than a singly charged gyro 

orbit radius.  For low-Z ions which have much longer ionization lengths and can undergo 

multiple gyro-orbits within the region of weaker sheath electric field, the effect of the MPS 

E-field on redeposition is less obvious.  The smaller radius orbits further out from the surface 

may lead to greater 𝐸⃗ × 𝐵⃗  drifts to drive the direction of material migration perpendicular 

to the field lines, and lower ionization states will mean atoms are driven toward the 

surface with less force. 

 
Figure 2-11. Adapted from [98]. Examples of individual orbits for W atom emitted from a 

surface at 135° at the point indicated on the horizontal axis.  The B-field is parallel to the 

surface. The largest orbit (black, redeposited) is calculated with no electric field and no 

multiple ionizations.  The medium orbit (red) is for the case with no E, but with multiple 

ionizations (to W7+), and the smallest orbit (blue, redeposited) is for the case with both E 

and multiple ionizations. 
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2.4 Organization 

The structure of this dissertation is organized as follows.  In Chapter 3 we describe 

the experiment and basic principles of the measurements conducted.  In Chapter 4 we 

present the first spectroscopic measurements of neutral emission anisotropy from 

sputtering of a controlled, localized eroding surface in a tokamak divertor plasma.  The 

quantitative spectroscopic measurements are described and spectroscopic emission 

efficiencies are presented.  In Chapter 5, we present an ionization-emission model that 

reproduced the observed anisotropy by assuming full angular sputtering yield 

distributions expected for grazing angle sputtering.  The direction of presumed sputtering 

anisotropy was consistent with directional deposition patterns found within pores of the 

rough surface samples.  The observations were an experimental validation of the 

predicted effects of the MPS on incident ion trajectories and subsequent sputtering 

distributions.  In Chapter 6 we describe the physical measurements of erosion (film 

thickness change) and spatial distribution of Al redeposition.  Changes to film 

composition and morphology caused by the plasma exposure are discussed, and the 

effective erosion yields are compared against expected sputtering yield values.  In 

Chapter 7 we present a model of the multi-step migration (erosion, redeposition, and re-

erosion) of Al which accounts for material mixing and the effect of surface roughness.  

The model is used to reproduces the measurements and determine the single-step 

redeposition efficiency in each plasma exposure case.  In Chapter 8 we summarize our 

conclusions and propose possibilities for future experimentation and analysis based on 

our findings.  
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Chapter 3  

Experimental Methods 

3.1 The DIII-D Tokamak 

DIII-D is a moderate-sized tokamak (vessel volume 39.6 m3, major radius R=1.7m, 

minor radius a=0.68m, height 2.72 m) operated by General Atomics for the US 

Department of Energy, first commissioned in 1986 [99].  A cross-section of the vessel 

labeling individual components for reference is shown in Figure 3-1.  The tokamak is 

controlled using a state of the art digital plasma control system (PCS) [100] that enables 

feedback control of the various tokamak actuators such as magnetic field coil power 

supplies, gas valves, and auxiliary heating sources.  A set of 18 independently controlled, 

close-fitting plasma shaping coils enable a wide variety of poloidal cross-sections to be 

generated.  Typical operating plasma currents are limited to 1.8-2.2 MA, at toroidal fields 

of up to 2.1 T.  Auxiliary heating is achieved through a set of eight neutral beam (NB) 

sources (total injected power of about 20 MW), seven steerable 110 GHz gyrotrons (total 

injected power of about 3.2 MW), and two 60-120 MHz fast wave systems (injected power 

of about 2 MW).  The typical full current plasma shot durations is 5-7 seconds. Internal 

plasma facing structures include dual (upper and lower) cryo-pumped divertor targets 

and three outer midplane radial bumper limiters. 
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Figure 3-1. DIII-D tokamak cross section diagram, shown with lower single null plasma 

equilibrium, strike point positioned over DiMES with location of DiMES viewing camera 

diagnostic shown.  Right: Interior photo of the vessel, showing worker and armor tiles, with 

dashed outline of poloidal section. 

The DIII-D first wall consists of graphite armor tiles bolted to the water-cooled 

Inconel vacuum vessel or internal divertor support structures.  Over 3200 tiles are used, 

each roughly 15x15x5cm in size, to cover a surface area of ~67m2 (~90% of the outer wall 

and divertor area, limited only by openings for ports).  All tiles are made from ATJ grade 

graphite manufactured by Union Carbide, except for limiter tiles which are made from 

Fiber Materials, Inc. 4D carbon fiber woven carbon matrix composite.  Graphite was 

chosen as a wall material because of its high temperature capability, good thermal 

conductivity, and thermal shock toughness.  The use of graphite (carbon) also reduces 

influx of metallic impurities from the vacuum vessel wall into the plasma which can cause 
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radiative cooling of the core. Typical maximum tile surface temperatures are at divertor 

strike point areas. During low power ohmic L-mode operation, peak tile surface 

temperature is typically ~150°C with peak strike point heat flux of ~30 W/cm2, while during 

high power H-mode operation peak temperatures of ~1200°C are possible with average 

peak heat flux ~800 W/cm2 [7].  

Plasma fueling and density control is accomplished using piezoelectric gas puff 

valves [101] with control feedback from various plasma density and temperature 

measurements to achieve an average core density target programmed in the PCS.  

There are three toroidally symmetric cryogenic pumps, with plenums located behind the 

armor tiles at three locations: a lower cryo-pump underneath the lower outer baffle plate, 

and two upper cryo-pumps above the upper outer baffle plate and behind the upper 

inner corner dome tiles.  An uncontrolled source of pumping and fueling also comes from 

deuterium adsorption and desorbed from the wall during plasma discharges.  A number 

of wall conditioning techniques [102] are employed to maintain wall conditions as 

consistent as possible during each day and run period: Helium glow discharge cleaning 

between shots removes loosely bound D from surfaces; vessel baking up to 320-380°C 

between run campaigns to remove water and air (as in after a vent or long down period); 

and boronization (chemical deposition of ~90nm boron coating) of the vessel wall 

applied as needed between experimental campaigns to coat any unwanted surface 

impurities and provide an oxygen gettering layer for higher plasma purity. 

 DiMES 

In the lower divertor of DIII-D, centered in an array of diagnostics described in 

Section 3.2, is the Divertor Materials Evaluation System (DiMES).  DiMES is sample exposure 

station that uses a vacuum lock equipped linear transport mechanism designed to insert 
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a sample flush with the lower divertor shelf surface and later retract it for ex-situ analysis 

[40].  The system extends from a transfer lock chamber located underneath the DIII-D 

vessel up through a V-1 port at R=1.486 m and 150° toroidally, inserting the sample as a 

plug from behind the lower outer divertor shelf nose tile. The linear actuator is a 

telescoping hydraulic piston drive equipped with a 13 pin electrical feed-through 

(including two Type-E thermocouple pairs) to allow instrumenting of sample assemblies.  

This system allows for the execution of practical plasma material interaction experiments 

in a tokamak without requiring the shutdown and venting of the entire device to access 

the samples. The maximum sample or probe head diameter is 48mm, and typical sample 

assembly height is 95mm in height. Probe head assemblies contain a wider, chamfered 

base that presses against a hard stop inside the vessel when fully inserted, allowing for 

excellent repeatability of vertical alignment. 

 

3.2 Sample Exposure Cases 

We will discuss three different sample exposures in this dissertation, each exposed 

to a dedicated set of repeat plasma discharge conditions in the DIII-D tokamak and with 

different substrate characteristics.  The sample exposure case naming convention is 

derived from the combined description of the substrate and plasma exposure species: a 

Smooth substrate sample exposed to D plasmas (case S-D), a Rough sample exposed to 

D plasmas (case R-D), and a Rough sample exposed to He plasmas (case R-He).   

Al films were deposited using vacuum evaporative deposition coating system at 

Sandia Albuquerque.  Films were made to an initial thickness of 80-130nm onto different 

carbon substrates.  Substrates were masked to create uncoated regions for measuring 
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redeposition and migration of Al away from the coated areas.  The initial coating 

geometry for each case was as described in Figure 3-2.  Each sample included a large 

area for measuring net erosion and spectroscopic emission, and a small area on the 

toroidally upstream side where prompt redeposition would be low for measuring the gross 

erosion rate using only post-mortem measurements of film thickness change with He 

beam Rutherford Back-Scattering Spectroscopy (RBS). This method for using small area 

samples for post-mortem non-spectroscopic gross erosion measurement was previously 

developed [15] and applied to other materials (W [107], Mo [108]).  In case S-D, 1mm 

and 10mm diameter circular coatings were used for the different eroding area sizes.  For 

cases R-D and R-He, rectangular coatings were made, with the small area consisting of 

a 1x20mm stripe parallel to the radial direction and located 7mm toroidally upstream of 

the 15x20mm large area. The case R-He sample included additional 1mm and 6mm 

diameter W coating spots that were expected to be eroded primarily by C impurity ions, 

and were used in this study only for the purpose of estimating the C ion flux to the sample 

(as discussed in Section 3.5.1).   

 

 

Figure 3-2. Sample coating geometries used in cases S-D (c) and R-D and R-He (d) are 

shown, with toroidal field directions and approximate strike point location during 

exposures. Note, the W coatings shown were only used in case R-He. 
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The smooth sample, Case S-D, used a 20mm diameter Si disk as the substrate, 

coated with 500nm CVD carbon layer to enable Al and C erosion rate measurements 

using Rutherford Back-scattering Spectroscopy (RBS).  The sample had a mirror finish, with 

roughness negligible compared to the film thickness (~100nm).  The carbon coating was 

included to allow the Al film thickness to be easily resolved in the RBS spectra, and to 

provide a measure of the local carbon erosion rate.   

For cases R-D and R-He, the substrate was changed to utilize the entire DiMES 

probe head surface for better heat dissipation and to enable a larger measurable 

erosion and deposition area.  The probe head was made of ATJ graphite like the 

surrounding tiles, polished using SiC and diamond polishing compounds and 

ultrasonically cleaned before applying the Al coating.  The substrate roughness in these 

cases was minimized by polishing, but still significantly greater than the Al coating film 

thickness and surface roughness effects on the film measurement and the erosion 

behavior had to be considered in analysis.  In addition, a fraction of the surface was 

pitted with pores intrinsic to the graphite that were irregularly shaped and were later 

shown to alter the local redeposition rate during exposures.  

3.3 Divertor Diagnostic Suite 

The DIII-D divertor has one of the most extensive sets of divertor diagnostics of any 

tokamak.  We will describe here a limited set used in the experiments conducted for this 

thesis.  Shown schematically below in Figure 3-3, these include the Divertor Material 

Evaluation System (DiMES), surface Langmuir probes, divertor Thomson scattering, a 

visible light divertor spectrometer, and a visible light CCD camera. 
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Figure 3-3. Layout of key divertor diagnostics including surface mount langmuir probes 

(pink dots), divertor Thomson scattering chords (green dots), multi-chord divertor 

spectrometer and CCD camera. 

 

 Langmuir Probes 

Langmuir probes embedded in the divertor floor and shelf tiles were used for 

measuring localized floating potential, electron temperature, particle flux, and electron 

density. These probes consist 4x12mm, 12.5° sloped rooftop shaped pyrolytic graphite 

electrodes protruding ~1mm into the plasma and driven with an oscillating potential, 

arranged in a radial array as described in [103]. The current flowing through the electrode 

versus applied bias potential (the I-V characteristic) is analyzed to estimate the plasma 

parameters.  The I-V characteristic is fitted to the standard Langmuir probe function 

   ( 3.1 ) 

𝐼 = 𝐴𝑐𝑜𝑙𝑙𝐽𝑠𝑎𝑡 [1 − exp(
𝑉 − 𝑉𝑓

𝑘𝑇𝑒

𝑒

)]     for 𝑉 < 𝑉𝑝 
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where the electric potential of the electrode, V, and the current flowing into the 

electrode, I, are measured experimentally. The fitted parameters are the electron 

temperature Te (eV), the ion saturation current density Jsat (A/m2), and the floating 

potential Vf (V). The effective collection area is determined from the probe tip area 

projected through the magnetic field angle, and Vp is the plasma potential. 

 Thomson Scattering 

The Thomson scattering system on DIII-D provides time resolved measurements of 

the electron temperature Te and density ne at multiple discrete points within the divertor 

and core plasma regions [104].  This is accomplished by measuring the wavelength shift 

and broadening of Nd:YAG (1064nm) laser light elastically scattered from plasma 

electrons.  The volume of plasma measured is approximately 3.5x5x10mm.  A total of eight 

divertor Thomson scattering view chords extend from Z = -1.246mm to -1.022mm, with 

radial location 1.48m (directly above DiMES poloidal location), and toroidal location of 

120 degrees. The lowermost view chord 4mm above the floor and is used to measure the 

plasma conditions near the DiMES samples. 

 Multichord Divertor Spectrometer 

The high resolution Multichord Divertor Spectrometer (MDS) [105] system on DIII-D 

is used for quantitative spectroscopy of the upper and lower DIII-D divertor regions.  The 

spectrometer is often used to determine atomic influx rates from the wall by measuring 

the absolute intensity of a particular atomic emission line.  It can be also used to 

determine ion temperature from Doppler line broadening, rotational and drift velocity 

measurements from the Dopper shift, and ne and Te from line intensity ratios.  The system 

uses a McPherson model 209, 1.33mm focal length, Czerny Turner spectrometer with a 
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20µm wide entrance slit.  It is coupled to a 16-channel Princeton Instruments VersArray 

back-lit CCD camera with a dispersion of 0.013nm/pixel at 400nm and 0.011nm/pixel at 

910nm.  A total of 16 simultaneous view chords are acquired, with 6 viewing the lower 

divertor at 150° toroidally including one directly over the DiMES probe.  Each view chord 

has approximately a 1” spot size.  Typical integration times are 100–200 ms, providing ~40-

50 frames of data collection during a plasma shot on DIII-D. Examples of emission spectra 

measured during plasma exposures can be found in [106] and are discussed in Chapter 

4. 

 DiMES Camera 

Absolute spectroscopic measurements of Al erosion were also made using 

cameras with narrow band-pass filters centered on the 396.1 nm and 394.4 nm Al-I 

emission lines.  In case S-D we used a Pt Grey CMOS camera (model FFMV-03M2M-CS) 

with a 50mm focal length lens.  For the later cases R-D and R-He we used a PCO CCD 

camera (model PCO.PIXELFLY VGA) with a 75mm focal length lens, which provided a 

higher sensitivity, resolution, and bit depth.  The camera and spectrometer view chords 

are visible in Figure 3-3. Details of the camera sensitivity and filter transmission calibrations 

are discussed in Sections 3.4.2 and 3.4.3, respectively.  The viewing area for the 

spectrometer covered a ~45 mm diameter spot centered on the DiMES head, while the 

camera provided a view of roughly 100x100mm in area with 0.3 pixels/mm resolution. A 

schematic of the imaging setup is shown below in Figure 3-4. 
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Figure 3-4. DiMES viewing camera and MDS spectrometer imaging setup on DIII-D. 

The bandpass filter used for the Al-I imaging was tilted by 5.45 degrees in order to 

blue-shift the stock Andover filter transmission curve and avoid nearby D and C emission 

lines.  The filter was located in front of the field imaging lens, centered on the axis of the 

lens, with the axis of the tilt was parallel to the toroidal field direction. The direction of the 

tilt was with the top of the filter tilted toward the vessel.  The imaging field of view was 

approximately +-50mm in radial and toroidal direction, with the sample centered in the 

view of the camera.  This resulted in a variation of light transmission angle through the 

filter of between 4.9 and 5.9 degrees across the radial direction, and from 5.45 to 5.53 

from the center to toroidal upstream or downstream directions. Because of the light 

angle variation, the blue shift of the transmission curve varied across the field of view of 

the image somewhat.  The cumulative effect of this variation was greatest in the radial 

direction, where we estimated it would result in a ~20% decrease in total Al-I transmission 

from the radially inboard edge of the image to the radially outboard edge.  The effect 
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in the toroidal direction was relatively minor, with a symmetrical variation of +- 1.5% from 

center of the image to either upstream or downstream toroidal edge of the field of view. 

Detailed measurements of the blue-shifted transmission spectrum is described in Section 

3.4.3. 

3.4 Diagnostic Calibrations 

 MDS Alignment and Spatial Calibration 

A check of the spatial alignment of the MDS spots were done in vessel, during a 

vent between S-D and R-D experiments. The chord was back-lit and a sheet of paper 

covered half of the DiMES port, while the DiMES TV camera snapped a photo (shown in 

Figure 3-5).  A mis-alignment of ~14mm was estimated, but no alignment adjustments 

were made. The measurement was used as a back-calibration for the spectroscopic 

intensity measurements.  After the R-D experiment, a check of the spatial calibration 

found that it had shifted.  The bolts holding down the fiber optic mount to the port were 

loose, so there was some uncertainty in the alignment of the MDS view chord to the DiMES 

sample for the R-D and S-D experiments.  For this reason, the CCD camera intensity 

calibration was relied upon and a geometric coupling factor was defined to capture the 

misalignment effects.  The system was re-aligned and tightened, and a geometric 

coupling factor was measured before the R-He experiments. 
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Figure 3-5. Alignment check of MDS view chord 

Absolute calibration of the MDS spectrometer intensity involves using a 

quantitative lab sphere with a 3” aperture, much larger than the ~1” diameter collection 

area of the view chord.  For DiMES samples with smaller emission areas or irregularly 

shaped areas, a geometric coupling factor has to be determined to quantify the total 

emitted photon flux (photons/cm2) emitted from the sample area.  An empirically 

determined geometric coupling factor was measured by placing a uniformly lit surface 

behind variable diameter apertures centered on the DiMES port.  The correction factor, 

shown in Figure 3-6, is defined as the ratio of total counts measured for the apertured 

area to counts measured for the large (un-apertured) area, and is roughly equal to the 

ratio of the 1” diameter collection area to the emission area. 

 
Figure 3-6. Geometric coupling correction factor for scaling MDS data to absolute 

intensity 
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 Camera Sensitivity Calibration 

The camera with all filters, lenses, and windows in place was calibrated with an 

Optronics integrating lab sphere placed inside the vessel, 3m from the camera.  The 

reciprocal sensitivity of the camera and filter assembly was measured for each 

integration time (𝜏) and gain setting of the camera used during the experiment.  The 

reciprocal sensitivity, S-1, has units of [photons/(s-cm2-ster)]/[counts/sec]. 

For the Al-I 396.1nm emission range, we used a dielectric bandpass filter, Andover 

010FC06-50/396.0-D, which had a 50% bandwidth of 1.03nm, center wavelength of 

396.08nm, and a maximum transmission of 20%.  To maximize the measurement of Al 

emission signal and minimize the background interference from nearby C and D emission 

lines, the filter was tilted roughly 2 degrees to shift its peak wavelength to 395.5nm.  

Additional colored glass filters Schott FG039 and FG025 were used in parallel to block 

continuum long wavelength emission and to increase the optical density to D-alpha 

emission during plasmas. For Al-II 623nnm emission range, we used a dielectric bandpass 

filter, Andover 010FC12-50/623.0-D, which had a center wavelength of 623.19nm, a 50% 

bandwidth of 1.06nm, and a peak transmission of 72%. 

 Bandpass Filter wavelength calibration and measurement 

Filter transmission curves were measured at nominal incidence angle with a 

collimated light source coupled to the MDS spectrometer.  Filter transmissions were also 

measured with a setup designed to mimic the experimental exposure measurements:  by 

using an extended area light source 50mm in diameter positioned 3m away from the 

75mm imaging lens, focused on a fiber optic link to the spectrometer, with the filter 
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located just in front of the imaging lens.  In this arrangement the variation of the angle of 

light transmitted through the filter is taken into account and leads to a broadening of the 

bandpass region.  A schematic of the filter transmission imaging setup is shown below in 

Figure 3-7. 

 
Figure 3-7. Filter transmission measurement setup. 

The Al-I bandpass filter, Andover part number 010FC06-50/3960-D had a central 

transmission wavelength of 396.08nm, peak transmission of 20%, and a 50% bandwidth of 

1.03nm.  The filter was tilted 5.5 degrees during the experiment in order to blue-shift the 

central transmission wavelength to 395.2nm so as to avoid nearby carbon and deuterium 

emission lines and thereby minimize interference with background emission sources.  The 

amount of blue-shift can be estimated using the formula 𝜆𝐵𝑙𝑢𝑒/𝜆0 = √1 − sin2(𝜃 𝑛⁄ )  , where 

𝜆𝐵𝑙𝑢𝑒 is the blue-shifted wavelength, 𝜆0 is the nominal center wavelength, 𝜃 is the tilt angle 

of the filter, and 𝑛 is the effective refractive index of the filter (1.4 in this case). The filter 

was located in front of the field imaging lens.  The centerline of the filter was aligned with 

the centerline of the lens, the emission area was centered in the imaging field of the 

camera, and the filter tilt axis was parallel to the toroidal direction.  Normalized 

transmission spectra shown in Figure 3-8 are for the filter at 0° tilt, nominal 5.5° tilt. 
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However, the amount of blue-shift of the transmission curve is expected to change 

across the radial direction of the image field of view due to the change in the angle of 

the light passing through the filter.  Because of the direction of the tilt, the blue-shift is 

expected to be greatest in greatest in the radially outboard edge of the view and 

smallest in the radially inboard edge.  The symmetrical angle variation in the toroidal 

direction leads to a symmetrical blue-shift when imaging the toroidally upstream and 

downstream direction.  Also shown in Figure 3-8 is the measured filter transmission curve 

when using an extended area light source (50mm in diameter) and the calculated blue-

shifted transmission curves at high and low range extents of the expected variation of 

light angle through the filter assuming a radial field of view of 100mm at 3m distance (5.9° 

and 4.9°).  The cumulative effect of the blue-shift variation is small, since the two Al-I 

emission lines (at 394.4nm and 396.1nm) are inversely affected by the shift.  The 

calculated variation of transmission is less than +- 10% across the radial field of view, and 

+-1.5% across the toroidal field of view. 
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Figure 3-8. Al-I Bandpass filter transmission spectrum measured at zero tilt angle (solid 

black line) and at nominal tilt angle viewing a 50mm diameter light source (dashed black 

line).  Colored dashed lines show blue shifted nominal transmission curve at radial inboard 

and outboard extents of the field of view. 

3.5 Plasma Exposure Conditions 

Plasma exposures of Al samples were carried out using the Divertor Material 

Evaluation System (DiMES) facility at DIII-D [40].  The DiMES system uses a retractable drive 

mechanism which allows for samples to be loaded in a vacuum transfer chamber and 

inserted into the DIII-D tokamak to be mounted mounted flush with the surrounding 

graphite divertor tiles near the outer strike point (OSP).  These samples were exposed to 

a series of repeated tokamak discharges to achieve measurable levels of erosion and 

redeposition.  Plasma conditions were well-characterized using the suite of DIII-D divertor 

and plasma edge diagnostics.   
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Three different sample exposure cases are compared to determine how different 

background plasma conditions (either He or D) and surface morphologies (initially 

smooth vs. initially rough substrate) affect the near-surface material migration cycle.  We 

will refer to the three sample exposure cases as: Case S-D, a Smooth sample exposed to 

Te ~27eV D plasma; Case R-D, a Rough substrate sample exposed to Te ~17eV D plasma; 

and case R-He, a Rough sample exposed to Te ~15eV He plasma.   

The goal of each exposure was to determine the net and gross erosion rates of Al 

and to determine the whether redeposition is significant for Al.  Al coating geometry for 

each case included two areas: a large area onto which significant re-deposition is likely 

to occur; and an area smaller than the ionization mean free path and located on the 

upstream side of the larger area, thus minimizing any redeposition. This combination 

enabled measurement of both the net erosion (i.e. erosion reduced by redeposition) and 

gross erosion (i.e. erosion without redeposition) rates using pre and post-mortem helium 

film thickness measurements using He beam Rutherford back-scattering spectroscopy 

(RBS) of the large and small areas, respectively. 

Target plasma conditions were based on previously well characterized and 

modeled low power (Ptotal ~ 1 MW), low density (ne ~ 2-4x1019 m-3 in the core, ne ~ 1-3x1019 

m-3 at the divertor strike point) attached lower single-null divertor L-mode plasmas [112].  

Plasma conditions were measured near the sample either directly during exposure using 

a Thomson scattering view chord ~ 1cm above the surface or during a characterization 

shot where the strike point was swept gradually across an array of surface Langmuir 

probes.  Conditions at the sample were uniform in the toroidal direction, with an 

approximately flat plasma density radial profile over a ~1cm span (several ionization 

MFP’s) of the sample in the radial direction.  The local plasma conditions, averaged over 
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the sample size for each exposure case, are listed in Table 3-1. The toroidal field strength 

was 2.0 T, and the magnetic field vector was inclined ~2.2° to the surface tangent at the 

sample. Steady exposure conditions were achieved by controlling the strike point position 

and keeping the sample in the private flux region until the steady phase of the discharge.  

Each sample accumulated between 6 and 25 seconds of steady-state plasma exposure 

over 2-4 tokamak discharges, achieved by using repeat steady plasmas and maintaining 

the OSP position 7-20mm inboard of the sample during the steady phase of the 

discharge. The radial profiles of plasma conditions are plotted in Figure 3-9, along with 

points indicating the average value of the Al coating and radial extent of the coating 

area.  These profiles show good uniformity of density within a few mm of the radial extent 

of the sample area, with a slightly varying plasma temperature. 

Average incident ion energies were estimated using the sum of the average ion 

thermal energy (which scales with plasma temperature) and sheath potential drop 

(which is fixed to 3Te according to the Bohm criterion and scales with ion charge state): 

𝐸𝐼𝑚𝑝𝑎𝑐𝑡 ≈  3𝑍𝑖𝑇𝑒 +  2𝑇𝑖 [42].  Main ion Ti > Te is possible, even likely in such low-density 

plasmas [42].  We assume all incident D is fully ionized to D+, and all incident He is singly 

ionized to He+.  If we assume Ti~Te, the impact energies for D+ and He+ ions is on average 

at least 5Te.  
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Table 3-1. Averaged local plasma parameters and total exposure (Exp.) time for each 

sample case measured as shown below. Local magnetic field strength (BT) and pitch 
angle above the surface plane (α) are listed. Sample R-D parameters varied by ~30% 

during exposure time due to strike point position shifts, as described in more detail in [106]. 

Case Plasma 

Species 

 Te 

[eV] 

ne 

[x1013 

cm-3] 

Exp. 

Time  

[s] 

Perp. Ion 

Flux [x1018 

cm-2s-1] 

Local BT 

[T] 

 

α (deg) DIII-D Shot 

Range 

S-D D  29.6a 

25.1b 

1.16a 

1.34b 

14 1.88 2.3 1.7° 148673-

148677 

R-D D  16.0a 

18.4b 

0.96a 

2.79b 

12.6 0.89 2.2 1.3° 153860-

153864 

R-He He  14.8a 

14.8b 

1.1a 

1.7b 

6.2 1.08 2.18 1.4° 158446-

158448 
a. From Langmuir probes; b. From Thomson scattering chord 10mm above surface  

 

 
Figure 3-9. Radial profiles of electron temperature Te (a), density ne (b), and magnetic 

pre-sheath gradient scale length LMPS (c) for each case plotted relative to sample radial 

location (Rsample).  Horizontal bars indicate the radial extent of the Al coating area, and 

are plotted at the dwell-averaged values for each case. 
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 Carbon Impurity Characterization 

Since the DIII-D tokamak is a fully graphite clad machine, the primary background 

impurity in the plasma is carbon. It is estimated at between 1% and 3% of the incident 

main ion flux to the surface, with an average charge state of +3 [3]. Carbon causes both 

sputtering and implantation, creating an evolving surface composition that can either 

increase or decrease the Al erosion rate. It has been shown that (for inter-ELM conditions) 

carbon ions in DIII-D are the main driver of sputtering of high-Z materials like W and Mo, 

but C can also reduce the erosion rate due to near-surface material mixing and carbon 

coating [113].  Unlike high Z materials, Al is sputtered by the D and He main ions in these 

low power plasmas (for ELMS, they also significantly sputter W [114]).  In fact, the yields 

for D and He physical sputtering of Al are about double the yield for D and He physical 

sputtering of C due to the lower Al surface binding energy (3.4eV for Al, and 7.4eV for C). 

In addition, implantation and dilution of the Al surface by incident C likely overpowers 

any enhancement of erosion by C ion sputtering, as discussed in earlier work [115]. In 

order to consider the effects of carbon impurities on the expected erosion behavior of 

Al, we need some estimate of the incident C ion flux fraction, impact energy, and 

incidence angle. 

For the D plasmas in exposure cases S-D and R-D, an estimate for the upstream 

carbon impurity fraction was made using Charge Exchange Recombination (CER) 

measurements [116].  Those measurements report C impurity fractions of below 1% 

measured near the outside midplane pedestal region.  The carbon ion fraction actually 

incident on the target can be higher due to the local source of carbon sputtering near 

the target.  In order to achieve the ~1.2×1015 W atoms/cm2-s of W erosion measured in 

case R-He (note the addition of W coating near the Al coating in that case), we 
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estimated that ~3% of the incident ion flux would need to be C3+ ions (the He+ ion impact 

energy was below the W sputtering threshold).  ERO modeling of very similar low power, 

low density L-mode plasma exposures of Mo and W [113,117] found good agreement 

with experiment when assuming a 1.8% C ion fraction.   

The estimate of impact energy for the C impurity depends in large part on the 

distribution of charge states, which has not been experimentally measured.  WBC-REDEP 

modeling [97] replicated the observed Mo erosion using a distribution of charge states 

from C1+ to C4+, but also found that the erosion rate could be well approximated 

assuming a single C3+ charge state. Furthermore, the C ion temperature may depend on 

its source (be it exhausted from the core or entrained from sputtering at the edge).  In 

similar DIII-D plasmas, experimentally observed Doppler line emission widths were 

matched with modeling to find the C1+ and C2+ ion temperatures were 6.7 and 14.5eV 

respectively while electron temperature was between 20 and 30eV [112].  If we assume 

Ti ~ Te for the C ions, with an average charge state of C3+, the carbon ion impact energy 

would be 11Te.  Owing to their higher mass, impurity ions can also gain energy by 

entrainment in the background ion flow speed 𝑐𝑠, gaining an additional energy of up to 

𝑚𝐶𝑐𝑠
2/2.  For C ions, the amount of actual frictional coupling to the main ion flow is 

unknown in these low density plasmas.  At an upper limit, with 𝑐𝑠 = √2𝑘𝑇𝑒 𝑚𝑖⁄ , this can 

provide an additional 6𝑇𝑒 of energy in D plasmas or 3𝑇𝑒 in He plasmas.  

For the purposes of this study, we will consider a single average charge state of 

C3+ , neglect frictional entrainment and assume C ion temperature 𝑇𝑖
𝐶 = 𝑇𝑒, so that 𝐸𝐼𝑚𝑝𝑎𝑐𝑡 

= 11Te.  Our best estimates for the actual ion flux fraction of C impurities in each case are 

listed in Table 3-2.  Carbon impurity fractions for cases S-D and R-D are estimated based 

on the work by Ding and Elder modeling very similar low power, low density L-mode 
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plasma exposures of Mo and W [113,117], but scaled with the expected D → C sputtering 

yield at the electron temperature near the sample.  The C3+ fraction estimated for case 

R-He is based on the C3+ flux required to achieve the ~1.2×1015 W atoms/cm2s measured 

in that case (note the additional W spots included on the R-He sample for this purpose).    

Table 3-2. Estimated carbon impurity properties, as fraction of  flux characterization 

Case Pedestal C impuritya 

[fraction of total ions] 

 

DiMES C impurityb 

[fraction of incident ion 

flux] 

DiMES incident C Energy 

[eV] 

S-D 0.63% 1% 276-326c 

426-504d 

R-D 0.78% 1% 176-202c 

272-313d 

R-He n/a 3% 163c 

207d 

a. From CER measurements 

b. Estimated from observed W erosion rate in similar plasmas 

c. Assuming no entrainment 

d. Assuming full entrainment in background ion flow 

 Sample heat flux 

Heating of the samples was minimized in order to avoid melting the Al samples 

(Tmelt = 660°C).  In cases R-D and R-He, sample temperatures were monitored during 

exposure using a thermocouple embedded 5mm below the surface and with an infrared 

camera imaging the sample surface.  IR camera surface temperatures measured below 

100°C in case R-D and below 250°C in case R-He, consistent with thermocouple 

measurements after each shot.  Some hot spots were observed on the samples that may 

have been due to dust or larger pores, but even these were estimated to be 400-650°C 

based on extrapolating the IR camera calibration curve.   

For the S-D case, thermal modeling was conducted using a SolidWorks model of 

the cap and Si wafer assembly (Figure 3-10). Full temperature dependent properties of 
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graphite and silicon material were used, and the conservative assumption was made 

that there was no thermal contact between silicon wafer and graphite cap.  Heat flux 

was inferred from Langmuir probe data of electron temperature and ion flux.  A stepped 

heat flux profile of between 0.4MW/m2 and 0.7MW/m2 was used for a 5 second exposure.  

A worst case mis-alignment of 0.5mm was assumed at the leading edge of the cap 

(resulting in up to 14MW/m2 parallel heat flux on the leading edge).  Maximum surface 

temperatures on the Si wafer were between 150°C and 300°C, still well below the Al 

melting point. No clear signs of melting were observed on any samples in post-mortem 

inspection. 

 
Figure 3-10. Example heat flux simulations for Si disk holder sample (circle in the center) 

and solid graphite head (outer cylindrical annulus). 

3.6 Measurements of Aluminum Film Thickness 

Before and after plasma exposure, the thickness and composition of the Al films 

was measured using Rutherford Back-Scattering Spectroscopy (RBS).  RBS is a highly 

sensitive technique optimized for measuring thin films on the order of 100’s of nm.  It is a 

practical technique for measuring the sputtering and redeposition rates of materials in 
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tokamaks, since the exposure times allotted for measurement of such quantities are 

limited and often only tens of seconds of plasma exposure are available for a particular 

experiment. 

RBS measurements presented in this thesis were conducted at two different ion 

beam analysis facilities.  Samples S-D and R-He were measured at the Sandia Ion Beam 

Laboratory (IBL) by William Wampler.  RBS was done using 2 MeV He4. Absolute 

calibration of the RBS was done using a thin gold film reference standard with known Au 

coverage (57.3 microgram/cm2 or 17.52 x1016 atoms/cm2, ±4.0% 2-sigma uncertainty) 

from the Joint Research Center Institute for Reference Materials and Measurements in 

Geel, Belgium.  Sample R-D had RBS measurements done at the MIT Plasma Science and 

Fusion Center by Graham Wright and Ethan Peterson.  Detailed analysis of the RBS 

spectra using SimNRA software to determine compositional depth profiles and film 

roughness effects were done by the author. 

Absolute calibration of the RBS film thickness was done using a thin Al film 

reference standard (thickness measured by confocal profilometry step height analysis by 

Dean Buchenauer at Sandia Albuquerque).  The author also cross-calibrated 

measurements at MIT with the Sandia IBL measurements thanks to a duplicate 

measurement of the R-He sample at both facilities. 
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Figure 3-11. RBS measurement locations indicated with red crosses.  Showing pre-

exposure images and measurement points for exposure samples S-D (a), R-D (b), and R-

He (c), along with post exposure images and measurement points for S-D (d), R-D (e), 

and R-He (f). 

Measurements were made on the samples at the locations indicated by red 

crosses in Figure 3-11.  Measurements were repeated again after plasma exposure.  The 

analysis beam spot size was 1x1 mm for most measurements, but for spots on the 1 mm 

aluminum stripes the analysis beam spot size was reduced to about 0.2x0.2 mm and 

centered on the film by scanning in 0.1mm steps to locate the center.  

RBS spectra from the pre & post measurements are shown in Figure 3-12 for the Al 

films.  Peaks due to Al, O, and substrate C (or Si) are indicated in the figures.  In cases R-

D and R-He, oxygen peaks before exposure can be separated into a surface oxide, 

oxygen in the film, and a film-substrate interfacial oxide. Fits using the SIMNRA software 

[109] show the oxygen content is about 15 atomic % in the Al film as deposited, 

presumably due to reaction with residual gas during film deposition. 

For measurements low levels of Al found on areas outside the original coating, as 

well as inside regions of high erosion or carbon co-deposition, careful analysis and fitting 

a b 
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of the RBS spectra in using SimNRA code was required to adequately account for 

background impurities which offset the count rate near the Al energy scattering peak 

and would otherwise lead to an over-estimation of Al coverage.  

The shape of the Al peak in cases R-D and R-He after plasma exposure indicates 

a non-uniform film thickness developed after plasma exposure. The peak height 

decreased, but the width of the base did not.  This is probably due to the roughness of 

the graphite substrate leading to inhomogeneous rates of erosion and deposition across 

the film, i.e. greater erosion near the peaks and lower erosion near the valleys will develop 

a non-uniform film thickness within the 0.2-1mm measurement spot. Regardless of 

roughness or peak shape, the integrated counts in the RBS Al peak gives a mean film 

thickness along the direction of the analysis beam, i.e. normal to the surface, averaged 

over the area of the analysis beam spot.  
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Figure 3-12. RBS Spectra on the aluminum on samples S-D, R-D, and R-He measured 

before (solid points) and after (hollow points) plasma exposure. SimNRA simulated 

spectra shown with dashed lines. 

In terms of physical thickness, Al coverage from RBS values was converted to nm 

using the standard density of aluminum 2.70 gram/cm3 or 0.602x1023 atoms/cm3. The net 

erosion of Al was taken from the center of film, before plasma exposure minus the 

50 100 150 200 250

1x103

2x103

3x103

4x103

5x103

100 200 300 400 500 600 700

1x103

2x103

3x103

50 100 150 200 250

1x103

2x103

Si

c
o

u
n

ts

Energy Channel

 S-D Pre Data

 simulated

 S-D Post Data 

 simulated

C

O

Al

c
o

u
n

ts

Energy Channel

 R-D Pre Data

 simulated

 R-D Post Data

 simulated

C

O

Al

c
o

u
n

ts

Energy Channel

 R-He Pre Data

 simulated

 R-He Post Data

 simulated

C

O

Al



69 
 

thickness after exposure.  The thickness of the net and gross erosion regions, and the net 

and gross erosion rates are summarized for each sample in Table 3-3.  

Table 3-3. RBS Measured Al film thickness before and after plasma exposure.  Typical 

measurement error was +- 5% of the measured thickness 

Case Thickness 
Before (nm) 

Thickness After 
(nm) 

Exposure 
Time (s) 

Gross  
Erosion 
nm/s 

Net  
Erosion 
nm/s Gross Net Gross Net 

S-D 71.3 92.7 0* 21.3 14 >5.7 5.1 

R-D 88.3 88.3 63.1 66.5 12.6 2.5 2.0 

R-He 131.5 131.1 44.7 56.7 6.2 14 12 

* not detected 

 Rutherford Backscattering Theory 

RBS uses low intensity, high energy beams of light ions (typically a few MeV helium 

ions) to probe the surfaces of materials and measure their composition, quantitative 

depth profile, or coating areal concentration (atoms/cm2). Mono-energetic ion beams 

are directed at a target surface and scattered into an energy resolving detector.  A 

diagram of the scattering and detector geometry is shown in Figure 3-13.   

The scattering cross-sections of the target material determine the sensitivity of the 

RBS measurement, and the scattering kinematics determine the energy of the scattered 

ion.  Target composition is then determined by analyzing the energies and quantities of 

scattered ions.  The scattering cross section is roughly proportional to the square of the 

atomic number of the target element, meaning that RBS has a greater sensitivity for 

detecting heavy elements than light elements. For most light elements (Z<~20), scattering 

cross sections are sufficient to detect sub-monolayer atomic coverages for thin films, or 

roughly 1x1015 atoms/cm2.  For heavy elements such as W, sensitivities can be 100x higher. 
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Figure 3-13. Diagram of Rutherford back-scattering spectroscopy measurement, 

adapted from [110].  

The energy of each back-scattered ion is a fraction of the incident energy 

determined from classical collision physics based on the mass of the scattering and 

target atoms, the angle at which the ion is scattered.  There is an additional energy loss 

when scattering from beneath the target surface due to electronic interactions with the 

target material. The kinematic factor, or ratio of incident ion energy before and after the 

back-scattering collision is 

   ( 3.2 ) 

Where 𝐸1 and 𝐸0 are the scattered and incident energies, respectively.  The incident ion 

and target atom masses are 𝑀1 and 𝑀2, respectively. The angle between the incident 

ion before and after scattering is 𝜃 (typically 150°-170° in practice).   

The energy loss of the incident ion is greatest for target atoms of similar mass, 

meaning scattering energies are higher for heavier target elements and lower for lighter 

target elements.  The separation between energies for different target elements is greater 

𝐾 = 𝐸1 𝐸0⁄ = (
(𝑀2

2 − M1
2 sin2 𝜃)

1
2 + 𝑀1 cos 𝜃

𝑀1 + 𝑀2
)

2
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for lighter elements than for heavier elements, meaning that RBS is better suited for 

distinguishing between two light elements than two heavy elements.  It should also be 

noted that elements as light or lighter than the incident ion will scatter at forward 

trajectories, thus will not be detected using classical RBS. 

The rate of energy loss per unit of depth of ion penetration into the target is known 

as the stopping power 𝑑𝐸/𝑑𝑥 .  Stopping power determines the depth resolution of the 

experimental RBS measurement.  This rate of energy loss is due to both electronic 

stopping which behaves like friction between the incident ion and electron clouds, and 

nuclear stopping which occurs due to the large number of glancing angle collisions with 

target nuclei. Theoretical predictions of the stopping power are complicated, therefore 

empirical stopping powers from tabulated experimental data are often used. 

 Thin film analysis method 

When measuring a heavy film deposited on a light substrate, the back-scattered 

energy spectrum will have a low energy plateau corresponding to the substrate and well 

separated high energy peak corresponding to the film.  The total integrated area of this 

peak 𝐴 is proportional to the backscattering yield from the film, which is equal to the 

product of beam fluence Γ, the target layer number density 𝑁 [at/cm3] and thickness 𝑡 

[cm], scattering cross-section 𝜎 according to 

   ( 3.3 ) 

This is valid, as long as the energy loss in the target film is negligible such that the 

scattering cross-section does not vary through the layer, and other impurities contributing 

to the peak area are either negligible or accounted for.  In practice, the peak area is 

𝐴 ∝ Γ𝑁𝑡𝜎 
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also proportional to detector sensitivity, detector solid angle.  These factors can be 

eliminated by comparing the measured peak area to that of a well-known reference 

sample while maintaining all other measurement parameters constant. 

 Characterization of surface roughness  

A detailed examination of the surface morphology for the polished graphite 

samples was made using both optical profilometry and SEM imaging techniques. Surface 

profilometry analysis results for a ~1x1mm region of polished, uncoated graphite are 

shown Figure 3-14.  Aside from the brightness of the coating, the surface morphology of 

the Al-coated regions was indistinguishable from the uncoated regions.  A line out (a) of 

the surface profilometry data (b) is shown, with the thickness of the Al film (100nm) 

indicated in red.  Internal pore structure was out of the range of profilometer and shows 

up as gaps in the profile data and white areas in the profilometry image.  Surface height 

distribution (c) excluding the pore areas indicates an RMS surface roughness of 600nm.  

The local surface flatness (measured as the angle slope between two measurement 

points) was on average ~0.4 degrees from the overall surface plane.  Distribution of pore 

sizes determined by image analysis (e) shows a range of average diameters from 1 to 75 

um was found.  On average, pores were 40 microns in size and covered between 10% 

and 15% of the surface area.  The pores were randomly distributed and irregularly 

shaped, as visible in the inclined SEM image and profilometry reconstruction in Figure 

3-15.  Their steep edges prevented optical profilometry measurements of their internal 

structure, but it was assumed that the pores were isotropic within the graphite, thus had 

a random distribution of depths approximately equal to their widths.  
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 (e) 

Figure 3-14. Confocal microscopy profilometry analysis of a ~1mm2 region of polished, 

uncoated ATJ graphite.  Line profile of surface height (a) taken from topographic image 

(b).  The surface height distribution excluding pores (c) shows average roughness was 

~600nm.  Local surface angle distribution (d). Pore size distribution (e). 
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Figure 3-15. Example of the surface morphology of a polished graphite substrate similar 

to that used in cases R-D and R-He.  Inclined SEM image (a) shows a fractured sample in 

cross-section, with detail of a pore inset (b).  Secondary electron microscopy image of 

the surface near a coating boundary (c).  Optical migrograph of a ~1mm2 area near the 

an Al coating boundary (d). 

 Effects of roughness on film thickness measurement 

RBS measurements on rough surfaces can be complicated by the fact that 

particles may pass through the film at different angles, resulting in a broadening of the 

scattering energy peak.  In order to determine the effect of the surface roughness on the 

resolution of the RBS measurement technique, smooth vitreous (glassy) carbon samples 

were coated simultaneously with the polished graphite (rough) substrate samples and 

were analyzed with the same RBS instruments. The average roughness of the vitreous 

carbon was 25nm (RMS surface height) measured with confocal optical microscopy, 

which is roughly 25% of the deposited Al film thickness and has a negligible effect on the 

measured spectrum. The measured RBS spectra and fits comparing of the Al-coated 

vitreous carbon and pre-exposure polished graphite substrate are shown in Figure 3-16.  

In both spectra, we see distinct peaks corresponding to the Al film, surface and Al-C 

interfacial O, and surface and substrate C. The spectrum from the rough sample has a 

broader peak shape with longer low-energy tails as expected due to the surface 

roughness effects.  We also found a slight increase in the noise floor which was likely due 

to presence of medium and high-Z impurities in the graphite that were not present in the 
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glassy carbon.  Excellent fits to the data were achieved using SimNRA (solid lines) which 

includes two methods for simulating film roughness.   

 
Figure 3-16. Comparison of initial RBS measured spectra on a rough and smooth C 

substrate.  Here we compare a vitreous carbon and polished graphite samples that were 

coated simultaneously, so film composition and thickness is expected to be identical in 

each.   

 

The cartoon in Figure 3-17 describes two different types of roughness that can be 

simulated for thin films in SimNRA: a) either film roughness, defined as a film with a 

distribution of thicknesses; and b) substrate roughness, defined as a uniform thickness film 

deposited on a substrate with a distribution of surface angles [111]. The effect of each 

type of roughness on the measured RBS spectrum is similar.  The effect of each kind of 

roughness can be separately simulated in SimNRA. A rough film on a smooth surface is 

simulated in the software by treating the film as if it had a distribution of film thicknesses 

parameterized according to the Gamma distribution, Eq. 3.4: 
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 ,   ( 3.4 ) 

With 𝛼 = 𝑑̅2/𝜎2 and 𝛽 =  𝑑̅/𝜎2.  Here 𝑑̅ is the average film thickness (center of the 

distribution), 𝜎 is the standard deviation, and Γ is the Gamma function.  The effect of a 

rough substrate is simulated by considering a distribution of tilt angles𝜑defined by a 

standard Lorentz distribution with a full-width-half-max 𝛿𝜑.  The resulting RBS energy 

spectra for a thin Al film on a carbon substrate with different degrees of each roughness 

are shown in an example in Figure 3-18.  A rough film on a smooth substrate is simulated 

in (a) and smooth film on rough substrate is simulated in (b).  The area under the 

measured peak is proportional to the average film coverage under the measurement 

spot. As the simulations show, increasing film roughness produces peaks with increasing 

width, but decreasing height, and the total integrated counts under the peak remains 

roughly constant (to within 5%).  The addition of substrate roughness produces peaks of 

slightly increasing width, but constant height.  For the Al films measured in this study, we 

used variable film roughness, not substrate roughness, to fit the measured spectra in 

SimNRA.  The red curve in Figure 3-18 (a) indicates the best fit achieved using a film 

thickness distribution σ equal to the film thickness d. 

𝑝(𝑑) =  
𝛽𝛼

Γ(𝛼)
𝑑𝛼−1𝑒−𝛽𝑑,   𝑑 > 0 
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Figure 3-17. Reprinted with permission from [111].  Schematic representation of a rough 

film on a smooth substrate (a), and smooth film on a rough substrate (b). Grey: film; white: 

substrate. 

 

 

 
Figure 3-18. Example 1MeV He+ RBS measured peak corresponding to a ~100nm thick Al 

layer deposited on a polished graphite substrate (points).  Solid and dashed lines are 

peak shapes calculated using SimNRA [109] with either (a) varying film roughness 

(defined by film thickness distribution width 𝜎) or (b) varying substrate roughness angle 

distribution width 𝑑𝜃. 
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3.7 Measurement of net vs gross erosion 

The non-spectroscopic measurements of erosion are made by post-mortem 

analysis of the physical removal of atoms from a surface, in this case by Al coverage 

measurements using RBS.  In order to make a non-spectroscopic measurement of gross 

erosion, redeposition to the eroding surface must be negligible.  For most materials this 

condition is satisfied as long as the eroding area is smaller than the ionization length of 

the eroding atom, and that the eroding species is unique from nearby surfaces.  The 

eroding species being measured is Al, which is unique from the background sources so 

any erosion and redeposition of material can be assumed to originate only from the 

samples themselves.  In this study we used different sized sample areas to vary the fraction 

of local redeposition and thus determine the net and gross erosion rate of Al.  The larger 

coating areas approximated the measurement of net erosion (i.e. erosion reduced by 

local redeposition).  The smaller coating areas enabled the measurement of gross erosion 

(erosion in the absence of redeposition).  This measurement relies on the assumption that 

the amount of erosion from the small area is much larger than the amount of deposition 

to the same area.  When prompt redeposition (redeposition within one ion gyro-radius) is 

the primary mechanism for redeposition, this condition is roughly satisfied for spot sized 

samples smaller than the ion gyro-radius.  This method for using small area samples for 

post-mortem non-spectroscopic gross erosion measurement was previously developed 

[15] and applied to other high-Z materials with significant prompt redeposition fractions 

(W [107], Mo [108]). 
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 Spectroscopic Method of Gross Erosion Measurement 

In many tokamak experiments measuring erosion rates of surfaces, it is not 

practical to access the surfaces for detailed inspection or measurement.  Instead, 

information about the material eroded from surfaces is inferred from passive 

measurements of the photo-emission spectrum associated with atomic emission from the 

surface.  The emitted light intensity is a measure of the local electron density and flux of 

emitted particles, and line shifts and widths can provide information on the velocity and 

temperature of radiating ions.  One quantitative emission spectroscopy technique that is 

used in this thesis to determine the material erosion rates is called the S/XB method.  In 

this technique, excitation of the eroded material occurs via local plasma processes, 

primarily electron impact excitation.  Spontaneous photon emission occurs as a result, 

emitting a photon with a wavelength and intensity determined by the radiation rate and 

emission line branching ratio.  If the material emitted from a surface can be assumed to 

be fully ionized within the view of a spectroscopic diagnostic, the photo-emission intensity 

will be proportional to the total emitted flux of atoms.  The absolute emission line intensity 

a [photons/cm2-Steradian] is proportional to the total emitted neutral Al flux Al  

[atoms/cm2] by the 𝑆 𝑋𝐵⁄  coefficient for that line as:  

     ( 3.5 ) 

When using a filtered camera passing a blend of emission lines, a similar 

relationship can be found where the total emitted neutral Al flux Al  can be determined 

from the total transmitted Al emission line intensities Ψ𝑡𝑥 and an equivalent total 

𝑆 𝑋𝐵𝑡𝑥⁄  coefficient: 

Γ𝐴𝑙 = 4𝜋Ψ𝑎
𝑆

𝑋𝐵⁄  
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  ( 3.6 ) 

Determining the value of the S/XB coefficient requires knowledge of the local 

plasma parameters and modeling of the atomic excitation and de-excitation reactions, 

and ionization and radiation rates.  In lieu of this detailed knowledge, the emission rate 

can be calibrated against a known gross erosion rate (net erosion may be lower due to 

redeposition of material) in order to determine the S/XB coefficient. 

 Non-spectroscopic Net and Gross Erosion Measurement 

When redeposition occurs over a large distance compared to the area being 

eroded, the effect of redeposition to that sample may be negligible such that its net 

erosion rate is equivalent to its gross erosion rate.  For the sample exposures in this study, 

small coating areas were included for this purpose.  However, because of the relatively 

long ionization length of Al and limited sample size, some calculation of the expected 

redeposition fractions was necessary to determine whether the measurements would be 

valid. 

We can consider a simple geometric study here, assuming ionization occurs after 

traveling a straight line distance from the point of emission, the gyro-radius is shorter than 

the ionization length, and redeposition occurs after the gyrating ion follows the pitch of 

the magnetic field line back to the surface.  In this estimate, the redeposition length 𝐿 

becomes a function of the ionization distance 𝜆𝑖𝑜𝑛𝑖𝑧, and sputtered angle 𝛽.  We assume 

atoms have an orbit with a gyro-radius 𝜌𝑧 determined by the sputtered velocity 

component perpendicular to the magnetic field.  We will assume ions following simple 

orbit trajectories along magnetic field line angle (𝛼) toward the surface, as shown in 

Γ𝐴𝑙 = 4𝜋Ψ𝑡𝑥
𝑆

𝑋𝐵𝑡𝑥
⁄  
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Figure 3-19. This simple estimate does not include any effects of the sheath electric field, 

which shorten the deposition length due to the deflection the ion toward the surface.  

Thus, the redeposition length can be estimated as: 

 𝐿 = (𝜆𝑖𝑜𝑛𝑖𝑧 − 𝜌𝑧) cos(𝛽) / tan(𝛼) + 𝜆𝑖𝑜𝑛𝑖𝑧sin (𝛽) ( 3.7 ) 

 
Figure 3-19. Simplified redeposition schematic showing sputtered Al atom straight line 

trajectory, followed by ionization and gyration along magnetic field line to the surface in 

the direction of the electric field EMPS.  Since ion gyro radius is shorter than the ionization 

length λioniz, at small magnetic field angles α the redeposition length (L) can be many 

times the ionization length.  

We find that with small magnetic field pitch angle of ~1-2 degrees, the 

redeposition length can be many times longer than the ionization length.  Furthermore, 

at long ionization lengths the sputtering angle becomes important.  In Figure 3-20 we 

show the estimated dependence of redeposition length on ionization length and 

sputtered angle assuming a magnetic field pitch angle of 2 degrees. The region of 

ionization lengths and sputtered angles expected for Al in this study is shown, indicating 

that in the absence of any electric field acceleration by the MPS, a range of redeposition 

lengths from 10-70 mm can be expected. 
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Figure 3-20. The estimated redeposition length for ions redepositing along magnetic field 

line, as a function of ionization length and at different emitted angles with respect to the 

surface normal.  Calculations assume a fixed magnetic field pitch angle of 2° above the 

surface plane. 

The redeposition fraction, defined as the fraction of material eroded from a given 

area that redeposits on that area, can be estimated using simple ratio of the erosion area 

and redeposition areas by assuming erosion from the center of a sample area.  For 

circular sample areas, we assume redeposition is uniformly distributed within a circular 

area that includes the sample area.  The radius of the redeposition area is defined by a 

redeposition length 𝐿, with sample diameter 𝑑, hence the redeposition fraction is 

estimated as a ratio of the sample and redeposition areas as 𝑑2/4𝐿2
.  For rectangular 

areas, we can approximate these as infinite radial stripes of width 𝑑, and consider 

redeposition is uniform within a toroidal redeposition length 𝐿.  Thus, the redeposition 

fraction can be estimated from a ratio of the lengths 𝑑/𝐿.  Shown in Figure 3-21 are the 

expected redeposition fractions for different sized circular and radial stripe areas 

dependent on redeposition length 𝐿.  
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Figure 3-21.  Predicted redeposition fractions for different ionization lengths and sample 

geometries.  Circular spot geometry shown in solid lines by spot diameter, and radial line 

geometries shown in dashed lines by line width. 

In the case of Al erosion in the DIII-D plasmas described herein, we expect 

sputtered energies on average of ~9 eV, with a most probable polar sputtering angle of 

70° with respect to the surface normal (based on SDTRIM.SP modeling [61]).  This results in 

Al ion gyro-radius of ~1mm, with Al ionization lengths of ~1-3mm at the average electron 

density of 1x1013 cm-3, depending on the ionization rate coefficient [118–121]. The 

ionization frequency for 𝐴𝑙+ → 𝐴𝑙+2  is about 10-20x lower than its ion gyro frequency, 

meaning that an ion will orbit 10-20 times before it becomes ionized a second time.  This 

is enough time (1.1 us) for a typical atom travelling at the plasma sound speed to travel 

up to 4.8cm.  For this reason, multiple ionizations of sputtered Al will not be considered. 

For circular spot of 1mm diameter (as used in the case S-D) the expected 

redeposition fraction is nearly zero.  For 1mm wide stripes (as used in cases R-D and R-He), 

the redeposition fraction is below 10%, since redeposition lengths are estimated to be 
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longer than 10mm.  Erosion from these areas should be a good approximation of gross 

erosion, provided that redeposition from the larger, downstream area is not significant.  

For this reason, the small areas intended for gross erosion were located toroidally 

upstream of the larger areas, since deposition is expected to be driven along the field 

lines in the downstream direction.  In cases R-D and R-He, a second 1mm stripe was 

added just 1mm downstream of the large coating area to confirm this. 

For net erosion measurement, the goal is to have a large enough area to capture 

significant redeposition, approximating the erosion of an entire divertor surface. For 

10mm diameter circular spot (used in case S-D), the redeposition fraction is below 50% 

for 𝐿 greater than ~10mm, so the area may be too small to provide a true net erosion 

measurement.  Net erosion measurement areas were maximized to the largest practical 

size in cases R-D and R-He and made rectangular to cover a larger range of radial 

plasma positions (rectangular areas 14mm wide radially by 20mm long toroidally were 

used).  However, for a 50mm spot (size of the DiMES head area) the redeposition fraction 

drops to 50% for 𝐿 greater than ~50mm, so even the entire DiMES head may be too small 

for a true net erosion measurement for Al.  Therefore, in this study we will need to estimate 

the redeposition length by analyzing the redeposition off the sample and may need to 

account for redeposition off the sample to determine the net erosion rate.   
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Chapter 4 Initial Spectroscopic Emission 

Measurements 

4.1 Introduction 

In tokamak based plasma-material interaction experiments, often times material 

erosion rates can only be measured passively based on the light emission from eroded 

material.  In this chapter we will discuss measurements of the Al erosion rate made using 

spectroscopic diagnostics as samples were exposed to the plasma. These measurements 

will be compared to the direct (non-spectroscopic) measurements of Al erosion 

discussed in Chapter 4 and used to determine the ionizations per photon (S/XB) 

coefficients for Al-I and Al-II lines of interest.  We analyze the emission plume shape and 

infer ionization length scales for sputtered Al.  We also discuss the unexpected fluence 

dependence of the spectroscopic emission intensity that was observed. 

 

4.2 Al Emission Spectrum 

Absolute measurements of photon spectral emission flux (photons/cm2-Sr-Å) were 

made using a high resolution calibrated visible wavelength multi-chord divertor 

spectrometer (MDS) [105].  The photo-emission spectrum was measured around 396nm 

Al-I and 623nm Al-II emission regions of interest on sequential plasma exposures of each 

sample.  In addition, absolutely calibrated CCD cameras imaged the emission area 

through narrow band-pass filters centered on the Al-I and Al-II emission line groups.  

Transmission curves for each filter used for the emission plume imaging were also 
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measured with all optics in place and used to cross-calibrate the camera and 

spectrometer intensities.  The viewing area for the spectrometer covered a ~45 mm 

diameter spot centered on the DiMES head, which covered most of the eroding Al area, 

illustrated in Figure 4-1.  Camera images provided a measure of the absolute emission 

volume, covering a view of roughly 100x100mm in area with 0.3 mm/pixel resolution. The 

Al coated area was centered in the view of the camera and the CCD integration area 

was roughly 30mm in diameter.  Between exposure shots, either camera filters or 

spectrometer grating alignments were changed to maximize the range of spectral 

coverage with limited plasma exposure time available.  Plasma conditions remained 

constant and repeatable with each shot and were monitored using in-situ divertor 

Thomson scattering view chord 1cm above the sample surface, and with surface 

mounted Langmuir probes located 5-10cm radially outward from the sample.   

 
Figure 4-1. Plan view of the DiMES probe and surrounding tiles with spectroscopic emission 

measurement areas noted (b). 

The emission spectra measured in each case, with different background plasma 

conditions, are shown along with camera filter transmission curves in Figure 4-2.  
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Transmission curves shown are as measured through the imaging optics simulating 

emission from the sample 3m from the lens, including the effect of blue-shift by variation 

of the angle of light incident on the filter, with the Al-I filter tilted 5.45 degrees.  We can 

see that each filter passed a blend of 394.1-396.1 nm Al-I emission lines or 622.6-624.3 nm 

Al-II emission lines, along with a small fraction of O-II, C-II, and D-I or He-I emission lines.  

The main difference between R-He and R-D emission spectra shown is the roughly 10x 

increase in brightness of Al, O, and C lines, due to the higher erosion yield of these surface 

elements.  Also, the presence of a He I emission line at 396.5nm in the RHe case indicates 

background He emission, while background D emission from the D I 396.9 emission in case 

R-D and S-D is blended with a nearby O II 3968.5 emission line. 
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Figure 4-2. Emission spectra and camera filter transmission curves (dashed line) for the 

CCD camera Al I and Al II spectral regions of interest. 

 

4.3 Emission plume imaging 

For imaging in case S-D we used a Pt Grey CMOS camera (model FFMV-03M2M-

CS) with a 50mm F1.3 lens, and in cases R-D and R-He we used a PCO CCD camera 

(model PCO.PIXELFLY VGA) with a 75mm F1.4 lens. For the Al-I emission imaging, we used 

an Andover 396nm/1nm bandpass filter (010FC06-50) and tilted it slightly to center the 

transmission region between the 394.4 and 396.1 nm Al-I emission lines.  This also minimized 

background transmission of the two main sources of background near the Al emission 

line, mainly the D I 396.9 nm and C II 392.1 nm lines A pair of short-pass glass filters (Schott 
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FG038 and FG025) were used to reduce the background D-alpha and other out-of-band 

long wavelength background emission.  For Al-II emission imaging, we used an Andover 

624nm/1nm bandpass filter (p/n 010FC12-50) which covered a blend of Al-II emission lines 

between 622.6 and 624.3 nm.  The primary source of background emission passed by the 

filter was carbon, with a C III emission line at 620.5nm.   

The small amount of background emission transmitted by the filters was subtracted 

from the images by assuming toroidal uniformity of the background emission.  This way, 

the intensity at a location ~50mm upstream of the sample was uniformly subtracted from 

the image to provide a better measurement of the absolute Al photon emission flux.  

Some non-symmetric emission, such as local edge effects near the gap between the 

DiMES head and neighboring tile were not subtracted and show up in the background-

subtracted images as an arc on the downstream side of the sample.  Other effects such 

as local O emission from the Al oxide surface are not subtracted, but represent relatively 

small contribution to the total imaged intensity.  Example images from exposure of 

sample R-D of both Al-I and Al-II emission are shown in Figure 4-3, showing before and 

after background subtraction and annotated with camera regions of interest and 

spectrometer viewing regions.  
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Figure 4-3. False color image CCD view of DiMES, Case R-D, through AlI filter. Bright Al 

emission is clearly visible from the rectangular Al coating area and background D I or C 

II light inboard of the separatrix (dash-dot line). Dashed circles indicate regions of 

integration for CCD data and approximate location and size of the spectrometer view 

spot, and area used for line emission line profiles. 

The area of Al photo-emission was somewhat larger than the actual coating area, 

due to the ~mm range ionization lengths of the Al atoms.  Therefore, the actual emitted 

photon flux per unit sample area (photons/cm2-ster) was determined by normalizing the 

background-subtracted emission within a 30mm diameter circle to the sample area 𝐴𝑠.  

The background intensity (𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑,) value sampled 50cm toroidally upstream of the 

emission area was subtracted from the total intensity (𝐼𝑡𝑜𝑡𝑎𝑙).  The total photon emission 

was also corrected by the average sample reflectivity 𝑅𝑠, which was estimated from pre-

exposure measurements and in-situ measurements using ambient light emission during 

the tokamak plasma breakdown phase to be ~20% in R-He and R-D cases, and ~90% in 

the S-D case.  The inverse sensitivity of the camera, 𝑆−1 (photons/cm2-ster-count), was 

calibrated with all filters, windows, and optics in place using a calibrated lab sphere with 
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known spectral radiance. Thus, the total emitted fluence of Al emission photons Ψ𝑡𝑥
𝐶𝐶𝐷 

(ph/cm2), which includes the blend of Al emission lines passed by the filter, was 

calculated as in Eq. 4.1. 

  ( 4.1 ) 

An asymmetry to the emission plume shape was observed for both neutral and 

ionized Al.  Ionized Al exhibited stronger asymmetry, which was expected due to the 

expected Al ion motion along magnetic field toward the surface as well as entrainment 

in the background ion flow.  However, asymmetry in the neutral Al emission plume 

suggests either very strong collisional interaction with background ions or some 

asymmetry in the emission of Al atoms from the surface. The emission intensity variation in 

the toroidal direction suggests possible non-uniform erosion from the sample, or some 

shadowing of the surface by misalignments in the upstream tile edge.  However, the 

observed net erosion rate (as measured post mortem and described in section 1.2) 

appears uniform across the sample. 

The shape of the emission plume depends on many factors, including the angular 

distribution of sputtering yield and energy and the ionization and photo-emission rates in 

the background plasma, as well as any gradient in the background plasma density.  

Sputtering modeling codes such as SDTRIM.SP can calculate angular resolved sputtered 

energies, but can have different results depending on assumptions about the surface 

and bulk binding energies for mixed materials and the incident ion angle and energy.  

Monte-Carlo erosion modeling codes such as ERO can simulate ionization and photo-

emission of samples given a description of the background plasma. 

Ψ𝑡𝑥
𝐶𝐶𝐷 =

𝑆−1(𝐼𝑡𝑜𝑡𝑎𝑙 − 𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑)

𝐴𝑠(1 + 𝑅𝑠)
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In order to better describe the asymmetry and remove the effect of sample 

geometry, we will assume the resulting emission plume is a convolution of the sample 

geometry and an emission kernel function.  The convolution can be described as an 

integral transformation function, essentially Green’s formula: 

   ( 4.2 ) 

Where 𝐹(𝑥) is the line profile of emission intensity observed above the sample, 𝐺(𝑥) is the 

coating geometry (equal to 1 for coated and 0 for uncoated area), and 𝐾(𝑥 − 𝑢) is the 

emission kernel function. The true shape of the emission kernel represents the spatial 

distribution of Al photo-excitation originating from a single point on the coating, which 

we will assume is unknown. Instead, we will use a least squares fitting method to 

determine the best fit emission kernel that results in the imaged emission plume intensity 

when convolved with the coating area geometry. We will arbitrarily define a functional 

form for 𝐾 as a lognormal distribution.  This peak function is convenient in that it is similar 

to a normal distribution with exponentially decaying tails, but includes a parameter to 

induce asymmetry in the peak shape.  The parameters describing it are peak area A, 

width 𝜎, and asymmetry parameter 𝜇. 

 

 ( 4.3 ) 

The Al I and Al II emission profiles and best fit emission kernel functions are shown side by 

side in Figure 4-4.  A 20% reflectivity of the Al-coated areas and 0% reflectivity of the 

uncoated areas was included in the final calculated emission profile intensity.  For both 

neutral and ionized emission kernel functions, the downstream tail is roughly twice the 

 𝐾(𝑥) =
𝐴

√2𝜋𝜎
exp (−

1

2
(
𝑙𝑛(𝑥 − 𝜇)

𝜎
)

2

) 

𝐹(𝑥) =  ∫ 𝐾(𝑥 − 𝑢)𝐺(𝑢)𝑑𝑢
𝑢

0

 



93 
 

length of the upstream tail.  This suggests a common underlying cause for the asymmetry, 

such as a forward toroidal bias to the sputtering yield and/or sputtered energy 

distribution. In Chapter 5, we will present a model of photo-emission and ionization that 

includes angular distribution of sputtering yields to test this hypothesis.  

 
Figure 4-4. Comparison of normalized Al-I and Al-II emission toroidal profiles with 

deconvolution fit kernel functions. The original Al coating area is represented by a solid 

black line, and the DiMES head area is represented by a dashed line. 

 

4.4 S/XB coefficient measurements 

If the ratio of ionization to photo-emission for a particular line is known for the given 

background plasma conditions, it is possible to infer the flux of neutrals and ions into the 

plasma by measuring the photo-emission intensity of neutral atom and ion transitions.  This 
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ratio, known as the S/XB coefficient, is the ratio of the atom ionization rate (S) to the 

photo-excitation rate (X) and line branching ratio (B).  Here we can assume that all 

eroded atoms ionize before leaving the plasma volume (a reasonable assumption given 

the ionizing plasma extends several ionization mean-free-paths in each direction of the 

sample), thus the erosion rate measurements determine the ionization rate (S).  Samples 

were exposed to nearly constant background plasma conditions, and thus post-mortem 

measurements of gross erosion (non-spectroscopic measurements) were combined with 

integrated absolute photo-emission measurements to determine the S/XB coefficients for 

various Al emission lines at these conditions.   

We can assume that all eroded atoms ionize before leaving the plasma volume 

(a reasonable assumption here given the ionizing plasma extends several ionization 

mean-free-paths in each direction of the sample).  Thus, the electron impact photo-

excitation of neutral atoms leads to a photon emission flux that can be proportional to 

the gross erosion rate.  The measurements of the photon emission flux for neutral and 

ionized Al were normalized to the post-mortem gross erosion measurements to determine 

the S/XB coefficients for individual lines. The S/XB ratios for a number of neutral and ionized 

Al emission lines were determined, and are discussed in section 4.4. Filtered light camera 

imaging of the samples also allowed measurement of the spatial distribution of the 

emission plumes, against which models of the angular and energy sputtering distribution, 

ionization length, and background entrainment in plasma flow can be compared. 

The S/XB coefficients were determined in these plasma exposures from the ratio of 

the total Al photon flux for that emission line (Γ𝑝ℎ) to the gross Al atomic erosion flux Γ𝐴𝑙 

measured non-spectroscopically according to 

 𝑆 𝑋𝐵⁄ = Γ𝐴𝑙 Γ𝑝ℎ⁄    ( 4.4 ) 



95 
 

The viewing spot size of the spectrometer was typically larger than the emitting 

area (as shown schematically in Figure 4-1), but absolute calibrations of the spectrometer 

are done with large area uniform light sources that fill the entire viewing area.  For this 

reason, absolute line intensity measured by the spectrometer would under-estimate the 

actual radiance emitted from the coating area.  A geometric coupling correction factor 

Λ𝑀𝐷𝑆 was calculated by cross-calibrating with the area-integrated emission from filtered 

CCD camera measurements.  The geometric coupling factor was determined by 

equating the total transmitted photon flux by the camera Ψ𝑇
𝐶𝐶𝐷 to the total flux measured 

by the spectrometer Ψ𝑀𝐷𝑆 weighted by the filter transmission curve 𝑇 at wavelength 𝜆. 

 Λ𝑀𝐷𝑆 = Ψ𝑇
𝐶𝐶𝐷 ∫T(𝜆) ∙ Ψ𝑀𝐷𝑆⁄ 𝑑𝜆   ( 4.5 ) 

This geometric factor is different for emission by ionized Al and neutral Al, due to 

differences in the emission plume size.  However, for each emitting species, we assume 

that relative line intensities would be constant across the emission area and throughout 

plasma exposure.  Thus, the S/XB coefficients for a particular emission line were 

determined as: 

 𝑆 𝑋𝐵⁄ = Γ𝐴𝑙 Λ𝑀𝐷𝑆Ψ𝑀𝐷𝑆⁄    ( 4.6 ) 

The resulting S/XB values for measured Al I and Al II emission lines are plotted in 

Figure 4-5.  The measured values are compared with theoretical S/XB vs Te curves 

calculated using ionization cross-sections available in ADAS [119] and Plane-Wave Born 

(PWB) scaling of excitation [122].  For both species, the theoretical values under-estimate 

the measured values by large amounts.  The discrepancy is too large to be explained by 

any geometric coupling calibration or measurement error.  In related work, 
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measurements of the S/XB coefficient made in the PISCES-B linear plasma facility were 

roughly a factor of 5 higher than the ADAS calculated values [106]. 

The cause of the measurement-theoretical estimate discrepancy is unclear at this 

point.  The ADAS calculated S/XB values assume do uniform plasma density, which may 

not be valid given the density gradient in the magnetic pre-sheath.  However, varying 

density by an order of magnitude resulted in no significant change in the ADAS 

calculated S/XB values.  Experimental measurements of the ionization rate coefficients 

made by Freund et al [120] are higher than the ADAS modeled ionization rate coefficients 

by about a factor of 3.  A more likely reason for the low ADAS calculated S/XB coefficients 

may come from the calculation of photo-emission coefficients.  It appears from the data 

measured here that the Te dependence of these photo-emission coefficients is not 

correctly captured in the ADAS atomic physics calculations. 
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Figure 4-5. Measured S/XB values plotted for Al-I and Al-II emission lines (points) compared 

to ADAS calculated S/XB values (solid lines).  Dashed lines are the ADAS calculated 

values scaled linearly to match the measurements. For the Al I plots, PISCES-B measured 

values are reproduced from [106]. 
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4.5 Fluence Dependence of Al-I Emission Intensity 

The MDS spectrometer and camera imaged intensities both recorded changes in 

individual Al emission intensity during exposure that suggest some changes in the surface 

erosion rate or composition occurred. The cause of the emission increase is not well 

understood at this point, and in fact erosion was expected to decrease with fluence due 

to surface dilution by carbon deposition and implantation [97] or due to ion induced 

surface roughening as has been observed in linear plasma devices [123].  The increase 

in the Al emission intensity came along with changes in the emission of O and C, the two 

main impurities found in the Al sample surface after plasma exposure. 

One of the drivers of the increase may be evolution of the surface composition, 

although here there are two competing effects: erosion of the native oxide exposes more 

Al for erosion, while implantation of C should lead to a reduction in Al available at the 

surface.  We see evidence of both oxide removal and carbon increase when tracking 

the emission intensities of Al, O, and C lines with exposure time in cases R-D (Figure 4-6) 

and R-He (Figure 4-7).  The brightest emission lines in the  380-400nm spectral range were 

selected.  S-D sample is not compared, since the size of its Al sample area was small 

compared to the total spectrometer detection area and trends may be skewed by the 

surrounding C surface.  The window of uniform condition exposure for each plasma shot 

was ~1.5-4.5 seconds.  D and He emission remained constant during this window, or 

proportional to the small changes in plasma temperature and density, (as measured by 

Thomson scattering view chord 1cm above the sample).  The total exposure time shown 

for each case represents similar total net Al erosion: ~25 nm of Al for the 12.6 seconds of 

exposure in R-D and ~31nm in the first 3.8 seconds of plasma exposure in R-He.   
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In both cases, the observed Al-I emission intensity increases by a factor of four.  O 

I and O II emission stay relatively constant in R-D case, but shows a strong decrease in the 

R-He case.  The Al erosion rate increase may be partly attributed to oxide removal, since 

total initial oxide thickness was roughly 10nm.  The oxygen emission lines near the sample 

did appear to decrease for the first R-He exposure, indicating oxide removal, but this was 

not observed in case R-D.  There, either background O emission dominated the signal or 

the surface oxide was replenished between shots.   

In both R-D and R-He cases we see the C II emission increases during the exposure 

which points to evidence of carbon surface concentration increase. However, Al I 

emission also increased rather than decreasing as would be expected with a decrease 

in Al concentration.  It is possible that a mixed Al:C material may have a higher average 

Al sputtering yield than pure Al, via reduction in bulk Al binding energy, although this is 

inconsistent with the fact that the measured erosion yield under-estimates expected 

yields for pure Al. 
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Figure 4-6. Emission line intensities for Al-I, C-II, O-I, and D-I vs time for each consecutive 

exposure shot in case R-D. Plasma temperature and density during each exposure shot 

shown in the scatter plots at the bottom. 
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Figure 4-7. Emission line intensities for Al-I, C-II, O-I, and He-I vs. time for the first exposure 

shot of case R-He. Plasma temperature and density during each exposure shot shown in 

the scatter plots at the bottom. 
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through the spectrometer view chord may appear brighter because more of the view 

chord area is filled by eroding Al surface.  One cause would be redeposition and re-

erosion from a wider area of the sample.  However, the total fraction of redeposition is 

low, and it is not realistic to expect a 4x increase in the intensity by a relatively small 

increase in sample area.  Another cause can be due to microstructure smoothening, 

since a reduction in surface roughness can lead to less microscopic shadowing and 

larger effective eroding area.  Typically surfaces experience a micro or nano-scopic 

roughening or other morphology development during ion erosion [82]. However, some 

degree of surface smoothening may occur with ions that are incident with a small 

enough angle (relative to the overall surface plane).  If small protrusions that lead to 

shadowing are eroded away, more of the surface can be exposed and the total area 

of Al erosion and thus emission can increase.  There are some examples of this type of 

surface smoothening in the literature [84].  Smoothening can also increase the surface 

reflectivity and thus the detected emission flux.  The samples did visibly appear shinier 

after exposure than before exposure, although no controlled pre-exposure measure of 

the specular reflectivity were made. 

The Al I emission increase suggests higher Al erosion rate, although if that is not the 

case it would suggest higher Al I emission coefficient.  A variation in the local photo-

emission coefficient in an otherwise uniform plasma may suggest that the average 

sputtered energy of Al atoms is changing.  The higher sputtered energies may result in 

deeper penetration of Al through the plasma sheath, to areas of higher electron density 

and thus brighter emission.  Average sputtered energies may increase if the Al surface 

binding energy is decreasing, which may occur as a result of formation of a mixed Al:C 
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material, or for Al redepositing on an active surface in a high ion flux environment (as 

suggested for C in JET [124], Mo in DIII-D [15], and Be in PISCES-B [125].   

The brightness increase was not uniform over the entire sample area.  Shown in 

Figure 4-8 are the emission images for sample R-D at (a) 100ms into plasma exposure, (b) 

6 seconds into plasma exposure.    The time evolution of the toroidal profile of emission 

(c) shows how the increase in brightness occurs more strongly over the 15mm Al stripe 

area and downstream of the Al coating area than over the 1mm stripe area.  The most 

significant increase in Al brightness occurs over the wide stripe region and on the 

downstream side of the sample.  Some of the Al-I light emission may be due to re-erosion 

of Al deposited downstream of the original coating, and this appears as a slight increase 

in the baseline of the profile on the downstream side compared to the upstream side (An 

increase is also observed around the edge of the tile downstream of the DiMES head, 

where there may be some leading edge effects).  This is a small increase and constant, 

which indicates that the redepositing flux is rapidly re-eroded and moved far from the 

sample.  The emission increase occurs more strongly over the 15mm stripe region than 

over the 1mm region, and this suggests that the size of the emission plume (and thus the 

sputtering yield or energy) is increasing in the downstream more than in the upstream 

direction. 
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(a) (b)  

(c)  

Figure 4-8. Al I emission image during first 100ms (a) and after 6 seconds (b) of uniform 

plasma exposure.  Original Al coating area highlighted in yellow.  The emission intensity 

line profile taken through the sample center at different times during plasma exposure 

(c). Initial Al coating areas indicated with dashed lines.  

 

4.6 Conclusions 

We present the first spectroscopic measurements of Al erosion in DIII-D tokamak.  

Al is expected to behave as a low-Z material in erosion-redeposition, having an ionization 

mean free path that is long compared to its ion gyro radius.  For this reason, Al can be a 

useful proxy for Be erosion-redeposition studies, where Be is otherwise restricted due to its 

toxicity.   

Al emission spectra in divertor plasmas find bright and useful Al emission lines 

distinct from background C, O, D, and He lines.  Imaging of the Al-I and Al-II emission 

plumes were made using narrow bandpass filtered cameras. We presented 
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measurements of the S/XB coefficients for Al-I and Al-II emission lines and suggest that the 

ADAS S/XB calculations for Al be revisited.   

In these initial observations we have found a number of unexpected observations 

that warrant further research.  Emission plume shapes were analyzed and found to have 

an asymmetry along the toroidal direction for both neutral and ionized Al emission lines.  

The plume length scales were within the expected range of ionization lengths data for Al 

neutral atoms, but the asymmetry suggests a toroidally forward-bias to the sputtering 

yield and/or sputtered energy for Al.  Furthermore, the emission plume length was seen 

to increase with ion fluence primarily in the toroidally downstream direction.  This is 

thought to be partly due to material migration behavior (re-erosion of Al in the primary 

redeposition direction), but may also be due to surface morphology or composition 

evolution leading to higher average sputtered energies in the initial asymmetry direction. 

Redeposition length scale appears similar to the ionization length, which was surprising 

given the simple picture of redeposition along field lines.  More sophisticated models of 

the erosion, ionization and redeposition cycle are needed to address these 

discrepancies.  Models should include the role of the sheath electric field, surface 

morphology, and a dynamic evolution of surface composition. Full angular distributions 

of sputtering and ionization, along with estimates of neutral and ion entrainment in 

background plasma flow should be included to compare with the measured emission 

plume asymmetry. 
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Chapter 5  

Measurement and Modeling of Aluminum 

Sputtering and Ionization in the DIII-D 

Divertor Including Magnetic Pre-Sheath 

Effects 

5.1 Introduction 

Recent analysis of Al (a proxy for Be) erosion in different attached L-mode divertor 

plasmas in the DIII-D tokamak has found that asymmetries in the Al I photo-emission 

plume and Al redeposition patterns are consistent with an anisotropy in the angular 

sputtering distributions expected due to sputtering by near grazing incidence angle ions.  

In this chapter we calculate the expected incident angle distributions (IADs) for ions 

accelerated through the magnetic pre-sheath and Debye sheath potential gradients 

using a numerical particle tracking model.  The full incident ion angle and energy 

distributions for main and impurity ions were calculated using particle tracking model 

including full gyro-motion and drifts due to potential gradients of the magnetic pre-

sheath (MPS), also known as the Chodura sheath [43].  Next, we will present the resulting 

angular distributions of sputtering yield and energy due to ions with the aforementioned 

IADs.  Angular resolved sputtering distributions were calculated using the SDTRIM.SP 

binary collision sputtering modeling code.  Lastly, we will model the resulting spatial 

distribution of ionizations and photo-emission due to the sputtering distributions and 

compare the result to experimental observations of the emission plumes. Our model uses 

numerical Monte-Carlo methods to simulate electron-impact ionization and photo-
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emission of sputtered neutrals in the MPS electron density gradient.  Synthetic diagnostic 

images of the eroding surface are generated from the output of the model and used to 

compare with experimental observations. 

5.2 Magnetic Pre-Sheath Effects on Incident Ions 

For tokamak plasma material interactions, in particular for divertor plasmas where 

a grazing incidence angle between the magnetic field and material surfaces is required 

to reduce the projected heat flux onto the target, the sheath potential drop is likely 

dominated by the magnetic pre-sheath (MPS), with an essentially non-existent Debye 

sheath (DS) [45]. The broad region of weak electric field in the MPS (compared to the DS) 

can produce very different near-surface ion flows and incident ion directions than the 

DS.  Stangeby [45] and Ahedo [52] fluid models show that ion fluid drifts in the 𝐸⃗ × 𝐵⃗  

direction within the MPS can be comparable to cs, which alters the boundary conditions 

for tokamak plasma flows. Recent modeling of incident ion trajectories in magnetized 

plasmas [92,126,127] has shown that the average incident ion pitch angles become 

smaller with increasingly narrow distributions as magnetic field pitch angle decreases. 

Additionally, a deflection of the ion trajectories perpendicular to the field direction 

occurs as ions approach the surface due to 𝐸⃗ × 𝐵⃗  drifts within the sheath.  Here we 

present calculations of the ion impact angle distributions (IAD) using similar Monte-Carlo 

particle tracking methods for each of the exposure cases in this study.   

The coordinate systems used in this chapter are either orthogonal (X,Y,Z) or 

spherical (r, φ, θ) where appropriate and are aligned to tokamak oriented directions 

(toroidal, radial) relevant to the DiMES exposures in this thesis (Figure 5-1).  The ion impact 

angles distributions (IADs) are described here in terms of the polar angle θ (angle relative 
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to surface normal) and azimuthal angle φ (angle relative to toroidal direction). The 

toroidal field pitch angle α = 90o – θ  is in degrees above the surface plane.  The sputtered 

material emission or scattering angle β is referenced to the surface plane and spans 180° 

from the forward-scattering to backward-scattering direction (relative to the incident 

ions).  

 

Figure 5-1. Coordinate system used for incidence ion angle distribution and emission 

plume modeling 

Khaziev and Currelli [126] have previously used both Monte-Carlo and Particle-In-

Cell type kinetic modeling codes to model the sheath and full 3D ion velocity distributions 

at different magnetic field pitch angles.  Their results show that as the magnetic field pitch 

angle approaches grazing angle, ions are less deflected by the E-field and incident 

angles more closely approach the field incidence angle.  Following similar methods as 

described in [92] we have calculated the expected ion incidence angle distributions 

(IADs) using a Monte Carlo particle tracking model for the plasma conditions expected 
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in DIII-D.  The sheath density and potential gradients were calculated according to the 

convenient expressions derived by Borodkina [127] which are summarized in section 2.1.  

Particles were launched from the edge of the sheath , a location defined as where the 

normalized sheath electric field gradient is 1% of the maximum value near the surface.  

Particles were started at the top of their orbits (𝑣⊥ = +𝑣𝑥) so that they would enter the MPS 

on their first gyration. Particle trajectories were calculated using a Runge-Kutta numerical 

solution to the single particle differential equation of motion (Eq. 5.1).  Here, the +y 

direction is normal to the surface. 𝑬⃗⃗ = 𝑬𝒚 and is negative, directed toward the surface.  

Toroidal field 𝑩⃗⃗  points in the +z direction with minor components in the –y and –x 

directions.  

   ( 5.1 ) 

Initial particle velocity distributions were defined in the parallel (𝑣∥) and 

perpendicular (𝑣⊥) to 𝑩⃗⃗  directions.  For the initial velocity in the parallel to B direction, we 

assumed a shifted top-hat velocity distribution with a width of the ion thermal speed 𝑐𝑖 =

 √𝑘𝑇𝑖 𝑚𝑖⁄  and a maximum at the plasma sound speed 𝑐𝑠 = √(𝑘𝑇𝑒 + 𝑘𝑇𝑖) 𝑚𝑖⁄ .  A finite ion 

temperature Ti = Te is assumed.  This simple ion velocity distribution satisfies the generalized 

Bohm criterion constraint [42] and ensures all ions at the sheath edge are travelling 

toward the surface. For the velocities perpendicular to the B direction, we assumed a 

Maxwellian distribution for the specified ion temperature.  Some example particle 

trajectories are shown in Figure 5-2 (a), for particles with parallel and perpendicular 

velocity components chosen from the distributions as shown in Figure 5-2 (b). 

 

𝑑𝒗⃗⃗ 

𝑑𝑡
= (

𝑞𝑖

𝑚𝑖
) (𝑬⃗⃗ + 𝒗⃗⃗ × 𝑩⃗⃗ ) 
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Figure 5-2. Computed ion trajectories (a) for three D+ ions 1, 2, and 3 travelling through a 

collisionless deuterium plasma MPS.  The toroidal coordinate is compressed to highlight 

the extent of the radial ExB drift.  Perpendicular and parallel velocity distributions at the 

sheath edge are shown (b), with points indicating the initial launch velocities of each of 

the particles. 

Some examples of sheath potential gradients and the resulting IADs for different 

magnetic field pitch angles are shown in Figure 5-3.  In these examples we use the plasma 

parameters of Te = 29eV, ne = 1.1x1013 cm-3, and toroidal field pitch angle α = 1.7 - 40 

degrees above the surface plane to calculate the sheath gradients using the equations 

described in Chapter 2.  The MPS region of the sheath potential gradient is shown plotted 

in a dashed line, with the DS region shown calculated in solid line.  The resulting 

distributions of ion impact angles are described here in terms of the polar angle θ (angle 

relative to surface normal) and azimuthal angle φ (angle relative to toroidal direction). 

At α = 40° magnetic field pitch angle (50° from surface normal), 80% of the sheath 

potential drop occurs over the DS, and the peak polar impact angle occurs at 15° from 

surface normal.  At α = 1.7° magnetic field pitch angle (88.3° from surface normal), the 

entire potential drop occurs over the MPS and peak polar ion impact angle occurs 

around 82° from surface normal. 
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Figure 5-3. Sheath potential drops for each pitch angle shown in (a) with solid or dashed 

lines indicating Debye sheath (DS) or magnetic pre-sheath (MPS) regions.  Impact angle 

distributions for the polar (b) and azimuthal (c) angles shown (see also Figure 5-1.   

Next we examine the IAD dependence on sheath potential gradient with fixed 

magnetic field pitch angle.  The potential gradients shown in Figure 5-4, were calculated 

using plasma parameters from the R-He exposure case with a fixed magnetic field pitch 

angle (α = 1.4°), but we have imposed different sheath solutions by artificially specifying 

the size of the DS potential drop to be a fraction of the total floating potential.  The DS 

and  MPS potential gradients were calculated according to the expressions for the 
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sheath [128].  Also, MPS length scale factors of k= 2 and 3 main-ion gyro radii are 

compared (where MPS gradient length 𝐿𝑀𝑃𝑆 = 𝑘𝜌𝑖 cos(𝛼)).  While these potential 

gradients may be artificial, they illustrate that the absence of the DS is responsible for the 

near surface potential gradient (and thus E-field strength) decrease, shifting the most 

probable polar ion impact angle from ~45 degrees to ~80 degrees with respect to 

surface normal.  The azimuthal E×B deflection angle decreases with vanishing DS, and a 

large change in azimuthal impact angle shows up when assuming the MPS length factor 

k=3 ion gyro radii.  Experimental measurement of the azimuthal impact angle may be a 

useful for estimating the MPS potential gradient scale length. 
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Figure 5-4. Sheath potential drops (a) calculated using R-He plasma conditions, fixed 

magnetic field pitch angle of 1.4°, and with potential drop artificially divided between 

DS and MPS solutions as shown. Also MPS gradient lengths factors k=2 or 3 compared (see 

eq 2.7). Resulting ion impact distributions in the polar (b) and azimuthal (c) angle. 

To describe the MPS structure in these experiments we used the measured plasma 

parameters and calculated the sheath electric field and density gradient.  We assumed 

Te = Ti and singly ionized main ions. The resulting sheath electric field and density gradient 

vs. distance normal to the surface for each exposure case are compared in Figure 5-5. 

The sheath is thinnest for the R-D case, and thickest for the R-He case, although roughly 
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~2 mm in all cases.  This is much longer than the classical Debye sheath thickness, which 

is on the order of 50 μm in these plasmas, and more on the order of the ion gyro radius  

(average main-ion ρi = 487, 371, and 508 μm in case S-D, R-D, and R-He, respectively, 

indicated with scale bars in Figure 5-5).  The gradually diminishing potential extending 

several times the incident main-ion gyro radius weakens the near-surface (Debye Sheath) 

electric field that would otherwise deflect ions toward the surface, as will be discussed in 

the following sections.  Furthermore, the low near-surface electron density region can 

increase the ionization length and enlarge the spectroscopic emission area, which will 

also be discussed in following sections. 

 

 
Figure 5-5. The sheath density (ne) and electric potential (V) calculated for each exposure 

case at the average plasma ne, Te conditions vs distance normal to the surface.  Average 

ion gyro radius in each case shown as scale bars. 

Both main ion and carbon impurity IADs were calculated for each exposure case 

in this study.  We treated C impurity ions as fully thermalized and entrained in the 
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background plasma flow.  That is, C ion velocity perpendicular to B followed a 

Maxwellian with the same specified temperature Ti, and C ion velocity parallel to B 

followed the same shifted top-hat velocity distribution as the main ions.  The main ion IADs 

are shown in Figure 5-6. The IADs for impurity ion C3+ in each case were similar, to within 5 

degrees of the main ion distributions, and are not shown here.  In Figure 5-6 we show the 

fraction of the IAD corresponding to different ranges of the initial parallel ion flow speed.  

In solid black line we show the impact angle distribution resulting from initial top-hat 

parallel velocity distribution of parallel Mach number 𝑀∥ = 0.3-1.0, and in dashed lines 

sub-sets above and below 𝑀∥ = 0.5.  Overall, we find that the impact angle distributions 

were similar in all three cases and not terribly sensitive to the parallel flow speed 

assumptions.  Higher parallel flow speeds resulted in somewhat smaller polar impact 

angles and broader azimuthal angle distributions.  The distribution of polar impact angles 

in case R-D was overall slightly higher than in S-D, mainly due to the smaller gyro-orbits 

and perpendicular/parallel velocity ratios resulting from the lower ion temperature (16eV 

vs 30eV, respectively).  For the R-D and R-He cases, plasma temperatures were similar the 

larger He gyro-radius led to lower impact angles.  As a check, we also calculated the 

impact angle distributions assuming Ti = 2Te , which is often assumed for low density SOL 

conditions.  The results were only slightly broader than the distributions shown in Figure 5-6, 

indicating ion temperature was not a sensitive parameter in determining the impact 

angle. 
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Figure 5-6. Incident ion angle distributions (IADs) calculated for each sample exposure 

case, shown for polar angle θ (in the Y-Z plane) and azimuthal angle φ (in the X-Y plane) 

relative to the toroidal field direction.  Dashed lines shown in pink and blue indicate the 

IADs for high and low initial parallel flow speed assumptions.  The inset plots show the 

distributions represented in polar coordinates to aid in visualization. 

 Experimental evidence of sputtering by oblique incident ions 

Microscopic post-mortem observations of the eroded samples reveal features that 

may be indicative of directional, grazing angle ion bombardment.  It is well known that 

under continuous ion bombardment the roughness of a surface either increase or 

decrease due to a number of competing processes that are dependent on surface 

temperature, ion flux, and incidence angle.  Smooth surfaces can develop roughness 

due to a curvature dependent sputtering instability [82], faceting or ripple formation 

[83,89].  Rough surfaces can undergo smoothening under conditions of low energy 

grazing angle ion bombardment due to enhanced erosion of surface protrusions or step 

edges [84–88].  While a detailed analysis of such effects is beyond the scope of this study, 
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a short discussion on the observations of surface morphology development and surface 

roughness effects in the presence of grazing angle ion bombardment is presented here. 

Post-exposure SEM imaging of the plasma-exposed Al surface in case S-D showed 

some microstructure development that may be evidence of directional ion impact 

angles.  No pre-exposure SEM image was available, but it is reasonable to assume the 

vapor deposition process formed an initially featureless smooth surface.  The eroded Al 

surface, shown in Figure 5-7, shows a uniform pattern of sub-micrometer sized Al-rich 

islands with a somewhat elongated shape.  The direction of island elongation appears to 

be roughly 60° relative to the toroidal field toward the E×B direction, a somewhat larger 

angle than the 37° average predicted by the azimuthal IAD discussed in section 5.1.  The 

islands may or may not be evidence of a minor ion induced surface morphology change.  

They appear to be very different than the ion-induced ‘cone’ morphology seen to grow 

on Be and other metals in the PISCES-B linear plasma device with ~normal incidence ions 

[91], and also different in scale than the tungsten ‘nano-tendrils’ observed to grow in the 

C-mod tokamak on a biased tungsten Langmuir probe surface that was inclined to the 

field at ~11 degrees [129]. 
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Figure 5-7. Post-mortem imaging of the surface shown at two magnifications.  The 

expected 37° IAD average azimuthal angle φ is shown in yellow, and the inferred 60° 

elongation direction of the blobs is shown in pink. 

In cases R-D and R-He, we had reported in earlier work [115] that the amount of 

Al found redeposited outside the coating area was much higher than expected.  In that 

study, this increased deposition was attributed to accumulation of redeposited Al in 

shadowed areas of these pores.  We proposed that enhanced erosion at pore leading 

edges led to line of sight deposition on the opposite pore surface that was shadowed 

from direct ion flux and protected from subsequent re-erosion, although this type of 

shadowing would require near grazing incidence ion angles.  We have since found direct 

evidence of such accumulation by mapping the surface Al concentration on the 

microscopic scale with a scanning Auger microscopy technique.  In this technique, a 

qualitative map of Al coverage is obtained at SEM level resolution by mapping the count 

rate of surface-emitted Al KL1 Auger electrons at 1388.9 eV and subtracting the 

neighboring background at 1368 eV.  The mean-free path of the Auger electron in the 

surface is ~5nm.  This sets the depth resolution of this technique to be on the order of the 

expected surface Al:C mixing layer thickness (expected to be roughly ~1-2nm based on 
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the implantation depth of 200-400eV C in Al). Measurement results are shown in Figure 

5-8, with SEM image showing pore structure and AES image showing Al surface 

concentration through relative 1382eV peak brightness.  Al appears clearly 

concentrated in the pores (brighter AES image = higher Al concentration).  In general, 

pores appear to have more strongly concentrated Al on the side of the pore most 

shadowed from direct ion impact (upper left corner of the pores).  There was no Al 

present before plasma exposure in these pores, and its accumulation there is consistent 

with the anticipated shadowing due to the expected grazing incidence angle ions. 

 
Figure 5-8. Sample surface 5mm toroidally downstream of the Al coating in case R-He 

made using (a) SEM imaging and (b) AES imaging.  The SEM image illustrates the pore 

structure, and the AES map of the same area maps the concentration of Al on the 

surface (brighter = more Al).  Note the average azimuthal angle of the incident ion angle 

distribution shown with yellow arrow. 

 Angular dependence of the sputtering yield 

It is well known that the sputtering yield is dependent on the incidence angle [130], 

typically increasing with incidence angle up to a point then decreasing to zero as the 

angle approaches surface tangency.  The effect of carbon implantation and dynamic 
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surface composition evolution can be dependent on the incident ion angle as well.  We 

compare the measured total erosion yield in each case against the total sputtering yield 

vs incident ion polar angle as calculated using the SDTRIM.SP [61] binary collision 

sputtering modeling code in Figure 5-9.  The calculated sputtering yield curves cover a 

range representing the low estimate of incident ion energy (Ei = 5Te, for Ti = Te) and high 

range of incident ion energy (Ei = 7Te, for Ti = 2Te).  Dashed line curves were calculated 

with the addition of a C3+ impurity flux fraction with incident energy of 11Te, and dynamic 

evolution of the surface composition due to C implantation.  We see that the addition of 

C decreases the calculated erosion yield for normal incidence as expected due to 

surface C enrichment and Al dilution. At incident angles above ~75 degrees, the surface 

C enrichment effect diminishes and yield approaches that of pure He or D sputtering. 

The measured erosion yields in each case [106] are plotted at the average 

incidence angle from the IAD calculated earlier.  Horizontal error bars represent the width 

of the IAD, and vertical error bars represent the combined uncertainty in ion flux and film 

thickness change measurements.  In both the D plasma cases, the measured yield falls 

below the predicted yield at this angle, but perhaps serendipitously matches with the 

expected yield at 0-45 degree incidence angles.  It is commonly expected that for 

practical surfaces of tokamak plasma facing components, surface roughness can 

reduce such incident angle dependence on yield due to line-of-sight redeposition of 

sputtered material [92].  However, even in the smooth substrate case we observed 

similarly lower than modeled erosion rates and find good agreement with the modeled 

yield for the rough substrate He plasma case R-He.  This may suggest that some other 

yield-reducing effects such as flux-dependent near-surface dynamic retention of D may 
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be playing a role in reducing the observed sputtering yield in both D plasma cases [123], 

and that sputtering yield reduction due to surface roughness is small in these cases. 

 
Figure 5-9. Measured erosion yields (points) compared to effective yield calculated by 

SDTRIM.SP (lines) as a function of incident ion angle and range of ion energies for each 

case. The wide bands represent the low and high range of sputtering yields due to pure 

D or He ions with incident energies from 5Te assuming Te = Ti  to 7Te assuming Ti = 2Te).  The 

red dashed line represents the erosion yield due to 5Te incident energy main ions with the 

addition of a C3+ ion impurity with energy Ei = 11Te , including dynamic evolution of the 

surface carbon concentration.  

 

5.3 Angular Distributions of Sputtering Yield and Sputtered Particle 

Energy 

As the angle between the incident ion and the surface tangent becomes smaller, 

the sub-surface collision cascade occurs closer to the surface and as a result the 

sputtering yield and in particular the average sputtered energy tends to increase [82].  

The angular distribution of sputtered material distribution is expected to become 

increasingly skewed in the forward-scattering direction.  This effect has been measured 

experimentally by Goehlic, et al. where thin, atomically smooth evaporated Al films were 

bombarded by Ar and Xe ions at various incidence angles [64,65].  The measured 
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distributions of yield and energy were also well reproduced by the binary collision 

modeling code SDTRIM.SP.  While the surfaces in our study have more roughness than 

those measured by Goehlic, it is plausible that a significant part of a rough surface would 

be shadowed due to the expected small angles between incident ions and the global 

surface plane (~5-15 degrees). The observed angular distribution of erosion would thus 

be dominated by a narrow range of surface-ion angles at the non-shadowed high points 

on the surface.  For this reason, we will assume that the angular differential sputtering 

yields and energies calculated by SDTRIM.SP for ideally smooth surfaces can be applied 

to these cases. 

An example of the calculated angular distributions of sputtering yield and 

average sputtered energy for 100eV D sputtering of Al at different incident ion angles is 

shown in Figure 5-10. The angular distributions are plotted as functions of the scattering 

angle 𝛽, that is the angle of the sputtered atom relative to the surface plane as noted in 

Figure 5-1.  Distribution curves are colored corresponding to the incident ion directions 

shown with arrows, where the incidence angle θ is measured from the surface normal (θ 

= β – 90°).  This example shows that for normal incidence ions (in blue), the sputtering yield 

distribution follows a cosine distribution which is symmetrical about the surface normal, 

with uniform average sputtered energy in each direction.  However, as the angle 

between the incident ion and the surface tangent becomes smaller, the sputtering yields 

and average sputtering energies increase in the forward-scattering direction, with 

average sputtered energies making a dramatic increase at incident angles of 60° and 

larger.  Average sputtered energies nearly double, with highest average sputtered 

energy occurring for atoms sputtered at angles near the surface plane.  When sputtering 

into a plasma, this forward-scattering bias can be significant in driving the redeposition 
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material migration direction, and the higher average sputtered energy can increase 

penetration of sputtered material into the plasma. 

 

 
Figure 5-10. Example of Al sputtering yield Y per steradian (a) and average sputtered 

energy E (b) versus scattering angle β for 100eV D ions at different incident polar angles 

θ.  Incident ion angles with respect to the surface normal are listed and plotted with 

arrows, and are color coded to the resulting distribution curves. 

The angular distributions of yield and energy were calculated with SDTRIM.SP for 

each of the cases S-D, R-D, and R-He, shown in Figure 5-11.  Either D+ or He+ incident ions 

with incident angle distributions from Section 3.1 were provided as inputs to the SDTRIM.SP 

code.  To illustrate the effect of the carbon impurity, the same cases with and without 

the estimated carbon ion flux fraction (as discussed in Section 2.2) are compared.  

Incident ion energies were based on the average ion thermal energy and sheath 

potential drop at the measured exposure conditions in each case, with Ti = Te, such that 

Ei = 11Te for C3+ and Ei = 5Te for D+ or He+ ions. Dynamic evolution of the surface 

composition due to incident carbon was suppressed, so that surfaces were pure Al and 

pure Al surface binding energy (3.4eV) was used.  The summary of input energies and 

carbon ion flux fractions used are listed in Table 5-1.  The effect of the added carbon ion 

flux in these cases resulted in a small increase in sputtering yield and significant increase 
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in sputtered neutral energy over pure main ion sputtering.  These angular sputtering and 

energy distributions including carbon impurity sputtering shown in Figure 5-11 were used 

as input parameters to the ionization and photo-emission plume modeling to be 

discussed in the next section. 

 
Figure 5-11. Angular distributions of yield and energy calculated by SDTRIM.SP for cases 

SD, RD, and RHe, shown for different carbon impurity assumptions.  Varying carbon 

impurity has a larger effect on sputtered energy than sputtering yield. 
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Table 5-1. Input parameters for SDTrim.SP sputtering code and summary of calculated 

results.  IAD total sputtering yields and average sputtered energy are calculated using 

the ion incidence angle distributions (IADs) shown in Figure 5-11.  Average sputtered 

energy and sputtering yield for normal incidence ions at otherwise identical conditions 

are listed for context. 

Case Incident 
Ion 
species 

Incident 
Energy 
eV 

Incident 
Ion 
Fraction 

IAD Total 
Sputtering 
yield [at/ion] 

Average 
Sputtered 
energy [eV] 

Normal Inc. 
Sput. Yield 
[at/ion] 

Normal 
Inc. Sput. 
Energy 
[eV] 

S-D 
D+ 126 99% 

0.1 9.0 0.048 4.9 
C3+ 276 1% 

R-D 
D+ 86 99% 

0.04 8.4 0.039 3.9 
C3+ 189 1% 

R-He 
He+ 74 97% 

0.05 11.6 0.10 4.5 
C3+ 162 3% 

 

 

5.4 Measurement and modeling of photo-emission plume 

 Imaging of the Al I photo-emission plumes 

The background-subtracted images obtained for each of the exposure cases are 

shown in Figure 5-12.  The original coating geometry in each case is outlined in white, and 

against this the asymmetry of the emission plume is clearly visible.  Cases R-D and R-He 

had identical sample geometries and imaging conditions.  In case R-D the boundary 

between the DiMES sample and downstream tile (highlighted with a dashed red line) 

appears brighter most likely because of some background D I emission that was likely 

more intense near the gap where some leading edge plasma interaction may be 

occurring. The image in case S-D was slightly out of focus, so the emission plume shape is 

blurred but a weak band of emission downstream of the sample is indicative of re-erosion 

of migrating Al. 
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The asymmetry in each case is in the toroidally downstream and radially inward 

direction in an otherwise toroidally uniform divertor plasma. In particular, we find that the 

direction of the observed neutral Al emission plume asymmetry in each case is similar to 

the expected direction of incident ions accelerated through the sheath as discussed in 

the following section.    One possible explanation for the asymmetry is frictional 

entrainment of neutrals in the background plasma flow.  However, estimates of the 

deuterium and helium to Al ion-neutral cross-sections using hard sphere approximation 

finds that the rate of ion-neutral collisions is ~10x lower than the rate of electron impact 

ionization, meaning that ionization was much more likely to occur before any ion collision 

affecting the neutral trajectory.  Thus, it is reasonable to assume that the sputtered neutral 

atoms move in straight line trajectories up to the point of ionization, and any asymmetry 

in their distribution is due to an asymmetry in the angular sputtering distribution. 

We also note that the intensity of the emission increases toroidally across the 

sample and shows a longer decay length on the downstream side of the sample than on 

the upstream side.  It is not likely that the gross erosion rate varied toroidally across the 

sample significantly, in fact analysis of the post-mortem measurements of the Al erosion 

presented in [115] confirm a nearly uniform net erosion rate toroidally across the sample 

with only slight variations due to dilution of the surface elemental composition by incident 

carbon ions.  As we will discuss in section 5.4, this asymmetric emission gradient can be 

caused by directional asymmetry in the ionization lengths for Al, which can be on the 

order of a few mm in these plasmas. 

Such ionization length asymmetries were unexpected, as it has usually been 

assumed that surface roughness inherent to practical surfaces in tokamaks homogenizes 

surface-ion impact angles and results in symmetric angular distributions [78,81].  Similar 
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asymmetries in the upstream/downstream material migration patterns have also been 

observed in post-mortem analysis of the redeposited material distribution for W, Mo, V, 

and Be [94,96,107,108], although these were asymmetries in redeposited material and 

were attributed to increased transport of ions along toroidal field lines toward the surface.  

Models of the redeposition in these earlier experiments assumed cosine angular 

distributions of yield and directionally uniform Thompson sputtered energy distributions 

and consistently under-estimated the extent of the upstream/downstream asymmetry 

observed. 

 

 
Figure 5-12. Filtered light images of the Al-I emission with background emission subtracted.  

Coating areas indicated with thin white outline, and the boundary between the DiMES 

head and surrounding tiles is indicated with a dashed red line.  The S-D image was slightly 

out of focus so some of the plume broadening is exaggerated.  In the S-D and R-D image, 

some emission localized around the downstream edge of the DiMES head may be 

background D-I emission passed by the filter or Al-I re-erosion from outside the coating 

area. 

 Modeling of the Ionization and Photo-Emission Plumes 

The asymmetrical angular sputtering yield and energy distributions arising from 

sputtering by grazing angle ions can be expected to produce a directional asymmetry 

in ionization lengths.  This asymmetry is evident in images of the photo-emission plume 

above the sample.  In this section, we will present modeled three-dimensional distribution 

of ionization and photo-emission originating from a point source of sputtered neutrals into 
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a specified sheath density gradient.  We will consider both uniform density and a MPS 

density gradient [45,46], and will use the angular sputtering yield distributions calculated 

by SDTRIM.SP as described in section 5.2.1 as inputs to define the initial neutral velocities 

and directions. 

The model uses Monte-Carlo sampling of an ionization length cumulative 

distribution function (ICDF) for each sputtered atom trajectory.  The ICDFs were defined 

in terms of the sputtered atom’s polar angle 𝜃, velocity 𝑣𝑖, and ionization rate coefficient 

〈𝜎𝑣〉 assuming electron impact ionization.  Derivations of the ICDFs for both uniform and 

varying background plasma density can be found in the Appendix. A number of data 

sources for the electron impact ionization cross-sections or rate coefficients for Al are 

available in the literature and published databases [118,119,121]. In general the ADAS 

[119] calculated ionization rate coefficients were on the low end of the uncertainty range 

for measured or modeled ionization rate coefficients published elsewhere [118,120,121].  

For comparison, the available rate coefficients are plotted vs. electron temperature in 

Figure 5-13.  In this study we chose to use the rate coefficients published by Lennon et.al., 

which have a quoted uncertainty of ±60% that covers the full range other published 

values as denoted by the gray band in Figure 5-13. 
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Figure 5-13. Ionization rate coefficients for Al compiled from several sources. 

In this model, each sputtered neutral was considered to move in a straight line 

trajectory with velocity and direction determined by the average sputtered energy 

angular distribution. The photo-emission from each atom was treated as a line source 

made up of discrete emission segments along the atom’s path up to the point of 

ionization. The brightness of each emission segment was proportional to the local 

electron density and a constant photo-emission coefficient (PEC).  Each of the discrete 

emission points was binned into a three dimensional cloud about the sputtering point, 

thus producing the three dimensional distribution of photo-emission. 

5.4.2.1 3D ionization and photo-emission distributions 

Examples of the three-dimensional ionization and emission clouds (point source 

functions), is displayed along with peak-normalized radial and toroidal profiles below in 

Figure 5-14.  These were calculated using parameters from the R-He exposure case with 
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MPS density gradient model scale length k=2.  The figures show 2D contour maps of the 

top-down view (Toroidal-Radial plane) and side-on view (Toroidal-Vertical plane) of the 

distributions.  The toroidal, radial, and vertical profiles of the distributions are shown above 

and to the right of the contour plots.  The green arrows indicate the average direction of 

the incident ions that generate the sputtering plume.  From these figures we can see the 

cloud of ions generated from the point source of neutral emissions has an asymmetric 

shape consistent with the incident ion direction.  The asymmetry is due to the strong 

forward-scattering component of the sputtering distribution.  The e-folding lengths of the 

distribution are about 3.2mm in the positive toroidal direction and 1.5mm in the negative 

toroidal direction.  In the direction normal to the surface, the peak ion density occurs 

about 1.4mm above the surface followed by an e-folding length of about 2.2mm. 

The distribution of emission, shown here on the same scale, appears narrower since 

photo-emission occurs from the point of atomic emission up to the point of ionization.  The 

width of the distribution in toroidal and radial directions is still about 3.4mm with a similar 

asymmetry as in the ion distribution.  These lengths are larger than the scale length of 

some of the coating features and are easily resolvable with the visible imaging camera.   
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Figure 5-14. Example point source ionization and photo-emission distributions shown for R-

He case.  Other cases were similar. 

 Simulated Photo-emission plumes 

A simulated emission plume for each sample’s coating area was then constructed 

by convolving the point source emission function with the coating geometry.  The Al 

erosion rate at each point on the coating was explicitly uniform in the simulations, and 

no Al erosion from outside the coating area was included.  An average Al coating 

surface reflectivity of 20% in the R-D and R-He cases, and 90% in the S-D case was 

included. The simulated emission plumes are shown below in Figure 5-15 and are shown 

normalized to the peak emission intensity similar to the actual imaged emission plumes in 

Figure 5-12. The MPS density gradient structure assumed in these simulations was 

prescribed as shown in Figure 5-5 according to the sheath analytic expression from  [127] 

with scale length k=2.0 and sheath-entrance plasma density equal to the density 

measured by the Langmuir probes. 
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Figure 5-15. Modeled photo-emission plumes for three sample exposure cases, using ion 

impact angle distributions, SDTRIM.SP calculated angular sputtering distributions, and 

ionization/emission in MPS density gradient. Coating area boundaries are shown outlined 

in white.  The photo-emission model includes reflectivity of the coating which was 20% in 

cases R-D and R-He and 90% in S-D.  

 

 We are able to make useful comparisons between the calculated and imaged 

emission plume in cases R-He and R-D, while the S-D case is somewhat inconclusive since 

the image was unfortunately out of focus.  We show in Figure 5-16 toroidal and radial line 

profiles of the R-D and R-He emission plume image data (dots) compared with three 

different emission plume models (lines).  The line profiles go through the center of the R-

D and R-He emission plume.  A remarkable match is found between image data (points) 

and the first model (red line), which used the anisotropic angular sputtering distributions 

calculated in Section 5.3, and the ionization in a MPS density gradient (Eq. A5, Appendix).  

The model reproduces the width, asymmetry, and overall shape of the imaged profile.  

For comparison, we also modeled the commonly assumed symmetric (cosine) sputtering 

distribution (resulting from normal incidence ions) with a MPS density gradient, but the 

result (green line) did not have the width or asymmetry present in the toroidal or radial 

profile data.  A third model case assumed the anisotropic sputtering distribution with 

ionization in a uniform density (Eq. A5, Appendix), but the result (blue line) was a narrower 

plume shape than the measurement.  
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The largest discrepancy we find between the data and Model 1 is in the radially 

inward direction (negative direction in Figure 5-16 c, d).  While our model assumes radially 

uniform plasma parameters and erosion rates, in reality there are likely radial variations. 

Of the known variations, such as the radial ne and Te profiles shown in Figure 3-9, the drop 

in electron temperature (and presumably the ion temperature) across the sample 

radially may be the most significant in explaining this discrepancy. Other expected radial 

variations which are not well known but may be responsible, include varying impurity 

fraction or charge state distribution (carbon deposition in these types of discharges is 

often strongest near or just inboard of the magnetic separatrix), or variation in the 

bandpass filter transmission (estimated to vary linearly by 4% across the 20mm radial field 

of view).  Some measured emission >10mm toroidally beyond the coating area not 

reproduced since the extra emission due to re-erosion of migrated Al or localized D 

emission at the edge of the downstream tile was included in the model.  The additional 

Al emission by re-erosion is expected to be a small effect since the flux of eroding Al is 

proportional to the surface concentration of Al, which is much lower for migrated 

deposits than the original coated-sample area. 

The close agreement between the observed emission plumes and these 

simulations suggests that the anisotropic sputtering distribution and reduced density near 

the surface due to the MPS are the two most important factors controlling distribution of 

ionization of sputtered Al in these experiments.  Our models did not need to account for 

ion-neutral collisions or modification of the sputtering distribution by surface roughness, 

so these appear to have been small factors. 



135 
 

 
Figure 5-16. Comparison of imaged and modeled toroidal and radial profiles of photo-

emission data (circles) with three different models (solid lines).  Dashed lines indicate the 

initial coating area. 

 Material redeposition implications 

In an analysis of the distribution of Al redeposition measured on these same 

samples presented in [115] (and also in Chapter 7), we found clear evidence of 

increased redeposition in the downstream toroidal direction, with redeposition length 

scales on the order of a few mm.  In that study, the spatial distribution of redeposition was 

described by a point source toroidal redeposition distribution function that was fitted to 

the post-mortem measurements of Al net erosion and redeposition.  What we find here is 

that the toroidal profiles of the ionization distribution calculated in this study closely match 

the scale length, shape, and asymmetry of those redeposition distribution functions.  The 
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two distributions are compared in Figure 5-17 for case R-D (a) and R-He (b).  The match 

between these distributions, each arrived at independently from different aspects of the 

material migration cycle, is remarkable and suggests that indeed the angular sputtering 

asymmetry may be the driver of the redeposition asymmetry. It also suggests Al ions are 

driven to the surface rapidly by the MPS E-field, rather than moving further along the 

magnetic field lines, since the spatial distribution of measured redeposition profile is similar 

to the spatial distribution of ionization.  This agrees with the simulations by Chankin et al. 

[98] that the MPS E-field is largely responsible for the prompt redeposition of tungsten.  

Also shown in Figure 5-17 is the ERO modeled redeposition distribution function for case 

R-D using the same ionization rate coefficients (no R-He case was modeled by ERO due 

to a lack of a plasma background solution for He plasmas). What we find is that the ERO 

code, which includes the MPS E-field and collisions with the background plasma flows, 

but assumes a symmetric cosine distribution for sputtered atoms, qualitatively reproduces 

the redeposition scale lengths but not the forward-backward asymmetry.  The inclusion 

of angular sputtering distributions to the ERO model should be considered for a future 

study and may result in improved agreement with measurement. 
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Figure 5-17. Toroidal profiles of the calculated ionization distribution along with toroidal 

profiles of measured redeposition taken from [115] for case R-D (a) and R-He (b).  For 

case R-D we also compare the calculated redeposition distributions from an ERO 

simulation (green, triangles) which assumed a symmetrical cosine distribution of 

sputtered Al. 

 

5.5 Conclusions 

Al was used in this study as a proxy for studying Be erosion in tokamak divertor 

plasmas. Detailed measurements and analysis of the ionization and emission plumes were 

made to provide insight into the sputtering and ionization phase of the material migration 

cycle. Our comparison of Al erosion in similar He and D plasmas finds that in He plasmas, 

the photo-emission plume length and thus the Al ionization lengths are longer due to the 

higher average sputtering energy and a longer sheath density gradient for He compared 
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to D plasmas.  The longer sheath gradient length also reduces the near-surface electric 

field strength, leading to reduced local redeposition rates. This is consistent with 

observations in previous work [115] where longer Al redeposition lengths and lower 

redeposition rates were found in the He plasma case. 

We have calculated that the distribution of ion incidence angles for small 

magnetic field pitch angles is strongly affected by the presence or absence of a Debye 

Sheath, DS.  For small angles between the surface plane and magnetic field, the 

disappearance of the DS weakens the near-surface electric field that would otherwise 

deflect ions toward the surface. Post-mortem microscopic imaging and compositional 

mapping of exposed surfaces finds directional erosion and deposition patterns consistent 

with the calculated polar and E×B incidence angles caused by the MPS electric field. This 

has implications for impurity migration in divertors since it can drive ‘cross-field’ material 

migration in a direction controllable by the toroidal field polarity. 

These results are to the author’s knowledge the first to measure an asymmetry in 

the neutral photo-emission flux as well as in the redeposited material direction. Models of 

the redeposition in these and other similar experiments had previously assumed cosine 

angular distributions of yield and directionally uniform sputtered energy distributions and 

consistently under-estimated the extent of the upstream/downstream redeposition 

asymmetry observed. The forward-scattering asymmetry is evident on both smooth and 

porous graphite surfaces studied here, which is counter to the common assumption that 

practical surfaces with roughness would approximately randomize the local impact and 

sputtered angles, creating a more symmetrical cosine-distribution of sputtered material 

These results would indicate that material migration models should not necessarily 

assume cosine sputtering distributions, but rather include the full angular distributions of 
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sputtering yield and sputtered energy that can be readily calculated using the sputtering 

modeling code SDTRIM.SP for specified incidence ion angle distribution.  The angle 

dependence of sputtering yield and sputtered energy distributions can vary with incident 

angle, especially for low-Z materials like Be.  When interpreting material migration as a 

multi-step process, the sputtering yield distribution can drive the material migration 

direction. It may also be important to include the effects of grazing incidence ions on 

sputtering yield and sputtered energy distributions in models of fuel recycling and near-

surface ion or neutral flows. 

The extreme grazing incidence of the incident ions expected here (greater than 

70 degrees with respect to the surface normal) may actually lead to a decrease of 

surface roughness over time for two reasons: protrusions and leading edges preferentially 

erode away due to concentration of ion flux (a plasma-machining process), and ion-

shadowed regions may fill-in by accumulation of redeposited material.  We do see some 

µm-scale island-like structures developed on the initially smooth Al surface with a 

coherent directionality near the expected azimuthal angle of incident ions. At this point 

the mechanism of the island growth is unknown, and no other micro-roughening of the 

surface was observed.  We see no such morphology growth on the polished graphite 

surfaces, but there is evidence of increased Al deposition inside surface pores. 

These findings also point to a potential benefit whereby surfaces can be 

intentionally biased or textured to control a preferential direction of material migration 

and co-deposit accumulation.  Biasing can alter the sheath potential gradient and 

incident ion angles.  On surfaces with tailored roughness, the relative surface-ion 

incidence angle can be controlled to form microscopic leading edges and shadowed 

areas to control erosion deposit accumulation locations.  Further experimentation is 
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needed to study the role of different roughness scale lengths compared to scale lengths 

of the plasma sheath and incident ion gyro radii (~mm-scale) and scale lengths of the 

ion implantation depth and ion-solid collision cascade (~nm-scale). To date, direct 

measurement of the electric potentials and particle densities within the MPS have not 

been practically possible.  The sheath structure during plasma detachment, edge 

localized mode (ELM) interactions, during RF heating, or on non-floating surfaces may be 

very different and may have profound effects on the net erosion rate and local material 

migration directions.  Future work in this area ought to make attempts to measure the 

near surface density gradients using e.g. high resolution spectroscopic techniques or to 

design samples that enable measurements of the incident ion direction by careful post-

mortem analysis. 
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Chapter 6  

Initial Measurements of Erosion and 

Redeposition of Al in the DIII-D Divertor 

6.1 Introduction 

In this chapter we compare the measured net and gross erosion rates of Al 

samples exposed to different plasma conditions in the DIII-D divertor and discuss the 

method used for measuring the net and gross erosion rates non-spectroscopically.   

The erosion of the low-Z element aluminum (Al) is being studied as a proxy for 

beryllium (Be), which will be the primary plasma facing material in the ITER first wall and 

secondary (upper) divertor plasma-facing components. Al is a useful proxy for Be since it 

shares similar sputtering and chemical characteristics [41] without having the severe 

chemical toxicity restrictions of Be, and is easily distinguishable from background sources 

in DIII-D. We compare the surface morphology before and after exposure for both initially 

smooth and initially rough surfaces.  We analyze RBS spectra to infer the pre and post 

exposure depth profile of the coating and note changes to the surface and film carbon 

and oxygen content after plasma exposure. 

Samples contained Al coatings of an initial thickness of 80-130nm on different 

carbon substrates.  We consider three exposure cases here: a Smooth sample exposed 

to D plasmas (case S-D), a Rough sample exposed to D plasmas (case R-D), and a Rough 

sample exposed to He plasmas (case R-He).  Case S-D used a Si substrate coated with 

500nm of C on which to deposit a smooth Al film with a negligible (<20nm) surface 

roughness housed in a graphite probe.  Cases R-D and R-He used the entire graphite 
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probe surface as the substrate. The effect of surface roughness on the erosion rate will 

be discussed.   

All samples were exposed near the outer strike point (OSP) of a series of repeated 

lower single null, ohmic low density attached L-mode plasmas. These plasmas were similar 

to those previously modeled [112] and used in net and gross erosion measurements of 

other materials (W [107], Mo [108]).  Each sample accumulated between 6.2 and 14 

seconds of steady-state plasma exposure over 2-4 tokamak discharges, achieved by 

maintaining the OSP position 7-20mm inboard of the sample during the steady phase of 

repeat discharges and 50mm outboard of the sample during the ramp-up and ramp-

down phases.  Erosion rates in each case were on the order of 10 nm per second.  The 

ionization mean free path for sputtered Al in the cases presented here is ~1.6 ± 1 mm, 

which is on the same order as its ion gyro radius, ~0.4mm. The toroidal field strength (BT) 

and shallow inclination angle (Bincl) are such that we expect the entire sheath potential 

drop occurs across the magnetic pre-sheath (also known as the Chodura sheath) [45], 

which is also expected to have a thickness on the order of a few mm. Heat flux 

calculated from surface Langmuir probe measurements of particle flux, plasma 

temperature and density, using a sheath heat transmission factor of 7 [42] agrees with 

divertor tile thermocouple measurements to within a factor of 2. Based on these 

measurements and infrared camera images of the sample, we estimate the Al surface 

temperature remained below the Al melting point, reaching ~300-500°C in each 

exposure for case S-D, and below 100°C for cases R-D and R-He. The lower temperatures 

were in part due to 2-3x lower heat flux and in part due to using a solid graphite substrate 

as opposed to a 3mm thick silicon wafer. 
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Pictures of the coatings, before and after plasma exposure, are shown in Figure 

6-1. The coating geometry for each sample included both large (10-20mm) sized area 

for measuring net erosion, and a small (~1mm) sized area for measuring the gross erosion 

rate non-spectroscopically by post-mortem RBS analysis. In case S-D, circular spots were 

used for the different sized areas.  For cases R-D and R-He, rectangular areas were used, 

with the small area consisting of a 1x20mm stripe parallel to the radial direction. The R-He 

sample included additional 1mm and 6mm diameter W coatings, for the purpose of 

estimating gross erosion by C impurity ions. 

 
Figure 6-1. Pre and post-exposure images of S-D, R-D, and R-He coating samples. Sample 

S-D used 1mm and 10mm diameter Al spots. Samples R-D and R-He used 1x20 and 

15x20mm Al rectangles, with a 1x20mm uncoated (masked) region on the larger area. 

Sample R-He included additional 1mm and 6mm diameter spots coated with W. For 

sample S-D, the 1mm spot and portions of the 10mm spot were completely eroded after 

plasma exposure. R-D and R-He coatings were partially eroded, and developed a non-

isotropic darkening or discoloration as visible in the images above. 



145 
 

6.2 Measurement of Al Erosion and Redeposition 

The erosion and redeposition rates of Al were determined by measuring the 

change in Al coverage and film thickness at multiple locations across the sample before 

and after plasma exposure, and dividing by the plasma exposure time.  Measurements 

of Al coverage on the samples were made using 1-2MeV He Rutherford Back-Scattering 

(RBS).  Multiple measurements along toroidal and radial directions through the center of 

the sample were made in order to map the toroidal and radial variation in erosion and 

deposition rate.  We expected that if prompt redeposition were to be significant, we 

would find that the large coating areas would have a reduced net erosion rate 

compared to the small coating areas.  We also expected to find Al redeposited around 

the original coating area, in decreasing amounts with distance from the coating edge.  

The decay length is related to the redeposition length, i.e. the length an atom travels 

from the point of erosion to the point of redeposition. 

The toroidal and radial profiles of net erosion and deposition rate are shown in 

Figure 6-2.  The black symbols are direct measurements of the rate of Al coverage 

change, and the coating area boundaries are indicated with the vertical gray bands.  

As expected, we find net deposition rate outside the Al coating and net Al erosion rate 

inside the Al coating areas.  Note that the vertical scale range is about 10x smaller in the 

redeposition rate (positive) than the erosion rate (negative) direction, since the rates of 

redeposition were much less than the rates of erosion.  The highest measured erosion rate 

in each case here is assumed to be the gross erosion rate, which is indicated with a 

dashed blue line.  The hollow symbols represent the gross deposition rate on the Al 
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coating, i.e. the net erosion rate less the expected gross erosion rate (assumed uniform 

across the sample). 

As expected, the erosion rate of small areas was higher than the large areas, and 

a good estimate for gross erosion rate was measured.  In case S-D the small area was 

completely eroded after plasma exposure (it was initially thinner than the large area), 

thus the measured -4.5x1017 at/cm2-s provided only a lower limit measurement of the 

gross erosion rate.  Erosion rate measured on the upstream edge of the round 10mm spot 

provided a better estimate of the gross erosion rate in that case.  In case R-D and R-He, 

the highest erosion rate was measured within the upstream 1mm stripe region. 

The difference between the erosion rate the 1mm and 15mm stripes was only 

slightly greater than the measurement error.  This means that the amount of redeposition 

received by the larger area coatings was low.  The net erosion rate was higher within a 

few mm of the edge of the large area spots (most evident in case S-D and R-D).  This 

suggests that the length scale for redeposition was a non-negligible fraction of the 

sample size, i.e. that the net erosion rate measured on the large areas may have been 

even lower with larger sized samples. 
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Figure 6-2. Toroidal and radial profiles of erosion and deposition rate determined from Al 

coverage change measurements. Vertical axes contain different scales for positive 

values (deposition) and negative values (erosion).  Gross deposition on Al (hollow 

symbols) represents the difference between net deposition and gross erosion rate. 

The total amount of redeposited material in each case was much less than the 

net amount of eroded material from each coating.  This suggests that in each case, the 

majority of the eroded Al was transported away from the DiMES sample completely either 

because redeposition was negligible or because multiple re-erosion cycles migrated the 

Al away from the DiMES probe.  A 2D map of the gross Al redeposition rate (i.e. the net 

erosion rate less the expected gross erosion rate) was made for case R-D, shown in Figure 

6-3.  We can estimate the total redeposition fraction by integrating gross redeposition 

across the entire sample, divided by the coating area-integrated gross erosion.  For 

estimating the total redeposition fraction in cases S-D and R-He, the toroidal and radial 

profile data was used.  We find redeposition fractions on the order of 30-40% for cases R-

D or R-He, but only 6.2% for S-D.  The large difference in redeposition fractions despite 
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relatively small differences in plasma conditions is surprising, and suggests that the 

substrate morphology plays an important role in reducing net erosion and thus increasing 

the apparent redeposition fraction. 

 
Figure 6-3: Two-dimensional (R,Z) contour plot of gross redeposited Al coverage around 

the sample from case R-D.  Within the coating area (cross-hatched) the amount of gross 

redeposited Al is shown, which is equal to the difference between measured net and 

gross erosion rate across the coating.  

 Redeposition length scale 

An estimate of the redeposition length scale was made by fitting the profiles of 

redeposited material outside the coating area to an exponential decay.  Toroidal and 

radial line profiles of Al coverage before and after exposure are shown for each case in 

Figure 6-4, plotted on a semi-log scale.  The short (few mm) decay length fits are 

indicated with straight lines through the data on either side of the large coating.  The 

redeposition scale length listed in Table 6-1 was determined from the slope of these fits.  
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The redeposition scale lengths were between 1.5 and 7mm, and varied with plasma 

conditions, suggesting that prompt redeposition (within one gyro-radius) is not playing a 

role.  The length scale for prompt redeposition in Al would be on the order of the Al ion 

gyro radius, roughly 0.5mm in these plasmas assuming sputtered energy of 3.5eV.  The 

lengths observed are on the order of the expected ionization mean free path of 

sputtered Al in these plasmas.  Still, the lengths were surprisingly short, since simple 

geometry of redeposition along the magnetic field lines (inclined 1-2 degrees above the 

surface) would suggest that redeposition lengths on the order of 10’s of mm would have 

been expected. 

 

 
Figure 6-4. Toroidal and radial profiles of Al coverage measured across all three sample 

exposure cases.  Highest net erosion amount was measured in case S-D, while highest 

amounts of redeposition outside the original coating was measured in cases R-D and R-

He. 
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Table 6-1. Summary of RBS-measured effective net and gross erosion as measured from 

large and small area coatings. 

Case Te Gross  Gross  

Erosion 

nm/s 

Net  

Erosion 

nm/s 

Total 

Gross 

Dep % 

1/e redeposition lengths, mm 

Ev Yield Toroidal Toroidal Radial Radial 

 At/ion - + - + 

S-D 25 >.018 >5.7 5.1 6.2% 1.7 2.8 3.5 0.7 

R-D 15 .017 2.5 2.0 40% 2.4 3.3 1.9 2.6 

R-He 14 .080 14 12 31% 4.6 7.1 2.9 4.7 

 

 

Since the redeposition length scales vary from case to case, the factors 

determining the redeposition length are likely more due to the different ionization lengths 

and sheath electric field strengths in each case.  Bulk plasma density was roughly 

constant across the three cases, but sheath density gradient may vary depending on the 

plasma species and temperature.  Redeposition occurs after ionization, and for ionization 

within the magnetic pre-sheath, the main driver for redeposition is the pre-sheath electric 

field [98].  In R-D, redeposition lengths are longer than in S-D, where plasma temperatures 

were higher and thus sheath electric field was stronger.  Also, redeposition lengths were 

longest in case R-He, where the magnetic pre-sheath gradient lengths (which are 

proportional to the main ion gyro radius) would be longer and sheath electric field 

strengths weaker.  

Across all three cases, there is a clear and consistent asymmetry in the toroidal 

direction redeposition lengths.  Since plasma conditions in these exposures were uniform 

in the toroidal direction, the asymmetry indicates a preferential redeposition direction in 

the downstream toroidal field direction.  Similar deposition toroidal asymmetry has been 

observed for other materials exposed using DiMES: namely Mo, W, V, Be with the effect 

being more pronounced for medium-Z materials [95]. 
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Radial profiles of redeposition rate were expected to show inboard redeposition 

preference due to redepositing ion ExB drift within the pre-sheath E-field.  However, the 

radial variation of plasma parameters ne, Te, ion flux, and possibly carbon impurity fraction 

complicates the interpretation in the radial direction profiles and requires a more 

comprehensive two-dimensional model including material mixing and deposition by Al 

and C ions.  Cases R-D and R-He both showed roughly symmetric inboard/outboard 

radial redeposition length scales, but a few points near the far radially inboard edge of 

the R-D and R-He samples did show higher redeposition that didn’t follow the exponential 

redeposition trend line.  We believe these outliers are due to radial variations in the 

carbon net deposition rate across the sample.  In these low density L-mode discharges, 

often a visibly dark region of heavy carbon-rich deposits forms near or just inboard of the 

separatrix, and the increase in Al there may be due to some co-deposition of Al with C 

there.   

One inconsistency we found was that despite the shorter redeposition length 

scales in the highest Te case S-D, the total fraction of material found deposited on the 

surface was much lower than the other two cases.  The Al coverage on the carbon 

surrounding the original coating area was ~25x lower in case S-D than in either R-D or R-

He cases.  One explanation for the low fraction of net eroded material found in case S-

D is that re-erosion of redeposited material occurred more rapidly than in the other cases, 

possibly an effect of the rougher substrate in cases R-D and R-He.  The rough surface may 

have created some shadowed areas suppressing some of the re-erosion rate thus 

leading to a higher apparent redeposition rate [81].  Another possibility is that the erosion 

of Al from the initially smooth CVD C surface may occur at a higher rate than either the 
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Al coated or the rougher, graphitic C surface.  Further analysis is planned to simulate 

these different scenarios with multi-step erosion/redeposition modeling code.  

6.3 Effective Al Sputtering Yield 

One of the goals of this experiment was to determine the effective sputtering yield 

of Al in the DIII-D tokamak divertor.  Estimates of the sputtering yield cover a wide range, 

depending on assumptions about the ion impact energies, ion impact angles, and the 

properties of the carbon impurity ions. Some estimates of the expected sputtering yield 

were calculated using the SDTRIM.SP [61] sputtering modeling code, to simulate different 

ion impact angles and carbon impurity ion assumptions.  Calculated sputtering yield 

curves vs incident energy are shown compared to measured erosion yields in Figure 6-5.  

Simulations were run in both static (no surface composition change) and dynamic modes 

(including surface composition evolution by carbon ion implantation).  Sputtering yields 

were calculated assuming normal incidence, 45-degree incidence, and 75 degree 

incidence angles.  Calculations assumed mono-energetic impact energies, calculated 

based on acceleration through a sheath potential drop of 3Te.  The total impact energy 

is thus the sum of the average ion thermal energy and sheath potential drop,  𝐸𝐼𝑚𝑝𝑎𝑐𝑡 ≈

 3𝑍𝑖𝑇𝑒 +  2𝑇𝑒 [42]. For the R-He case, an average He charge state of +1 was assumed (such 

that Ei,He = 5Te), and for all cases an average carbon ion charge state of +3 was used 

(such that Ei,C = 11Te).  The estimated fraction of C in the incident ion flux was 1-3% of the 

background ion flux.   
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Figure 6-5. SDTRIM.SP calculated sputtering yield curves for Al with different ion incidence 

angles and different C impurity fractions.  The experimental gross erosion measurements 

from post-mortem RBS small spot analysis is shown, along with values based on the large 

area coating, corrected for redeposition.   

The experimentally measured sputtering yields were derived from the gross erosion 

rate measurements using RBS film thickness change of the small sized samples, assuming 

erosion by physical sputtering with ion flux from by surface Langmuir probe 

measurements.  The measured erosion yields in each case are consistently lower than 

sputtering yield models.  The discrepancy with sputtering models was roughly a factor of 

2, which is not unreasonable given the uncertainties in the ion flux, energy, and incident 

angle estimates used in calculating the sputtering yield.  Some complicating real-world 
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factors not included in the calculated yields are the effect of surface roughness, surface 

saturation by incident ions, or a shielding effect of a low-energy carbon coating or 

surface oxide.  These factors may vary with flux or fluence and are not understood well 

enough to accurately model. 

6.4 Surface morphology changes 

Inspection of the S-D sample was made before and after plasma exposure (Figure 

6-6).  The sample initially had a mirror finish, with roughness negligible compared to the 

film thickness (~100nm).  After plasma exposure, the coating was completely eroded in 

some areas down to the carbon substrate layer beneath.  Where Al remained, SEM 

imaging showed blob like features that were rich in Al and O.  No pre-exposure SEI 

imaging was made, so the cause of the formation is unknown.  Thermal effects such as 

melting were unlikely, since the surface temperature in the S-D case was estimated to be 

between 100-300°C based on measurements of heat flux in the divertor and 1-D thermal 

modelling of the Si substrate.  Assuming the surface was initially featureless, these Al-rich 

blobs may have developed during plasma exposure by some sputtering instability or due 

to shielding by distributed surface impurities.  Similar but more severe microstructure 

development under plasma bombardment has been observed on bulk Al and Be 

samples exposed in PISCES-B [131] after 4000 sec at 4x1018 cm-2 s-1 ,100eV D-plasma ion 

flux at 45° C.   
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Figure 6-6.  Before and after exposure images for case S-D.  No pre-exposure SEI images 

were made, but surface had mirror finish and is expected to be mostly featureless. 

The rough substrate samples, cases R-D and R-He, used similarly polished graphite 

as the coating substrate.  The graphite was polished to a roughness of ~600 nm, excluding 

10-15% of the surface area that was pitted with 5-50 µm sized pores.  The surface 

roughness and presence of pores is expected to have a small effect on the measured 

erosion, since the total affected area is relatively small (~10% of the total area) and the 

amount of total erosion was small compared to the scale of the surface roughness (~20-

50 nm net Al eroded from the surface).  The pore sizes in the samples in this study is on the 

order of the plasma Debye length (~50 µm), so surface roughness is not expected to 
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affect the sheath or ion trajectories. The expected ion gyro-radius for Al ions is ~700 µm 

at 3.5eV sputtered energy, and for D, He, and C3+ ions is 350 µm, 500 µm, and 300 µm at 

25eV ion temperature –  all roughly 10x the size of the surface pore dimensions –  so we 

expect that pore edges may act as leading edges with enhanced erosion while inner 

pore structure will be shadowed from erosion. 

Secondary electron imaging (SEI) of the R-D and R-He surfaces before and after 

plasma exposure shows no significant change to the morphology appearance.  An 

example of the before and after R-D images is shown in Figure 6-7.  After exposure, the 

contrast between Al-coated and uncoated areas decreased, which is consistent with 

Al:C material mixing in the near surface layer.  Energy dispersive X-ray (EDX) 

measurements in areas on and off the coating showed an increase in Al off the coating 

and an increase in C on the coating area after plasma exposure, with higher amounts of 

Al and O detected inside the pores than between them.  Quantifying the EDX 

measurements was difficult due to the long interaction range of electrons compared to 

the coating thickness.  More detailed coating thickness and composition change 

measurements were made using Rutherford Back-scattering Spectroscopy (RBS), 

discussed in the following section. 
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Figure 6-7. Before and after plasma exposure images for case R-D.  Before and after 

photos (a,c) corresponding to before and after SEI images of 1mm Al stripe region (b,d). 

A microscopic mapping of the surface composition, made using a scanning 

Auger microscopy technique, shows a similar effect.  In this technique, a qualitative map 

of Al coverage is obtained at SEM level resolution by mapping the count rate of surface-

emitted Al KL1 Auger electrons at 1388.9 eV and subtracting the neighboring 

background at 1368 eV. A map of the relative Al AES electron peak count rate 

(~proportional to surface Al concentration) was made around one of the pores in the R-

He sample, shown in Figure 6-8 (b) alongside an SEM image of the same pore (a).   The 

mean-free path of the Auger electron in the surface is ~5nm, which sets the depth 

resolution of this technique.  AES estimated average Al concentration with the ~5nm 

sampling depth indicated to be ~30% inside the pore, while only 6% outside the pore.  This 

pore was located ~ 5mm toroidally downstream of the original Al coating, and thus had 
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no Al present before exposure.  The resulting composition map reveals a lower 

concentration of Al on the pore edge at ~ -35degrees with respect to the toroidal field 

direction, and a higher concentration on the opposite surface. This is consistent with the 

line-of-sight deposition from the erosion of the opposite leading edge, as illustrated in 

Figure 6-9. Similar effects have been observed on rough surfaces in contact with tokamak 

plasmas previously for tungsten in the AUG divertor [92] and carbon in TEXTOR limiters 

[81]. 

 
Figure 6-8. Secondary electron microscopy image (a) and Auger electron spectroscopy 

surface area map (b) of the same pore from the R-He sample graphite surface, outlined 

with blue dashed line.  AES composition map brightness shown in terms of relative Al 

1382eV peak height above background (a few percent full scale). Al composition 

measured by local AES emission indicated inside (30%) and outside (6%) of the pore. 
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Figure 6-9. Synthetic surface height line profile of a typical pore, likely representative of 

the pore along the ‘line profile’ indicated in Figure 6-8.  Incident ion trajectories indicating 

expected increased erosion rate and areas of expected increase in direct line of sight 

deposition on the opposite surface. 

6.5 Film composition and depth profile measurement 

In addition to measuring Al coverage, the RBS technique used here enabled 

investigation into the film composition and depth profile before and after exposure.  Film 

composition and depth profile was determined by fitting the measured RBS energy 

spectra using the SimNRA [109] code.  SimNRA is a code for simulating several ion beam 

analysis techniques such as Rutherford Backscattering (RBS), Elastic Recoil Detection 

(ERD), and nuclear reaction analysis (NRA).  The code allows for simulation of different 

target-beam geometries, and can treat targets of any composition and multiple layers.  

The RBS spectra measured here used a 1MeV He4 beam with 0.5mm diameter 

beam spot size (for Case R-D), or a 2MeV He4 beam with between 0.2 and 1mm spot size 

(for cases S-D and R-He).  Some example measured RBS spectra from the R-D sample are 

shown plotted as points in Figure 6-10.  The spectra have distinct peaks or ledges 

corresponding to the Al film, surface O, interfacial O between the Al layer and C 

substrate, and substrate C. The roughness of the surface created some broadening of 

the peaks and loss of resolution, as was expected. RBS energy peak broadening on rough 
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surfaces is well known and occurs as RBS probing beam particles, scattering from peaks 

and valleys in the sample, lose varying amounts of energy on their trajectory out of the 

surface proportional to the amount of surface height variation (or roughness) present in 

the sample.   

 
Figure 6-10. RBS measured data and simulated spectra on rough (case R-D) samples 

before and after plasma exposure. Post-exposure spectra taken at three locations as 

shown with inset. 

The SimNRA code was able to reproduce the observed spectra and quantify the 

film thickness, composition, and depth profile.  SimNRA target simulation fits are shown in 

solid lines for case R-D in Figure 6-10. Depth profiles were obtained by fitting the spectra 

with a four-layered target: 1) a thin-surface layer ~15nm thick with an initial surface oxide 

and a post-exposure mixed Al/C/O composition; 2) a partially oxidized Al film layer where 

thickness and Al/O concentration were used as fitting parameters; 3) an interfacial layer 

between the film and substrate with mixed Al/C/O composition; and 4) a substrate 

primarily of C with small fractions of impurities Fe, Si, and Ca adjusted based on the ‘noise 

floor’ in the spectrum. Layer thickness and composition was manually iterated to fit the 
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observed RBS spectrum.  The depth profiles resulting from fitting the spectra for case R-D 

in Figure 6-10 are shown in Figure 6-11 (a).  Depth profiles for case R-He before and after 

exposure are shown in Figure 6-11 (b).  Average initial oxygen content in the Al films in 

each case was found to be ~10%, with a ~20nm oxygen-rich surface layer.  After plasma 

exposure we noticed a reduction in the Al film thickness, accompanied by an increase 

in the average oxygen fraction and a near surface carbon fraction.   

The peak broadening was reproduced by assigning an average roughness (film 

thickness distribution width) to the Al layer (layer 2).  The relative width of the thickness 

distribution provides information on the uniformity of the Al layer coverage on the sample.  

Before plasma exposure, the thickness distribution width was 75-90% of the original film 

thickness, suggesting that some surfaces (presumably inside of the pores) were not 

adequately coated by Al. After plasma exposure, the layer thickness decreased due to 

erosion while the relative thickness distribution width increased to ~200% of the film 

thickness.  This increase in relative distribution width indicates an increase in the fraction 

of areas with little or no coating compared to the areas with Al coating.  The cause was 

likely due to inhomogeneous erosion and deposition on the surface on a scale smaller 

than the measurement area of the beam (~0.5mm diameter).  
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Figure 6-11. Depth profiles for Al, C, and O fitted for case R-D (a) case R-He (b) before 

and after plasma exposure.  For case R-D, depth profiles fitted in the net erosion spot 

(large coating area) and gross erosion spot (small coating area) are shown. 

6.6 Conclusions 

We have presented the first measurements of Al erosion in the DIII-D tokamak 

divertor strike point region.  The average gross Al erosion rate measured in DIII-D using 

non-spectroscopic measurements is estimated to be ~2x lower than the range of 

expected sputtering yields. The low erosion rate may be due to some transient effects, 

such as the removal of a surface oxide, or a shielding effect whereby the amount of Al 

present for sputtering from the surface is reduced by implantation of carbon or dynamic 

retention of D or He ions in the near-surface Al layer.  Resolving this will require a more 

detailed model of the dynamic evolution of the surface composition throughout the 

plasma exposure. 
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An apparent contradiction is posed by the increased redeposition fraction 

accompanied by longer redeposition length scales on samples R-D and R-He compared 

to S-D.  It is thought that increased redeposition fraction should be accompanied by 

shorter redeposition length scales.  More detailed model of redeposition that includes 

energy and angle resolved distributions of sputtering energy may resolve this 

contradiction.  Also, surface roughness may cause the higher than expected 

redeposition fractions in the rough surface cases, if microscopic pits and valleys on the 

surface cause localized net deposition regions that can accumulate redepositing 

material linearly fluence.  More detailed measurement of composition on the scale of 

the surface roughness may be required. 

In these initial observations we have found that the redeposition length scale 

appears similar to the ionization length, which was surprising given the simple picture of 

Al redeposition along field lines.  This is evidence of the role of the sheath electric field in 

accelerating the redepositing ions and driving redeposition motivated the detailed 

measurement and modeling of erosion, ionization discussed in Chapters 4 and 5.  It is not 

clear whether the net or gross erosion rate measured using the small and large area film 

thickness change is sufficient given the long redeposition length scales involved. More 

careful analysis of the redeposition in the context of material mixing and re-erosion is 

needed, which will be presented in Chapter 7.  In Chapter 7, we will present a numerical 

model of material migration that includes material mixing and re-erosion effects.  The 

model will be used to fit the observed erosion rate data and determine the single-step 

redeposition fraction for Al, rather than the fraction of material remaining on DiMES.  

Furthermore, this model will provide a more accurate measurement of gross erosion by 
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estimating and accounting for the fraction of material redepositing on the small area 

coatings. 
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Chapter 7  

Modeling of Multi-Step Material Migration 

and Mixing 

 

7.1 Introduction 

The intense plasma conditions and high ion fluxes possible at the divertor strike 

point can lead to lifetime limiting surface erosion rates.  A fraction of this eroded material 

is expected to return to the divertor and redeposit, thereby reducing the net erosion rate.  

However, the divertor strike point can also act as a sink, receiving an influx of impurities 

sputtered from other first wall surfaces.  For ITER, it is expected that the Be main wall will 

primarily be in a net erosion state, and that the eroded material will be transported to the 

divertor where it may undergo multiple deposition and re-deposition cycles.  Possible 

surface modification by material mixing can lead to degraded thermal and mechanical 

properties of the tungsten divertor [132] [133].  Material accumulation in regions of net 

deposition will lead to tritium retention by co-deposition.  

In Chapter 6 we presented measurements of Al erosion and deposition on samples 

exposed at the outer divertor of DIII-D.  The measurements were intended to provide a 

benchmark dataset for codes modeling low-Z materials in divertor plasma contact.  One 

of the unexpected results was a significantly (25x) higher redeposition rate found on 

samples that experienced similar erosion rates but had different surface morphologies.  

One possible explanation for this result would be if the surface were accumulating some 

redeposited material in microscopic, distributed shadowed surfaces in the surface 
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roughness.  Another difficulty with the experimental measurement was uncertainty in the 

actual redeposition fraction measured.  Due to the presence of multiple erosion-

redeposition cycles with high erosion rates, and the fact that each redeposition cycle 

had a length scale on the order of or possibly longer than the coating area, direct 

measurement of the redeposition fraction was difficult on the limited sample size. We will 

focus on the differences observed between smooth and rough surfaces, and propose a 

multi-step migration model that qualitatively accounts for the observed effects of surface 

roughness. 

In this chapter we will describe a model of multi-step erosion-deposition and 

migration that is designed to test the material accumulation hypothesis and account for 

multiple erosion/redepositon cycles to determine the single-step redeposition fraction for 

Al in each of the experiments.  At the core of the model is a redeposition probability 

distribution function defined by a total redeposition probability and an asymmetrical 

peak-shaped spatial distribution (width, asymmetry factor) which was adjusted to fit the 

measured net erosion data.  We hope that this will help simplify the material migration 

problem by enabling separate testing of material-oriented parameters such as 

assumptions on the material mixing and surface roughness effects without requiring a full 

model of the ionization and plasma transport processes.  The fitting of an arbitrary 

redeposition distribution function to measured data will be the result of the multi-step 

material erosion/redeposition model and will distill true redeposition fraction and 

redeposition length scales from the radial and toroidal profiles of Al coverage change. 
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7.2 Material Migration Model 

 Overview 

A model of the dynamic erosion and deposition process that includes surface 

composition evolution due to impurity ion implantation and multiple erosion-deposition 

cycles has been developed to interpret and reproduce the erosion measurements in 

[115] and Chapter 4 of this thesis.  The model starts from an initial target composition and 

layout description, then with each subsequent erosion, redeposition steps the material is 

distributed and migrates across the sample, with a fraction being lost to the plasma each 

time.  The model is able to reproduce the effect of surface C enrichment by ion 

implantation, even on eroding surfaces.  The composition of a thin surface interaction 

layer is evolved with each erosion cycle as the outgoing (i.e. sputtering) and incoming 

(i.e. redeposition, plasma impurity implantation) fluxes of atoms are balanced.  Each 

cycle of erosion and redeposition occurs during a discrete time step, which is limited so 

that no more than 5% of the interaction layer is eroded or added to in each step.  In order 

to account for the hypothesized accumulative effect of surface roughness, we will 

assume the redepositing flux of material is split between the mixed material eroding 

surface and a hidden inventory of non-eroding, or ‘trapped’ deposits.  This type of a 

trapped deposition is intended to simulate the effect of the pores or valleys on rough 

surfaces that are shadowed from incident ion flux and thus accumulate in the absence 

of erosion. 

The model does not simulate any plasma or ion bombarding effects.  Instead, the 

sputtering yields for each ion-target combination is explicitly defined at the outset based 

on SDTRIM.SP modeled single component sputtering yields.  Redeposition is calculated 



168 
 

as a pre-set fraction of the eroded material (with some spatial distribution, as will be 

discussed).  Other sources of deposition include a pre-defined flux of depositing ions, to 

simulate the effect of depositing plasma impurities. 

A conceptual visualization of the model is shown in Figure 7-1, and details of each 

part of the model are described in equations 7.1 - 7.6 in the following sections.  Incoming 

and outgoing fluxes of a target material T, in this case C and Al are denoted as 𝜑𝐶 and  

𝜑𝐴𝑙 (or generally 𝜑𝑇).  The composition of each target species in the mixed material 

surface layer is denoted as a concentration 𝑋𝑇(𝑥). A previous version of this model, 

presented by Wampler [134], was developed to understand how a Mo surface in the DIII-

D divertor developed a high concentration of carbon on the Mo surface despite the net 

erosion of C and Mo from the sample [108,134].  We have added to the original model 

the effect of trapping to test the effect of deposit accumulation in shadowed areas of 

rough surfaces. 

 
Figure 7-1. Schematic of the erosion/deposition model. This shows the Al layer on top of 

a carbon substrate, and a mixed material layer forming on the surface due to incident 

carbon impurities.  The time progression series illustrates the evolution of surface carbon 

and metal concentrations (XC and XM, respectively) while total layer thickness 

decreases due to net erosion.  Redeposition into a hidden inventory of surface traps 

accumulates throughout the simulation.   
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 Surface Erosion 

Sputtering and implantation typically occur within the first few nm of a surface.  For 

sputtering of mixed material surfaces, or when sputtering by multiple ion species (such as 

D and C impurities), the composition of this surface layer can change dramatically from 

the bulk material.  In this model, we define a thin interaction layer whose composition is 

allowed to change based on the balance of incoming and outgoing atoms.  A deficit in 

the atomic balance to the interaction layer in each time step is treated as net erosion, 

while a surplus is treated as net deposition.  The thickness of the mixing layer remains 

constant at the beginning of each time step, with eroded material replenished by the 

material species below the interaction layer.  Time steps are limited such that at most 10% 

of the layer is eroded or deposited within each step.  A similar model is employed by 

SDTRIM.SP, where dynamic evolution of the target can be tracked, due to competing 

processes of sputtering, reflection, and implantation. The erosion rate of a particular 

atomic species can be reduced by diluting the surface concentration of that particular 

species, reducing the available number of atoms to erode from that surface.  

Furthermore, species with higher sputtering yields will be depleted from a mixed surface, 

while the lower sputtering yield component will become enriched. 

The outgoing flux of target atoms 𝜑𝑇
𝑜𝑢𝑡 (Eq. 7.1) was calculated at each surface 

position x.  Theoretical sputtering yields (𝑺𝒊→𝑻) for each ion i onto pure element targets T 

were weighted by the concentration XT of the target element in the mixed surface layer. 

Sputtering yields 𝑺𝒊→𝑻 for all incident ions (i) and targets (T) were calculated from 

SDTRIM.SP [61] using the ion impact energy estimated as discussed earlier using 𝐸𝐼𝑚𝑝𝑎𝑐𝑡 ≈

 3𝑍𝑖𝑇𝑒 +  2𝑇𝑒 [42], pure component targets, and a single average 45-degree angle of 

incidence.  The actual angular sputtering dependence and other secondary effects 
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such as flux-dependent surface saturation with the main sputtering ion [123] or surface 

temperature effects are not included at this point. Instead, all calculated sputtering yields 

were scaled by single free parameter factor, FY, to fit the experimentally measured gross 

erosion rate. 

  ( 7.1 ) 

 Deposition, Mixing and Trapping 

The total incident flux of target species (𝝋𝑻
𝒊𝒏(𝒙), Eq. 7.2) is split into two parts: a 

component due to the background plasma impurity level of that species which is 

proportional to the incident ion flux (𝑭𝑻
𝒊𝒐𝒏𝜑𝑖𝑜𝑛), and a component due to the redeposition 

of the outgoing flux of that species.  The redepositing flux is calculated by integrating the 

outgoing ion flux of that species from each relative location on the sample (x+u) scaled 

by the probability RT of redepositing to that position.  The redeposition probability 

distribution function is an important feature of this model and will be discussed in more 

detail in the next section. 

  ( 7.2 ) 

The factors determining the composition of the mixed material surface layer in this 

model are the sputtering yields of the components, the incident fluxes of those 

components from the background plasma, and the depth over which the mixing occurs. 

The depth of this mixed layer was set in this model by the average range of C ions in Al in 

each case (~1-2nm for 200-400eV C ions).  We calculate the rate of change of atoms of 

𝜑𝑇
𝑜𝑢𝑡(𝑥) =  𝑭𝒀𝑋𝑇(𝑥)∑𝑆𝑖→𝑇𝜑𝑖𝑜𝑛

𝑖

 

𝜑𝑇
𝑖𝑛(𝑥) = 𝑭𝑻

𝒊𝒐𝒏𝜑𝑖𝑜𝑛 + ∫ 𝜑𝑇
𝑜𝑢𝑡(𝑥 + 𝑢)𝑅𝑃𝐷𝐹(𝑥 + 𝑢)𝑑𝑢

𝑢
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target species T (𝒅𝑵𝑻
𝒔𝒖𝒓𝒇

𝒅𝒕⁄ , Eq. 7.3) by balancing the particle fluxes into (𝝋𝑻
𝒊𝒏 ) and out 

of (𝝋𝑻
𝒐𝒖𝒕 ) the inventory of atoms in the surface layer.   

The effect of deposit trapping in pores was included here by assuming a fraction 

of the redepositing flux of particles lands in shadowed surface areas and is counted in a 

separate ‘trapped’ inventory that does not become part of the eroding mixed material 

inventory.  Re-erosion from this inventory is suppressed, so the traps are forced to be in 

net deposition and material accumulates. Another cause for deposit accumulation 

would be cases where the trapped target species is buried by a high flux of a non-

eroding impurity species (in the case of D co-deposition, for example).  The rate of 

accumulation in the trapped surface inventory, (𝒅𝑵𝑻
𝒕𝒓𝒂𝒑

𝒅𝒕⁄ , Eq. 7.4) is set by the fraction 

(Ftrap) of incident material flux.   

  ( 7.3 ) 

  ( 7.4 ) 

The total flux of atoms into the surface interaction layer is reduced by the trapping 

fraction for conservation.  The model assumes homogeneous mixing and adjusts the 

composition with each time step, maintaining a fixed total inventory of atoms.  When the 

net balance of particles to this layer was negative, the surface is determined to be in net 

erosion and the composition is adjusted to include replenishment of net eroded material 

by the material beneath the mixed layer.  Time steps are limited so that the total erosion 

is less than15% of the total mixing layer particle inventory in each step.  In this way, total 

erosion through finite film thicknesses can be modeled (as was seen in the S-D case).  

When the net balance was positive, the surface was determined to be in net deposition 

𝑑𝑁𝑇
𝑠𝑢𝑟𝑓

𝑑𝑡⁄ = (1 − 𝑭𝒕𝒓𝒂𝒑)𝜑𝑇
𝑖𝑛 − 𝜑𝑇

𝑜𝑢𝑡 

𝑑𝑁𝑇
𝑡𝑟𝑎𝑝

𝑑𝑡⁄ = 𝑭𝒕𝒓𝒂𝒑𝜑𝑇
𝑖𝑛 
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and the mixed layer thickness is grown.  Layer growth, or net deposition, only becomes 

important for low sputtering yields or high deposition rates.  The composition of the 

trapped material was equal to the composition of the eroded material in each time step, 

therefore no difference in the individual atomic redeposition fractions were included.  This 

is reasonable, since both Al and C may have similar redeposition fractions, and surface 

trapping is likely due to line of sight deposition from nearby eroding surfaces. The total 

measured inventory of Al in the surface using RBS cannot easily separate between the Al 

in traps and near surface mixing layer. 

By balancing the rate equations so that 𝑑𝑁𝑇
𝑠𝑢𝑟𝑓

𝑑𝑡⁄ = 0, we find that the time at 

which this surface reaches its steady state concentration depends on the mixing layer 

thickness and rates of incident deposition (or implantation) and erosion.  The surface 

concentration as a function of time becomes  

  ( 7.5 ) 

with 𝜏 = 𝑁 𝜑𝑇
𝑖𝑛⁄  , or on the order of 1 second in the sample exposures in this study.  In the 

absence of significant redeposition (such as in the case of carbon on the metal surface) 

the equilibrium concentration reduces to the ratio of impurity fraction to total sputtering 

yield: 𝑋𝑇
𝑖𝑜𝑛/∑ 𝑺𝒊𝒐𝒏→𝑻𝒊𝒐𝒏 .  

 Redeposition Probability Distribution Function 

Each time an atom is sputtered from the surface, there is a probability that it will 

redeposit to another location on that surface.  This probability distribution function 

represents the spatial distribution of ionization and redeposition trajectories that a single 

eroding atom may take back to the surface.  This probability is defined by the complex 

𝑋𝑇(𝑡) =
𝜑𝑇

𝑖𝑛

𝜑𝑇
𝑜𝑢𝑡 {1 − exp (

𝑡

𝜏
)} 
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interactions of the sputtered atom energy and angular distribution, ionization mean free 

path, collisions and entrainment by background plasma, thermal forces, diffusion, drifts, 

and acceleration through the sheath.  For Al, the predicted ionization mean free path in 

the cases presented was ~1.6 ± 1 mm, which is on the same order as its ion gyro radius, 

~0.4mm.  The ionization mean free path estimate is based on available electron impact 

ionization cross section data from IAEA database [118], and ADAS [119] collisional 

radiative modeling database.  For this reason, prompt redeposition is expected to be 

low.  Redeposition is expected to be primarily driven by forces within the magnetic pre-

sheath, including electric field and entrainment in background plasma flow.  The widely 

used Monte-Carlo erosion-deposition modeling code ERO[135] [135] can account for 

these forces and simulate such a distribution for a particular set of plasma parameters, 

although comparing to experimentally observed data can be difficult since ERO does 

not include multi-step material migration and re-erosion that is needed to compare to 

the observed data.  Furthermore, when comparing between model and experiment it 

can be difficult to determine which parts of the ERO model are responsible for any 

discrepancies with the actual observation. The redeposition distribution for a 1mm sized 

Al area in a uniform background D plasma with Te = 17 eV and ne=2x10-13 cm-3, and 2.1T 

magnetic field in the toroidal (x) direction was simulated using the ERO modeling code.  

Three different sets of ERO simulations were run, each using a different data set for Al 

Ionization rate coefficients (ERO, ADAS [119], and IAEA [118]).  The resulting distributions 

are shown in Figure 7-2a, with ionization rate coefficient data sets used in the simulations 

in Figure 7-2b.  The lower ionization rate coefficient resulted in lower broader tails to the 

distribution, although with a reduction in the total redeposition fraction (i.e. the total 

fraction of Al returning to the surface, the rest is assumed lost outside the plasma 
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simulation volume).  The total redeposition fraction was 77% for ADAS, 90% for ERO, and 

92% for ERO-IAEA ionization rate coefficient data sets.  

 
Figure 7-2. ERO simulated redeposition distributions and Bi-Lorentz peak fit for 1mm Al spot 

centered at 0mm (a).  Ionization rate coefficients used in the simulations shown inset (b). 

For uniform plasma conditions and sputtering conditions this distribution should be 

identical for each atom sputtered from the surface.  By using a fixed redeposition 

probability for each erosion step, we can simulate the multi-step erosion, redeposition 

and migration of material across a surface using the surface mixing and trapping model 

described earlier.  To help identify possible discrepancies between the ERO model and 

observed redeposition distribution, we chose to use an analytic function for the 

redeposition distribution that reasonably approximates the ERO calculated distribution 

but allows for fitting to the observed data.  We found that an asymmetric Lorentzian peak 

function centered at xo reasonably approximated the ERO modeled results, as shown 

plotted in Figure 7-2.  The left/right asymmetry in the distribution is approximated with a 

skew term 𝜸, which scales the left and right half peak widths w using a piecewise definition 

where 1 > 𝛾 > 0 for 𝑥 > 𝑥𝑜 , and −1 < 𝛾 < 0 for 𝑥 > 𝑥𝑜.  The function is normalized such that 
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its integral represents the total redeposition fraction 𝑭𝑹.  This general function for a 

redeposition distribution was used, with the parameters 𝑭𝑹, 𝒘, and 𝜸 used as fitting 

parameters to match the observed post-exposure coverage.  In our material migration 

model, the sputtered Al redeposition flux 𝝋𝑨𝒍
𝒊𝒏 at each location on the sample was 

calculated by integrating the product of the outgoing flux at each point’s relative 

position (x+u) by the same redeposition probability distribution function RPDF.  

  ( 7.6 ) 

 Examples of Model Results 

The output of this model is a one dimensional map of the surface Al and C 

coverage, surface concentration, and trapped deposit inventory across a pre-defined 

sample geometry.  To illustrate the effect of each of the different fitting parameters on 

the resulting Al coverage profiles, examples of different model results are illustrated in the 

figures below.  Here, we compare the modeled toroidal profiles of erosion and deposition 

rate across a sample like R-D.  The initial coating geometry (boundary shown in red) here 

has a 14mm wide Al stripe and two 1mm Al stripes, one on offset 6mm on the left and 

one offset 1mm on the right side of the wider stripe.  The surface between these is initially 

pure C, and the coverage of Al increases with time as eroded material is redeposited 

there. 

In Figure 7-3 (a), we show the effect of increasing the sputtering yield correction 

factor FY.  Increasing the correction factor increases all the sputtering yields in the model 

proportionally.  The result is mainly to increase the gross erosion rate across the entire 

sample, but at the same time the Al coverage deposited outside the coating increases 

𝑅𝑃𝐷𝐹(𝑥) = 𝑭𝑹 ∙
2𝒘

𝜋
∙
(1 − 𝜸)

(1 + 𝜸)
∙

1

4(𝑥 − 𝑥𝑜)2 + (𝒘(1 − 𝜸))
2 
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as well (the increased erosion also proportionally increases the redeposition flux).  The 

other factor that has a strong effect on the gross erosion rate is the carbon ion fraction.  

Shown in Figure 7-3 (b) are two nearly identical erosion results achieved with FC = 1% and 

FC = 2% carbon ion flux fractions by increasing the yield correction factor from FY = 0.4 to 

FY = 0.6.  In these same results, a map of the surface Al concentration (Figure 7-3 (c)) 

shows that the increased carbon reduced the surface Al concentration, so a higher 

sputtering yield was needed to reach the same Al coverage change.   

 
Figure 7-3. Effect of varying sputtering yield factor FY shown in (a) with a linear and semilog 

scales to highlight erosion and deposition, respectively.  Similar erosion rates resulting from 

two different carbon flux fractions FC were matched by adjusting the sputtering yield 

factor FY (b).  The effect of the increased carbon flux was mainly to reduce the surface 

Al concentration (c). 

 

In Figure 7-4 we compare the effect of independently varying the redeposition 

fraction 𝑭𝑹 (a) and the trapping fraction 𝑭𝑻 (b), while holding all other factors constant.  

Varying the redeposition fraction has a strong effect on changing the relative erosion 
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rate of the narrow (1mm) stripe compared to the wider (14mm) stripe.  While the amount 

of redeposited material varies as well, the total redeposited amount is still small even with 

100% redeposition fraction since the re-erosion rate is high.  Varying the trapping fraction 

(while keeping redeposition fraction fixed at 30%) has little effect on changing the 

relative net erosion rate of the Al coating, but instead it has a large effect on changing 

the amount of redeposited material found outside the initial coating boundaries.   

 
Figure 7-4. Examples of different simulation results showing the effect of varying 

redeposition fraction (a) with zero trapping fraction and varying trapping fraction (b) with 

30% redeposition fraction. 

Changing the value of the width (𝒘 ) without adding any skew changes the 

erosion profile shape as shown in Figure 7-5 (a).  The skew (𝜸) of the redeposition function 

changes the asymmetry of the redeposition and erosion shown in Figure 7-5(b). 
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Figure 7-5. Erosion and deposition rate profiles resulting from different values of the 

redeposition function width parameter (a) and skew parameter (b). 

7.3 Fits to measured erosion-deposition profiles 

Each of the exposure cases was simulated in this model, and erosion rates and the 

Al redeposition profile parameters were adjusted to fit the measured erosion-deposition 

profiles.  Targets representing each of the initial coating geometries were specified as 

initial conditions for the model, with coating surfaces of pure Al surrounded by pure C.  

Gross erosion of the target Al and C was calculated based on the expected sputtering 

yields for D or He, C, and Al self-sputtering.  Sputtering yields for each case were 

determined from SDTRIM.SP calculations using a fixed incident ion energy (Set by initial 

thermal energy plus acceleration through the 3Te sheath potential gradient) and single 

45-degree incidence angle. The carbon impurity fraction ( typically 1-3% of the incident 

D or He ion flux) in the plasma was pre-set based on the best estimate experimentally 

determined as discussed in Chapter 3, Section 3.5.1.  No spatial variation of C 

redeposition was considered, since the component of incident carbon due to local 
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redeposition was likely a small fraction of the incident impurity flux.  No other plasma 

impurity elements were considered. 

A total of five fitting parameters were used in each case: three factors describing 

the redeposition probability distribution function, a trapping fraction, and an erosion rate 

scaling fraction.  These were manually iterated until the model was able to satisfactorily 

reproduce the observed erosion and deposition rates (toroidal and radial) from each 

measurement. The complete input parameters are listed in Table 7-1, showing both the 

fitting parameters and fixed parameters used for each case.   

Table 7-1. Model input parameters for each case 

Fitting Parameters Name S-D R-D R-He 

Total Redeposition Fraction Fml 0.76 0.3 0.3 

Redeposition Distribution Width Toroidal Width 1.0 1.5 3.2 

Redeposition Distribution Skew Toroidal Skew 0.50 0.5 0.65 

Surface Trapping Fraction fmtrap 0 0.5 0.5 

Sputtering yield correction factor trimcor 1.4 0.588 0.909 

Fixed Parameters     

Redeposition Distribution Offset Xoff 0 0.05 0.00 

Ion flux (ions/cm2-sec) Fid 1.80E+18 8.90E+17 1.08E+17 

C flux fraction cp 0.01 0.01 0.03 

Mixing Layer thickness (atoms/cm2) d 1.20E+16 1.33E+15 1.00E+15 

Time step (sec) dt0 5.00E-03 5.00E-03 5.00E-03 

Initial metal layer thickness m0 5.80E+17 5.54E+17 7.48E+17 

Sputtering Yields     

D>C scd 3.36E-02 2.70E-02 5.28E-02 

C>C scc  4.10E-01 3.32E-01 2.20E-01 

Al>C scm 9.10E-01 4.00E-03 0 

D>Al smd 5.36E-02 6.10E-02 1.45E-01 

C>Al smc 1.00E+00 1.11E+00 1.11E+00 

Al>Al smm 5.00E-02 1.50E-01 3.00E-02 

 

The five main parameters of the redeposition distribution function (listed in Table 

7-2) were individually varied sequentially to fit different parts of the erosion/deposition 
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profile.  The sputtering yield correction factor was the main parameter used for adjusting 

the gross erosion rate.  With the other parameters initialized at Initial guesses of 2mm for 

redeposition length and 0% for redeposition fraction, the yield correction factor was fitted 

first to match the observed gross erosion rate (typically near the coating edges or 1mm 

spot).  The redeposition fraction was fitted second, and had the effect of reducing the 

erosion rate on the large coating area. The width and skew parameters were fitted third, 

which had the effect of changing the shape of the net erosion profile and slope of the 

net deposition profiles upstream and downstream of the coating. The trapping fraction 

parameter was fitted last, and had the effect of increasing the amount of redeposited 

material found surrounding the coating.  Finally, the process was iterated until a match 

to the observed total erosion and redeposition was achieved. 

The fit results for each experimental case are compared in Figure 7-6, with final fit 

parameters listed in Table 7-2. The total integrated fraction of eroded material returning 

to the surface (FR) increases for higher plasma temperature and density, consistent with 

the shorter expected ionization mean-free-paths for sputtered Al in those cases.  Both D 

plasma cases have similar spatial, although slightly higher redeposition fractions for the 

higher density case S-D.  The key difference that led to the large difference in total post-

mortem measured deposition outside the coating area is primarily due to the deposit 

trapping effect in the rough substrate.  The longer redeposition length scales and lower 

redeposition fractions in the R-He case are consistent with the thinner MPS and longer 

ionization mean free paths expected in those plasmas. 

Comparing the fit parameters across exposure cases reveals that the total 

probability of eroded material redepositing on the sample (FR) increase while the 

redeposition length scales (𝒘, 𝜸) decrease for higher plasma temperature and density, 
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which is consistent with expectations.  Sputter yield correction factors (FY) for all cases 

were ~40-70%, which is reasonable given the uncertainties in carbon impurity fraction, ion 

impact energies, and theoretical sputtering yields. Furthermore, the model reconciled 

the redeposition discrepancy mentioned earlier by requiring that 50% of the redeposited 

material became trapped and accumulated in pores for rough substrate cases R-D and 

R-He. Only surface mixing (and no trapping) was required to account for the redeposited 

material found on the smooth substrate S-D case.  

 
Figure 7-6. Toroidal and radial profiles of Al coverage change after exposure cases S-D , 

R-D, and R-He as measured by RBS (black points) and simulated with a model (red lines).  

Profile locations across coatings are shown with inset diagrams in each case, and shaded 

region indicates the initial Al coating region. Vertical axes have split scales to emphasize 

both erosion (negative change) and deposition (positive change). 

The close match between both the spatial variation of erosion measured within 

the Al coatings and deposition outside the coating area, shown in Figure 7-6, suggest the 

material migration process is well reproduced with the model assumptions. Comparing 

the fit parameters across exposure cases reveals that the total probability of eroded 

material redepositing on the sample (FR) increases while the redeposition length scales 

(𝒘, 𝜸) decrease for higher plasma temperature and density, which is consistent with 

expectations.  The model reconciled the redeposition discrepancy mentioned earlier by 
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requiring that 50% of the redeposited material became trapped and accumulated in 

pores for rough substrate cases R-D and R-He. This may seem high since only about 10% 

of the surface was covered with pores, but it is reasonable since our measurements of Al 

concentration inside the pores (see Figure 6-8) was ~6x higher than on the surface 

between pores.  Only surface mixing (and no trapping) was required to account for the 

redeposited material found on the smooth substrate S-D case. For the R-He case, the 

redeposition lengths were approaching 50% of the sample size.  This was long enough 

such that a significant fraction of the local redeposition occurred outside the original 

coating area and led to an initial over-estimate of the net erosion rate using just the film 

thickness change measurements. 

The sputter yield correction factors (FY) for all cases were ~40-70%, which is 

reasonable given the uncertainties in carbon impurity fraction, ion impact energies, and 

theoretical sputtering yields. However, since the erosion rate predicted by the model is 

reduced by high carbon flux diluting the surface, these correction factors to the 

sputtering yields are affected by the assumption of carbon impurity.  A higher carbon 

impurity fraction, therefore, would also reduce the erosion yield much like the yield 

correction factor FY would.  Using the carbon impurity fractions that were determined 

from experiments as discussed earlier, all cases these indicate that the resulting 

theoretical sputtering yields would over-estimate the actual erosion yield.  The correction 

factor was larger for the rougher surfaces, suggesting that the effect of the surface 

roughness decreases the sputtering yield below theoretical sputtering rate. 
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Table 7-2. Summary of RBS-measured effective net and gross erosion as measured from 

large and small area coatings, along with model fit values of ideal net and gross Al 

erosion corrected for long range redeposition and deposit accumulation. The fraction of 

Al eroded from the coating found redeposited outside the coating shown as Off-Coating 

Dep %.  Model fit parameters for the total redeposition fraction, trapping fraction, 

sputtering yield correction factor, and redeposition function shape parameters are 

shown. 

Case Perp. Ion 
Flux 
x1018cm-2s-1 

Gross  
Erosion 
nm/s 

Gross 
Yield 
At/ion 

Net  
Erosion 
nm/s 

Off-Coating 
Dep % 

SAP model fit parameters 

F(Dep) 
% 

F(Trap) 
 % 

F(Yield) 
% 

w γ 

S-D 1.88 >5.7a 
8.6b 

>.018a 
.027b 

5.1a 
5.2b 

0.2% 76% 0% 1.2% 1.0 0.5 

R-D 0.89 2.5a 
2.9b 

.017a 

.019b 
2.0a 
2.0b 

5% 30% 50% 59% 1.5 0.5 

R-He 1.08 14a 
12.4b 

.080a 

.067b 
12a 
8.7b 

6% 30% 50% 91% 3.2 0.65 

a. RBS Measured effective erosion rate from small (gross) and large (net) coating areas. b. Model fit corrected ideal values. 

 

The separation of deposit trapping, mixing, and re-erosion effects in the model 

allows for a direct comparison of the single-step redeposition probability in each plasma 

case.  Shown below in Figure 7-7 are the final redeposition probability distribution 

functions used to fit the observed net erosion data in each of the exposure cases.  What 

is apparent from this comparison is that the increased redeposition fraction in case S-D 

over R-D and R-He (76% compared to 30% in the other cases) occurs within 1-2mm of the 

eroding source.  The increased redeposition fraction is consistent with the higher near-

surface electric field in the magnetic pre-sheath in case S-D expected because of the 

higher background plasma electron temperature (~30eV in case S-D compared to 

~15eV in cases R-D and R-He).  Also, while the redeposition fraction was similar in cases 

R-D and R-He, the spatial distribution of redeposition was much broader in R-He.  This 

increase in redeposition distribution width is likely due to the longer density gradient 

lengths in the magnetic pre-sheath in the R-He case compared to the R-D case because 

of the larger ion gyro radius of the He ion. 
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Figure 7-7. Redeposition distribution functions RPDF required to match the observed 

toroidal erosion profile for all three cases. 

 Comparison with ERO Model 

The arbitrary fit approach taken by this model produces a redeposition distribution 

function solution that can reproduce the measured erosion/deposition pattern.  

Assuming our simple model of multi-step migration, material mixing and trapping is 

sufficient to describe the surface composition evolution, the fitted redeposition 

distribution should be an accurate portrayal of the actual redeposition distribution 

produced by the plasma.  The complex atomic and plasma redeposition physics can be 

modeled separately by the 3D Monte-Carlo impurity transport code ERO and compared 

with the fitted redeposition distribution.  The ERO code has been widely used for 

simulating the processes of sputtering, ionization and redeposition in fusion plasma 

material interaction experiments. 

We can now compare the results of our redeposition distribution fit for case R-D to 

the ERO simulation with background plasma parameters matched to the exposure 

conditions, shown in Figure 7-8.  The ERO simulation assumed homogeneous background 
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plasma conditions (set to match the measured conditions in case R-D) with a constant 

ne, and Te. The plasma flow was assumed to be sonic along the toroidal field direction.  

Ionization rate coefficients from the ADAS database were used.  Sputtered Al is assumed 

to follow a symmetric cosine type sputtered angular distribution with a Thompson 

sputtered energy distribution.  The ERO redistribution model predicts slightly higher overall 

redeposition fraction, with a more symmetric distribution about the source than the 

redeposition fit to the measurement.  ERO does include the friction of impurity with 

background plasma, but based on the small asymmetry generated in the redeposition 

distribution, it seems that this effect is not that significant. It is possible that such effects 

are under estimated in the code.  Another more likely possibility is that the angular 

sputtering distribution is far from symmetrical, due to the oblique incidence of sputtering 

ions, where in the ERO simulations shown here it was assumed to be a symmetrical cosine 

distribution.  This hypothesis was addressed in Chapter 5, where we showed that angular 

sputtering distributions resulting from grazing angle ion bombardment have nearly all 

sputtered material emitted in the forward-scattered direction, with average energies 

greater than would be expected for normal incidence bombardment.   

 
Figure 7-8. Comparison of ERO modeled redeposition function (points) with a and Lorentz 

peak fit to the ERO data (dashed line) and the point source redeposition distribution 

function fit to the measurement for case R-D. 
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7.4 Conclusions 

We have measured erosion and deposition of Al in divertor plasma contact using 

post-mortem surface analysis techniques, and developed a time-dependent model that 

reproduces the spatial profiles of redeposition and net erosion rates for both smooth and 

rough surfaces. On rough surfaces, we have found an unusually high amount of Al 

deposited outside the original coating area that is inconsistent with the amount of 

redeposition inferred from the large/small area erosion measurements. We have 

determined this to be due to material accumulation in areas shadowed from incident 

ion flux.  The type of material accumulation seen on rough surfaces in this study has 

implications for the predictions of material migration and material mixing for real fusion 

devices, particularly for those with grazing incidence magnetic field geometries.  Even 

for initially smooth surfaces, with sufficient plasma fluence the surface is likely to develop 

some micro-scale surface roughness.  The effect of flux shadowing is likely to result in a 

spatially inhomogeneous surface composition, with an enrichment of low sputtering yield 

material in high areas and accumulation of migrating material in low areas. The 

suppression of re-erosion of these trapped materials is expected to decrease the rate of 

multi-step material migration across the surface, but also increase mixing and retention 

of deposited material in the surface. 

The redeposition distribution fits to the data suggest that between 30-76% of the 

eroded Al atoms return to the surface and are redeposited within 1cm of the original 

location, with longer redeposition lengths and lower probability of local redeposition 

occurring at lower plasma temperature. This implies that although lowering the plasma 

temperature may decrease the gross erosion rate for plasma facing components, the 
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material that is eroded will be transported farther, potentially increasing the rate of 

material migration. The amount of Al found redeposited outside the coating was in fact 

proportional to the amount eroded from the coating, suggesting an accumulation or 

trapping of redeposited Al in surface pores and other areas shadowed from re-erosion.  

The effect of deposit trapping in pores was included here by assuming a fraction of the 

redepositing flux of particles lands in shadowed surface areas and is counted in a 

separate ‘trapped’ inventory that does not become part of the eroding mixed material 

inventory.  Re-erosion from this inventory is suppressed, so the traps are forced to be in 

net deposition and material accumulates.  In our results, a 10% surface porosity fraction 

led to a trapping of half of the redepositing atomic flux. The results of the model fits reveal 

that the probability of local redeposition increases with higher plasma temperature (~30% 

for 15-18eV plasmas, and ~76% for 25-30eV plasmas). The observed probability of 

redeposition was more strongly skewed in the downstream toroidal direction, with much 

less redeposition in the upstream direction than otherwise predicted by the ERO 

modeling code. This discrepancy motivated the detailed sputtering and ionization 

analysis of Chapter 5, and suggests that the anisotropic sputtering which is not included 

in the ERO code can influence the direction and amount of local redeposition. 

These results show that material migration models should include corrections for 

sputtering angle distributions, especially for Be which has a strong angular dependence 

on sputtering yield and energy.  Estimates of fuel retention should consider codeposit 

accumulation by trapping in gaps, cracks, and surface porosity, which is can be more 

difficult to recover fuel from than thin layer codeposit coatings.  Full vessel material 

migration patterns may also be affected by both of these factors. 
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Future improvements are planned to extend the model to allow simultaneous two-

dimensional calculations (currently only 1-D radial or toroidal profiles are modeled), 

include more realistic depth dependent surface mixing effects, and allow for spatially or 

temporally varying redeposition functions. Two-dimensional redeposition distribution 

(Simultaneous R,X migration ) may help resolve disagreement between model and data 

near the sample edges and offer insight into redeposition in the ExB direction. At this point 

our model includes only a single layer thickness which is prescribed based on the average 

implantation depth of the incident carbon ions.  A more rigorous model could use a multi-

layer approach to simulate the actual concentration gradient that would occur with a 

range of implantation depths.  Further experimentation is needed to study the role of 

different roughness scale lengths compared to plasma scale lengths (sheath lengths and 

ion gyro radii).  Large gaps and cracks may behave differently than small scale surface 

roughness. 
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Chapter 8  

Conclusions and Vision for Future Work 

The design of first wall and divertor plasma facing components (PFCs) represents 

one of the greatest challenges facing the successful operation of a tokamak fusion 

power reactor.  Material erosion by impact of energetic ions and neutrals can limit the 

lifetime of the eroding PFC, contribute to cooling of the plasma core, lead to fuel dilution 

and can trigger disruptions. Higher density plasmas, such as those expected in the 

divertor region, can promote local redeposition of the wall material thereby reducing the 

net erosion rate. However, long range migration from the first wall and other low-density 

plasma regions to the divertor can lead to uncontrolled deposition and failure due to 

formation of thick layers of mixed composition and poor thermal shock resistance.  In 

addition, accumulation of radioactive tritium in these layers poses both a safety risk and 

a tritium fuel cycle problem.  Subsequent multi-step cycle of balanced erosion and 

redeposition can also lead to changes in the surface morphology and composition that 

can alter the PFC performance.  Managing the balance of between erosion and 

deposition in the divertor will require an understanding of redeposition on different scale 

lengths, from local redeposition (on the scale of ionization length of the sputtered atom) 

to long range plasma transport such as material migration from the first wall to the 

divertor. 

We proceeded to conduct experiments of local erosion/redeposition of Al in 

attached L-mode divertor plasmas, in order to characterize the balance of erosion and 

deposition for a Be-like material.  Gross Al erosion rates were measured directly and 

through spectroscopic methods, and enabled the quantification of emission efficiencies.  
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Net erosion of Al proved to be difficult to measure directly, since multi-step erosion quickly 

removed Al from the small localized samples.  We developed a simple model of material 

migration that used multiple erosion/redeposition steps to simulate the coverage 

evolution using a spatially defined redeposition probability distribution.  A larger sample 

with migration measurement along multiple tiles around the divertor would be needed 

to verify the rate of migration experimentally, although the effort required to dedicate 

tile removal and end of an operational campaign is often prohibitively expensive. Future 

work is still needed to address this, especially in H-mode and more ITER-relevant plasma 

configurations.   

We found a spatial asymmetry in the emission plume that was not previously 

measured for sputtered neutral atoms localized in the divertor plasma.  Our modeling 

reproduced the asymmetry using an angular sputtering anisotropy that may be caused 

by grazing incidence angle ions produced by acceleration through the magnetic pre-

sheath.  Existing models have typically written off such anisotropy as insignificant due to 

the surface-ion angle randomization by surface roughness.  However, these models 

consistently under-estimated the extent of the upstream/downstream redeposition 

asymmetry observed.  The redeposition asymmetry in our measurements was congruent 

with the scale and direction of the measured sputtered emission asymmetry.  Some of 

the redeposition asymmetry may be due to ion-neutral collisions and ion-ion collisions 

along the sputtered particle’s path back to the surface.  Our initial calculations suggest 

that these collisions are insignificant compared to initial sputtered directions and sheath 

ExB drifts, but future work expanding the scope of our model to include these collisions 

and track the ionized Al back to the surface would be needed to confirm this.  
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Our calculations of the ion incident angle distribution find that the majority of ions 

are predicted to strike the horizontal DiMES surface at <15 degrees with respect to the 

surface plane, in a direction 30-60 degrees away from the toroidal field (when projected 

on the horizontal surface plane). Modeling also shows that the relatively thick region of 

the MPS creates a region of strong E×B drift flow which can drive cross-field migration of 

incident fuel ions and sputtered and ionized material. As the ions travel through the MPS, 

a strong ExB drift velocity approaching the ion sound speed creates a significant near 

surface poloidal flow approaching the ion sound speed and will likely drive migration of 

the re-ionized sputtered atoms.  Incident ions drift 1-3cm radially in the E×B direction over 

a 2mm distance normal to the surface. 

Our measurements show that surface roughness in the presence of oblique ion 

bombardment results in increased single-step redeposition rates due to distributed 

microscopic areas shadowed from incident sputtering ions.  This observation should not 

be overlooked as a potential diagnostic capability.  The use of microscopic deposition 

distribution measurements like imaging AES on rough surfaces can be used to infer more 

about the angular distributions of incident ions and redepositing particles.  In future long 

pulse and high duty cycle tokamaks this could lead to the formation of inhomogeneous 

surface compositions with pockets of heavy deposits that may not be well accounted 

for in existing material migration models.  The effects of such mixed material deposits on 

the co-deposited tritium retention and release rates should be investigated.  Furthermore, 

since Al has known chemical oxide and hydride similarities with Be, more work should be 

done to measure the hydrogen retention behavior of Al compared to Be. 

More work needs to be done to investigate the extent of sputtering anisotropy for 

other elements and its sensitivity to different practical surface roughness parameters and 
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scale lengths.  It may be possible that future divertor designs can reduce erosion by 

increasing the incidence angle further so that ions reflect from rather than sputter 

material from surfaces.  However, the engineering constraints required on achieving 

component alignment increase with increasing incidence angle.  For practical erosion 

models, the effects of gaps between components on the sheath, incidence angle and 

sputtered material distributions should be included. It is the author’s opinion that by 

designing surfaces with tailored micro-textured facets, it may be possible to exploit the 

sputtering anisotropy to direct the sputtered material into the desired material migration 

direction.  Such a design may be a step towards designing a self-protecting surface 

where a thin layer of material is continually eroded and re-deposited locally so that net 

erosion is balanced out to zero.  An alternate possibility would be to use the directional 

sputtering to drive the re-erosion of first wall material towards a dedicated catcher system 

that can be emptied, cleaned, or replaced.   

We identified useful and bright Al-I and Al-II emission lines distinct from background 

C, O, D, and He lines and quantified their S/XB values.  Imaging of the Al-I and Al-II 

emission plumes was possible with narrow bandpass filtered cameras, and provided 

insight into the direction of material sputtering and ion transport. While Al may not be a 

practical plasma facing material, its high erosion rate and easily measurable emission 

spectrum make it a good candidate for use as a material for quantitative emission 

spectroscopy in tokamaks.  Furthermore, its medium range ionization length (~1-3mm) 

makes it useful for testing theories of the pre-sheath structure, since the transport of Al-II 

ions should be sensitive to changes in the pre-sheath structure during ELMs or upon 

approaching detachment.  Sputtered Al may be a useful probe material to study the 

sheath flows and low-Z erosion/deposition balance in other divertor configurations with 
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expanded magnetic field flux, near grazing incidence angles, and higher neutral 

densities achieved with detachment. 
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Appendix 

Ionization probability distribution function derivation 

Ionization probability distribution functions for neutral atoms traversing uniform and 

varying background plasma density gradients in a straight line trajectory are derived here 

according to the methods described in [93].  For a uniform plasma with constant density 

𝑛𝑒(𝑠)  =  𝑛0 the ionization probability, P, is independent of neutral direction and 

dependent only on the path length, s, of the sputtered neutral.  The ICDF constrained 

with boundary condition P(0) = 0 is thus: 

 𝑃𝑢𝑛𝑖𝑓𝑜𝑟𝑚(𝑠) = 1 − exp (−𝑠 𝑛0
〈𝜎𝑣〉

𝑣𝑎
) (A1) 

Where 〈𝜎𝑣〉 is the average ionization rate coefficient at a given plasma 

temperature, and 𝑣𝑎 is the average sputtered neutral atom speed.  It can be shown that 

the most probable distance for a neutral atom to travel before ionizing (the ionization 

mean free path) in this case is 

 〈𝜆𝑖〉 =
𝑣𝑎

𝑛𝑒〈𝜎𝑣〉
  (A2) 

If we define a functional form for the density variation with distance from the 

surface as derived by [127] to describe the magnetic pre-sheath, we can project the 

density onto the trajectory of a neutral emitted at an angle 𝜃 with respect to the surface 

normal as being:  

 𝑛𝑒(𝑠) = 𝑛𝑜exp (𝜓𝑊 exp (
−2𝑠 

𝐿𝑀𝑃𝑆 sin (𝜃)⁄
)) (A3) 
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where 𝐿𝑀𝑃𝑆 is the sheath scale length normal to the surface, 𝜃 is the angle between 

the surface plane and sputtered neutral vector, and 𝜓𝑊 is the floating potential at the 

wall.  The MPS gradients simulated here use a scale length of 𝐿𝑀𝑃𝑆 = 2𝜌𝑖 sin(𝛼), where 𝛼 is 

the angle between the surface plane and toroidal field vector. 

Next, we find the differential probability dW for ionization in a length ds: 

 𝑑𝑊 = 𝑛𝑜
〈𝜎𝑣〉

𝑣
exp (𝜓𝑊 exp (−

2𝑠 

𝐿𝑀𝑃𝑆 sin (𝜃)⁄
)) 𝑑𝑠 (A4) 

The probability of ionizing within a distance ds after traveling a distance s is the 

ICDF function 𝑃, which satisfies the differential equation 𝑑𝑃(𝑠) = [1 − 𝑃(𝑠)]𝑑𝑊.  Solving for 

𝑃 involves an indefinite integral of the type ∫ 𝑒𝑒−𝑥
𝑑𝑥.  If we denote 𝑢 = 𝑒𝑥 , then 𝑑𝑥 =

𝑢−1𝑑𝑢, and so the integral becomes the so-called exponential integral ∫𝑢−1𝑒𝑢𝑑𝑢 = 𝐸𝑖(𝑢) 

[136]. The resulting ICDF for a MPS-type density gradient is found to thus be: 

 PMPS(s) = 1 − exp(𝑛𝑜
〈𝜎𝑣〉

𝑣

𝐿𝑀𝑃𝑆 sin (𝜃)⁄

2
( Ei (𝜓𝑊 exp (

−2𝑠 

𝐿𝑀𝑃𝑆 sin (𝜃)⁄
)) − Ei(𝜓𝑊))) (A5) 

Ionization length distribution for other density gradient functions 

For a neutral traveling at a velocity 𝑣 along s, the probability of ionizing within a 

differential length 𝑑𝑠 is proportional to the product of the local electron density 𝑛𝑒(𝑠) and 

ionization rate coefficient 〈𝜎𝑣〉: 

 𝑑𝑊 = 𝑛𝑒(𝑠)
〈𝜎𝑣〉

𝑣
𝑑𝑠  (A6) 

Let us define P(s) as the probability that a particle has ionized after traveling a distance 

s, and 𝑄(𝑠) =  [1 − 𝑃(𝑠)] as the probability that it has not.  Thus, the probability of ionizing 

within a distance ds after traveling a distance s satisfies the differential equation: 

 𝑑𝑃(𝑠) = [1 − 𝑃(𝑠)]𝑑𝑊  (A7) 

http://en.wikipedia.org/wiki/Exponential_integral


208 
 

In this equation, P(s) is the cumulative density function (CDF) for ionization along a path 

length s.  This function can be used to sample an ionization length using numerical Monte-

Carlo methods.  For plasma with uniform density 𝑛𝑒(𝑠)  =  𝑛0 the solution to (1) with 

boundary condition P(0) = 0 is 

 𝑃(𝑠) = 1 − exp (−𝑠 𝑛0
〈𝜎𝑣〉

𝑣
) (A8) 

This function can be used to numerically sample an ionization length 𝜆𝑖 using Monte-Carlo 

methods by solving for s.  Given a random number 𝜉 from 0 to 1, the ionization length will 

be: 

 𝜆𝑖 = −
𝑣

𝑛0〈𝜎𝑣〉
ln(𝜉) = −𝜆𝑖 ln(𝜉) (A9) 

Often, it is useful to calculate the average distance to ionization, also known as the 

ionization mean free path.  We can determine an analytical expression for the ionization 

mean free path 〈𝜆𝑖〉 by first finding the probability density function F(s): 

 𝐹(𝑠) =
𝑑𝑃(𝑠)

𝑑𝑠
= [1 − 𝑃(𝑠)]

𝑑𝑊

𝑑𝑠
  (A10) 

The expectation value of this function is most probable distance before ionization, also 

known as the ionization mean free path 〈𝜆𝑖〉:  

 〈𝜆𝑖〉 = ∫ 𝑠 𝐹(𝑠) 𝑑𝑠
∞

0
  (A11) 

For a uniform background electron density, it can be shown that the most probable 

distance for a neutral atom to travel before ionizing (the ionization mean free path) is 

 〈𝜆𝑖〉 =
𝑣

𝑛𝑒〈𝜎𝑣〉
  (A12) 
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Linear density gradient 

Next, we will consider the simple case of a uniform density gradient, such that the 

electron density is defined as 𝑛𝑒(𝑧) = 𝑛0𝑧 𝐿𝑀𝑃𝑆⁄ .  The sheath scale length 𝐿𝑀𝑃𝑆 normal to 

the surface is roughly equal to 5 ion gyro radii. Thus for a particle emitted from the surface 

at an angle 𝜃 with respect to the surface plane the density gradient projected on its path 

s is   

 𝑛(𝑠) = 𝑛𝑒,0𝑠 sin (𝜃) 𝐿𝑀𝑃𝑆⁄   (A13) 

For clarity, we will define a projected sheath scale length 𝐿 = 𝐿𝑀𝑃𝑆 sin (𝜃)⁄ .  The probability 

of ionizing within a length ds increases with distance s according to: 

 𝑑𝑊 = 𝑛0
〈𝜎𝑣〉

𝑣

𝑠 

𝐿
𝑑𝑠 (A14) 

Solving eq. (A7) in this case with boundary condition P(0) = 0, we find: 

 𝑃(𝑠) = 1 − exp (−𝑛0  
〈𝜎𝑣〉

𝑣

𝑠2 

2𝐿
) (A15) 

We can sample an ionization length using Monte-Carlo methods by solving for s.  Given 

a random number 𝜉 between 0 and 1, the ionization length 𝜆𝑖 will be: 

 𝜆𝑖 = √
−2𝐿

𝑛0
〈𝜎𝑣〉

𝑣

ln(𝜉) (A16) 

We can analytically find the ionization mean free path 〈𝜆𝑖〉 from the expectation value 

of the probability density function F(s): 

 𝐹(𝑠) = 𝑛0
〈𝜎𝑣〉

𝑣

𝑠 

𝐿
 exp (−𝑛0

〈𝜎𝑣〉

𝑣

𝑠2 

2𝐿
 ) (A17) 

 〈𝜆𝑖〉 = ∫ 𝑠 𝐹(𝑠) 𝑑𝑠
∞

0
= √

𝜋

2
√

𝐿 𝑣 

𝑛0〈𝜎𝑣〉
  (A18) 
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Exponential Density Gradient: 

We can apply a similar method to determine the ionization length of particles 

traveling through an exponential density gradient.  In this case, the density gradient is 

normal to the surface, and for a particle emitted at an angle 𝜃 with respect to the 

surface, the effective electron density gradient along its path s is described as: 

 𝑛𝑒(𝑠) = 𝑛𝑜 (1 − exp (−
𝑠 sin (𝜃)

𝐿𝑀𝑃𝑆
)) (A19) 

Again, we can define the projected sheath scale length 𝐿 = 𝐿𝑀𝑃𝑆 sin (𝜃)⁄ .  The differential 

probability of ionizing within a distance ds: 

 𝑑𝑊 = 𝑛𝑜
〈𝜎𝑣〉

𝑣
(1 − exp (−

𝑠

𝐿
)) 𝑑𝑠 (A20) 

Solving eq. (A7) in this case with boundary condition P(0) = 0, we find the cumulative 

probability density function: 

 𝑃(𝑠) = 1 − exp (−𝑛0  
〈𝜎𝑣〉

𝑣
𝐿 (

𝑠

𝐿
+  exp (−

𝑠

𝐿
) − 1)) (A21) 

Thus, the probability density function for ionization of a particle traveling a distance s is 

then: 

 𝐹(𝑠) = 𝑛0
〈𝜎𝑣〉

𝑣
(1 − exp (−

𝑠

𝐿
)) exp (−𝑛0  

〈𝜎𝑣〉

𝑣
𝐿 (

𝑠

𝐿
+ exp (−

𝑠

𝐿
) − 1)) (A22) 

Finding the expectation value of this function is not straight-forward.  Instead, we 

numerically sampled the ionization length from the cumulative probability density 

function using Monte-Carlo methods.  Given a random number 𝜉 from 0 to 1, the 

ionization length will be: 

 𝑠 =  
1

𝑎
(𝑎𝐿 − ln(1 − 𝜉) + 𝑎𝐿 𝐖 [

−1

𝑒
(1 − 𝜉)1/𝑎𝐿] (A23) 
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Where a = 𝑛0
〈𝜎𝑣〉

𝑣
 and W is the Lambert-W or product log function. 

Ionization and photo-emission distribution dependence on background density 

A comparison of the resulting ionization and photo-emission PDF’s for different 

density gradients as a function of distance from the surface is shown below in Figure A-1.  

The sputtering distributions and background plasma parameters from the R-He case were 

used in this example.  We find that due to the MPS gradient, the ionization and photo-

emission fronts are pushed further out from the surface than would be expected for a 

uniform background density.  Also, the average value of the local electron density at the 

point of emission is roughly half that of the bulk density, but has a wide range over the 

emission plume. 
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Figure A-1. Plasma density and ionization probability distribution function vs distance 

normal to surface shown for the R-He case comparing multiple MPS gradient scale 

lengths. 
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