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ABSTRACT OF THE DISSERTATION 

Ultrafast Spectroscopy of Force- or Light-Induced Chemical and Electronic Changes in 
Condensed Phase Materials 

by 

Chad Cruz 

Doctor of Philosophy, Graduate Program in Chemistry 
University of California, Riverside, June 2019 

Professor Eric Chronister, Chairperson 
 

A mechanophore is a molecule which displays sensitivity toward some applied force. 

Mechanophores show promise for applications in smart materials and nanomachines. 

Identifying structural motifs in photoactive molecules which enhance pressure sensitivity 

has been one focus of this research. It was demonstrated that 9-tert-butylanthracene 

dissolved in Zeonex polymer shows increased rates of back reaction upon applying mild 

pressures (< 1.5 GPa) in a diamond anvil cell. While strained rings can enhance pressure 

sensitivity, it is not the most effective handle for tuning mechanophoric properties. This 

work highlighted that large structural changes in the photoproduct are also required to 

bring about the desired pressure sensitivity.  

Intermolecular interactions cause assemblies of conjugated chromophores to 

behave distinctly different from the monomer.  Delocalized excited states which lead to 

novel photophysics are examined in systems of varying complexity from covalently linked 

chromophores to molecular crystals. In covalent dimers of simple organic molecules like 

terthiophene and anthracene, a sulfur atom is used to link the chromophores, and the 
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oxidation state of the sulfur is found to modulate the electronic coupling leading to 

photophysics and photochemistry which are controlled by the electronic structure of the 

linker. An added advantage of using the sulfur linker is that the geometry between 

molecules remains constant regardless of the oxidation state, allowing purely electronic 

effects to be isolated, demonstrating that chemical modification of a single atom can 

dramatically alter the excited state behavior of a molecular assembly. In molecular 

crystals, delocalized excited states can lead to technologically important multiexciton 

processes such as fission and fusion. In crystalline rubrene NIR-to-visible upconversion is 

observed without the use of extrinsic sensitizers, a process which may be facilitated by 

low energy intermolecular states. The mechanism of singlet fission in crystalline tetracene 

is also explored particularly regarding the correlated triplet pair state. Evidence of this 

spin superposition state is manifest by temporal oscillations in the photoluminescence 

decay of tetracene. Based on the temperature dependence, the triplets diffuse 

independently throughout the crystal while maintaining spin coherence. These results 

could have important implications for strategies which seek to use triplet states to 

enhance device efficiencies. 
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Chapter 1: Introduction 

 “Life is bottled sunshine…” – William Winwood Reade 

 

1.1 Sunlight – the limitless energy source 

 

 Civilization has long sought to use nature to its advantage by harnessing sunlight, 

wind and water to do useful work through the use of mills1 or solar water heaters.2 The 

invention of the steam engine improved upon more rudimentary attempts at harvesting 

energy from nature by using a physical transformation to power transportation.3 Today, 

myriad fuel sources exist to power machines capable of doing useful work, and the 

proliferation of machines has raised the global power demands to more than 18 

terrawatts (TW) as of 2017.4  However, a new obstacle presents itself as 15 TW of that 

demand was met by hydrocarbon fuels,4 the burning of which leads to an increase in 

greenhouse gases which is causing an increase in global temperatures. The dire 

consequences of manmade climate change have given rise to an impassioned interest in 

developing renewable energy sources. Of all the renewable sources, solar energy has the 

most potential to meet the global energy demands since the sun produces upwards of 

83,000 TW of power annually.5 However,efficiently harnessing solar energy is a primary 

hurdle preventing this renewable source from supplanting the current dominance of 

hydrocarbons as the preeminent fuel source.  
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Figure 1.1.1 Image of the solar panel installed by Charles Fritts in 1883 on a New York City roof.2 

Light has long been exploited as a source of energy in nature by plants which 

evolved the ability to convert photons into chemical energy through photosynthesis. 

Instead of storing solar energy in chemical bonds, recent work aims to convert solar 

energy into electricity through the photovoltaic effect. The ability of sunlight to generate 

electricity was first observed by a 19 year old Alexandre Edmond Becquerel in 1839, who 

shined light on a platinum sheet covered with silver chloride which was dipped into an 

electrolyte solution.6 A current induced by sunlight was generated between the 

electrodes and he posited a chemical reaction to occur at the electrode (The correct 

one!).7 A few decades later, while working on the transatlantic cable, Willoughby Smith 

reported that the selenium bars which were used in an electrical testing device, because 

of their high resistance, suddenly had a drastic reduction in resistance in the daylight.8 

Smith was able to rule out a heating effect and determined that light, in fact, was what 
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lead to the drastic change in the electrical properties of selenium. While this result 

generated intrigue from contemporaries, an explanation eluded the early scientists.2 The 

first working solar cell was built by Charles Fritts in 1883 using selenium (Figure 1.1.1);9 

however with conversion efficiencies below 1%, the vision of solar powered cities would 

stall until the silicon revolution of the 1950’s. At Bell Laboratories in 1954, Daryl Chapin 

along with Gerald Pearson and Calvin Fuller developed the first silicon solar cell which 

achieved efficiencies of 6%.2 Today the power conversion efficiency of single junction 

crystalline silicon solar cells has improved to 26.1% which is near the single cell theoretical 

limit of 31% determined by Shockley and Queisser.10,11  

 

Figure 1.1.2. The AM-0 solar spectrum illustrating that the much of the spectrum is wasted when only silicon 
is used to generate photocurrent. 

 

Third generation photovoltaics seek to surpass the Shockley-Queisser limit by 

utilizing more of the solar spectrum (Figure 1.1.2). Current silicon photovoltaics absorb 

photons with energies above the bandgap of 1.1 eV, but the excess energy is wasted as 
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heat as the electrons relax down to the bandgap. Photons below the bandgap are not 

absorbed and do not contribute to the photocurrent. A promising strategy capable of 

building on the existing silicon solar cell infrastructure is to add photon conversion 

materials on top of silicon cells enabling more of the solar spectrum to contribute to the 

photocurrent. These photon conversion strategies will be explored in chapters 5 and 6. 

 

1.2 Tuning the photoresponse of symmetrically tethered dimers 

 

Covalently tethered bichromophores provide an ideal proving ground to develop 

strategies for controlling excited state behavior in chromophore assemblies. In nature, 

light harvesting organisms make extensive use of energy and electron transfer between 

adjacent molecules. A great deal of work has been focused on synthesizing electron 

donor/acceptor pairs to mimic these efficient natural systems. The most common 

approach is to unite an electron-rich donor with an electron-deficient acceptor using a π-

conjugated linkage or “bridge.” Separation of the donor and acceptor by such a bridge 

can enable charge transfer (CT) over large distances, limiting charge recombination.12 

While remarkable photovoltaic performance has been achieved using this approach,13 

these asymmetric systems only partially mimic the naturally occurring photosynthetic 

reaction centers, where symmetric chromophore pairs have a central role in controlling 

excited-state dynamics.14  
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The rational design of symmetrically bridged chromophore dimers has attracted 

considerable theoretical15,16 and practical17,18 interest. For example, bichromophores 

have been used to study energy and charge transfer,19-26 as well as singlet exciton 

fission27-37 and triplet-triplet annihilation.38,39 9,9′- bianthryl, where two anthracene units 

are covalently bonded and adopt a nearly orthogonal orientation, has served as a model 

system for the study of excited-state electron transfer.40 Thompson et al. have also 

synthesized a series of symmetric dipyrrin molecules that exhibit symmetry breaking CT 

using visible light.24,25,41 These symmetric CT systems are of practical interest because the 

CT and neutral states are close in energy, which lowers the amount of energy lost in the 

charge separation event and has the potential to raise the open-circuit voltage of 

photovoltaic devices. Bichromophoric systems have also found applications in organic 

light emitting diodes (OLEDs).42,43 Adachi et al. have also synthesized several types of 

organic molecules that harness both singlet and triplet excitons through a process known 

as thermally activated delayed fluorescence (TADF).44,45 The singlet−triplet energy gap is 

most efficiently reduced when the HOMO and LUMO are spatially separated, which can 

be facilitated by intramolecular CT.46 High-efficiency blue OLEDs were fabricated using 

SO2-bridged symmetric bichromophores.47,48 While it was demonstrated that these SO2-

bridged chromophores exhibit reduced singlet−triplet gaps facilitated by CT, the role of 

the symmetric nature of these emitters was not investigated. 
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 It is anticipated that applications of dimeric molecules in photovoltaic and light 

emitting devices will require precise control of intradimer electronic interactions. One 

control strategy is to change the polarity of the environment and shift the relative energy 

levels of neutral and CT states; however, in solid-state devices, this is impractical. An 

alternate strategy is to control the electronic coupling between light absorbing units. 

Ideally, such a control element would be built into the dimer molecule itself, without 

inducing large conformational changes. Decreasing the distance and angle between 

chromophores can enhance electron transfer, but if molecules are too close together, 

aggregation-induced excited-state quenching often results.49 The goal is then to control 

the interchromophore coupling in tethered assemblies while maintaining ideal dimer 

geometry. This structural motif allows the geometrical arrangement between the 

chromophores to be defined and the electronic interaction to be controlled. Such dimers 

or bichromophores form the smallest subunit of larger chromophore assemblies such as 

polymers and are useful for basic studies of phenomena relevant to organic electronic 

materials. Their unique properties may eventually lead to applications in technologies 

including light-emitting diodes and photovoltaics. 
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1.3 Photon upconversion with low energy intermolecular states  

 

Photophysical phenomena in organic molecular materials can potentially form the 

basis of high-efficiency solar energy conversion technologies. Triplet−triplet annihilation 

(TTA) is an upconversion process in which a pair of low-energy triplet excitons fuses into 

one higher-energy singlet exciton that can emit a high-energy photon.50,51 This physical 

process is one strategy to eventually surpass the Shockley−Queisser limit for single 

junction photovoltaic devices.10,52-54 

In a crystal composed of rubrene (RUB), the triplet pair state is approximately 

isoenergetic with the singlet state and both singlet fission and triplet fusion can be quite 

efficient enabling rubrene to function as a photon conversion material.55-63 These two 

processes are reflected in time-resolved photoluminescence (PL) experiments where 

both prompt and delayed components are observed (Figure 1.5.1).62,64 In addition, these 

processes govern the unusual excitation intensity dependence of photoconductivity in 

RUB with fractional power exponents.65 For organic triplet-triplet annihilation 

upconversion (TTA-UC), RUB is a commonly used emitter molecule due its long-lived 

triplet states and high PL quantum yield.66-73 The low energy of RUB’s triplet state (1.15 

eV) allows it to be sensitized by near infrared (NIR) absorbing chromophores such as 

porphyrins74,75 and inorganic nanocrystals.67 After sensitization, triplet excited states on 

separate RUB molecules can fuse into a higher energy singlet state which then emits a 
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visible photon. Most reported upconversion schemes are performed in solutions, since 

facile diffusion permits the triplet sensitization and subsequent fusion events to occur in 

different spatial regions. This prevents energy transfer from the emitter back to the 

sensitizer.   
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Figure 1.3.1. Photoluminescence trace illustrating the prompt singlet decay caused by singlet fission into 
pairs of triplets. At later times, triplet fusion regenerates the singlet state leading to delayed 
photoluminescence over a timescale longer than the singlet lifetime.  
 
 

UC in solid-state systems is more challenging due to decreased diffusion and 

typically has a lower overall efficiency. Nevertheless, progress has been made on visible-

to-UV solid-state systems.76-78 Furthermore, two recent results suggest that RUB could 

form the basis of a solid-state material that upconverts NIR photons. First, the Baldo and 

Bulovic groups demonstrated that a layer of inorganic nanocrystals could sensitize triplets 

in a RUB film, enabling upconversion.79 Even more surprising, an earlier paper by Liu et al. 
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reported visible PL excited by a continuous wave (CW) 980 nm laser in crystalline powders 

of RUB in the absence of any sensitization.80 The authors of that work attributed the 

“upconversion” to nonresonant two-photon absorption (2PA). Although they did not 

attempt to extract a 2PA cross section, their data suggested it could be very high. 

Interestingly, there is significant disagreement over the magnitude of the two-photon 

cross section in crystalline RUB. Gurzadyan and coworkers performed an open aperture 

Z-scan to determine the cross section at 740 nm in crystalline RUB arriving at a value of 

1000 GM (1 GM = 10-50 cm4/s).81 Biaggio and coworkers measured the nonlinear 

transmissivity of RUB between 750 and 920 nm and find a much lower two-photon cross 

section of 170 GM peaked at 850 nm,82 that is in close agreement to the theoretical study 

by Zhao et al. which calculated a two-photon cross section of 185 GM.83 Gurzadyan and 

coworkers use an 80 MHz laser to perform their Z-scan, while Biaggio and coworkers use 

a 1 kHz repetition rate. This difference in repetition rates was cited as a possible reason 

for the different magnitudes of the two-photon cross section. Given the important role of 

RUB in solid-state NIR upconversion schemes, the origin of the upconversion in pristine 

crystals is explored in chapter 5. 
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1.4 Singlet fission in crystalline tetracene 

 

Multiple exciton generation is a photon downconversion strategy whereby a high 

energy photon is converted into lower energy excitons.84 As first envisioned by Dexter, 

these low energy excitons can be fed into the bandgap of a semiconductor like silicon 

thereby increasing the photocurrent of the device.85 Organic multiexciton generation is 

known as singlet fission. Singlet fission is a rapid, spin-allowed process in which a high 

energy singlet exciton is converted into two triplet excitons.86 The advantage of using 

organics for photon downconversion lies in the low spin-orbit coupling meaning that the 

only pathway between singlet and triplets is through fission or fusion which leads to 

triplet states that are long-lived. 

The process of singlet fission was first discovered by Singh et al while they studied 

the photoluminescence of crystalline anthracene resulting from excitation with a ruby 

laser.51 They noticed that two processes of generating triplets were operative in 

anthracene depending on the excitation wavelength, and they were able to determine 

that upon exciting the higher lying singlet a pair of triplets was generated. One of the key 

parameters that must be met in order for singlet fission to occur is that the energy of the 

excited singlet should be greater than or equal to twice the energy of the triplet, E(S1)≥ 

2E(T1).87 In anthracene the lowest singlet state is not greater than twice the triplet energy 

which is why fission was only observed when the higher lying singlet state was excited.51  
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Figure 1.4.1. (Top) Fluorescence time trace of crystalline tetracene excited with a 400 nm femtosecond 
pulse. The prompt component represents the decay of the excited singlet due to singlet fission. At later 
times, the triplets generated via fission can recombine (fusion) to form the singlet and emit (delayed 
fluorescence). (Bottom) A cartoon illustrating fission and fusion and the contributions to the fluorescence 
time trace.  

 

Other polyacenes such as tetracene87-90 and pentacene91,92 meet this energetic criterion 

making them the popular systems for gleaning information regarding the mechanism of 

singlet fission and for applications involving singlet fission. In pentacene, fission occurs on 

a femtosecond timescale since the process is highly exoergic; however, the lack of 

fluorescence limits the optical methods available to follow the photophysics. Tetracene is 

the prototypical fission material for photoluminescence studies of singlet fission because 

E(S1) ≈ 2 E(T1) meaning that triplet fusion can also be efficient and the triplet dynamics 
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can be followed conveniently by monitoring the photoluminescence (Figure 1.4.1). The 

inherently low laser fluences used during time resolved fluorescence experiments is a 

distinct advantage for using emission to monitor the dynamics of singlet fission as other 

high energy bimolecular contributions to the kinetics can be avoided.  

 

Figure 1.4.2. State diagram showing the steps involved to generate a triplet pair from an excited singlet 
state in a four-electron system. The steps are described in more detail in the text. 

 

 In a two-electron system generating a triplet from a singlet state only occurs 

through intersystem crossing which requires a spin flip and in organic molecules which 

typically have low spin-orbit coupling this spin-forbidden process is slow (nanoseconds 

and longer). Singlet fission requires at least two molecules with four electrons, say 

molecules A and B (Figure 1.4.2).93 Photoexcitation generates an excited singlet state only 

on A while B remains in the ground state. Electron transfer from A to B yields a charge 

transfer intermediate state. Finally, back electron transfer from B to A produces the 

correlated triplet pair, which is a state that can maintain spin entanglement before 

decoherence leads to independent triplets. This correlated triplet pair has overall singlet 

spin character which explains why singlet fission can occur so rapidly (femtoseconds to 
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picoseconds). The properties of the triplet pair state have been of recent interest,94-97 but 

they are hard to pin down due to its transient existence and low oscillator strength which 

precludes it from being readily observed using optical measurements. However, as 

mentioned above, the delayed fluorescence in tetracene provides an indirect observable 

to follow the triplet dynamics of fission. In tetracene, evidence of the correlated triplet 

pair state is provided through temporal oscillations in the fluorescence decay which are 

known as quantum beats (Figure 1.4.3).90 In chapter 6, the mechanism of singlet fission 

as it pertains to the charge transfer intermediate and the correlated triplet pair will be 

examined in single crystals and blended films of tetracene. 

 

Figure 1.4.3. Fluorescence time trace of crystalline tetracene showing temporal oscillations that begin after 
the initial prompt decay caused by singlet fission. 
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1.5 Mechanochemistry 

 

Complimentary to many of the familiar techniques for initiating chemistry such as 

photoexcitation, temperature changes and electrical stimulation, mechanical force can 

also be used to break or form covalent bonds – a field known as mechanochemistry.98 

Mechanical force is a unique experimental variable as it enables interatomic and 

intermolecular distances to be readily changed. For instance, easily obtained pressures 

can decrease the atomic spacing of a solid sample by 10%; whereas, temperature changes 

typically afford alterations in atomic spacing on the order of 1% provided there are no 

phase changes.99 Such decreases in molecular or atomic spacing leads to overlap between 

neighboring electronic orbitals which tunes the electronic and vibrational transitions in 

the sample. In fact, at high enough pressures semiconductors can become conductors. 

There are many types of mechanical strain a sample can be subject to (Figure1.5.1), but 

hydrostatic pressure, or compression, is the focus of this research.   

 
Figure 1.5.1. Cartoon illustrating mechanical strain types. In the diamond anvil cell compression is the goal.  
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 Mechanochemistry has its roots in ancient times, where the first written record 

is of Aristotle’s student, Theophrastus of Ephesus (371 – 286 BCE), using a mortar and 

pestle to transform cinnabar into metallic mercury.100 The field of mechanochemistry is 

often attributed to Matthew Carey Lea, who published methodical studies of mechanical 

force on silver halides.101 He is considered the first to demonstrate that heat and 

mechanical force could produce different responses on the same materials.102 Emile 

Amagat was also actively involved in high pressure work at the end of the 19th century 

being able to routinely achieve pressures of 3 kbar and accurately measure that 

pressure.99,103 While often overlooked, other scientists of the time were also utilizing 

higher pressures (typically under 1 kbar) to study the compressibility of liquids.104 

Notably, Jules Jamin measured the index of refraction of water under pressure in 1857 

and is likely the first to study optical properties under pressure.104-106  

Early work in mechanochemistry was restricted to pressures of only a few kbars 

or less until the development of the opposed anvil cell by Percy Williams Bridgman in the 

early 20th century.104 Using an opposed anvil cell enabled pressures of 10 kbars to be 

achieved, but the pressure limitations were primarily the result of the material out of 

which the apparatus was made. High pressure chemistry was revolutionized in 1959 when 

scientists at the National Bureau of Standards (now NIST) invented the first diamond anvil 

cell (Figure 1.5.2).107 Still accurately determining the pressure inside of the cell was 

problematic and prevented the diamond anvil cell from gaining wide-scale usage in 

research laboratories. This obstacle was finally surmounted in 1971 when National 



16 
 

Bureau of Standards scientists developed a reliable and convenient method to determine 

the pressure – ruby fluorescence (See 2.3.1).108 Since then high pressure research has 

flourished and now with diamond anvil cells, pressures as high as 4 Mbar are attainable 

with standard flat diamond culets, nearly 7 Mbar can be achieved with specially 

synthesized diamond culets109,110 and 10 Mbar is obtainable with double stage diamond 

anvil cells.111 

 
Figure 1.5.2. The first diamond anvil cell developed by the National Bureau of Standards.107  

 

Finding molecules which are sensitive to mechanical forces is the first step toward 

the realization of smart materials such as self-healing polymers. Chemical groups 

designed to be activated by mechanical force include four-membered rings generated by 

both chemical and photochemical means,112,113 as well as six-membered rings that are 

susceptible to Diels−Alder114 and retro-Diels−Alder reactions.115-117 To break chemical 

bonds, it is generally accepted that some sort of anisotropic shear force must be 

generated at the molecular level.118 Examples of such shear forces include pulling on a 
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molecule using a scanning probe microscope tip,119-121 stretching polymer films,122 

mechanical grinding,98,123-126 and using cavitating bubbles in a sonicated sample.98,127 

Recently the ability of isotropic hydrostatic pressure, as opposed to shear, was 

investigated as a source to generate chemical changes in highly strained photoisomers 

with different three-dimensional structures.128 By tethering two anthracene 

chromophores together using ethyl linkers, a cyclophane molecule, bi(anthracene-9,10-

dimethylene) (BA), was made that could undergo intramolecular photodimerization to 

form a high energy isomer denoted PI, as shown in Figure 1.2.3A. The dissociation of PI in 

a polymer matrix was greatly accelerated by the application of relatively low pressures on 

the order of 1.0 GPa. Pressure-dependent rate measurements indicated that this reaction 

has a negative activation volume, and this was recently confirmed by ab initio 

calculations.129 This pressure sensitivity was not observed in the untethered analogue An2 

(Figure 1.2.3B). The dramatic acceleration of the PI photodimer dissociation 

demonstrated that isotropic pressure, as opposed to anisotropic shear, could be used to 

break chemical bonds. 
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Figure 1.5.3. (A) The tethered anthracene bi(anthracene-9,10-dimethylene) (BA) converts to a photoisomer 
(PI) under UV irradiation. Pressure dissociates PI to reform BA. (B) The dianthracene (An2) photoproduct 
formed under UV irradiation from anthracene monomers. 

 

1.6 Research Projects Preview 

 

 In the subsequent chapters, projects involving both mechanophore behavior 

under high pressure and exciton dynamics in organic chromophores will be explored. In 

chapter 2, brief descriptions of the synthesis and preparation of samples is provided. The 

spectroscopic setups and ancillary equipment operation are also discussed. In chapter 3, 

the application of high pressure in a diamond anvil cell is used to monitor the back 

reaction of an anthracene photoisomer in search of pressure sensitive molecular motifs. 

Core-shell noble metal nanoparticles which can potential serve as an optically detected 

pressure sensor are also explored within the diamond anvil cell. In chapter 4, 

interchromophore electronic coupling is examined in covalently tethered terthiophene 

and anthracene dimers using sulfur atoms as the linker. Ultrafast spectroscopy and 
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theoretical calculations show how the oxidation state of the sulfur bridge imparts control 

over interchromophore electronic coupling and thus the photophysics of the 

terthiophene compounds and photochemistry of the anthracene compounds. In chapter 

5, interband assisted NIR-to-visible upconversion in crystalline rubrene is investigated. A 

model is developed that captures the dependence of the upconverted 

photoluminescence on pulse spacing as well as quartic to quadratic to saturated intensity 

dependence. In chapter 6, singlet fission in solution grown single crystals of tetracene is 

probed with special attention given to the correlated triplet pair state that is evidenced 

in the temporal oscillations of photoluminescence time traces. Photoluminescence is 

recorded as a function of temperature from 20 – 500 K and the oscillation damping is 

found to be relatively independent of temperatures above 200 K. Finally, in chapter 7, the 

dissertation is summarized, put into context of the current state of the field and remaining 

questions are considered.  
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Chapter 2: Experimental 

 

2.1 Sample Synthesis and Preparation 

 

2.1.1: 9-tert-butylanthracene 

 

 9-tert-butlyanthracene (9tBA) was synthesized in the dark following a previously 

published scheme.1 Briefly, the tert-butyl group can be added to anthrone with a Grignard 

reaction followed by dehydration with phosphorous pentoxide. The 9tBA was 

subsequently purified via recrystallization from methanol. Characterization of 9tBA was 

performed in cyclohexane solution at millimolar concentrations. Zeonex was chosen as 

the polymer host for the 9tBA thin films since it is transparent in the ultraviolet region (λ 

>237 nm) where the anthracene chromophore absorbs intensely. Zeonex pellets were 

dissolved in millimolar 9tBA cyclohexane solutions. The resulting mixture was sonicated 

in the dark for 1 h. After sonication, the solution was drop cast onto a glass slide and 

allowed to evaporate leaving behind a transparent film of 9tBA-doped Zeonex. Residual 

oxygen was removed from the thin films by storing them in a vacuum cryostat (10-4 torr) 

for at least 48 h.  
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2.1.2: Sulfur bridged terthiophene dimers and methyl terminated monomers 

 

 Synthesis was performed by a collaborator.2 Briefly, terthiophene is synthesized 

using a Kumada coupling between 2-bromothiophene and 2,5-bromothiophene. A 

solution of terthiophene in tetrahydrofuran had n-butyllithium added to it under a 

nitrogen atmosphere. Dropwise addition of bis(phenylsulfonyl)sulfide produces T3ST3 

which is extracted with diethylether and purified with column chromatography. Adding 

0.36 millimoles of meta-chloroperoxybenzoic acid to T3ST3 yields the sulfoxide bridged 

dimer, T3SOT3. Using 1.11 millimoles of meta-chloroperoxybenzoic acid added to T3ST3 

produces the sulfone bridged dimer, T3SO2T3. The methyl terminated monomers were 

synthesized in a similar fashion but by substituting dimethyl disulfide for 

bis(phenylsulfonyl)sulfide. For optical characterization, solutions in cyclohexane, 

acetonitrile, and dichloromethane were prepared in micromolar concentrations.   

 

2.1.3: Sulfur-bridged anthracene dimers and phenyl terminated monomers 

 

 Sulfur bridged anthracene compounds were synthesized from commercially 

purchased bromoanthracene by a collaborator.3 Briefly, a palladium cross-catalyzed 

coupling of bromoanthracene and potassium thioacetate yielded AnSAn. Two equivalents 

of meta-chloroperoxybenzoic acid were added to AnSAn to produce AnSO2An. The 

phenyl terminated AnSph was synthesized by substituting potassium thioacetate with 
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diphenyl disulfide. Three equivalents of meta-chloroperoxybenzoic acid were added to 

AnSPh to produce AnSO2Ph. For optical characterization, micromolar solutions of each 

compound in cyclohexane, acetonitrile and dichloromethane were prepared.  

 

2.1.4: Rubrene 

 

 Two commercially available bottles of rubrene (Sigma-Aldrich, sublimed grade 

99.99%; Acros Organics, 99%) were used for solution and microcrystalline powder 

measurements. Single crystals of rubrene were grown via physical vapor transport by a 

collaborator and the procedure is briefly summarized here. Into quartz growth tubes is 

placed a ~300 mg of rubrene powder on one end. The end of the tube containing the 

rubrene powder is placed into a furnace at 583 K and the remainder of the tube has cold 

water flowing through a copper tube surrounding it. Purified hydrogen gas flows over the 

rubrene powder toward the cooler end of the growth tube. After ~48 h, rubrene crystals 

with extended ab facets (on average 1 mm2) appear on the cooler end of the growth tube.  

 

2.1.5: Tetracene single crystals 

 

 Tetracene was purchased from Sigma-Aldrich (sublimed grade 99.99%) and used 

as received. To make single crystals, ~ 7 mg of tetracene were weighed out, dissolved in 

50 mL of toluene and sonicated for ~20 min in the dark. Under only red ambient lighting, 
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the solution was filtered through a Whatman qualitative #1 filter into a separate 

precleaned flask which was covered in aluminum foil and sealed. Glass slides were 

cleaned by bathing in concentrated hydrochloric acid for at least 4 h. The glass slides were 

rinsed with deionized water and methanol and then allowed to dry. The filtered tetracene 

solution was then drop cast onto the cleaned glass or silanized glass slides and allowed to 

evaporate in a dark drawer for a minimum of 1 h. Using an optical microscope, crystals 

which resembled a stretched hexagon were selected for further measurements. For low 

temperature studies, the crystals were left uncovered and mounted on the heat 

exchanger of a vacuum cryostat (10-5 torr). Indium scrap metal was placed between the 

glass slide and cold finger to obtain good thermal contact. For high temperature 

measurements, the crystals required protection to prevent sublimation at T > 350 K. In a 

glove bag filled with nitrogen, a drop of fomblin oil (PFPE) was placed over the crystal and 

subsequently covered with a glass coverslip. To seal the sample, copper room 

temperature vulcanizing (RTV) sealant (Permatex 81878 Ultra Copper Maximum 

Temperature Silicone Sealant, rated to 644 K) was placed at the edges of the coverslip to 

adhere it to the glass slide. After a 24 h curing period, the samples were impervious to 

sublimation at elevated temperature.  
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2.2: Optical Characterization 

 

2.2.1: Steady-state measurements 

 

Electronic absorption spectroscopy was performed with a Varian Cary 500 UV-Vis 

/ Near IR spectrophotometer. The wavelength interval was varied between 0.5 – 1.0 

nm/step and integration time was varied between 0.1 – 1.0 s/step. For pressure-

dependent absorption measurements, samples were placed into a diamond anvil cell 

(DAC). Type II diamonds with 1.0 mm diameter culets were used in the DAC. Inconel 

gaskets with a typical aperture diameter of ~ 500 μm were used between the diamonds 

(Figure 2.2.1a). To take the absorption spectra, a 38 mm focal length fused silica lens is 

used to focus the white light through the DAC aperture and another 38 mm fused silica 

lens is used to collect the light and couple it to the spectrophotometer. To monitor the 

pressure, ruby dust was placed in the aperture along with the sample. The shift of R1 

emission line of ruby microcrystals with pressure enables the pressure to be calculated 

by using  𝑝 =  
𝜐1−𝜐0

−0.753𝑐𝑚−1 𝑘𝑏𝑎𝑟⁄
, where p is pressure in kilobars, ν0 is the energy of the  ruby 

R1 line in wavenumbers (cm-1) at ambient pressure, ν1 is the energy of the ruby R1 line 

under pressure (Figure 2.2.1B).4 The pressure is measured by exciting the ruby 

microcrystals with a 532 nm continuous wave laser and detecting the emission in a front 

face configuration.  
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Figure 2.2.1. (A) Diagram of diamond anvil cell (DAC) setup showing two 38 mm lenses used to guide the 
light through the DAC and then to the detector. The flat face of the diamond is the culet and is 1.0 mm in 
diameter. The sample is placed into the aperture of the Inconel gasket along with ruby microcrystals. (B) 
The measured emission of the ruby microcrystal under 532 nm excitation showing both the R1 (14,400 cm-

1) and R2 (14,430 cm-1) emission lines. Upon the application of pressure both lines shift to lower frequencies. 
The shift in the R1 frequency is used to calculate the hydrostatic pressure in the DAC. 

 

Steady-state photoluminescence (PL) spectra were recorded in a right-angle 

configuration with a PTI QuantaMaster-400 fluorimeter which utilizes a xenon arc lamp 

as the excitation source and is capable of detecting emission from the UV to NIR 

wavelengths. Intensity dependent measurements on rubrene were performed by varying 

the incident laser power with a neutral density (ND) filter and recording the intensity of 

the PL with a photomultiplier tube (PMT) which was coupled to a lock-in amplifier. When 

a dichroic was available front-face detection was used; otherwise, an angled detection 

set up was employed. The front-face configuration was used for 800 nm and 808 nm 

excitation. For 800 nm excitation, the Coherent Vitesse which can be run in pulsed (80 

MHz, 100 fs) or CW mode was used as the excitation source (Figure 2.2.2). The beam was 

incident upon the ab facet of the crystal and the polarization was aligned parallel to the 

b axis. The sample was kept in a vacuum cryostat fitted with optical windows. A 750 nm 
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short wave pass (SWP) filter was used to minimize the contribution of the laser scatter to 

the signal which was collected with a PMT.  

 

Figure 2.2.2. Diagram of the experimental set up used to measure the intensity dependence of the 
upconverted PL in crystalline rubrene using both a modelocked and continuous wave source at 800 nm.  

 

The angled experimental setup used to record the power dependence of 

crystalline RUB utilized a 980 nm laser diode as the excitation source (Figure 2.2.3). A 950 

nm long wave pass filter (LWP) was used to clean up the laser line and an ND filter was 

used to vary the laser power. The beam was horizontally polarized and incident on the ab 

facet of the RUB crystal. The crystal was rotated so that horizontally polarized beam was 

aligned parallel to the b axis. The PL was collected with a PMT through a 750 nm short 

wave pass (SWP) filter. This configuration was also used to collect the PL spectra of RUB 

by switching laser diodes (532 nm, 808 nm and 980 nm) into the setup and replacing the 

PMT with a fiber optic coupled to the Ocean Optics USB 4000 spectrophotometer. The 

chopper was removed for this measurement. The 950 nm LWP was used for the 980 nm 
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laser, the 810 nm IF was used for the 808 nm laser and no laser line filter was used for the 

532 nm laser. The 750 nm LWP was used in the detection for 808 nm and 980 nm while 

an OG 550 nm LWP was used for the 532 nm excitation. Each laser was incident upon the 

ab facet and the polarization aligned parallel to the b axis. This configuration was also 

used to measure the polarization dependence by replacing the vacuum cryostat was with 

a rotatable mount. 

 

Figure 2.2.3. Diagram of the angled-detection setup used to record the upconverted PL in crystalline 
rubrene under vacuum. For intensity dependent measurements a PMT was used for detection. The PL 
spectra were recorded by replacing the PMT with a fiber optic which was coupled to an Ocean Optics 4000 
USB spectrometer. To record the spectra under different excitation wavelengths, the 980 nm laser diode 
was replaced with a 532 nm or 800 nm laser diode.  

 

 To measure the lifetime of the intermediate state in rubrene, a Pockels cell was 

used as a pulse picker to vary the repetition rate of the laser (Figure 2.2.4). The Coherent 

Vitesse (80 MHz, 100 fs) was operated in pulsed mode for the variable repetition rate 

experiment. The pulse picker enables the repetition rate to be varied from 0.8 to 80 MHz. 

A glass slide is used as a beam splitter (BS) to direct ~1% of the beam onto a photodiode 

(PD) whose signal is displayed on an oscilloscope to monitor the repetition rate. The laser 

was incident upon the ab facet of the RUB crystal and the polarization aligned parallel to 

the b axis. The PL is detected with PMT through a 750 nm short wave pass filter (SWP). 
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Figure 2.2.4. Simplified diagram showing how the output of the 80 MHz Vitesse laser was fed into a pulse 
picker in order to vary the repetition rate by an order of magnitude. Front face detection was used to 
measure the upconverted PL in crystalline rubrene as a function of pulse spacing.  

 

2.2.2: Laser systems for time-resolved spectroscopy 

 

The Coherent Vitesse laser is used as the seed laser for the Libra system described 

below; however, by placing a flip mirror in the cavity of the Libra, the Vitesse could be 

used independently of the Libra system. The Vitesse outputs 100-fs modelocked pulses at 

800 nm with a repetition rate of 80 megahertz. It typically operates at powers between 

800-900 milliwatts. The output of the Vitesse was coupled to a ConOptics pulse picker in 

order to control the repetition rate. The 800 nm fundamental beam was used for two-

photon experiments. For one photon experiments, the fundamental was frequency 

doubled using a 3.5 mm beta-barium borate (BBO) crystal. The Pockels cell used in the 
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pulse picker introduces a significant temporal chirp to the fundamental beam making 

frequency doubling inefficient. To achieve efficient frequency doubling after the Pockels 

cell of the pulse picker, it was necessary to compress the beam using prism pairs before 

the doubling crystal. A 400 nm dichroic was used as a mirror after the doubling crystal to 

filter out any residual 800 nm.  

The 1 kilohertz Coherent Libra is used for both time-resolved photoluminescence 

and transient absorption measurements. The Vitesse laser (described above) is used as 

the seed laser for the Libra assembly. While a second harmonic Q-switched laser, the 

Coherent Evolution, serves as the pump in the regenerative amplifier. The Libra utilizes 

chirped pulsed amplification to achieve high intensity femtosecond pulses. Briefly, the 

femtosecond 800 nm oscillator is temporally stretched with a grating known as the 

stretcher. A Ti:Sapphire crystal which is pumped by the 527 nm output of the Evolution is 

used as the amplifier. The seed pulse is confined to the regenerative amplifier cavity using 

the polarization of a Pockels cell allowing the pulse to make many passes through the 

Ti:Sapphire crystal which results in amplifications of ~ 106. The polarization of the Pockels 

cell then rotates allowing the amplified pulse to be dumped out of the cavity. At this point, 

the amplified pulse is temporally compressed with another grating before exiting the 

Libra optical cavity.  
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Figure 2.2.5. Simplified diagram showing how the prism pair was used to compress the 800 nm pulse after 
passing through the pulse picker to efficiently generate the frequency-doubled 400 nm beam used for 
excitation. The first mirror (M1) steers the beam into the bottom of the prism (P1). The beam passes 
through the second prism (P2) onto the second mirror (M2) which raises the height of the beam to pass 
back through both P2 and P1 at the top of the prisms in order to have the beam pass above M1 and be 
incident on the third mirror (M3). There is a distance of 80 cm between both prisms, and P2 is mounted on 
a translation stage to allow fine tuning of the beam compression. After compression, a 5 cm lens focuses 
the 800 nm pulse onto a beta-Barium borate (BBO) crystal to generate 400 nm which is recollimated with a 
4 cm lens. A 400 nm dichroic is used as a mirror to filter out any residual 800 nm before the beam is focused 
onto the sample with a 15 cm fused silica lens. The sample is housed in a vacuum cryostat fitted with optical 
windows. Photoluminescence is collected with a 10 cm fused silica lens and detected with the Hamamatsu 
streak camera. The excitation and emission beams are shown colinearly for simplicity.  

 

2.2.3: Ultrafast Transient Absorption Spectroscopy 

 

The Coherent Libra laser system and Ultrafast Systems Helios transient absorption 

spectrometer are used for ultrafast pump-probe measurements. The majority (90%) of 

the 800 nm fundamental beam is frequency doubled with a BBO crystal to serve as the 

400 nm pump beam. The remaining 10% of the fundamental is focused onto a 3 millimeter 

sapphire plate to generate the white light continuum probe beam. The pump and probe 
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beams are focused onto the same spot of a 1 millimeter path length quartz flow cell. 

Approximately 30 milliliters of the sample solution are flowed through the cell with a 

peristaltic pump. The scattered probe beam is collected with a 4 centimeter focal length 

lens and focused onto a fiber optic which is coupled to the spectrometer. The time delay 

between the arrival of the pump and probe beam is obtained by using a delay stage in the 

pump beam line which is controllable with the Helios software.  

 

Figure 2.2.6. Simplified diagram showing the transient absorption setup using the femtosecond Coherent 
Libra laser system. The fundamental 800 nm beam is split (BS) into the pump and probe beams. The 400 
nm pump beam is generated with unfocused incidence on a BBO crystal. The white-light continuum probe 
beam is generated by focusing a small portion of the fundamental onto a sapphire or calcium fluoride plate. 
The pump and probe beams overlap on a 1 millimeter pathlength, quartz flow cell and the scattered probe 
is collected with a 4 centimeter lens which is then detected with the Helios spectrometer. Time resolution 
is obtained by altering the distance traversed of the pump beam with a delay stage.  

 

2.2.4: Time-resolved Photoluminescence Spectroscopy 

Both the Coherent Libra and Vitesse can be used to obtain time-resolved 

photoluminescence spectra with a Hamamatsu C4334 Streakscope. The streak camera 

provides both spectral and dynamical data from the sample with 2.5 nm and 15 ps 
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spectral and temporal resolution, respectively. Briefly, sample emission enters the 

detector and a monochromator splits the emission into separate wavelengths. Photons 

then encounter a photocathode which converts the photons into electrons which are 

ejected into a cathode tube. A time varying electric field across the cathode tube provides 

the time resolution since electrons generated at different times experience different 

electric fields. A micro-channel plate after the cathode tube amplifies the electron signal 

after which a phosphor screen is impacted, whose emission is record with a charge 

coupled device (CCD).  

 

2.3 Theoretical Calculations 

 

Theoretical calculations were performed by a collaborator and are described 

briefly here.  

2.3.1 Terthiophene calculations 

Electronic structure calculations of terthiophene (T3), T3SOnMe and T3SOnT3 

molecules were performed using density functional theory (DFT)5,6 with the long‐range 

corrected version of B3LYP energy functional (CAM‐B3LYP).7 Electronic transitions were 

obtained with the time‐dependent version of DFT (TDDFT)8,9 and with the Tamm‐Dancoff 

approximation.10,11 The 6‐31G(d) and 6‐31+G(d) basis sets were employed for molecular 
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geometry optimizations and the computation of excitation energies to low‐lying states, 

respectively. The B3LYP energy functional has shown good performance in the 

computation of electronic excitations of sulfur‐organic compounds.12  Although it is often 

advisable to use tight d‐functions to account for core polarization effects when dealing 

with second row elements such as sulfur. One of the main limitations of TDDFT is its 

difficulty with CT‐type of excitations. For this reason, the long‐range corrected version of 

B3LYP energy functional, i.e. CAM‐B3LYP, has been used which has shown to be capable 

of reliably computing CT transitions in organic molecules.13‐15 

The effect of the solvent was taken into consideration in all calculations with the 

polarizable continuum model (PCM).16 Diabatic states have been constructed with the 

Edmiston-Ruedenberg localization scheme17 as linear combinations from the four lowest 

excited singlet eigenstates. Coupling energies between locally excited (LE) and CT diabats 

correspond to off diagonal terms of the four by four diabatic Hamiltonian. All calculations 

were done using the Q-Chem program.18  Natural bond orbital (NBO) analysis was 

performed at the CAM-B3LYP/6-31+G(d) level in dichloromethane with the NBO 5.0 

package.19 

2.3.2 Anthracene calculations 

Electronic structure calculations for the ground and excited states were 

performed within the framework of density functional theory (DFT)20,21 and its time-

dependent version (TDDFT)9,22 respectively. To account for weak interactions and 
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important electronic redistribution between the anthracene moieties and the SOn bridges 

upon photoexcitation, the ωB97X-D functional23 is used together with the 6-31+G(d) basis 

set. CH2Cl2 solvent effects are accounted for with the polarizable continuum model using 

the C-PCM variant.24 Critical points on the ground state potential energy surface (PES) are 

optimized with no restrictions. Computation of the diabatic states is performed by means 

of the Edmiston–Ruedenberg localization scheme.17 Energy crossing points are optimized 

within the spin-flip DFT (SF-DFT) approximation25 with the BHHLYP functional.26,27 All 

calculations are performed with the Q-Chem program.18 

 

2.4 Other experimental methods 

 

2.4.1 Performing measurements under vacuum 

 A Drivac BH2-60HD oil-free turbo pump is used to pull vacuum (10-5 torr) for solid 

state samples mounted in the Janis Research ST-300 or ST-500 cryostat which are fitted 

with optical windows. The pressure in the cryostat and vacuum line is monitored with a 

Televac 4A convection vacuum gauge controlled by a Televac MC300 vacuum controller.  

2.4.2 Variable temperature experiments 

 A heat exchanger (cold finger) in the cryostat enables temperatures between 4 K 

and 500 K to be achieved at the sample. Indium scrap metal is used between the cold 
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finger and the sample to enable good thermal contact. To ensure thermal equilibrium was 

attained the samples were allowed to remain at a given temperature for at least 30 min 

before measurements were performed. For temperatures above 293 K, a Lake Shore 

Cryogenics 335 temperature controller is used to control a heater which heats the sample. 

For temperatures below 293 K, the Lake Shore Cryogenics temperature controller is used 

in conjunction with a cryogenic fluid. A Linde 25 L dewar is used to house N2(l) for 

temperatures down to 77 K. A Janis Research transfer line (ST-LINE) connects the dewar 

to the heat exchanger of the cryostat. When N2(l) is used the dewar must be pressurized 

by feeding in air from the hood. For temperatures below 77 K, He(l) is used and must be 

transferred directly from the tank to the cryostat with the transfer line (Figure 2.4.1). It is 

important to evacuate the insulating jacket around the transfer line before using He(l). 

Connect the vacuum pump to the evacuation valve on the transfer line and pump on the 

line for at least 48 h. To connect the transfer line to the He(l) tank, a ½” MNPT connector 

was used along with a #11 rubber o-ring. The flow of He(l) into the cryostat is driven by 

the overpressure in the He(l) tank which is generated from the boiling He(l) when the 

transfer line is inserted. To connect the tank and cryostat, first connect the transfer line 

to the cryostat, then ensure that the vent and pressure control valve on the tank are both 

closed. Remove the dust cover from the liquid valve and insert the transfer line. Open the 

liquid valve and slowly insert the transfer line until the bottom of the tank is reached and 

then lift the transfer line ¼”. Secure the transfer line with ½” connector. During insertion, 

the pressure in the tank will rise. Eventually (5-10 min) the He(l) will begin to vent out of 
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the cryostat and the temperature will rapidly drop. Monitor the pressure throughout the 

experiment. The vent can temporarily be opened to lower the pressure if it exceeds ~6 

psi. To achieve temperatures lower than 20 K, the heat shield  must be placed around the 

cold finger. To stop the flow of He(l), open the vent valve until the tank pressure returns 

to atmospheric pressure. To measure the fill level of the He(l) tank, use the transfer line 

as a dipstick. With the vent open, insert the transfer line until the bottom of the tank is 

reached then pull it out. The transfer line will freeze once pulled out and this is an 

indication of the He(l) level. Measure the level and convert to volume using the chart 

which is welded to each tank. An important note when using He(l) and the Lake Shore 

Cryogenics 335 temperature controller is that the diode type must be changed from 

silicon to GaAlAs in order to measure temperatures below ~20 K. 

 Care must be taken when heating any sample back up from cryogenic 

temperatures for two reasons. First, when using the heater the cold finger at the sample 

can often be at a higher temperature than the temperature controller indicates until 

thermal equilibrium is achieved, which takes many hours after going to cryogenic 

temperatures. This can lead to accidental annealing of samples. Second, opening the 

cryostat before it has fully warmed to room temperature (~8 h) will lead to ice being 

deposited on the heat exchanger which makes achieving vacuum again very time 

consuming.  
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Figure 2.4.1. Images showing the connections between the Janis Research ST-300 cryostat and a liquid 
helium tank.  
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2.4.3 Measuring PL as a function of magnetic field strength 

 Measuring the PL of a sample in a magnetic field is imperative for determinations 

of singlet fission. Two cylindrical 2 inch tall and 2 inch diameter neodymium magnets were 

purchased from K&J Magnetics (DY0Y – N50). They were each placed in custom machined 

holders (Figure 2.4.2) to allow them to be mounted on a custom machined stage (Figures 

2.4.3). The field generated between the magnets was measured with an AlphaLab DC 

Gaussmeter (GM-1-ST). The field ranged from 500 Gauss with the magnets fully apart to 

3300 Gauss with the magnets as close as they can get to the cryostat. 

 

Figure 2.4.2. Magnet holder and mount for the stage. The brass wheel enabled the magnetic field to be 
tuned by varying the distance between the two magnets.  
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Figure 2.4.3. The mounting stage for the magnet holders was bolted to the laser table and the Janis Research 
ST-300 cryostat was placed on a 3D stage at the center (top). The two magnets mounted onto the stage at 
the maximum separation point (bottom).  
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Chapter 3: Structural motifs which lead to enhanced pressure sensitivity – strained 

four-membered rings in Dewar 9TBA and core-shell nanoparticles 

 

3.1 Pressure enhanced back reaction rate of the 9-tert-butylanthracene photoisomer 

 

The ability of isotropic hydrostatic pressure, as opposed to shear, had been 

previously investigated as a source to generate chemical changes in highly strained 

photoisomers with different three-dimensional structures. By tethering two anthracene 

chromophores together using ethyl linkers, a cyclophane molecule, bi(anthracene-9,10-

dimethylene) (BA), was made that could undergo intramolecular photodimerization to 

form a high energy isomer denoted PI.1 The dissociation of PI in a polymer matrix was 

greatly accelerated by the application of relatively low pressures on the order of 1.0 GPa. 

Pressure-dependent rate measurements indicated that this reaction has a negative 

activation volume, and this was recently confirmed by ab initio calculations.2 This 

pressure sensitivity was not observed in an untethered analogue An2. The dramatic 

acceleration of the PI photodimer dissociation demonstrated that isotropic pressure, as 

opposed to anisotropic shear, could be used to break chemical bonds. 

Motivated by the results on BA, pressure-sensitive structural motifs present in 

photoproducts were sought. Since the dissociation of the untethered anthracene dimer 

An2 was not sensitive to pressure, it seemed clear that the presence of internal six-
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membered 1,4-cyclohexadiene rings of the [4 + 4] photoisomer was insufficient to induce 

pressure sensitivity. Here, the presence of a pair of internal four-membered rings were 

explored as a means to enhance the pressure sensitivity.3 The Dewar photoisomerization 

of aromatic molecules is an example of a reaction that produces a pair of strained four-

membered rings.4 Therefore, 9-tert-butylanthracene (9TBA), a molecule that 

photoisomerizes to its 9,10 Dewar form (D-9TBA) in liquid solution5,6 (Figure 3.1.1) was 

used to test this hypothesis. The Dewar form is somewhat stable in room temperature 

solution, with a lifetime of several hours in hexane. By dissolving 9TBA in a polymer matrix 

and placing it in a diamond anvil cell (DAC), the effect of pressure on the rate of the D-

9TBA → 9TBA reaction can be tested, which is analogous to the PI → BA conversion.  

 

Figure 3.1.1. UV irradiation of 9-tert-butylanthracene (9tBA) produces the Dewar photoisomer (D-9tBA). 
Isotropic pressure enhances the back reaction. 

 

The 9TBA → D-9TBA transformation can be monitored using absorption 

spectroscopy. As shown in Figure 3.1.2, the anthracene chromophore in 9TBA has two 

distinct absorption features that diminish when D-9TBA is formed: the characteristic 

anthracene S0 → S1 absorption in the 350−450 nm range and the S0 → S3 feature peaked 

at 263 nm.7 Since the S0 → S3 absorption coefficient is approximately 10× larger than that 
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of the visible S0 → S1 transition, the area under this peak was integrated to assess the 

concentration of 9TBA present in the sample. One complication is that the presence of O2 

can lead to peroxidation of the anthracene ring,8 providing a competing reaction channel. 

Side reactions with O2 are a much bigger concern for 9TBA than for BA due to its lower 

isomerization quantum yield (∼1% versus >50% for BA). The O2 photoproduct does not 

revert to 9TBA at room temperature, unlike D-9TBA, and this lack of reversibility provides 

a measure of the relative importance of this reaction channel. Exposing the polymer 

sample to a vacuum of 10−4 Torr for approximately 48 h was required to sufficiently 

remove O2, consistent with previous results on 9TBA in polystyrene.9 If a thoroughly 

degassed 9TBA/Zeonex sample is photolyzed and then left in the dark for >24 h, complete 

recovery of the absorption spectrum is observed. 
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Figure 3.1.2. Absorption spectrum of 9tBA in Zeonex illustrating the decrease in absorbance as a function 
of irradiation time. Integrating the high energy peak provides a way to monitor the conversion of 9tBA to 
D-9tBA.  
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In cyclohexane solution at room temperature, both the forward and reverse 

Dewar reaction dynamics were measured. The forward reaction (9TBA → D-9TBA) 

quantum yield was found to be 6% for 365 nm irradiation, while the reverse reaction rate 

was measured to be 4.0 × 10−5 s−1, both in good agreement with values previously 

reported in the literature for similar solvents.5,6 The forward rate for the 9TBA → D-9TBA 

reaction is found to be 1.5 × 10−4 s−1 under 2.7 mW/cm2 365 nm irradiation in a Zeonex 

matrix under vacuum. From this data, the photochemical reaction yield of 0.6 ± 0.3% can 

be determined using the absorption cross section for 9tBA of 5.8 × 10−18 cm2 at 365 nm. 

This quantum yield value is similar to what has been observed in polystyrene9 but about 

an order of magnitude smaller than what is seen in solution. The reverse reaction rate 

was measured to be 4.5 × 10−5 s−1 in Zeonex, consistent with the values obtained both in 

liquid solution and in polystyrene.9 The different forward rates in solid polymers versus 

liquid solutions are understandable considering the large geometry changes required for 

the Dewar isomerization, which is presumably inhibited by the solid polymer matrix. Since 

the reverse reaction occurs in a cavity that is already expanded to accommodate the 

Dewar form, steric constraints are anticipated to play less of a role, as previously observed 

for Dewar benzene.10 The rate of 9TBA reaction for a Zeonex sample that had not been 

placed under vacuum was also measured, and the forward reaction rate was measured 

to be 3.1 × 10−4 s−1 under the same illumination conditions. Assuming that this rate is the 

sum of the Dewar isomerization and peroxidation rates, then the two rates must be 

almost equal at ambient pressure and temperature.  
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The rate of the 9TBA → D-9TBA photoreaction is very pressure-dependent. Since 

O2 cannot be completely excluded from the DAC during the pressure-loading process, the 

pressure dependence of the Dewar isomerization and peroxidation rates cannot be 

separated. As shown in Figure 3.1.3A, the total rate at ambient pressure (3.1 × 10−4 s−1) 

slowed down considerably at 1.55 GPa (1.5 × 10−7 s−1). Both the isomerization and the 

photoperoxidation rates must be pressure-dependent, since if only one of these rates 

decreased with pressure, the total rate would never drop below the ambient value of 

∼1.5 × 10−4 s−1 for either reaction. The Dewar isomerization is expected to be pressure-

dependent because it requires a large geometry change that will become more difficult 

in a denser medium. It has also been shown that the photoperoxidation reaction is 

sensitive to the free volume in the polymer host,11 presumably because it requires O2 

diffusion. Increased pressure reduces the available volume for O2 diffusion, which should 

slow the peroxidation reaction as well. 
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Figure 3.1.3. (A) The rate of the forward reaction as a function of pressure. (B) The recovery of the 
absorbance of 9tBA with respect to time at a given pressure (symbols) compared to previous results on the 
back reaction of PI → BA (dashed lines) at under ambient conditions and under pressure. The solid lines 
represent the fits using equation 1. 
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Pressure (GPa) 0 0.1 0.42 0.68 1.10 1.43 
kback (×10-5 s-1) 4.5 ± 0.3 6.4 ± 0.5 7.7 ± 0.9 7.4 ± 0.4 9.5 ± 0.3 11.5 ± 1.3 

Table 3.1.1. Measured rate constants of the back reaction at room temperature as a function of pressure.  

The presence of O2 should not affect the back-reaction of D-9TBA to 9TBA, which 

is of primary interest here. To measure the pressure dependence of the D-9TBA → 9TBA 

back reaction, the 9TBA / Zeonex sample is first photolyzed under vacuum and then 

loaded into the DAC within 5 min to minimize O2 exposure. The absorption of the sample 

within the DAC was then monitored over the course of hours as the D-9TBA → 9TBA back-

reaction proceeded. Typical recovery curves are shown in Figure 3.1.3B for ambient, 0.68 

and 1.43 GPa pressures. The recovery becomes more rapid at higher pressures, roughly 

by a factor of three. Also shown for comparison are the pressure-dependent components 

of the PI → BA recovery at ambient and high pressures. This component of the PI → BA 

reaction is clearly much slower at ambient pressure but much faster at high pressures –

bracketing the D-9TBA → 9TBA data. To model the recovery, the D-9TBA → 9TBA back-

reaction is assumed to be a simple first-order process and the concentration of 9TBA, 

N9TBA, is given by 

𝑁9𝑇𝐵𝐴 =  𝑁9𝑇𝐵𝐴
0 (1 − 𝑓𝑐𝑜𝑛𝑣𝑒−𝑘𝑏𝑎𝑐𝑘𝑡)   (3.1) 

where 𝑁9𝑇𝐵𝐴
0 is the original 9TBA concentration before the photoreaction, fconv is the 

fraction reacted by 365 nm excitation (fconv < 0.4 in all experiments), and kback is the back-

reaction rate. Fits to the data using equation 3.1 are overlaid with the data in Figure 

3.1.3B. The kback values obtained from the fits are given in Table 3.1.1. The activation 
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volume, ΔV⧧, of the back reaction can be determined by plotting the natural log of kback 

versus pressure P, using the relation 

Ln(𝑘𝑏𝑎𝑐𝑘) =
−∆𝑉‡

𝑅𝑇
𝑃 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡   (3.2) 

where R is the ideal gas constant and T is the temperature.12 A linear fit to the data yields 

ΔV⧧ = −2.3 ± 0.2 Å3. The activation volume can be associated with the volume change of 

the transition state, which in this case must be smaller than that of the reactant D-9TBA. 

A smaller transition state is favored at high pressure and thus accelerates the reaction. 

While this ΔV⧧ value is significant, it is almost an order of magnitude smaller than the ΔV⧧ 

= −16 Å3 previously obtained for the PI → BA reaction. 
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Figure 3.1.4. Dependence of the natural log of the back reaction rate on pressure. A linear least-squares fit 
to the data yields an estimate of the activation volume ΔV⧧ = -2.3 ± 0.2 Å3. 

 

The recovery rate of 9TBA increases by almost a factor of three as the pressure is 

increased, while the PI → BA recovery rate increased nearly three orders of magnitude 

over the same pressure range. One can then ask why are the pressure-dependent 
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reaction dynamics of D-9TBA and PI so different? Both are metastable, high energy 

photoisomers. DFT calculations place D-9TBA 184 kJ/mol above 9TBA, close to the 

experimental ΔH0 = 172 kJ/mol (Figure 3.1.5).13,14 PI is calculated to be only 87 kJ/mol 

above BA, again comparable to experimental values.1 The higher energy of D-9TBA is likely 

due to the formation of two adjacent cylcobutene rings with higher strain than the two 

separate cyclobutane rings in PI. Despite their enthalpic differences, the PI → BA and D-

9TBA → 9TBA reactions have very similar activation energies of 93−96 kJ/mol at room 

temperature and pressure.1,5,13 Thus, from an energetic standpoint, there is no reason to 

suspect that PI would become so reactive at high pressure relative to D-9TBA. A second 

point of comparison involves the product and reactant molecular volumes obtained from 

the crystal structures. Although estimating molecular size from crystal structures is 

inexact due to packing considerations, these numbers provide a well-defined reference 

point for comparing similar molecules. In many organic isomerization reactions, the 

activation volume is close to the reaction volume,15 i.e., the difference between 

equilibrium product and reactant molecular volumes. Thus, destabilization of a higher 

volume reactant at higher pressures is typically expected to lead to more rapid reaction 

kinetics. 9TBA has a volume of 325 Å3, while D-9TBA occupies a larger volume of 334 Å3.16 

The negative reaction volume (−9 Å3) calculated from the crystal structures predicts a 

negative activation volume for the D-9TBA → 9TBA reaction, as observed. PI, on the other 

hand, occupies a slightly smaller volume than BA, as estimated from their crystal 

structures, and thus a positive activation volume would be predicted for the PI → BA 
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reaction, with a concomitant slowing of the reaction at higher pressures. This is the 

opposite of what is observed experimentally. If energy differences and volume changes 

are solely considered, the high-energy, high-volume D-9TBA would be expected to be 

more sensitive to pressure than PI, contrary to what is observed. 

 

Figure 3.1.5. Comparison of the potential energies of PI and D-9tBA reactions, where the activation energy 
(ΔE‡) is approximately 94 kJ/mol for both reactions.  

 

A theoretical report sheds some light on this discrepancy suggesting that the 

tethering of the two anthracenes in PI leads to an asymmetric diradicaloid transition state 

whose volume is significantly smaller than that of the reactant or product.2 The idea is 

that this asynchronous transition state avoids transient crowding by nonbonded carbons. 

If this is true, then a large negative ΔV⧧ is expected only for the cyclophane PI, as 

observed. Neither An2 nor D-9tBA has the same degree of crowding, and neither shows 



63 
 

the same pressure sensitivity as PI.3 From these results, some ideas begin to form about 

what is important for making a pressure-sensitive mechanophore. For example, in PI, it 

was hypothesized that the symmetric three-dimensional structure could exclude most of 

the pressurized medium (i.e., the polymer) from its interior and permit the generation of 

local shear forces on the top and bottom anthracene rings. If correct, this idea suggests 

that boxlike molecular structures should exhibit greater pressure sensitivity than planar 

structures. However, the absence of a pressure effect in An2 shows that such a boxlike 

structure by itself is ineffective. Now the results on D-9TBA, a two-dimensional molecule, 

show that the presence of strained four-membered rings is also not sufficient to generate 

enhanced pressure sensitivity although it is more pressure-sensitive than An2. Taken 

together, the results on these three anthracene molecules are consistent with the idea 

that a crowded three-dimensional carbon environment provides constraints on the 

transition state that lead to a highly negative ΔV⧧. Although much work needs to be done, 

both experiment and theory imply that there may exist general principles for designing 

molecules whose reactivity can be modulated by pressure. 

The pressure dependence of the back-reaction rate of the Dewar isomer of 9TBA 

increases by a factor of ∼3 at high pressure (1.43 GPa). Despite being a highly strained 

isomer, this reaction rate is at least 100× less sensitive to pressure than the PI → BA back-

reaction studied previously. These results suggest that the pressure sensitivity of the PI 

→ BA reaction arises from the unique molecular geometry of PI, as opposed to the 

presence of a single structural motif. Further experiments will be necessary to understand 
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the precise molecular origins of PI’s pressure sensitivity and guide the development of 

other strained molecules that are sensitive to pressure. Eventually, these insights will 

enable the design of molecules that can act as pressure sensors or as components of self-

healing materials. 

 

3.2 Pressure-induced plasmonic response of noble metal nanoparticles 

 

Nanoscale materials have attracted much interest in recent years as quantum 

confinement leads to optical properties that are quite different from that found in the 

bulk material. In addition, these properties are size and shape tunable and the small size 

makes them sensitive to the surrounding environment. The ease of synthesis and inherent 

tunability makes nanoparticles well suited for use as functional materials.17 In noble metal 

nanoparticles incident photons induce a plasmonic response which leads to a broad 

absorption band in spherical shapes and two distinct plasmon peaks in rod shaped 

particles that can be correlated with the long (longitudinal band) and short (transverse 

band) axis of the rod.18,19 Since pressure can change the polarizability of the environment 

surrounding a nanoparticle and such changes will alter the plasmonic response, noble 

metal nanoparticles can be used as pressure sensors by monitoring the optical response. 

Both rod shaped Au nanoparticles and Au core-Ag shell nanoparticles (Au@Ag) were 

explored for optically detectable pressure sensing. Au is a popular choice for 
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nanoparticles due to its chemical stability and ease of surface modification,20 but the high 

plasmonic response of Ag in the visible region of the electromagnetic spectrum makes it 

an ideal material for optical applications,21 and the enhanced environmental sensitivity of 

Ag is desirable for pressure sensing applications.22 However, synthesizing Ag nanospheres 

with a diversity of sizes has proven to be difficult.23 Since the plasmonic response of core-

shell particles is governed by the properties of the shell,24 an alternate way of making 

size-disperse Ag nanoparticles is to use the easily controllable Au nanospheres as a 

template for Ag.23 By varying the mixing ratios of Au and Ag, the optical properties of 

these core-shell nanoparticles can be tuned. Using a diamond anvil cell (DAC), the optical 

absorption is measured as a function of hydrostatic pressure for both Au nanorods and 

Au@Ag core-shell nanospheres embedded in polymer matrices.  
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Figure 3.2.1: (A) The absorption spectra of Au nanorods in PVA showing the evolution of the transverse and 
longitudinal plasmon resonances with increasing hydrostatic pressure. (B) The longitudinal peak is more 
sensitive to the application of pressure.  
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Figure 3.2.1A shows the normalized spectra of Au nanorods as the pressure is 

increased from 3 kbar to 128 kbar. The decrease in the intensity of absorption is caused 

by a shortened pathlength within the aperture of the DAC since the pressure is increased 

by bringing the diamond culets together. Up to 96 kbar, the peaks shift reversibly upon 

releasing the pressure; however, pressures above 96 kbar lead to irreversible changes in 

the ambient absorption spectrum of the gold nanorods. Furthermore, the spectra above 

96 kbar seem relatively insensitive to the additional pressure increases as is most evident 

in the flattening of the peak shift curves in figure 3.2.1B. The likely culprit for the 

irreversibility and diminished pressure sensitivity at the highest pressures is a permanent 

shape change in the nanorod. The longitudinal plasmon response exhibits a more 

sensitive response to the applied pressure as compared to the transverse peak. This is not 

surprising as the environmental insensitivity of the transverse plasmon band has been 

previously reported where both the aspect ratio of nanorods and the surrounding media 

yield only subtle changes in the peak shape and location.19  

Au@Ag core-shell structures were also examined at a variety of different mixing 

ratios for their pressure sensitivity. Similar to the Au nanorods, a redshift of the Ag 

plasmonic response is observed as the pressure is increased in 1:5 Au@Ag particles 

(Figure 3.2.2A). The peak shift is more sensitive to pressure changes when compared to 

the Au nanorods; however, after only 30 kbar the ambient spectrum cannot be 

reproduced. The lack of reversibility at moderate hydrostatic pressure probably results 

from breaking or deforming the Ag shell. Among the different mixing ratios, the plasmonic 
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response for the 1:5 Au@Ag is the sharpest which leads to more easily identifiable peak 

shifts. The 1:2 Au@Ag nanoparticles exhibit a broadened plasmon response that redshifts 

with increasing pressure (Figure 3.2.3A). Irreversibility is once again obtained around 30 

kbar. In this case increased pressure appears to also cause the plasmon response to 

sharpen as the bluer feature becomes less prominent at higher pressures. This behavior 

is similar to that observed in the 1:1 Au@Ag particles (Figure 3.2.3B) where increased 

pressure only leads to a small redshift and a distinct sharpening of the plasmon response. 

The decreased pressure sensitivity could be the result of increased Au character in the 

optical response as the Ag concentration is lowered.  
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Figure 3.2.2: (A) The absorption spectra of 1:5 Au@Ag in PVA as a function of pressure. (B) The absorption 
peak red shifts with increased hydrostatic pressure.  
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Figure 3.2.3: The normalized absorption spectra of 1:2 Au@Ag (A) and 1:1 Au@Ag (B) embedded in a PVA 
matrix. 

  

Noble metal particles display optical properties which respond to changes in 

hydrostatic pressure. The longitudinal plasmonic peak in the Au nanorods is more 

sensitive to changes in hydrostatic pressure compared to the transverse peak, and the 

peak shift is reversible up to the relatively high pressure of 126 kbar at which point the 

rod likely deforms. The Au@Ag particles benefit from higher concentrations of Ag which 

leads to a sharp plasmon response enabling a clearer identification of the pressure-

induced peak shift. The reversibility is not as robust as the nanorods since 30 kbar 

presumably breaks the shell of the nanoparticle leading to a permanent spectral change. 

Future work needs to correlate the high pressure measurements with scanning electron 

microscopy to confirm the inferred changes to the nanoparticle structures which inhibit 

reversibility. Optical detection at lower pressures is still desirable, but these particles 

require relatively high pressures to see a plasmonic shift. Different core-shell shapes may 

provide enhanced sensitivity at lower pressures. Alloyed Au/Ag particles may be a fruitful 
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avenue of exploration for the Ag plasmonic response and the possibility of obtaining 

reversibility at higher pressures much like the Au nanorods. Noble metal nanoparticles 

show much promise for their in novel functional materials.  
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Chapter 4: Tuning electronic coupling in sulfur-bridged chromophores – oxidation 

state dependent photophysics and photochemistry of terthiophene and anthracene 

dimers 

 

4.1 Tuning electronic interactions in covalent molecular assemblies  

 

The rational design of symmetrically bridged chromophore dimers, also called 

bichromophores, has attracted considerable interest, because bichromophores provide 

an ideal proving ground to develop strategies for controlling excited state behavior in 

chromophore assemblies. Of particular interest in these symmetric systems is the ability 

to control the charge transfer (CT) character of the excited state, because the CT and 

neutral states are close in energy, the amount of energy lost in the charge separation 

event is reduced; thus, the open-circuit voltage of photovoltaic devices can potentially be 

reduced.  

 It is anticipated that practical applications of dimeric molecules in photovoltaic 

and light emitting devices will require precise control of electronic interactions between 

chromophores. Ideally, such a control element would be built into the dimer molecule 

itself, without inducing large conformational changes. Covalently tethering the 

chromophores together allows the geometrical arrangement to be defined and the 

electronic interaction to be controlled. Such dimers or bichromophores form the smallest 
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subunit of larger chromophore assemblies such as polymers and are useful for basic 

studies of phenomena relevant to organic electronic materials.  

Bridging two conjugated chromophores symmetrically about a sulfur atom was 

shown to result in systematic enhancement of the photoluminescence (PL) by oxidizing 

the bridging sulfur.1 Increasing the oxidation state of the sulfur bridge also resulted in 

pronounced red-shifts of the PL spectra in polar solvents, an indication of increasing CT 

character. Changing the oxidation state of the sulfur from S to SO to SO2 allows 

modification of the electronic properties of the bridge while maintaining almost identical 

molecular conformations, as determined from the crystal structures. The observation that 

simply linking two chromophores together could lead to new CT excited states and 

increase the PL yield by an order of magnitude raised several questions regarding the 

origin of the changes in spectroscopic behavior. The first question concerns the role of 

the sulfur linker: Does it actively participate in the electronic states, and why does its 

oxidation state have such a large effect? Related to this question, one may ask whether 

the second chromophore plays an important role. If the CT state involves only one of the 

chromophores and the bridging sulfur, then perhaps the second chromophore is not even 

necessary. The question of electronic structure is intimately related to the excited-state 

dynamics: How is the CT state formed and why is its relaxation different from that of a 

single chromophore? These classes of sulfur-bridged dimers, with potential applications 

in organic electronics, provides an ideal model system in which to study fundamental 

questions about the excited-state behavior in symmetric bichromophore systems. 
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Combining optical spectroscopy and electronic structure theory enables a 

complete picture of the photophysics to be developed of the terthiophene (T3) and 

anthracene (An) derivatives shown in Figure 4.1.1 and Figure 4.3.1, respectively. In the 

terthiophene compounds the bridge itself does not significantly affect the excited-state 

structure, but the oxidation state of the sulfur bridge mediates the amount of electronic 

coupling between the two terthiophene chromophores. Using femtosecond transient 

absorption (TA) experiments, the initial excited state is shown to be a delocalized 

excitonic state with an overall neutral character that relaxes within 10 ps to a second state 

 

Figure 4.1.1. Terthiophene derivatives explored in this work. 

where the CT character depends on the bridge oxidation state. This CT state has different 

radiative and intersystem crossing (ISC) rates when compared to monomeric 

terthiophene. Based on computational results, a mechanism in which electrostatic 

screening by lone pairs on the sulfur linker controls the CT character of the excited-state 

wave function is proposed. However, in the An compounds, this separation does not hold 

for the S-bridge, whose orbitals do participate in the optically accessible excited states 

and contribute to rapid ISC in both the symmetric and asymmetric bichromophores. The 
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SO2 bridged An dimers exhibit more complex dynamics, with rapid internal conversion 

and the generation of a long-lived emissive state that is likely the precursor to the 

intramolecular [4+4] photocycloaddition. The most surprising result is that the bridge 

oxidation state provides a way to control the photochemistry of An dimers. 

Intramolecular reactivity in covalent anthracene assemblies is usually assumed to be 

completely controlled by steric effects and geometry, for example through the 

topochemical principle.2-6 These results suggest that it is possible to use electron density 

on the bridge to mediate intramolecular interactions and tune the electronic coupling 

between identical chromophores without altering the dimer geometry or solvent polarity, 

providing a new quantum mechanical strategy for controlling the photochemical behavior 

of covalent molecular assemblies that may find applications in fields ranging from artificial 

photosynthesis to organic electronics. 

 

4.2 Tuning the charge transfer state of terthiophene compounds 

 

4.2.1. Steady state and time resolved spectroscopy 

The experimental absorption spectra of T3, T3SO2Me, and T3SO2T3 in 

dichloromethane are shown in Figure 4.2.1. When a methyl-terminated SO2 linker is 

added to T3, the absorption peak shifts from 350 to 370 nm, but the overall peak shape 

remains the same, and there is no discernible broadening. The same is true for the S and 

SO linkers. When the methyl group is replaced by a second T3 (T3SO2T3), the absorption 
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not only redshifts farther but also broadens considerably, with two distinguishable peaks 

at 400 and 375 nm. This change in the absorption line shape is the first clue that the T3−T3 

electronic interaction plays an important role. Similar changes in absorption lineshapes 

are observed for the T3ST3 and T3SOT3 dimers. Since the lowest-energy transition for all 

T3SOnT3 species (∼400 nm) is higher in energy than that of sexithiophene (∼435 nm),7,8 

the electronic interactions in these dimers are not as strong as in a fully conjugated 

system. Although the absorption spectra are sensitive to the presence of the second T3, 

they are not very sensitive to solvent polarity.1 
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Figure 4.2.1. UV-Vis spectra for unsubstituted terthiophene (T3), the monomer (T3SO2Me), and dimer 
(T3SO2T3) all in dichloromethane.  
 
 

The splitting of the dimer absorption spectra likely originates from through-space 

Coulombic interactions between the two T3 chromophores. The two bands observed in 

the absorbance spectra of T3SOnT3 are attributed to interacting transition dipoles of the 

two monomers resulting in exciton splitting.9,10 The low-energy bands in the absorption 

spectra of the T3SOnT3 dimers can be fit using a pair of Gaussians, allowing the excitonic 
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splitting energy, Δε, to be estimated. The splitting Δε increases with sulfur oxidation state 

(Δε = 1870 cm−1 for T3ST3, Δε = 2050 cm−1 for T3SOT3, and Δε = 2150 cm−1 for T3SO2T3). 

This interaction is slightly smaller than the H-type aggregate coupling typically seen in 

oligothiophene crystals, in which the chromophores have an approximately parallel 

orientation.11 The exciton splitting observed in the absorption spectra can be estimated 

by using equation 4.2.1 to describe the interaction of two point dipoles A and B: 

  ∆𝜺 =  
𝟐|𝝁|𝟐

𝒓𝑨𝑩
𝟑 (𝒄𝒐𝒔 𝜶 + 𝟑𝒄𝒐𝒔𝟐𝜽)    (4.2.1) 

where μ is the transition dipole moment, rAB is the center-to center vector between 

dipoles, α is the angle between the dipoles, and θ is the angle between the transition 

dipole moment and rAB (Table 4.2.1 and Figure 4.2.2). Using equation 4.2.1, with values 

of rAB, α, and θ (from computational results and X-ray crystallographic data)1,12 and μ for 

unsubstituted terthiophene,13 the exciton splitting is found to be 2000 cm−1 for T3ST3, 

2100 cm−1 for T3SOT3 and 1900 cm−1 for T3SO2T3. All the values are close to 2000 cm−1, 

consistent with the experimental results. This is somewhat surprising, considering that 

the point dipole approximation of equation 4.2.1 tends to overestimate Δε for 

chromophores in close proximity.14-17 The calculations predict no systematic increase in 

Δε from T3ST3 to T3SO2T3 because the molecular geometries are quite similar. However 

equation 4.2.1 only considers through-space dipole−dipole interactions, and it is known 

that electron-transfer terms can also contribute to excitonic splittings.16,18-21 Comparing 

the calculated exciton splitting energy with those determined experimentally, it appears 
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that such electron-transfer contributions to Δε may play a larger role as the sulfur 

oxidation state is increased. 

 
Figure 4.2.2. Cartoon illustrating obliquely oriented transition dipoles for S-bridged terthiophenes.  

 

Parameter T3ST3 T3SOT3 T3SO2T3 

T3 to Bridging S (pm) 175.8 180.3 176.3 

L (pm) 1205.8 1210.3 1206.3 

α° 105 101.4 108 

θ° 37.5 39.3 36 

rAB (pm) 956.63 936.58 975.92 

Δε (cm-1) 1988.0 2078.7 1901.3 

Table 4.2.1. Exciton splitting (Δε) for each dimer as calculated through use of equation 4.2.1 with the length 
of T3 determined from X-ray crystallographic data12 to be 1030 pm (assuming a linear T3 moiety). The 
transition dipole moment for T3 is 10.3 Debye.13 The angle α and the T3-to-Bridge distances have been 
determined previously.1 The parameters rAB and θ are calculated through the relationships 𝑟𝐴𝐵 = 𝐿 ∗ cos 𝜃 

and 𝜃 = 180° − (0.5𝛼 + 90°). 
 
 

The steady-state PL spectra of T3SO2Me and T3SO2T3 are compared in nonpolar 

cyclohexane, moderately polar dichloromethane, and highly polar acetonitrile (Figure 

4.2.3). Increasing the solvent polarity for the monomer (T3SO2Me) solutions results in 

only a small red-shift, with no change observed between moderately polar 

dichloromethane and polar acetonitrile (Figure 4.2.3A). Similar behavior is observed for 

the S and SO linkers. When the dimer (T3SO2T3) is examined, however, an ∼100 nm red 
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shift in the PL maximum is observed when the solvent polarity is increased from nonpolar 

cyclohexane to highly polar acetonitrile (Figure 4.2.3B). The different solvatochromic 

behaviors are accompanied by different fluorescence lineshapes. In acetonitrile, the 

fluorescence spectra of the T3SOnMe monomer series hardly change from those in 

dichloromethane. In the same solvent, the dimers (T3SOnT3) display relatively broad and 

unstructured profiles. These results reinforce the previous conclusion that the absorption 

spectra of T3SOnT3 are relatively insensitive to solvent, while the fluorescence spectra of 

the dimers exhibit strong solvatochromism.1 The new results with the T3SOnMe 

monomers demonstrate that the CT character of the emitting state arises from the 

presence of the second T3 chromophore and not from the linker itself. Finally, the degree 

of dimer solvatochromism depends on the linker oxidation state, with the SO2 linker 

showing the largest shift and the S linker showing much smaller shifts. 

Unsubstituted T3 has a relatively short PL lifetime (τPL = 190 ps), due to rapid ISC 

to its triplet state.22,23 When the SOnMe group is added, the PL lifetimes change very little. 

The monomers in dichloromethane have a τPL which varies only slightly depending upon 

the oxidation state of the sulfur, with a slight increase observed with increasing oxidation 

(171 ps for T3SMe, 195 ps for T3SOMe, and 219 ps for T3SO2Me). The lifetimes are not 

appreciably different from that of unsubstituted T3 nor do they exhibit a strong solvent 

dependence.  
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Figure 4.2.3. PL spectra for T3SO2Me  (A), and T3SO2T3 (B) in increasingly polar solvents from left to right 
(→ ) cyclohexane, dichloromethane, and acetonitrile. 
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Figure 4.2.4. Fluorescence decays illustrating the effect of adding a second chromophore to the bridge (A) 
and comparing the oxidation states of the bridging sulfur for the bichromophoric compounds (B) all in dilute 
solutions of dichloromethane. 
 

When the terminal methyl substituent is changed to T3, however, there is a 

significant increase in the fluorescence lifetime, as shown in Figure 4.2.4A. The different 

bridge oxidation states also give rise to different lifetimes in the dimers, as shown in 

Figure 4.2.4B. In all solvents, the lifetimes of the unoxidized sulfur-bridged dimer T3ST3 

are consistently shorter than those of the sulfoxide T3SOT3, which in turn are shorter 

than those of the sulfone T3SO2T3. Of the compounds studied, only T3ST3 deviated from 

monoexponential decay behavior, requiring a minor (∼15%) second component when fit 
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to a biexponential function. A stretched exponential function could also be used, but since 

there is some evidence that two different conformers may be present (see Section 4.2.2), 

a biexponential is more justified physically. Despite this complication, the average 

fluorescence lifetime of T3ST3 fits well with the trend observed in Figure 4.2.4. 

The radiative lifetime τrad of T3SO2T3 increases with solvent polarity, consistent 

with a loss of oscillator strength in more polar solvents. This decrease in oscillator 

strength is concordant with an increasing degree of charge separation and is another 

hallmark of a CT state.24,25 The effect of the oxidation state of the bridging sulfur group 

on the emission lifetime is similar for both the monomers and dimers, in that increasing 

the oxidation state from S to SO2 results in an increase in the observed τPL. However, the 

trend is much more pronounced in the bridged dimers. The PL lifetimes (τPL) and relevant 

spectroscopic parameters of the terthiophene compounds are summarized in Table 4.2.2. 

In general, a higher oxidation state for the bridge leads to a more pronounced 

solvatochromic character of the emitting state as well as longer lifetimes and higher 

quantum yields. 
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          Parameter         T3ST3        T3SOT3      T3SO2T3 

 
 

Acetonitrile 
 

ΦPL 0.007 0.026 0.137 

τPL (ps) 120.8a 270.0 646.5 

τrad (ps) 1948 10385 4719 

 
 

Dichloromethane 
 

ΦPL 0.012 0.173 0.565 

τPL (ps) 87.1b 405.3 1382.1 

τrad (ps) 7256 2343 2446 

 
 

Cyclohexane 

ΦPL — — 0.138 

τPL (ps) — — 264.7 

τrad (ps) — — 1918 

Table 4.2.2. PL quantum yields (ΦPL ), PL lifetimes (τPL) and radiative rates (τrad ) for T3SOnT3 in various 
solvents. 
 

The preceding results indicate that the excited state character of the dimers 

changes between the absorption and emission events. The absorbing state has an overall 

neutral character, as inferred from its lack of solvatochromism. The emitting state, on the 

other hand, has pronounced CT character that is strongly influenced by both solvent 

polarity and the oxidation state of the bridge. In order to understand how these two 

excited states are connected, TA measurements were performed. 

The femtosecond TA of unsubstituted T3 in solution has been measured 

previously.26 In T3, an initial singlet S1 → Sn excited-state absorption in the visible region 

decays to a signature T1 → Tn triplet absorption on the same time scale as the PL decay. 

The photophysical behavior is consistent with that of a simple three-state system: 

absorption from S0 to S1, followed by ISC from S1 to T1 on a 190 ps time scale. The T1 state 

then survives for nanoseconds before decaying back to S0 nonradiatively. The TA spectra 
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of the T3SOnMe monomers show similar behavior. At early times (t < 100 ps), the 

T3SO2Me monomer shows a negative feature at 490 nm (Figure 4.2.5A), corresponding 

to stimulated emission, as well as a positive feature at ∼595 nm assigned to the singlet 

induced absorption (S1 → Sn). At longer times (t > 100 ps), the triplet induced absorption 

(T1 → Tn) grows in at ∼500 nm, while the S1 → Sn feature and the stimulated emission 

both decay. The positive feature at 500 nm is assigned to the triplet since in T3 the T1 → 

Tn absorption is located at ∼470 nm.26,27 The redshift of the T1 → Tn feature is expected 

because the Tn states tend to be less localized than T1 and undergo a greater 

bathochromic shift upon substitution with electron-donating and -withdrawing groups.28 

The spectra in Figure 4.2.5A show an approximate isosbestic point, located at 545 nm, 

that suggests that the dominant relaxation process occurs between two well-defined 

electronic states. Using a principal component analysis, combined with a global fitting 

algorithm, the data in Figure 4.2.5A can be described using three components linked by 

two relaxation times τ1 = 30 ps and τ2 = 219 ps. The latter time is just the measured 

fluorescence decay time and reflects the ISC time in this molecule. The 30 ps time 

describes a small shift in the S1 → Sn absorption peak and probably reflects 

conformational relaxation or solvent reorganization. The amplitude of the pre-

exponential factor that corresponds to this time is <20% of the initial component. In 

Figure 4.2.5B, the global amplitudes of the three components that contribute to the signal 

are shown along with their decay times. The agreement with the data is very good at 

different probe wavelengths. 
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Figure 4.2.5. TA spectra (A) of T3SO2Me in dichloromethane with the corresponding pre-exponential 
amplitudes obtained from the global fitting analysis (B). 

 

In the T3SOnT3 dimers, the behavior is more complicated. All three compounds in 

dichloromethane show a much broader S1 → Sn absorption that extends from the visible 

through the near-infrared, with a peak at ∼600 nm and a second feature near 750 nm 

(Figure 4.2.6). As in the methyl-terminated compounds, the S1 → S0 stimulated emission 

around 490 nm is eventually replaced by an induced absorption that is assigned to the 

triplet T1 → Tn transition. For all three compounds, however, there is no clear isosbestic 

point because the induced absorption at 600 nm undergoes a rapid blueshift which is 

much more pronounced than in the monomer. For all three dimers, global analysis 

required a minimum of three components with two time constants. There is a fast (5−10 

ps) component, followed by a slower component where the relaxation time mirrors the 

PL decay time. The third component is strongly peaked around 500 nm, suggesting that it 

is associated with the triplet state T1. In all three dimers, the fast component is 

comparable in magnitude to the other components, unlike in the monomer, where it 

leads only to a small spectral shift. The TA kinetic parameters for the dimers T3SOnT3 and 
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the sulfone-bridged monomer T3SO2Me in dichloromethane are summarized in Table 

4.2.3. The important conclusion is that excited-state relaxation in the dimers appears to 

occur in two steps: fast relaxation from the absorbing state S1 to an intermediate state 

S1*, followed by slower relaxation from S1* to the T1 and S0 states. The fluorescence 

behavior of the dimers is dominated by the relatively long-lived S1* state. 
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Figure 4.2.6. TA spectral slices of T3SO2T3 (A) in dichloromethane with the corresponding pre-exponential 
amplitudes obtained from a global analysis fit (B).  
 
 

         T3ST3      T3SOT3       T3SO2T3        T3SO2Me 

1 (ps) 5.42 8.65 5.78 30.05 

2 (ps) 49 405 1382 219 

Table 4.2.3. TA lifetimes determined from the global fitting analysis of the principal components for 
T3SOnT3 and T3SO2Me in dichloromethane 
 
 

 The solvent polarity was varied in order to probe the CT character of the S1* 

intermediate state. There is little dependence upon solvent polarity observed in the TA 

spectra of the monomers. The spectral evolution of T3SO2T3 in nonpolar cyclohexane 

(Figure 4.2.7) is strongly reminiscent of that seen in T3SO2Me (Figure 4.2.5), albeit with a 
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broader S1 → Sn absorption feature that extends into the near-infrared region. There is a 

recognizable isosbestic point located at 530 nm as the T1 →Tn absorption grows in. A 

global fitting analysis yields only two components linked by a relaxation time of 265 ps, 

the experimentally measured PL lifetime. The single wavelength traces in Figure 4.2.7B 

show only a decay and concomitant rise in the T1 → Tn absorption. Thus, in nonpolar 

cyclohexane, T3SO2T3 behaves like monomeric T3 and the methyl-terminated bridge 

compounds with a one-step population transfer between S1 and the triplet manifold. 

The dynamics are qualitatively different for T3SO2T3 in acetonitrile (Figure 4.2.8). 

In this polar solvent, a clear isosbestic point is also observed, now shifted to 570 nm. A 

global analysis of the two principal spectral components yields three fit parameters. The 

amplitude of the pre-exponential coefficient that corresponds to the isosbestic point at 

570 nm is peaked at 525 nm and forms within 2.8 ± 1.1 ps. This feature then decays with 

the measured fluorescence lifetime of 646 ps. The rapid growth of the intermediate state 

can also be seen in the single wavelength traces in Figure 4.2.8, where a clear increase in 

the signal is resolved at 530 nm, which then decays on a much slower time scale, close to 

the fluorescence decay time. 
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Figure 4.2.7. TA spectral slices of T3SO2T3 in cyclohexane (A) and the corresponding single wavelength 
traces (symbols) with fits overlaid (lines). The inset shows the early time (100 ps) dynamics (B).  
 

Comparing the cyclohexane and acetonitrile data, it seems that the energetic 

separation of S1* from S1 depends on solvent polarity and that, in the most polar solvent 

used (acetonitrile), relaxation to the S1* state leads to the appearance of a distinct 

electronic absorption feature. S1* must correspond to a state with a high degree of charge 

separation that is stabilized by the surrounding medium. This S1* state is most 

pronounced for T3SO2T3. Similar relaxation dynamics are observed for T3ST3 and T3SOT3 

in acetonitrile: the intermediate S1* states are formed on comparable time scales (3.4 and 

4.7 ps, respectively) but are not as pronounced spectrally. 
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Figure 4.2.8. TA spectral slices in acetonitrile (A) and the corresponding single wavelength traces (symbols) 
with fits overlaid (lines). The inset shows the early time (100 ps) dynamics (B).  

 
 

4.2.2 Time-dependent density functional theory calculations 

In order to gain insight into the nature of the dimer excited states, time dependent 

density functional theory (TDDFT) calculations were performed. One concern is that the 

molecules used in this study are relatively large and incorporate flexible linkers, which 

could lead to conformational disorder and distributed kinetic behavior. To address this 

concern, the ground-state potential energy surfaces for bending and torsion of the dimers 

were computed. In all cases the barriers are substantially higher than the thermal energy, 

kT. Even though the barriers to rotation are high, the energy difference between 

rotational conformers (cis and trans) can be small, which is why both are considered when 

calculating excitonic energy splittings. The fact that almost all the PL decays and TA data 

in the preceding section could be fit with a single exponential function provides 

experimental evidence that the spectroscopic behavior of these conformers must be 

quite similar. The only exception is the T3ST3 dimer, which had a minor (∼15%) long-lived 
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component in its fluorescence decays, suggesting that cis and trans isomers may have 

different relaxation dynamics in this molecule. Overall, both experiment and theory 

suggest that conformational disorder does not play a decisive role in the observed 

dynamics. 

The nature of the S1 and S1* states are of particular interest and energetics of 

these states are considered first. Electronic structure calculations indicate that in all cases, 

the optical excitations correspond to a π → π*, HOMO-to-LUMO transition. Starting with 

the optimized ground-state geometries, the computed vertical transition energies of T3 

and T3SOnT3 are in reasonable agreement with the experimental absorption maxima in 

dichloromethane and properly reflect the relative shift observed when increasing the 

oxidation state of the linker (Table 4.2.4). The absorption redshift of T3SOnMe with 

respect to T3 can be rationalized, to a first approximation, as a result of LUMO 

stabilization due to the bonding interaction of the T3 fragment with the SOn bridge. This 

effect increases with the oxidation state of the sulfur atom in the linker group. Oxidation 

of the sulfur atom also results in stabilization of the HOMO, but this effect is smaller than 

the energy lowering of the LUMO. The excited states for all monomer molecules are 

qualitatively the same, involving a neutral state similar to that of T3. 
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λmax (nm) T3 T3SO2Me T3ST3 T3SOT3 T3SO2T3 

Experimental 350 370 374 371 410 

Calculated 348 362 366 371 380 

Table 4.2.4. Experimental absorption maxima and computed vertical excitation energies to the lowest 
excited singlet state of indicated molecule in dichloromethane solutions. All values are in nm.  
 

When the excited states are calculated for the optimized ground-state geometries 

of the T3SOnT3 series, the lowest excited singlet state (S1) can be described, to a first 

approximation, as the coupling of local excitons on each of the T3 fragments. In symmetric 

dimers, the strength of this electronic interaction can be quantified by the orbital energy 

gap between the HOMO and HOMO−1 (ΔHOMO), the LUMO and LUMO+1 (ΔLUMO) and 

the exciton splitting energy Δε (Figure 4.2.9). Table 4.2.5 reports orbital energy 

differences and computed exciton splitting energies for the cis and trans conformers of 

the T3SOnT3 dimers (Figure 4.2.9). 

     
Figure 4.2.9. Molecular orbital diagram of T3SOnT3 dimers as a result of the interaction between HOMO 
and LUMO frontier orbitals of two interacting T3 moieties (left). Red and blue arrows correspond to the 
major electronic excitations in the E1 and E2 excitons, respectively. Structure of the cis and trans 
conformers of the T3SOnT3 dimers (right). 
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 Parameter T3ST3 T3SOT3 T3SO2T3 

 

trans 

ΔHOMO (cm-1) 1114 929 1400 

ΔLUMO (cm-1) 909 1374 3053 

Δε (cm-1) 1057 951 1430 

 

cis 

ΔHOMO (cm-1) 615 835 1784 

ΔLUMO (cm-1) 1148 1722 3518 

Δε (cm-1) 238 1098 1731 

Table 4.2.5. Computed orbital energy gaps ΔHOMO and ΔLUMO, and exciton splitting Δε for the T3SOnT3 
series in dichloromethane. Ground state energy differences between cis and trans conformers of T3SOnT3 
are in the order of 1 kcal/mol, with the trans form being the most stable structure in the three dimers. 
 
 

 

Figure 4.2.10. Fragment localization of the lowest singlet exciton of the T3SOnT3 dimers in dichloromethane 
and electron and hole NTOs accounting for 70% of the electronic transition in T3SO2T3 (top). Fragment 
localization of the lowest singlet exciton of the T3SOnT3 dimers for the S1* optimized geometries in 
dichloromethane and electron and hole NTOs (bottom). The percentage of hole and electron exciton on 
each fragment (exciton localization) is obtained through NTO analysis. 
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For the cis conformers, the calculated values follow similar trends as the measured 

Δε values with respect to sulfur oxidation state, with the strongest exciton coupling 

obtained for the SO2 linker. For the trans conformers, the T3SOT3 dimer is the only case 

where the two T3 moieties are not equivalent due to the absence of a C2 axis and there is 

a deviation from the trend of symmetric dimers. The computed differences in energy for 

the ground-state cis and trans conformers are small (less than kT), and it is likely that 

there is a statistical mixture of these conformers in solution.  

 When the S1 excited states of the dimers are examined in detail, several 

noteworthy features emerge. In all three T3SOnT3 dimers, the electron−hole pair of the 

S1 state fully delocalizes over the two T3 fragments with minor contributions from the SOn 

bridge, as characterized by means of a natural transition orbital (NTO) analysis (Figure 

4.2.10, top).29 Although the S1 state is delocalized in all three dimers, exciton 

decomposition in terms of two LE and two CT diabatic states highlights the distinctive 

nature of the S1 state in T3SO2T3 with respect to T3ST3 and T3SOT3. The lowest exciton 

for the S and SO bridged dimers exhibits strong neutral character with ≤5% of CT 

participation, but in T3SO2T3 CT contributions account for 35% of the wave function 

(Table 4.2.6). The energy gap between the lowest neutral and CT states in T3ST3 and 

T3SOT3 is ∼1.0 eV, while it reduces to ∼0.5 eV for T3SO2T3. This leads to neutral-CT 

couplings that are much larger for T3SO2T3. It is important that due to the symmetry of 

the dimers, opposite CT contributions in these species are degenerate (charge resonance, 
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CR), resulting in no net electron transfer between T3 moieties. This could explain the weak 

dependence of the absorbance peak with solvent polarity. 

 Parameter T3ST3 T3SOT3 T3SO2T3 

 

Optimized 

Geometry 

 

% CT 5 1 35 

∆E (eV) 1.00 0.95 0.53 

Neutral-CT 

Coupling (meV) 
149 41 429 

 

T3SO2T3 

Geometry 

% CT 7 8 35 

∆E (eV) 0.98 0.79 0.53 

Neutral-CT 

Coupling (meV) 
238 269 429 

Table 4.2.6. Computed CT contributions, energy gap between the lowest neutral and CT diabatic states and 
their absolute electronic coupling for the S1 state in the T3SOnT3 series at their optimized and T3SO2T3 like 
geometries. 

 

 Experimentally, absorption to S1 does not involve a large change in the net dipole 

moment, but geometrical relaxation to S1* clearly does, as evidenced by the strong 

solvatochromism of this state. In order to gain insight into the formation of the S1* state, 

the electronic structure of each dimer was calculated after allowing them to fully relax in 

their first excited state (Table 4.2.7). The molecular relaxation on the S1 potential energy 

surface localizes the exciton onto one of the T3 fragments for all T3SOnT3 molecules. 

Comparing the S1 state (Figure 4.2.10, top) to the S1* state (Figure 4.2.10, bottom) shows 

that relaxation induces a symmetry breaking where one of the T3 chromophores 

planarizes, localizing the charge and collapsing the CR state.30-32 The bottom panel of 

Figure 4.2.10 shows that there is now a net partial electron transfer to the other T3. The 
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S1* state thus has a net dipole and can be thought of as a true CT state. Surprisingly, the 

overall CT contribution at the S1* optimized geometry of T3SO2T3 in dichloromethane is 

on the order of 25%, slightly lower in comparison to the 35% computed at the ground-

state geometry (Table 4.2.8). However, the most important difference is that in the 

ground-state geometry, the CT character is symmetrically shared between the two T3 

fragments, while in the S1* structure 22% is localized on one T3 fragment and 3% on the 

other. 

 

 

 

T3ST3 T3SOT3 T3SO2T3 T3SH4T3 T3SF4T3 

Charge 
bridging S 0.351 1.383 2.269 0.655 2.322 

X - -1.023 -0.985 -0.003/0.021 -0.518/-0.510 

Electron 

Occupancy 

3p 3.99 3.06 2.50 3.85 2.37 

3px / 3pz 1.82 / 1.27 1.14 / 1.03 0.72 / 0.85 1.37 / 1.23 0.66 / 0.82 

3py 0.89 0.89 0.93 1.25 0.90 

X = O, H, F 

Table 4.2.7. Atomic charges and electron occupancies of 3px, 3py and 3pz bridging sulfur atom (S) orbitals at 
the SOn, SH4 and SF4 bridges obtained from NBO analysis at the CAM-B3LYP/6-31+G(d) level in 
dichloromethane. X = O, H, F. 

 
 
 The CR/CT character of the S1* state provides a qualitative explanation for the 

longer fluorescence lifetimes of the dimers. In T3, the lowest excited singlet decays 

rapidly to a high-lying triplet state which has been variously assigned as T2 or T4.28,33,34 

This state then internally converts to the lowest triplet state T1 on a subpicosecond time 
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scale. ISC limits the fluorescence quantum yield of T3 to 5% or less in solution. In the 

dimers, the calculations indicate that the triplet levels on separate T3 chromophores 

combine to form new excitonic states. These new excitonic states are denoted T1 and T1’ 

(from mixing the original T1 states on different T3 moieties), while T2 and T2’ arise from 

mixing the original T2 states on different T3 moieties. The excitonic T1, T1’, T2, and T2’ 

triplet states are all close in energy to the S1/S1* states, and calculations indicate that all 

these states have predominantly neutral character. Due to the one electron nature of the 

spin−orbit operator, CT contributions to S1/S1* cannot couple to the neutral terms in the 

triplet-state wave functions. If the S1 state in the dimer has a pure neutral character, the 

ISC rate should be similar to that of T3. Increasing the CR/CT character of S1/S1* should 

lead to less effective singlet−triplet coupling and less efficient ISC. This reasoning has also 

been used to rationalize the decreased ISC rates in oligothiophenes23,28 and helps explain 

the increased fluorescence as the sulfur linker is oxidized from S to SO to SO2. The ISC rate 

in the dimeric species also decreases with increasing solvent polarity from cyclohexane to 

dichloromethane. This behavior can again be rationalized in terms of increased CT mixing 

in the lowest exciton. This trend of increasing CT state mixing does not explain the shorter 

PL lifetime in acetonitrile, however. It is likely that other factors affect the lifetime of the 

S1* state in highly polar solvents, for example, the smaller S0−S1* and S1*−T1 energy gaps 

that could facilitate more rapid internal conversion or ISC. 
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 Parameter Cyclohexane Dichloromethane Acetonitrile 

S0 
Geometry 

% CT 31 35 36 

∆ E (eV) 0.570 0.534 0.531 

Coupling (meV) 383 429 439 

 
S1 

Geometry 

 

% CT 21 24 25 

∆ E (eV) 0.783 0.769 0.760 

Coupling (meV) 398 507 531 

Table 4.2.8. Computed CT contributions, energy gap between the lowest LE and CT diabatic states (ΔE) and 
their absolute electronic coupling for the ground and lowest excited state of the T3SO2T3 dimer in 
acetonitrile, dichloromethane and cyclohexane solvents. 
 

 

Figure 4.2.11. Schematic illustration of excited state relaxation in the dimers.  Note that the S1 and S1* states 
are in general superposition states with contributions from both charge transfer and neutral states.  We 
show the dominant charge transfer terms to emphasize the symmetry breaking between the two states. 
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The overall picture of the excited-state dynamics that emerges is summarized 

schematically in Figure 4.2.11. Photoexcitation leads to an excitonic S1 state with 

symmetric CR character that relaxes rapidly (<10 ps) to an asymmetric S1* state with 

strong CT character. Although the excited-state structure of the dimers is mapped out in 

this work, the question remains as to how the oxidation state of sulfur controls the 

amount of CT character. Below, two possible mechanisms are considered. 

 One mechanism by which the sulfur oxidation state could affect the electronic 

coupling is through inducing changes in the dimer geometry. To investigate the impact of 

the molecular geometry on the S1 state, the T3ST3 and T3SOT3 dimers were constrained 

to adopt the T3SO2T3 optimized geometry (Table 4.2.6), and their lowest electronic 

transitions were analyzed. The results obtained for these models, both regarding the CT 

character of the electronic transition and the neutral-CT energy difference, are similar to 

the values obtained for T3ST3 and T3SOT3 with their own optimized geometries. That is 

to say, changes in the T3SO2T3 geometry cannot explain the enhanced CT character of 

the S1 state. Moreover, the data in Table 4.2.6 show that when the relative arrangement 

of the two T3 units is fixed, a clear correlation between the exciton splitting Δε and the 

oxidation state of the sulfur atom in the linker emerges (one that follows the experimental 

data closely). 

 A second possible mechanism for the changes in electronic coupling involves 

different Coulombic interactions. A major electronic structure difference between the SO2 

bridge and the S and SO linkers is the absence of sulfur lone pairs in the former. To 
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investigate this difference in more detail, the electronic structure at the SOn linkers in the 

T3SOnT3 dimers are evaluated by means of a natural bond orbital (NBO) analysis.35 Table 

4.2.7 summarizes the most relevant results obtained. The charge of the bridging sulfur 

atom increases with oxidation state, while the oxygen charge remains almost constant. 

This behavior is a consequence of the strong polarity of the SO bonds toward the oxygen 

atom, as indicated by the decrease in the electronic occupation of p orbitals involved in 

the SO bonds (3px and 3pz) and constant occupation of the p orbital oriented in the 

perpendicular direction (3py). In other words, the oxygen atoms pull electron density 

away from the sulfur atom in the bridge. These results are in line with a study of the 

nature of bonding in SO and SO2 systems by Chesnut and Quin.36 

 To further explore the impact of the electronic configuration of the sulfur atom in 

the bridge, the neutral-CT mixing and electronic couplings were computed for two 

additional T3 dimers, T3SH4T3 and T3SF4T3. As in the SO2 case, the SH4 and SF4 linkers 

lack electron lone pairs on the sulfur atom, but they represent very different situations 

with respect to the polarization of the SX bonds. NBO analysis shows that the electron 

occupation of the 3p level of the sulfur atom in SH4 (3.85 electrons) is of the same 

magnitude as that in T3ST3, while in T3SF4T3 the electron density is polarized toward the 

fluorine atoms (2.37 electrons in the 3p level). As a result, T3SH4T3 exhibits strong 

electronic screening, similar to that in the T3ST3 dimer, while the neutral-CT mixing and 

coupling obtained for the SF4 linker is similar to that of the SO2 bridge (4.2.12). Decreased 

CT coupling was also observed when the linker was changed to an O atom, which has lone 
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pairs, while a CH2 linker (with no lone pairs) resulted in a CT coupling comparable to the 

SO2 linker. These results suggest that the electronic configuration of the sulfur atom in 

the SOn bridge is the key factor that can suppress or enhance the neutral-CT mixing. In 

particular, the presence of electron lone pairs in the bridge can screen Coulombic 

interactions between T3 moieties and suppress intradimer electronic coupling that 

stabilizes delocalized CR states. The polarization of the SO bonds also has a major role in 

this mechanism and that in SX4 linkers, with formally no available electron lone pairs on 

the sulfur atom, polarization of the SX bonds dictates the screening strength of the 

electronic interactions between the T3 moieties.  

 
Figure 4.2.12. Exciton character as contributions (in %) of CT diabatic states to S1 transition (red wide bars) 
and neutral-CT couplings (blue thin bars) for the T3SO2T3, T3SH4T3 and T3SF4T3 dimers, and the T3ST3* 
and T3SOT3* molecular models obtained at the CAM-B3LYP/6-31+G(d) computational level in 
dichloromethane. 
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4.2.3 Electron density on the bridge dictates the photophysics of the terthiophene dimers 

 The first important point of this work is that the sulfur bridge itself has only a 

minor effect on the behavior of the molecule. For example, in the T3SOnMe monomers, 

the presence of the additional sulfur functionality leads to a slight (∼20 nm) redshift of 

the absorption spectrum in the monomer series (T3SOnMe) relative to unsubstituted T3, 

while the overall shape of the spectrum remains largely unchanged. The PL lifetime (τPL) 

of the T3SO2Me monomer is nearly identical to that of unsubstituted T3 (∼200 ps). The 

T3SOnMe monomer series exhibits very similar features in the TA data to that of T3. As in 

T3, the excited state of the monomers evolves from an S1 state with predominantly 

neutral character to T1 through ISC. The addition of a second T3 chromophore generates 

qualitative changes in the electronic structure and photophysics of the dimers. The 

appearance of a splitting in the dimer absorption is a clear indication that interaction 

between the two absorbing units has an important role in the excited-state dynamics. The 

solvatochromism in the steady-state fluorescence behavior of the dimers, which is absent 

in the monomers, indicates stabilization of a polarized CT excited-state, denoted S1*, that 

is present only in the S-bridged dimers. This CT state leads to a fluorescence lifetime and 

quantum yield for the dimer (T3SO2T3) that are significantly greater than those of 

T3SO2Me or unsubstituted T3. 

 The second major finding is the dynamic nature of the S1* state, which is formed 

within 10 ps, consistent with relaxation via symmetry breaking. The ability of an initially 

delocalized system to relax into an asymmetric charge distribution is an interesting 
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fundamental process37 and has been characterized in several types of multichromophoric 

systems,30,32,38-41 including bianthryl.31 Common features in the photophysics of this class 

of molecules include the shift of the CT emission with solvent polarity, with no shift in 

absorption, and the rapid relaxation from the neutral absorption state to the CT emitting 

state. However, there are also some notable differences between these sulfur-bridged 

dimers and the prototypical bichromophore, bianthryl. In bianthryl, the absorption 

spectrum closely resembles that of monomeric An. The initial excited state of bianthryl is 

assumed to be localized on one of the An chromophores and is referred to as the “locally 

excited” (LE) state. In the T3 dimers, the two chromophores have significant interactions 

even in the ground-state configuration, as evaluated from the changes in the absorption 

spectra. This is likely the result of the following: the larger transition dipole moment of 

the T3 chromophore, the sulfur bridge orienting the transition dipole moments of the 

chromophores at an oblique angle, and more facile electron-transfer interactions through 

the bridge. Strong interchromophore interactions are in a sense built into these sulfur-

bridged dimers. A second major difference is that T3, unlike An, has a very low 

fluorescence quantum yield to begin with due to rapid ISC. Typically, the quantum yield 

of dimeric An decreases relative to the monomer due to the lower radiative rate of the 

dimer CT state.42,43 In the T3 dimers, the lower ISC rate in the CT state more than 

compensates for the decrease in radiative rate, and the fluorescence quantum yield 

increases by an order of magnitude for T3SO2T3 in dichloromethane. 
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 The most obvious difference between the sulfur-bridged dimers and bianthryl is 

the ability to tune the amount of electronic coupling by changing the oxidation state of 

the bridging sulfur. The computational results indicate that the electron lone pairs present 

in the S and SO bridges screen the interaction between the π electrons from the two T3 

chromophores. Oxidation of the sulfur atom to form the sulfone (SO2) linker leads to 

polarized bonds that decrease this screening, stabilizing the CT contributions that mix 

with the neutral states. It might naively be expected that greater electron density on the 

sulfur would facilitate electronic communication between the T3 chromophores, but the 

results show that the opposite occurs. The role of solvent in screening electrostatic 

interactions between different regions of molecules that undergo electron transfer has 

been the subject of theoretical attention,44,45 but the possibility that the polarization of 

the bridge valence electrons can modulate interchromophore electronic interactions has 

not been a significant focus.46 Both the experimental and computational results provide 

evidence that the electron distribution on the bridging atom can suppress the 

electrostatic interactions that stabilize a luminescent CT state, suggesting that this may 

be an effective strategy to explore in molecular design. 

The ability of the SO2 linker to facilitate the formation of CT states may explain its 

utility in chromophores that exhibit thermally activated delayed fluorescence (TADF), 

where CT interactions lead to small exchange energies and near degeneracy of the singlet 

and triplet states.47,48 Oxidizing the sulfur in polythiophenes has also been shown to be 

an effective way to modulate the polymer bandgap,49 most likely due to the creation of 
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extended CT states. These results provide an explanation for previous observations and, 

furthermore, show that formation of CT states can suppress ISC and lead to higher 

fluorescence quantum yields.  

While enhancement of CT interactions led to a high PL yield in the T3 dimers, it is 

possible that this approach can be used in other systems to suppress CT formation. For 

example, if the chromophore neutral states are highly emissive (i.e., not subject to rapid 

ISC), then one would want to avoid CT mixing that lowers the radiative rate. To make a 

superradiant assembly of such chromophores,50 one would want to use the unoxidized S 

linker in order to prevent CT state formation. Another application for tuning the amount 

of CT interaction would be to optimize singlet fission. There is general agreement that 

efficient singlet fission requires some CT interaction,51-54 but too much CT character can 

lead to excimer formation that competes with the fission channel. Although these 

examples are somewhat speculative, they serve to illustrate how controlling 

interchromophore interactions in covalent assemblies could be useful for the design of 

functional supermolecules. 

4.2.4. Enhanced excited state CT character in the terthiophene bichromophores leads to 

behavior that is greater than the sum of its parts 

Through the combination of spectroscopy and computation a comprehensive 

picture of the photodynamics of sulfur-bridged terthiophene dimers has been obtained. 

Their novel excited-state behaviors (high PL quantum yields, solvatochromism, two-step 

excited-state relaxation) stem from the formation of a delocalized CR state (S1) that 
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relaxes quickly (<10 ps) to a CT state (S1*). The amount of CT in S1 and S1* can be modified 

by changing the oxidation state of the bridging sulfur group. Computational work 

indicates that electrostatic screening by the sulfur valence electrons is the key parameter 

that controls the amount of CT participation. The results presented in this paper provide 

a new strategy for tuning interchromophore interactions in covalent dimers. 

 

4.3 Sulfur-bridged symmetric and phenyl-terminated anthracene assemblies 

 

4.3.1. Steady-state and time-resolved spectroscopy  

The steady state absorption spectra of An-S-An, An-S-Ph, An-SO2-An and An-SO2-

Ph (molecular structures shown in Figure 4.3.1) in cyclohexane are shown in Figure 4.3.2. 

The absorption spectra of all sulfur-bridged anthracenes display vibronic structure which 

is reminiscent of unsubstituted An. The enhanced relative intensity of the 0-0 vibronic 

peaks in both the An-terminated dimers indicates the presence of excitonic interaction 

between chromophores.11 This enhancement of the 0-0 peak is more pronounced for An-

S-An than for An-SO2-An, which also undergoes a 20 nm redshift that is not observed for 

the oxidized species. The absorption redshift and 0-0 peak enhancement is indicative of 

J-type excitonic coupling in An-S-An. For all compounds, the absorption spectra are 

relatively insensitive to solvent polarity, with acetonitrile and CH2Cl2 causing only a slight 

broadening of the spectra.   
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Figure 4.3.1. Molecular structures of the compounds used in this study. 

The steady-state photoluminescence (PL) of the phenyl-terminated (Ph) 

compounds is measured in cyclohexane, CH2Cl2 and acetonitrile after 400 nm excitation. 

The PL spectra for the An-SOx-An compounds are extracted from the time-resolved 

measurements in order to avoid a long-lived impurity emission that contaminated the 

steady-state spectra reported in earlier reports.55  The PL spectrum of An-S-Ph peaks at 

420 nm in cyclohexane with a small shoulder present at 440 nm (Figure 4.3.2A). In 

solutions of CH2Cl2 and acetonitrile, the spectra are featureless and red-shift slightly ~20 

nm (Figure 4.3.3A). When the Ph group is replaced by An, the PL of An-S-An in 

cyclohexane has a strong, featureless PL centered at 475 nm (Figure 4.3.2A). This feature 

red-shifts to ~540 nm and ~560 nm in CH2Cl2 and acetonitrile respectively (Figure 4.3.3C), 

suggesting that the emissive state possesses significant CT character. The PL spectrum of 

An-SO2-Ph in cyclohexane is similar to that of An-S-Ph (Figure 4.3.2B), again broadening 

in polar solvents and shifting to lower energies (Figure 4.3.3D). However, when the Ph 

group is replaced by An, the high sensitivity to the second chromophore and solvent 

polarity is not observed. Unlike the S-bridge, the PL spectra of An-SO2-An barely shifts 

with solvent polarity, although a slight broadening of the spectra is observed in CH2Cl2 
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and acetonitrile (Figure 4.3.3B). The spectra retains much of the structure observed in the 

cyclohexane spectrum and the broadened red portions seen in the polar solvents are 

likely due to a species with some CT character in the excited state as they resemble 

excimer PL observed in methyl bridged anthracene dimers.56  
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Figure 4.3.2. The steady state absorption and PL spectra of the S-bridged (A) and SO2-bridged (B) monomers 
in dilute solutions of cyclohexane. The PL spectra shown for the An-SOx-An dimers are from the time-
resolved measurements. All PL spectra were recorded after 400 nm excitation. 

 

The different behaviors observed in the steady-state spectra suggest that there 

are significant differences between the S- and SO2-bridged compounds. These differences 

become even more pronounced when the time-resolved data is analyzed. For this reason, 

in the following sections the dynamic behavior of the S- and SO2-bridged compounds are 

analyzed separately before comparing them theoretically.   
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Figure 4.3.3. The normalized PL spectra of An-S-An (A) and An-SO2-An (B) in dilute solutions of cyclohexane 
(black), CH2Cl2 (red), and acetonitrile (blue). The steady-state PL spectra of An-S-Ph (C) and An-SO2-Ph (D). 

 

4.3.2 Excited state dynamics of An-S-Ph and An-S-An.   

Excited state relaxation in unsubstituted An is caused by a combination of 

intersystem crossing (ISC), internal conversion, and radiative relaxation.57 ISC in 

anthracene is efficient (~70% triplet quantum yield) and contributes to a relatively short 

PL lifetime of ~4 ns.57 The addition of the S-Ph moiety leads to shorter PL lifetimes of 1.4 

ns in cyclohexane, 300 ps in CH2Cl2 and 130 ps in acetonitrile (Figure 4.3.4A). Replacing 

the Ph by An quenches the PL more effectively with PL lifetimes of 400 ps in cyclohexane, 

120 ps in CH2Cl2 and 90 ps in acetonitrile (Figure 4.3.4B). The decays are mono-
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exponential at earlier times, with a slight deviation at later times caused by residual 

fluorescent impurities (Figure 4.3.5). For both S-bridged dimers, the solvent-dependent 

PL lifetimes suggest that an excited state with some CT character undergoes much more 

rapid nonradiative relaxation than monomeric An.  
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Figure 4.3.4. Normalized PL time traces on a natural log scale for An-S-Ph (A) and An-S-An (B) in 
cyclohexane, CH2Cl2, and acetonitrile. These figures show that the PL lifetime decreases with increasing 
solvent polarity for both An-S-Ph and An-S-An, and the second anthracene chromophore induces a more 
rapid decay than the phenyl terminated molecules in any solvent. 
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Figure 4.3.5. Steady-state emission spectra of An-S-An (A) and An-SO2-An (B) excited at 375 nm. Due to the 
inherent sensitivity of emission spectroscopy residual impurities can be identified in the emission spectra 
which are absent in the absorption spectra. The features between 390 – 420 nm overlap the absorption 
spectra of the dimers (Figure 1) indicating that the origin of these features is an impurity. The most likely 
culprit is an anthracene derivative used during the synthesis of the dimers. Using time-resolved emission 
spectroscopy, the impurity emission can be windowed out of the analysis. 
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Femtosecond transient absorption (fs-TA) can help elucidate the mechanism 

which leads to rapid PL quenching in the S-bridged molecules. The behavior of all S-

bridged compounds is similar. A representative example of the TA data is shown in Figure 

4.3.6A for An-S-An in acetonitrile. At early times, a broad positive feature centered at 

~600 nm is assigned to the singlet S1→SN induced absorption. By 30 ps a new positive 

feature emerges at ~430 nm, similar to the triplet T1→TN feature observed in An and its 

derivatives.58-60 By 100 ps the T1→TN feature dominates the spectrum while the singlet 

absorption has decayed. In cyclohexane and CH2Cl2 the same features emerge in the TA 

spectra, but the triplet transition appears more slowly, mirroring the trend found in the 

PL decays (Figure 4.3.7). In all solvents, a clear isosbestic point between the singlet and 

triplet induced absorptions is seen, indicating that a population transfer is occurring 

between these two well-defined electronic states. A global analysis of the TA data for 

both An-S-An and An-S-Ph yields a fit that best describes the data with two species 

associated spectra. One spectrum corresponds to the singlet feature which decays with a 

lifetime closely matching the PL lifetime. The second spectral component has an 

extremely long lifetime and represents the triplet feature which does not decay during 

the experiment. An example of this fitting of the fs-TA decays is shown in Figure 4.3.6B. 

For all the S-bridged compounds, ISC appears to be the dominant mechanism that 

removes the S1 population.  
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Figure 4.3.6. (A) TA spectra of An-S-An in acetonitrile showing singlet induced absorption at early times 
(600 nm) and a ground state bleach (420 nm). At later times, the triplet induced absorption is the dominant 
feature (430 nm). An isosbestic point is observed between the singlet and triplet features. (B) Kinetic traces 
corresponding to the singlet induced absorption (600 nm, red circles) and the triplet induced absorption 
(430 nm, black squares). Both traces are fit with an exponential function (solid lines) having a time constant 
of 87 ps consistent with the PL lifetime. 
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Figure 4.3.7. The transient absorption spectra of An-S-An in cyclohexane (A) and CH2Cl2 (B). Similar features 
which are described in Figure 4.3.6 are observed albeit on different timescales.  
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The relaxation constants measured for An-S-Ph and An-S-An in the different 

solvents are summarized in Table 4.3.1. For all compounds, the time constants obtained 

from independently fitting the PL decays and the fs-TA evolution are the same to within 

10%. This good correspondence indicates that we are not missing an important relaxation 

channel in our analysis. In all the S-bridged compounds, singlet state relaxation is 

dominated by ISC and we assume that the singlet decay rate reflects the ISC rate kISC. The 

increase in kISC with increasing solvent polarity for An-S-An and An-S-Ph is shown in Figure 

4.3.8. Qualitatively, this behavior is consistent with the involvement of a singlet state that 

is stabilized in polar solvents and by the presence of a larger, more polarizable 

chromophore. These trends, combined with the fluorescence spectra in Figure 4.3.2A, 

suggest that the singlet state has appreciable CT character. As the energy of this state 

decreases, it moves closer to the low-lying triplet of An and presumably facilitates ISC. 

Note that if the bridging S atom was merely an innocent bystander that only contributed 

to electronic screening of the An-An interaction (i.e. analogous to the T3 system) we 

would expect An-S-Ph and An-S-An to exhibit behavior like monomeric An. The large 

deviations already indicate that the An dimer system behaves differently from the T3 

system. 
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  cyclohexane CH2Cl2 acetonitrile 

An-S-Ph 
PL (ps) 1390 ± 5 303 ± 5 132 ± 3 

TA (ps) 1743 280 ± 110 136 ± 97 
     

An-S-An 
PL (ps) 407 ± 5 118 ± 2 87 ± 2 

TA (ps) 416 ± 153 128 ± 24 84 ± 16 

     

An-SO2-Ph 
PL (ps) 3560 ± 6 229 ± 2 130 ± 2 

TA (ps) > 1500 226 ± 6 144 ± 13 

     

An-SO2-An 
PL (ns) 11.2 ± 0.12 16.8 ± 0.5 10.9 ± 0.03 

TA (ps) NA 23.8 ± 0.7 19.6 ± 0.3 

Table 4.3.1. Excited singlet state lifetimes of each molecule determined from a single exponential fit of the 
photoluminescence (PL) and transient absorption (TA) time traces. The S-bridged molecules show good 
agreement between the different methods. The lifetimes for An-SO2-Ph and An-S-Ph in cyclohexane are 
too long to be accurately determined from the TA data. The PL lifetimes for An-SO2-An correspond to the 
long-lived emission, while the TA lifetimes correspond to the bleach recovery at 400 nm. A reliable bleach 
recovery lifetime for An-SO2-An in cyclohexane could not be determined. 
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Figure 4.3.8. Intersystem crossing rates (kISC) as a function of solvent polarity (cyclohexane, ε = 2.02; CH2Cl2,  
ε = 8.93; acetonitrile, ε = 36.64)61 for An-S-Ph calculated from the PL lifetimes (black squares) and TA 
lifetimes (red circles) compared with the rates for An-S-An calculated from the PL lifetimes (blue up 
triangles) and TA lifetimes (orange down triangles). Intersystem crossing is faster in more polar solvents 
and faster for An-S-An than for An-S-Ph. 
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4.3.3 Excited state dynamics of An-SO2-Ph and An-SO2-An.   

The SO2-bridged compounds (An-SO2-Ph and An-SO2-An) behave similarly to the 

S-bridged compounds in that their PL decays also depend on solvent polarity. The PL time 

traces of An-SO2-Ph are mono-exponential with lifetimes of 3.6 ns in cyclohexane, 230 ps 

in CH2Cl2 and 130 ps in acetonitrile (Figure 4.3.9A). However, the PL time traces for An-

SO2-An are biexponential in all solvents, with a prompt decay component that cannot be 

resolved within the instrument response function of the streak camera. The long-lived tail 

of the decay has the same emission spectrum as the prompt component but with a 

lifetime on the order of 10 ns, accounting for roughly 50% of the total decay amplitude 

(Figure 4.3.9B).   
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Figure 4.3.9. Normalized PL time traces integrated over all wavelengths for (A) An-SO2-Ph shown on a 
natural log scale and (B) An-SO2-An in cyclohexane, CH2Cl2, and acetonitrile. 
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The relaxation of the singlet state for the SO2-bridged compounds is much faster 

than that observed for An or the S-bridged compounds, but ISC is not the culprit in this 

case. In the TA spectra of An-SO2-Ph, only a short-lived S1→SN feature is observed in each 

solvent (Figure 4.3.10). In polar solvents there is a slight blue shift of the S1→SN feature, 

but it disappears on the same time scale as the PL lifetime. No signature T1→TN features 

appear as the singlet disappears, which indicates that ISC does not play a major role. 

When probed at 400 nm, the recovery of the ground state absorption mirrors the PL 

decay, as the comparison in Figure 4.3.11 shows. This correlation suggests that internal 

conversion to the ground state must be the nonradiative pathway that quenches the PL. 

The rate of internal conversion becomes more rapid as the solvent polarity is increased. 

This type of solvent polarity enhanced internal conversion has been previously reported 

for carotenoid derivatives and was attributed to an excited singlet with some CT 

character.62,63 
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Figure 4.3.10. The transient absorption spectrum of An-SO2-Ph in cyclohexane (A) and CH2Cl2 (B). 



115 
 

0.0 0.5 1.0

0.0

0.5

1.0

N
o
rm

a
liz

e
d
 S

ig
n
a
l

Time (ns)

 TA

 PL

 

Figure 4.3.11. Comparison of the time traces from the transient absorption at 400 nm (TA, black) and 
photoluminescence (PL, blue) of An-SO2-Ph in CH2Cl2. An exponential fit yields a lifetime of 225 ps for both 
the TA and PL time trace. 

 

The behavior of the An-SO2-An bichromophore is more complicated. The 

femtosecond TA spectrum for An-SO2-An in CH2Cl2 is shown in Figure 4.3.12A. It is similar 

to that of An-SO2-Ph, with broad S1→SN features that are present at early times but 

disappear in less than 100 ps. Unlike An-S-An or An-S-Ph, the decay is slower in more 

polar solvents with the singlet absorption decaying within 3 ps in cyclohexane, 9 ps in 

CH2Cl2 and 15 ps in acetonitrile (Figure 4.3.12B). The rapid disappearance of the singlet 

absorption in the visible spectral range raises the question of where the population may 

be going. Again, the absence of a T1→TN feature suggests that ISC is not a major factor. 

To see if the population is returning directly to the ground state as in An-SO2-Ph, the 

bleach signal was monitored at 400 nm.   

Kinetic traces of the 400 nm TA bleach features of An-SO2-An show that there is a 

rapid (<100 ps) ground state recovery component in all three solvents, followed by a much 
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longer-lived component. The amplitude of the rapid component is much smaller for 

cyclohexane than for CH2Cl2 and acetonitrile (Figure 4.3.12C). The smaller magnitude of 

the picosecond bleach recovery in cyclohexane is consistent with the PL data in Figure 

4.3.9B, where the fast decay component is smaller than in CH2Cl2 and acetonitrile. The 

rapid initial decay of the singlet state is limited by the instrument response in the PL 

measurements, but is clearly resolved in the visible and 400 nm fs-TA data. From the TA 

and PL data, An-SO2-An appears to decay by two different pathways. One part of the 

population relaxes via rapid internal conversion directly to the ground state, similar to 

An-SO2-Ph. But another portion ends up in an emissive state that survives for 10 ns or 

longer. Unfortunately, this long-lived state does not appear to have a strong absorption 

signature in the 400-700 nm range. But based on the broadened emission spectrum, it 

probably involves CT between the An moieties and is the likely precursor for the 

photocycloaddition reaction between neighboring anthracene rings.   
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4.3.4 Time-dependent density functional theory analysis 

The different behavior of the S- and SO2-bridged compounds cannot be 

rationalized in terms of the simple screening model previously developed for the T3 

bichromophores.64 For example, the An-S-An excited state appears to have significantly 

more CT character than An-SO2-An, which is the opposite of what was observed for the 

T3 compounds. In order to explain these discrepancies, we analyze the excited state 

Figure 4.3.12. TA spectrum of An-SO2-An in CH2Cl2 (A) and 
the time traces showing the early times from the transient 
absorption spectra of An-SO2-An in cyclohexane (black), 
CH2Cl2 (red) and acetonitrile (blue) at the indicated 
wavelength (B). The positive features in the TA spectrum 
are due to singlet induced absorption. The negative 
feature around 420 nm is the ground state bleach which 
persists throughout the scan. (C) The TA bleach recovery 
traces at 400 nm in cyclohexane (black), CH2Cl2 (red), and 
acetonitrile (blue). 
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structure of the molecules using time-dependent density functional theory (TDDFT). All 

molecules rest in a “displaced” geometry, where the An and Ph moieties are rotated so 

that the π systems are offset from each other.   

Computed excitation energies to the lowest excited state (Table 4.3.2) indicate 

very similar gaps for the two bridges, in good agreement with the absorption maxima in 

the steady-state spectra. The nature of the electronic transition can be assessed by means 

of the frontier molecular orbitals (MOs) (Figure 4.3.13). The highest occupied MO (HOMO) 

and lowest unoccupied MO (LUMO) of An-S-An and An-SO2-An exhibit electron 

delocalization over the two anthracene moieties. While frontier MOs of SO2-bridged 

dimers show virtually no involvement of the linker, there is a sizeable contribution of the 

S lone-pair electrons in the HOMO of An-S-An. Moreover, the oxidation state of the linker 

in An-S-An and An-SO2-An tunes the relative stability of the in-phase and out-of-phase 

combination of the anthracene frontier MOs, resulting in swapped HOMO/HOMO-1 and 

LUMO/LUMO+1 character between An-S-An and An-SO2-An. Conversely, the frontier 

MOs of An-S-Ph and An-SO2-Ph are largely localized on the anthracene fragment. The 

most dramatic difference between the S- and SO2-bridges are the much larger Δ values 

for the S-bridged compounds, which implies these transitions have greater CT character. 

This is certainly consistent with the pronounced solvatochromism exhibited by An-S-An 

in particular (Figure 4.3.3).   
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  DE strength D composition 

    An-S-An 3.46    0.42 -1.01 68 (H→L), 26 (H-1→L+1) 

   An-SO2-An 3.48 0.29 -0.20 53 (H→L), 42 (H-1→L+1) 

    An-S-Ph 3.65 0.28 -0.70 93 (H→L) 

   An-SO2-Ph 3.61 0.25 -0.29 94 (H→L) 

Table 4.3.2. Computed excitation energies (in eV) to the lowest excited singlet state (S1), oscillator strength, 

increase in the dipole moment (in Debye) upon excitation (D = (S1) - (S0)) and main molecular orbital 
contributions (in %). H = HOMO, L = LUMO. 

 

From Table 4.3.2, the oscillator strengths for the transition to S1 are very similar 

in all cases, except for An-S-An, which has a noticeably larger transition probability. 

Transition dipole moments (Figure 4.3.14) of both Ph-substituted dimers correspond to 

an An localized transition (La state) with the transition dipole along the An short molecular 

axis. In An-SO2-An, the orientation of the total transition dipole moment is as expected 

for an H-type aggregate of two An molecules whose transition dipole moments are 

oriented side-by-side and add out-of-phase. On the other hand, the transition dipole 

moment to S1 in An-S-An is oriented perpendicular to that of An-SO2-An and corresponds 

to the in-phase combination of local dipoles, as expected for a J-type dimer. Again, this is 

consistent with the redshift and enhanced 0-0 vibronic peak in the An-S-An absorption 

spectrum (Figure 4.3.2). 
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Figure 4.3.13. Frontier MOs contributing to the S0→S1 electronic transition. 

 

 

Figure 4.3.14. Representation of the transition dipole moments of the S0→S1 excitation. 
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Varying the oxidation state dramatically changes the degree of CT and the 

excitonic coupling between the An chromophores (Table 4.3.2 and Figure 4.3.14). 

Enhanced excitonic coupling increases the total oscillator strength of the An-S-An 

transition, which now reflects contributions from both An chromophores. To further 

characterize the nature of the S1 state in An-S-An and An-SO2-An and to understand the 

differences between S and SO2 linkers, the transition to S1 is decomposed in terms of 

diabatic contributions. The lowest state in An-SO2-An is mainly obtained as the linear 

combination of local excitations (LE) of the two anthracenes. The excitation to S1 in An-

SO2-An is almost purely of LE character, with a very small contribution of →* charge 

transfer between anthracenes. The →* CT contributions in An-S-An are estimated to 

account for 5% of the transition, slightly higher than in the SO2-bridged dimer. But the S-

bridged dimer also receives a sizeable contribution of electron transfer from the lone-pair 

electrons of the sulfide bridge to the anthracene units, i.e. n(S)→* (CTB). The 

involvement of the lone-pair electrons in the transition to the lowest singlet has been 

observed in a computational study of a sulfur-bridged naphthalene dimer (Naph-S-

Naph),65 but not for the terthiophene counterpart (T3ST3).64 In T3ST3 the n(S) orbitals lie 

much lower in energy than the HOMOs of the two terthiophene moieties. As a result, 

there is no sizeable contribution from n(S) in the transition to lowest excited states of 

T3ST3, i.e. no relevant n(S)→* (CTB) excitations within the computed lowest 10 excited 

singlet states. 
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Computational geometry relaxation on the S1 potential energy surface of An-SOn-

An dimers results in two structural local minima. The first “displaced” conformation 

belongs to the C2 symmetry point group and resembles the ground state minima with 

modified bond distances according to the →* orbital promotions. It is this 

conformation that is likely reached after the initial relaxation in the S1 state. The second 

set of minima corresponds to the C2v symmetry group and involves an “eclipsed” 

geometry that shows a strong reduction of the C-S-C angle and shorter An-An interplane 

separation, with more coplanar anthracenes forming in the SO2-bridged dimer. This 

geometry is expected to be more conducive to π-π interactions and photodimerization. 

In both dimers the S1 eclipsed form is energetically lower than the displaced disposition, 

especially for the SO2-bridged dimer. Stabilization of the eclipsed conformer is stronger 

in An-SO2-An than in the An-S-An dimer, indicating stronger electronic coupling between 

the two An units in the former, in agreement with the lone-pair screening interaction 

model,64 that is the weakening of the electronic CT interaction via screening by the S lone-

pair electrons. 

 The character of the S1 emission in the Ph-terminated compounds holds strong 

→* character localized on the An with a CTB contribution in the S-bridged case (similar 

to the S0→S1 transition at the Franck-Condon region), in agreement with the weak solvent 

dependence of emission peak maxima. The computed Stokes shifts are on the order of 

0.6-0.7 eV, and transition strengths are close to the values computed at the ground state 

geometry. When the Ph group is replaced by An, calculations also predict strong Stokes 
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shifts for displaced forms (~0.9 eV) that are even larger for the eclipsed minima (1.4 eV 

and 1.8 eV for An-S-An and An-SO2-An, respectively). Furthermore, the eclipsed oscillator 

strengths are considerably lower with respect to the strengths at the absorbing Franck-

Condon region. All the calculated Stokes shift values are much larger than the 

experimentally observed Stokes shifts in Figure 4.3.2, and it is likely that the TDDFT 

calculations overestimate the energy differences between the absorbing and relaxed 

geometries. The important point is that theory shows that there are two distinct excited 

state minima for the An-SOx-An compounds, both with diminished oscillator strengths, in 

contrast to the single relaxed state in the An-SOx-Ph compounds.  

Both An-SOx-An dimers can access two conformations, one of which may be a 

precursor to the photodimer, but the question is whether the initially excited states can 

survive long enough to populate the eclipsed conformation. For An-S-An, the 

experimental answer is no. Theoretically, the S lone pairs enable several distinct 

nonradiative relaxation pathways. The excited state singlet of the S-bridged dimers can 

decay by stabilizing the charge transfer contributions from the S lone-pairs to An, as 

recently discussed for S-bridged naphthalene dimers.65 Structural rearrangement in this 

direction evolves towards an n(S)→* state in which the angle between the two An 

moieties becomes linear (C-S-C angle of 180°), the S-C bonds elongate in order to stabilize 

the * orbital, and the gap between ground state and excited state singlets shrinks 

considerably. The relaxation of the n(S)→* state (elongated form) for the S-bridged 

molecules ultimately results in a small S1/S0 energy difference that can reach a state 
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crossing (conical intersection), thereby allowing the efficient funneling of the excited 

system to the ground state. Non-radiative decay through a conical intersection has been 

suggested as a viable channel in similar S-bonded molecules65,66 and would only be 

available in the sulfide dimers, but not in the SO2-bridged systems. However, internal 

conversion to S0 does not appear to play a significant role in these S-bridged molecules, 

which mainly undergo ISC as shown in section 4.3.3. 

 To efficiently relax to the triplet state via ISC, two requirements need to be 

satisfied, that is: (1) a small energy gap between initial (singlet) and final (triplet) states, 

and (2) sizeable spin-orbit coupling (SOC). At the local excited state minimum the 

displaced conformer of An-S-An presents a large singlet-triplet gap (Table 4.3.3). The S1-

T1 relative energy is also large for the Ph-substituted and the eclipsed form of An-S-An, 

while the energy difference with respect to T2 is reduced, although for An-S-Ph the ISC 

process is energetically uphill. The computed SOCs to T1 and T2 for the S-bridged dimers 

are considerably larger than for anthracene and the SO2-bridged compounds. 

Interestingly, the elongated conformer is calculated to have an extremely large SOC (159 

and 178 cm-1 for An-S-An and An-S-Ph respectively), suggesting that it could also play a 

role in ISC. These results, which can be rationalized by means of El-Sayed’s rule,67 support 

the idea of faster ISC in S-bridged dimers. The S1 and T1 states have n⊥(S)→σ* character, 

where the n(S) orbital involved is perpendicular to the An/Ph plane, i.e. the one which 

can interact with the π-system. On the other hand, the T2 state has n//(S)→σ* character. 

Therefore, the largest SOC matrix elements are those between states where the n(S) 
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orbital involved has different symmetry, i.e. S1 with T2. Moreover, the CTB character of 

the n(S)→π* and n(S)→* orbitals agrees with the solvent polarity dependence of the 

ISC rate observed in Figure 4.3.8 for the S-bridged compounds. 

  S1/T1 S1/T2 

  ΔE SOC ΔE SOC 

An  1.63 0.00 0.02 0.01 

      

An-S-Ph 
displaced 1.48 2.63 -0.23 1.75 

elongated 0.53 0.82 0.27 178.37 

      

An-S-An 

displaced 1.04 2.68 0.89 8.23 

eclipsed 0.98 0.02 0.27 4.10 

elongated 0.52 2.74 0.31 158.59 

      

An-SO2-Ph 
displaced 1.48 0.15 -0.17 1.07 

eclipsed 1.46 0.06 -0.28 1.25 

      

An-SO2-An 
displaced 1.07 0.30 0.92 1.15 

eclipsed 0.89 0.01 0.02 0.57 

Table 4.3.3. Excited singlet-triplet energy gaps (in eV) and SOC (in cm-1) between S1 at the two lowest triplet 
states (T1 and T2) of S- and SO2-bridge dimers at the excited state minima and at the crossing point. For the 
sake of completeness, the values of pristine anthracene (An) have been also included. 

 

The absence of S lone pairs eliminates possible n(S)→π* and n(S)→* 

contributions to ISC and internal conversion for An-SO2-Ph and An-SO2-An. Thus, the 

formation of a stable, long-lived emissive species in An-SO2-An is not surprising based on 

the calculations. The long-lived state probably corresponds to the displaced 
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conformation, judging by the similarity of the emission spectra at early (0-1 ns) and later 

(1-9 ns) times (Figure 4.3.15). On even longer timescales, we speculate that this state 

relaxes to the eclipsed form. In this conformation, the molecular geometry presents 

relatively short C···C distances (3.2 Å between the S-bonded carbons) and C···C bonding 

interactions in the excited state (Figure 4.3.16), suggesting that the eclipsed excimer can 

act as a precursor for the photocycloaddition reaction between An moieties. 
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Figure 4.3.15. Time-resolved PL spectrum of An-SO2-An in acetonitrile showing the signal integrated over 1 
ns and 10 ns. 

 

 While the lack of ISC explains how An-SO2-An can support a long-lived singlet 

state, the time-resolved measurements indicate that both SO2-bridged compounds 

experience rapid internal conversion to the ground state as well. The origin of the fast 

internal conversion channel that dominates the An-SO2-Ph relaxation and accounts for a 

substantial fraction of the An-SO2-An relaxation is intriguing. Searches on the excited 

state potential energy surfaces of these two molecules uncovered no obvious signs of 
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conical intersections that would provide a path to the ground state. The solvent 

dependence shows that the partitioning of population to the ground state is enhanced in 

polar environments, suggesting an intermediate with CT character may be involved. The 

ability of the SO2 group to induce rapid internal conversion, especially in An-SO2-Ph, is 

unexpected since this highly oxidized group should be electronically inert.   

 

Figure 4.3.16. Optimized geometries of An-SO2-An. From left to right: S0, S1 displaced, S1 eclipsed and S0 
dimer. 

 

4.3.5 Comparison of S- and SO2-bridged relaxation dynamics 

A simplified schematic of the photophysical behavior of the S- and SO2-bridged 

bichromophores is given in Figure 4.3.17. The key difference between the two bridges is 

the participation of the sulfur atomic orbitals, which leads to a greater degree of CT in the 

An-S-An excited state and a rapid ISC rate that is sensitive to solvent polarity. The absence 

of the sulfur orbital contribution in An-SO2-An allows this molecule to avoid ISC, but it is 

still subject to a solvent-dependent internal conversion channel of undetermined origin 

that competes with relaxation to a long-lived emissive state. This long-lived excited state 

is the likely precursor to formation of the eclipsed isomer which can undergo 
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photodimerization. The key finding is that by tuning the electronic structure of the linker 

atom, we can dramatically modulate the relaxation pathways of the dimer and enable 

photochemistry. 

 

Figure 4.3.17. Jablonski diagram for the sulfide (A) and sulfone (B) bridges. The blue upward arrow 
represents photoexcitation. The dashed lines represent the nonradiative processes of intersystem crossing 
(ISC) and internal conversion (IC). Mixing of the n(S)→σ* and n(S)→π* linker orbitals enables ISC in the 
sulfide compounds; whereas, the lack of mixing in the sulfone compounds prevents ISC from occurring. 

 

4.3.6 Tuning the bridge’s electron density via the oxidation state imparts control over 

photophysics and photochemistry 

The ability to tune the sulfur bridge oxidation state provides a way to investigate 

the role of the bridge electronic structure in modulating electronic interactions between 

chromophores. When the bridge and chromophore orbitals are closer in energy, as in the 

case of anthracene, orbital mixing can lead to unexpected effects, as seen for An-S-An, 

where this mixing leads to enhanced excited state CT character, a change from H-type to 

J-type excitonic coupling, and rapid ISC. When the bridge orbitals are shifted away by 

bridge oxidation, behavior is recovered that is more representative of two independent 
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chromophores that interact primarily via through-space Coulombic terms. In this case, 

the bridge affects the excitonic state primarily through geometrical factors and electronic 

screening, as demonstrated previously in the T3 dimers.64 Here the linker has the ability 

to tune not only the photophysical but also the photochemical properties of the covalent 

assembly. In An-SO2-An, tying up the lone pairs on the S prevents them from short-

circuiting the photochemistry by ISC. The ability to engineer the photophysical and 

photochemical properties of molecular assemblies by tuning the linker electronic 

structure may prove useful for the design of functional organic optoelectronic materials. 
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Chapter 5: Intermolecular electronic states for unsensitized photon upconversion – 

interband assisted two-photon absorption in crystalline rubrene 

 

5.1 The photophysical properties of RUB make it a popular photon conversion material 

 

Photophysical phenomena in organic molecular materials can potentially form the 

basis of high-efficiency solar energy conversion technologies employed to surpass the 

Shockley−Queisser limit for single junction photovoltaic devices.1-3 In a crystal composed 

of rubrene (RUB), the triplet pair state is approximately isoenergetic with the singlet state 

and both singlet fission and triplet fusion can be quite efficient enabling rubrene to 

function as a photon conversion material.4-8 For organic triplet-triplet annihilation 

upconversion (TTA-UC), RUB is a commonly used emitter molecule due its long-lived 

triplet states and high PL quantum yield.9-11 Most reported upconversion schemes are 

performed in solutions, since facile diffusion permits the triplet sensitization and 

subsequent fusion events to occur in different spatial regions. This prevents energy 

transfer from the emitter back to the sensitizer. UC in solid-state systems is more 

challenging due to decreased diffusion and typically has a lower overall efficiency.12,13 A 

few recent results suggest that RUB could form the basis of a solid-state material that 

upconverts NIR photons. Of particular significance is the report by Liu et al. observing 

visible PL excited by a continuous wave (CW) 980 nm laser in crystalline powders of RUB 

in the absence of any sensitization.14 The authors of that work attributed the 

“upconversion” to nonresonant two-photon absorption (2PA). Although they did not 
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attempt to extract a 2PA cross section, their data suggested it could be very high. Given 

the important role of RUB in solid-state NIR upconversion schemes, the origin of the 

upconversion in pristine crystals is examined here. 

In agreement with Liu et al.,14 it is found that crystalline RUB exhibits surprisingly 

intense NIR-visible upconversion using CW excitation at intensities as low as 20 W/cm2. 

The PL generated by CW excitation is comparable to that generated by a femtosecond 

pulse train with the same average intensity but with peak intensities on the order of 105 

times higher. The fact that the upconverted PL depends only on average intensity, not 

peak intensity, suggests that an intermediate electronic state is facilitating resonant two-

photon absorption in pristine crystals of RUB. A large range of intensities for the PL power 

dependence are explored and a quartic regime is found at lower intensities. Moreover, 

there is a pronounced dependence of the per-pulse upconverted PL on the laser 

repetition rate. These observations lead to a model in which a long-lived (~1 s) 

intermediate state facilitates two-photon absorption to the singlet state, after which it 

undergoes fission and fusion dynamics. Other polyacenes, tetracene (TET), 

diphenylhexatriene and perylene, do not exhibit similar behaviors, suggesting that the 

crystal packing in RUB plays a pivotal role in the observed photophysics. The observation 

of resonantly enhanced upconverted PL in a pristine molecular crystal suggests that 

intermolecular interactions in molecular crystals can give rise to interband states that 

enable photon upconversion even in the absence of triplet sensitizers.   
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5.2 The molecular 2PA properties of RUB 

 

The 2PA properties of TET and RUB molecules were first studied in dilute solutions 

of dichloromethane. Surprisingly, only one prior report was found in the literature on the 

two-photon properties of RUB15 and no previous reports were found for TET. The laser 

dye Coumarin 540A (C540A) was used as a standard for the 2PA at 800 nm, with a 

measured 2PA cross section δ = 47 x 10-50 cm4/s.16,17 All three molecules showed 

measurable PL only when excited using a femtosecond pulsed laser. When the same laser 

was used in CW mode, no fluorescence signal could be detected above the background. 

All three molecules also showed the quadratic dependence on intensity expected for 

nonresonant 2PA, and this dependence is shown in Figure 5.2.1. There is a slight 

saturation behavior for all three molecules at the highest intensities, as observed for 

other 2PA absorbers.18  Using the equation19,20 

𝛿𝑅𝑈𝐵 = 𝛿𝐶540𝐴 (
𝑓𝐶540𝐴∙𝜙𝐶540𝐴∙𝑆𝑅𝑈𝐵

𝑓𝑅𝑈𝐵∙𝜙𝑅𝑈𝐵∙𝑆𝐶540𝐴
)    (5.2.1) 

where 𝑓 represents the fraction of the total PL spectrum within the range of the 

interference filter, φ is the PL quantum yield and S is the measured signal, the relative 

values of δ for RUB and TET can be determined by comparing their signals to that 

measured for C540A under the same conditions. The experimental parameters used are 

summarized in Table 5.2.1, along with the calculated δ values. At 800 nm excitation, RUB 

and TET have very similar 2PA cross-sections, which is not surprising considering that they 

have similar conjugated cores. Both δ values are about 30× smaller than that of C540A as 
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well as the previously reported value for RUB in a benzene solution (56 x 10-50 cm4/s).15 

However, the open aperture Z-scan technique utilized in reference 30 can yield an 

effective 2PA cross section that is enhanced by excited state absorption21 and their 

reported intensity dependence with a slope greater than 2 suggests that multiphoton 

processes other than 2PA are contributing to the cross section. Furthermore, the lower δ 

values for RUB and TET obtained in this work are consistent with experimentally 

determined values for other polycyclic aromatic hydrocarbons such as naphthalene, 

anthracene and perylene.17,22,23  
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Figure 5.2.1. Log-log plots of the relative intensity of the integrated PL for samples of coumarin 540 A, 
rubrene and tetracene in dilute solutions of dichloromethane excited via Nonresonant 2PA. 
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Sample QY fcoll 
δ 

(× 𝟏𝟎−𝟓𝟎𝒄𝒎𝟒 ∗ 𝒔 ∗ 𝒑𝒉𝒐𝒕𝒐𝒏𝒔−𝟏) 

C540A 0.5324 0.19 4716,17 

RUB 0.9825 0.61 1.6 

TET 0.1725 0.16 1.4 

 
Table 5.2.1. The parameters used to determine the 2PA cross sections of the chromophores used. All dilute 
(300 uM) solutions in dichloromethane were degassed prior to the measurements. QY is the quantum yield 
of the chromophore and fcoll is the integrated area under the PL spectrum excited with a pulsed 800 nm 
laser over the range of the interference filter.  
 
 
 

5.3 Upconverted PL in crystalline RUB 

 

The crystal packing in RUB leads to a large separation of the conjugated cores due 

to the twisted phenyl rings, and Biaggio has suggested that the spectroscopic properties 

of this molecular crystal can be approximated by an oriented gas of RUB molecules, with 

only minor perturbations by Coulombic interactions.26 TET, on the other hand, forms a 

close-packed herringbone crystal where strong Coulomb and charge-transfer interactions 

lead to a large Davydov splitting27,28 and other excitonic effects such as superradiance.29 

With these packing differences in mind, crystalline RUB should behave similarly to the 

solution phase, while crystalline TET might show some significant deviations. Instead, it 

was crystalline RUB that exhibited qualitatively new behavior. The first surprising 

observation is illustrated in Figure 5.3.1. RUB microcrystalline powder displays bright 

yellow-orange emission (~600 nm) which is easily discerned by eye under both pulsed 
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(Figure 5.3.1A) and CW excitation (Figure 5.3.1B) at 800 nm. The PL spectrum is similar 

for all three wavelengths (Figure 5.3.1C), but the high energy side of the emission is 

suppressed for longer wavelength excitation, as can be expected because these 

wavelengths penetrate deeper into the crystal and the PL undergoes more self-absorption 

as it escapes. All other molecular crystals tested (TET, perylene, diphenylhexatriene) show 

a clear dependence on the peak power of the laser, with at least an order of magnitude 

more upconverted PL under pulsed excitation compared to CW excitation, whereas 

upconverted PL in RUB is approximately the same under pulsed and CW excitation.   
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Figure 5.3.1. Images of the upconverted visible (~ 600 nm) emission observed from crystalline rubrene 
powder with femtosecond pulsed (A) and continuous wave (B) NIR excitation at 800 nm. An average 
intensity of 4 kW/cm2 was used to excite the powder which corresponds to a peak intensity of 0.4 GW/cm2 
for the femtosecond pulse train. The PL intensity appears essentially unchanged using either continuous 
wave or pulsed excitation. (C) The steady-state PL obtained from pristine single crystals of RUB using CW 
excitation. For each wavelength the laser was incident upon the ab facet of the crystal and polarized parallel 
to the b axis. 
 
 

The dependence of the upconverted PL on the incident laser intensity highlights 

another difference between crystalline RUB and TET (Figure 5.3.2). The power law with 

exponent 2 observed in TET is a hallmark of a two-photon process, which is proportional 

to the incident laser intensity squared. Perylene and diphenylhexatriene crystals also 
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showed the usual I2 dependence over the whole range of intensities for both pulsed and 

CW excitation (Figure 5.3.3). For these crystals, the dependence on peak power and the 

power law of 2 both suggest nonresonant 2PA as the dominant mechanism leading to 

upconverted PL in TET and the other crystals. However, direct absorption to the triplet 

state followed by TTA, can also generate an I2 dependence. This pathway has been 

previously observed in anthracene30 as well as TET.31 Even though the S0→T1 transition is 

formally forbidden, in many organic crystals its weak absorption is sufficient to generate 

enough triplet density to observe TTA if intense NIR sources are used. 
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Figure 5.3.2. Comparison of the excitation intensity dependence (W/cm2) of the integrated upconverted PL 
signal for pulsed and continuous wave laser excitation at 800 nm for TET (A) and RUB (B) crystals. Lines with 
a slope of 2 and 4 are included to guide the eye. Linear fits of the intensity dependence yield slopes of 2.03 
± 0.03 and 3.75 ± 0.16 for the middle and low range intensities, respectively.  
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Figure 5.3.3. Log-log plot of the intensity (W/cm2) dependent PL of other polyacene microcrystalline 
powders and crystals. Each sample was excited with a CW  808 nm diode laser. CW excitation produces 
some upconverted PL in these samples, but a quadratic dependence on the laser intensity is observed.  

 

The upconverted PL observed in RUB, on the other hand, has a different intensity 

dependence, with a log-log plot exhibiting a slope of 4 at lower intensities that turns to a 

slope of 2 and eventually begins to flatten out at the highest intensities. Similar intensity 

dependences are observed in RUB for excitation wavelengths of 800 nm, 808 nm and 980 

nm (Figure 5.3.4A). The results are quite robust amongst different samples of RUB. 

Pristine crystals, crystalline powder out of the supplier’s bottle and RUB crystals which 

are more than 4 years old, all show the same behavior (Figure 5.3.4B). 
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Figure 5.3.4. Log-log plot of the intensity (W/cm2) dependent PL of a pristine rubrene crystal excited with a 
980 nm laser diode (A) and for three separate pristine crystals of rubrene using the Vitesse 800 nm pulsed 
and CW output with polarization aligned parallel to the b axis of each crystal (B).  

 

5.4 NIR absorbance and PL in crystalline RUB 

 

These results raise two questions: (1) why does CW excitation lead to efficient 2PA 

in RUB? (2) Why does the upconverted PL have a quartic dependence upon the incident 

intensity?  To answer question (1), the 2PA process is considered in more detail. The 

mechanism of nonresonant 2PA can be described in terms of a three-state system in 

which the final state is populated via a virtual intermediate state between the initial and 

final real states.21,32,33 The virtual state cannot support a real population, and the two 

photons must arrive within a very short time interval (∆𝑡 =  10−15 − 10−16 𝑠) to reach 

the excited singlet state. If the intermediate state is a real state that can support an 

excited state population, then the requirement of simultaneous arrival of two photons is 

lifted.33 To access the excited singlet through the resonant intermediate, the second 
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photon must only arrive before the decay of this state. A resonantly enhanced 

intermediate state would explain the fact that the upconverted PL observed in RUB 

depends only on average intensity, rather than the peak intensity within the femtosecond 

pulse train. 

If the 2PA in crystalline RUB proceeds through a real intermediate state, then this 

state should have some spectroscopic signature. The most logical candidate for a 

transition in the NIR would be the S0→T1 transition in molecular RUB. A concentrated (~ 

2 mM) solution of RUB in dichloromethane was prepared and placed in a 10 cm cuvette 

for the NIR absorption measurement, however, no measurable absorption is observed 

beyond 650 nm (Figure 5.4.1A). Given that this measurement is sensitive to an 

absorbance of 0.005 or less, an upper limit of ε ≤ 0.005 M-1cm-1 can be placed on any NIR 

transition in the isolated molecule. Of course, the CW 2PA is only seen in crystalline 

samples, so the lack of any absorptive features in the solution spectrum is not surprising. 

The absorption of a single RUB crystal was directly measured out to 1700 nm using a 

microspectrometer with unpolarized light (Figure 5.4.1B). The oscillatory feature present 

over the NIR range is an etalon effect which allows us to estimate a crystal thickness of 5 

m.34 There was no detectable NIR absorption above the level of 0.04 for a 5 m thick 

crystal.  This suggests that the crystal has an absorption coefficient of less than 40 cm-1. 

To compare with solution studies, an effective concentration of 2.4 M is calculated for the 

crystal, which places an upper limit on the molar absorption coefficient ε ≤ 35 M-1cm-1. It 

should be noted that the absorption in a crystal is highly anisotropic, and it is possible 
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that correctly polarized light would be able to pick up a low amplitude absorption in this 

wavelength region. The light from the microspectrometer used in this study was 

unpolarized, and the absorption coefficients here should be regarded as a rough estimate. 

A full polarization study is necessary to accurately assess the absorption properties of the 

crystal in the NIR.   

Even though the presence of a low-energy intermediate state could not be 

detected in the absorption, evidence for such states was found by looking at the NIR 

emission after CW 808 nm excitation. In Figure 5.4.2 the steady-state PL spectrum is 

shown for this excitation wavelength. The emission extends from 950 nm past 1200 nm, 
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Figure 5.4.1. The NIR absorption of rubrene solution (black line) in a 10 cm cuvette compared to the baseline 
absorption of the solvent dichloromethane (red line) (A) and crystalline rubrene absorption spectrum (black 
line) overlaid with the calculated background (red line) using the method described in ref. 47 (B). 

 

with two prominent peaks at 980 nm and 1060 nm. The peak at 1060 nm is likely a Raman 

peak with a separation of 3000 cm-1 from the excitation wavelength. The 980 nm peak of 

this PL is at a higher energy than that expected for RUB phosphorescence, which should 

be around 1070 nm based on a triplet energy of 1.15 eV.  There were no experimental 
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phosphorescence spectra for RUB found in the literature. It is also not clear that this 

emitting state is solely responsible for the enhanced 2PA. Given that its emission peaks 

at 980 nm, it is unlikely to absorb strongly at this wavelength, so it may not be able to 

facilitate the experimentally observed 2PA at 980 nm. Nevertheless, the presence of PL in 

this wavelength range proves the existence of low-energy states in RUB with appreciable 

oscillator strength.  
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Figure 5.4.2. NIR PL of RUB crystal (red line) and BaSO4 powder (blue line) to show background sensitivity. 
The PL is excited along the b axis of the RUB crystal with a vertically polarized 808 nm laser diode and 
collected through an 850 nm long wave pass filter. The peak at 1060 nm is likely a Raman peak with a 
separation of 3000 cm-1 from the excitation wavelength. 
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5.5 Photophysical properties of the interband state in RUB 

 

Since the upconverted PL is the most easily detectable signature of the 

intermediate state, it is used to investigate the nature of this state in more detail. The 

upconverted PL in crystalline RUB depends upon the polarization of the incident photons 

(Figure 5.5.1). The vapor transport grown RUB crystals used for this study are 

orthorhombic in the 𝐷2ℎ
18 point group and the crystallographic axes are defined in the 

space group Acam (a = 14.4 Å, b = 7.18 Å, c = 26.9 Å), consistent with previous studies.26,35 

A distinct anisotropy is observed in the PL intensity induced on the ab surface with the 

980 nm diode laser when the excitation is polarized parallel to different crystallographic 

axes. Polarizing the excitation light along the b axis (0°) yields the brightest PL while 

polarizing along the a axis (90°) minimizes the PL. However, a similar anisotropy for single 

crystals was reported by Biaggio and coworkers using a pulsed 772 nm laser, with a factor 

of 4 enhancement in the upconverted PL when the polarization is aligned parallel to the 

b axis.36 The anisotropy depicted in Figure 5.5.1 is more pronounced than what has been 

previously reported, with 3 orders of magnitude more intense upconverted PL from 

exciting with polarization parallel with the b axis relative to the a axis. The highly oriented 

nature of the two-photon transition at 980 nm suggests that it does not originate from a 

randomly oriented defect or impurity. In addition, exciting the crystal on the bc facet leads 

to a similar anisotropy with more intense signal along the b axis. The signal from the bc 
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facet was multiplied by a factor of 3 to better illustrate the anisotropy. The bc facet is only 

a few microns wide which makes it difficult to produce a symmetrical polar plot; whereas, 

the ab facet is typically 1 mm2 making the polarization dependence much less susceptible 

to subtle variations in crystal thickness. It is interesting that both facets find the strongest 

interband mediated 2PA along the b axis despite the fact that the strongest molecular 

transition dipole moment corresponds to the c axis. Furthermore, the highest charge 

carrier mobilities and longest triplet diffusion lengths are found along the b axis of the 

crystal. This suggests that the same intermolecular interactions which lead to favorable 

transport properties along the b axis may also contribute to interband mediated 2PA. 
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Figure 5.5.1. Polarization dependence of upconverted (visible) PL in crystalline rubrene excited along the 
ab (red squares) and bc (blue circles) facets using 980 nm NIR laser excitation. An angle of zero degrees 
corresponds to excitation linearly polarized along the b axis and an angle of 90 degrees corresponds to the 
crystallographic a axis (red squares) or the c axis (blue circles). Crystal packing on the ab facet of rubrene is 
shown for clarity. 

 

Additional evidence for the role of a long-live intermediate state is obtained by 

measuring the upconverted PL intensity as a function of the laser repetition rate. In the 
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limit of negligible ground state depletion, the PL signal of a material which solely 

undergoes non-resonant 2PA should show no dependence on the repetition rate of the 

laser. Each pulse transfers an equal amount of population to the excited state, 

independent of how quickly the pulses follow each other. If a resonant intermediate state 

participates in the 2PA process, however, a dependence upon the pulse spacing of the 

laser will be observed when the lifetime of the intermediate state is comparable to or 

longer than the pulse spacing.37,38 The initial pulse populates the excited singlet state 

through a resonant 2PA processes, but some population will be left in the intermediate 

state. Between pulses, the intermediate state population will partially decay back to the 

ground state, but if a pulse arrives before it fully decays, it can transfer population from 

both S0 and the intermediate state, increasing the total PL signal. For a resonant 2PA 

mechanism, the PL signal per pulse should be greater for shorter pulse spacings and 

gradually decrease as the pulse spacing increases. Indeed, this is observed for single 

crystals of RUB (Figure 5.5.2). For comparison, the repetition rate dependent PL of TET 

powder and the laser dye Rhodamine B (Rhod B) in a PMMA matrix were also measured. 

Both samples show no dependence on the laser repetition rate to within the 

measurement error, confirming that nonresonant 2PA is the dominant mechanism 

leading to the PL.  
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Figure 5.5.2. Dependence of the per-pulse upconverted (visible) PL intensity on the pulse spacing of the 
exciting NIR laser (800 nm). The error bars represent the standard deviation of 9 separate scans taken on 
five different spots of the same pristine RUB crystal which was ~100 μm thick (red squares). RUB was 
excited along the crystallographic b axis. For comparison, the same data for crystalline TET and the dye 
Rhodamine B in a polymer show no dependence on pulse period. All measurements were performed under 
vacuum.  

 

5.6 Intensity-dependent kinetic modeling 

 

In order to quantitatively model the dependence of the PL on laser intensity and 

repetition rate, a 4-state model outlined in Figure 5.6.1 is implemented. This model leads 

to the following system of kinetic equations: 

𝑑𝑁𝑆0

𝑑𝑡
= −𝜎0𝑖𝐼𝑁𝑆0

+ 𝑘𝑖𝑁𝑖 + (𝑘2 − 𝑘𝑓𝑖𝑠𝑠)𝑁𝑆1
+ 𝑘𝑡𝑟𝑖𝑝𝑁𝑇1

+ (𝑘𝑇𝑇𝑄 + 𝑘𝑇𝑇𝑆)𝑁𝑇1

2 (5.6.1) 

𝑑𝑁𝑖

𝑑𝑡
= 𝜎0𝑖𝐼𝑁𝑆0

− (𝜎𝑖2𝐼 + 𝑘𝑖)𝑁𝑖       (5.6.2) 

𝑑𝑁𝑆1

𝑑𝑡
= 𝜎𝑖2𝐼𝑁𝑖 − (𝑘2 + 𝑘𝑓𝑖𝑠𝑠)𝑁𝑆1

+ 𝑘𝑇𝑇𝑆𝑁𝑇1

2     (5.6.3) 

𝑑𝑁𝑇1

𝑑𝑡
= −𝑘𝑡𝑟𝑖𝑝𝑁𝑇1

+ 2𝑘𝑓𝑖𝑠𝑠𝑁𝑆1
− (2𝑘𝑇𝑇𝑆 + 𝑘𝑇𝑇𝑄)𝑁𝑇1

2    (5.6.4) 
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In Equations (5.6.1) - (5.6.4), I is the laser intensity (photonss-1cm-2), and the absorption 

cross sections for transitions from S0 → i and i → S1 are given by σ0i and σi2, respectively. 

The rate ki describes nonradiative relaxation from i → S0, while k2 represents the radiative 

relaxation rate from S1 → S0. The rate of singlet fission is given by kfiss, triplet fusion by kTTS 

and nonradiative relaxation of the triplet by ktrip. A triplet quenching term is included, kTTQ 

describing an interaction between triplets which returns one of them to the ground state, 

T1 + T1 → T1 + S0.  The radiative rate, k2 = 6.25x107 s-1, is known from time-resolved PL 

measurements,10 and ktrip is estimated to be 1.67x104 s-1 based on the decay of the 

delayed fluorescence signal (Figure 5.1.1) as well as previous measurements by Biaggio 

and coworkers.39  Previous work which used pump-probe spectroscopy provides kfiss = 

5x1010 s-1  where the correlation between the decay of singlet induced absorption and the 

growth of the triplet induced absorption is assigned to singlet fission.40-43 Exponential fits 

to the time traces of the singlet and triplet features yield two fission times, the longer 

time has been taken, which is reported to be approximately 20 ps, to represent kfiss here. 

The triplet recombination rate, kTTS = 10-12 cm3/s, is also determined from previous work 

where a lower limit (10-13 cm3/s) was estimated from a fit to the PL decay39 and a more 

precise value (5.4±1.0 x 10-12 cm3/s)  was found from a transient grating measurement.44 

It is assumed that kTTQ < kTTS. This leaves σ0i, σi2, and ki as the only completely unknown 

parameters.  
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Figure 5.6.1. A Jablonski diagram showing the parameters used in the kinetic model (Equations 2-5). The 
parameters are described in the text. Fission and fusion produce or annihilate triplets on separate RUB 
molecules, respectively. Here, the T1 state represents these separate, degenerate triplets for simplicity. The 
triplet quenching mechanism described by rate kTTQ is omitted for clarity.  

 

This kinetic model can be used to describe both the intensity dependence of the 

PL shown in Figure 5.3.4 and the repetition rate dependence shown in Figure 5.5.2. Both 

measurements depend nonlinearly on the model parameters, so the goal was to find a 

set of reasonable parameters that could consistently describe both sets of data. It cannot 

be ruled out that there may exist a different set of parameters that reproduce these data 

equally well. From numerical simulations, it is found that the detailed shape of the PL 

signal versus pulse period curve is sensitive to the σ0i and σi2 values as well as ki. In the 

low S0 depletion limit, when less than 1% of the population is excited by each pulse, the 

decrease of the per-pulse PL signal versus pulse period is not a simple exponential decay. 

By assuming the ratio σ0i/σi2 = 0.01, Equations (5.6.1) - (5.6.4) can be solved numerically 

for a train of δ-function pulses. The calculated signals are overlaid with the data in Figure 

5.6.2A. A value for the intermediate lifetime τi = 1/ki = 1.5 μs yields a decent match to the 
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data. Representative curves for other values of τi deviated from the data points at long 

times. This lifetime is long compared to the S1 state but much shorter than that of the T1 

state as detected via the delayed fluorescence decay (60 μs).   
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Figure 5.6.2. (A) Modelling of the dependence of the per pulse signal on the period of the laser pulses. The 
red squares are the data points. The solid lines are calculated with the δ pulse simulation described in the 
text assuming an intermediate state lifetime (τi) of 60 μs (orange), 10 μs (blue), 1.5 μs (black). (B) Modelling 
of the dependence of the upconverted PL observed in single crystals on average 800 nm laser intensity. The 
red squares are the data points. The solid lines represent a four-state model described by rate Equations 2-
5 in a steady state (dNX/dt = 0) for different interband state densities. NS0=1.434×1021 cm-3 assumes that 
the density of interband states equals the density of RUB molecules in the crystal (orange line).  Reducing 
the interband density by a factor of 102 (blue line) leads to a good overlap with the experimental points, 
while reducing it by a factor of 104 (black line) leads to poor overlap.  The intensity units for this plot are 
(photons/ns*μm2) for computational convenience and multiplying this number by 2.48×10-2 gives intensity 
in W/cm2 at 800 nm.  

 

The physical origin of the intensity dependence of the PL signal is now examined. 

At high intensities, the slope of 2 which turns to a slope of 1 can be understood as PL 

induced by 2PA which begins to saturate at high intensities and has been observed before 

in other materials.45 At lower intensities, there is an asymptotic quartic (power exponent 

4) dependence on laser intensity that is more surprising. This type of intensity 

dependence has been observed previously in anthracene, however.46,47  It arises because 
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the PL due to TTA is proportional to the square of the triplet population, which in turn is 

proportional to the initial singlet population. Since the initial singlet population generated 

via 2PA is also proportional to the square of the incident intensity, the delayed PL is 

expected to have a quartic dependence on the laser intensity, as observed. It is important 

to emphasize that this quartic intensity dependence is a general phenomenon that should 

be observed any time a triplet population that undergoes TTA is created by 2PA.   

 To analyze the intensity dependence quantitatively, ki = 0.67 s-1 is fixed to be 

consistent with the repetition rate data. Assuming a CW laser excitation at 800 nm with 

constant steady-state densities of all the involved species, dNx/dt is set to zero and 

Equations (5.6.1) - (5.6.4) are solved for the equilibrium populations at a fixed laser 

intensity I. First it is assumed that NS0(0) = 1.434x1021 molecules/cm3, the density of 

molecules in a pure RUB crystal. In this case, the best match to the data is obtained when 

σ0i = 2x10-20 cm2 and σi2 = 2x10-16 cm2, but these parameters could not reproduce the 

saturation behavior at the highest intensities (Figure 5.6.2). The calculated signal did not 

turn over as quickly as the experimental signal at the highest intensities. In view of the 

low absorbance of the samples in this wavelength range, increasing the σ0i value did not 

seem reasonable. Instead, the NS0(0) value was lowered, and an improved fit to the data 

was found when NS0(0) = 1.44x1019 molecules/cm3 with σ0i = 2x10-18 cm2 and σi2 = 2x10-16 

cm2. The lower NS0(0) value corresponds to a 1% concentration of sites with an enhanced 

0→i absorption. The linear absorbance, proportional to NS0(0)×σ0i, remains the same. But 

the nonlinear intensity curve is quite sensitive to the change: as the number of 
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participating ground state molecules is decreased, it becomes easier to saturate the 

system by putting all of them in an excited state. The PL curve now rolls over at lower 

intensities and more closely matches the data. 

 These calculations also confirm that the I4 dependence of the PL arises from the 

combination of 2PA and TTA, both of which contribute a factor of I2 to the emissive S1 

population. When kfiss = 0 and no T1 population is produced, we observe only an I2 

dependence over the whole intensity range (Figure 5.6.3). The existence of singlet fission 

in RUB serves to suppress the contribution of the initially excited S1 population to the 

overall PL signal, making PL generated by TTA the dominant component, as surmised by 

previous workers.4,48 The I4 dependence for a 2PA process is to be expected for any 

system in which TTA is the dominant contributor to the PL. Finally, we emphasize that the 

parameters in Table 5.6.1 should be interpreted with caution.  For example, in most cases 

changing the parameter by a factor of 2 did not generate a large deviation from the data. 

The graphs in Figure 5.6.3 illustrate the sensitivity of the calculated intensity dependence 

on different model parameters. 
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Figure 5.6.3. Log-log plots comparing the intensity dependence of the upconverted PL obtained with the 
model (solid lines) described in the main text and the experimental data (red squares). Here we explore the 
sensitivity of the model to changes in (A) the intermediate state lifetime (τi), (B) the cross section of the 
intermediate state (σ0i), and (C) the rate of singlet fission (kfiss). For each plot, only the indicated variable is 
changed while all other parameters are kept the same as reported in table 2 in the main text. In each plot 
the region associated with an I4 dependence is identified as the quartic regime and the I2 dependent region 
is identified as the quadratic regime. The intensity of the 800 nm radiation for each plot is given in 
photons/ns×μm2 which can be converted to W/cm2 by multiply the intensity by 2.48×10-2. The model is 
quite sensitive to the lifetime of the intermediate state with longer lifetimes causing the intensity 
dependent curve to saturate too quickly without capturing either the quartic or quadratic regimes; 
whereas, a shorter lifetime leads to a curve with a steeper dependence on the intensity that does not 
saturate quickly enough. The model is also sensitive to the magnitude of the intermediate cross section 
showing fast saturation and poor agreement with the experimental data with the largest cross section. A 
smaller cross section is able to describe the experimental data over part of the quartic and quadratic 
regions, but does not capture the saturation. The model is least sensitive to the rate of singlet fission where 
fs and ps fission rates both show good agreement with the experimental data over the whole range of 
intensities. The ns fission time deviates from the data at low and high intensities; whereas, turning off fission 
altogether does not describe the data well and leads to a curve that exhibits a slope of 2 which saturates at 
high intensity.  
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ki (s-1) k2 (s-1) kfiss (s-1) ktrip (s-1) kTTS (cm3 /s) kTTQ (cm3 /s) σ0i (cm2) σi2 (cm2) 

6.67 x 105 6.25 x 107 5 x 1010 1.67 x 104 10-12 10-14 2 x 10-18 2 x 10-16 

 

Table 5.6.1. The parameters used for the kinetic model described in the text that reproduce data in Figure 
5.6.2.  It must be emphasized that these parameters are not the result of a linear-least squares fit but are 
derived from literature sources and constraints described in the text.  

 

 

5.7 What leads to an interband state in crystalline RUB? 

 

The identity of the low energy interband state in RUB is the most interesting 

question raised by this work. One obvious candidate is the unperturbed molecular T1 

state.  However, this state is unlikely for several reasons. First, the anisotropy in Figure 

5.5.1 suggests that the S0→i transition is not oriented along the short axis of the molecule, 

which lies along the direction of light propagation, perpendicular to the ab crystal face. If 

we assume that the S0→T1 transition in RUB is similar to that of anthracene and lies along 

the short molecular axis,49 it would not couple to the light incident perpendicular to the 

ab face and would not be expected to show a strong anisotropy. Second, the S0→T1 cross 

section for molecular RUB has not been measured, but it can safely be assumed to be less 

than 10-21 cm2 based on measurements performed here, much smaller than the values of 

σ0i needed to fit our data. Third, from the measurements of the delayed fluorescence 

lifetime, the bulk crystal T1 lifetime is too long to be consistent with the τi value obtained 

for the interband state. Finally, in dilute solution, molecular RUB acts as a normal 

chromophore that undergoes nonresonant 2PA. Furthermore, if there were significant 
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absorption directly to the T1 state, TTA could only generate an I2 dependence at low 

intensities, not the observed I4 dependence.  

Although the unperturbed S0→T1 transition has negligible oscillator strength at 

the molecular level, there is evidence that intermolecular interactions can enhance this 

oscillator strength. One example is the noncovalent association of O2 to a conjugated 

molecule, which can enhance its S0→T1 transition via a charge-transfer interaction,50,51 

resulting in absorption coefficients on the order of 100 M-1cm-1 in pressurized solutions.52 

It is unlikely that O2 plays a role in the current experiments, since exposing the crystals to 

a vacuum of 10-5 Torr for 48 hours did not reduce the upconverted PL signal. Furthermore, 

O2 has a low energy singlet state at ~8000 cm-1 that is known to act as an energy acceptor 

for RUB triplet states, an O2 defect would be expected to quench the TTA.53 But O2 is not 

the only molecule that can lead to this effect. Adding a small amount of 2-

methylanthracene to an anthracene crystal has been shown to enhance its 

phosphorescence yield by an order of magnitude.54 This result suggests that interactions 

between conjugated molecules can also affect the S0→T1 transition, although the 

mechanism has not been investigated in any detail.  

Given that the upconversion effect is observed for samples of varying purity and 

under different atmospheres, it is unlikely that it results from an extrinsic impurity 

molecule. Instead, the most likely explanation is that the interband state arises from some 

defect that is present in RUB itself. One possibility is that intermolecular interactions 

involving only RUB molecules could be responsible for the enhanced 2PA. RUB can 
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crystallize in a variety of polymorphs55 and its PL spectrum is highly sensitive to different 

preparation conditions.26,56 These facts suggest that RUB single crystals can possess a 

variety of internal molecular packing configurations, and it is possible that one or more of 

these configurations leads to an enhanced S0→T1 transition. A second possibility is that 

chemically modified RUB molecules give rise to interband states. Recent theoretical work 

has shown that atomic defects generated by O or H-atom insertion into pentacene and 

RUB molecules can induce interband states, although the spin multiplicity of these states 

is not specified.57,58 Irkhin et al. used H bombardment to introduce a high concentration 

of such defects into a RUB crystal and found that they lowered the triplet lifetime to ~1 

s, close to what we obtain for the intermediate state.59 In the samples studied here, such 

defective molecules would be present in much lower concentrations and would not affect 

the bulk triplet lifetime. Chemical defects can also be introduced during an experiment. 

When organic crystals are exposed to high-vacuum gauges in vacuum chambers, certain 

defects (traps) can be created at the surface of the crystals.60 However, these vacuum-

induced surface traps are an unlikely origin of the interband absorption, since it is present 

in air, under vacuum, and also in inert gas atmospheres.   

Finally, it is noted that these mechanisms are not mutually exclusive. For example, 

a chemically modified RUB molecule could also give rise to defective packing at specific 

sites within the crystal. Such sites would still have a well-defined orientation that leads to 

highly anisotropic absorption, as observed. A triplet on such a site would also be expected 

to have a different energy than that of the bulk triplet excitons. This site would act as a 
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2PA “hotspot,” producing singlets that rapidly fission and produce at least one mobile 

triplet that can diffuse and undergo TTA to generate the delayed fluorescence signal. It is 

possible that the different molecular configuration at this site would also affect the rates 

of other photophysical processes. This would explain why the interband state lifetime, τi 

= 1.5 μs, is shorter than that measured for bulk triplets. Characterizing the structure of 

such defect sites will be a challenge for future investigations.   

 

5.8 Conclusion 

 

This work shows that crystalline RUB supports a NIR 2PA process that generates 

upconverted PL in the visible range even using low power CW laser excitation. The 

upconverted luminescence is readily observed by eye. The origin of this enhanced 2PA 

process is a resonant interband state with a lifetime of 1.5 μs. After absorption, a model 

that assumes the singlets undergo fission and then triplet-triplet annihilation can 

reproduce the intensity dependence of the PL signal specifically the I4
→I2 which has been 

seen before in anthracene crystals. Our results suggest that the interband state that 

facilitates the 2PA arises from a low concentration species.  The generality of this effect 

suggests that this species is not an extrinsic impurity molecule like O2, but possibly a 

chemically modified RUB molecule or packing defect. It is hypothesized that this species 

can enhance oscillator strength to the S0→T1 optical transition. However, it should be 

stressed that the precise origin of this interband state and its oscillator strength has not 
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been conclusively determined, and further experiments, for example a careful 

measurement of the PL excitation spectrum, will be necessary to establish its exact 

nature. Such investigations are warranted, since the results in this paper suggest that it 

may be possible to design interband states in purely organic molecular solids with useful 

photophysical properties.   
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Chapter 6: Singlet fission in tetracene single crystals – the effect of temperature on the 

dynamics of fission and the nature of the correlated triplet pair state 

 As mentioned in section 1.4, one central mechanistic detail of singlet fission which 

is still up for debate is the nature of the correlated triplet pair state, 1(TT). While it is well 

accepted that fission must proceed through such a state, it is unclear how this state 

decays. Do the triplets diffuse through the sample as 1(TT) and only separate after 

decoherence, or do the triplets diffuse independently while maintaining spin 

entanglement, 1(T-----T)? Understanding how 1(TT) decays into separate triplets, T1 + T1, 

has important implications for the applicability of multiexciton generation to solar energy 

technologies. In addition, if the triplets are able to diffuse independently while remaining 

spin entangled, then fission materials may also find use in emerging spintronic and 

quantum computing applications. Of the proposed pathways for 1(TT) decay, separation 

into free triplets is believed to be the dominant pathway;1-6 however recent reports also 

suggest that 1(TT) can decay both radiatively4,7,8 and nonradiatively9 to the ground state. 

Identifying commonalities of 1(TT) behavior in fission materials is a crucial goal for the 

field. 

Recently, Sirringhaus and coworkers identified a general trend in polyacenes 

which undergo fission. Regardless of the polycrystalline material, they determined that 

the triplet pair state is bound with a binding energy of ~ 30 meV relative to free triplets.7 

By monitoring the photoluminescence of thin film samples, they noticed that the 0-0 
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component of the spectra decreased with time leaving only a redshifted component. This 

redshifted emission became more prominent at lower temperatures, and the kinetics of 

this peak matched that of a transient absorption feature that was ascribed to 1(TT) which 

was extracted with a spectral decomposition technique. Weak quantum beats were 

extracted from the photoluminescence decay and the envelope of the beating could be 

described by the kinetics of the 1(TT) decay. Furthermore, the generation of free triplets 

from 1(TT) showed a dependence on temperature. These results led them to conclude 

that the redshifted component of the photoluminescence spectra was the result of 

emission from 1(TT) and that the temperature dependence required to form free triplets 

meant that 1(TT) in polyacenes always lies lower in energy than the excited singlet and 

free triplets.  

These sweeping conclusions are quite surprising considering that singlet fission in 

tetracene is endoergic.10-14 Equally surprising is the claim that 1(TT) can be clearly 

identified in time resolved photoluminescence spectra. Emission from a doubly excited 

state requires a simultaneous two-electron transfer to the ground state in order to yield 

a photon. While Sirringhaus and coworkers cite a Herzberg-Teller mechanism for the 

efficient photoluminescence, it is not clear how 1(TT) would show such strong emission 

when it lies so close to S1 energetically. Presumably any contribution to the emission from 

1(TT) would be overwhelmed by emission from S1. Additionally, the prominence of this 

feature at low temperature suggests another more likely origin – defect emission. Fission 

in tetracene has shown an extreme dependence on sample morphology, in particular, 
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with fission times ranging between tens of picoseconds15-19 to hundreds of 

picoseconds.11,20-24 The faster fission times are typically reported in thin film samples 

whereas single crystals tend to have longer fission times. Such varied results with a 

seeming dependence on sample preparation suggests that at least two pathways of 

singlet fission may be operative in tetracene – an uphill pathway which is dominant in 

single crystals of tetracene and a defect-mediated pathway which dominates samples 

with ill-defined sample morphology. The subsequent sections will focus on recent efforts 

to understand the mechanism of singlet fission and the decay of 1(TT) in single crystals of 

tetracene over a temperature range of 20 – 500 K. 

6.1 Temperature dependence of the photoluminescence spectra 

The room temperature photoluminescence (PL) spectrum for a thin crystalline 

sample of tetracene excited on the ab facet with 400 nm is shown in figure 6.1.1. The 0-0 

peak at 535 nm is clearly visible while the 0-1 transition appears as a shoulder centered 

at 570 nm. This spectrum is reproducible in the solution grown tetracene crystals used in 

this work and is a good indicator that the crystals are ultrathin, since thicker crystal will 

lead to a diminished 0-0 peak due to self-absorption.  
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Figure 6.1.1. The room temperature PL spectrum of crystalline tetracene excited with 400 nm.  

 The high temperature PL spectra of crystalline tetracene is shown in figure 6.1.2A. 

The intensity of the 0-0 peak diminishes with increasing temperature, which is expected 

for a J-type aggregate like tetracene.25,26 Because the crystal is sealed and covered in 

fomblin oil (See section 2.1.5), at temperatures of 450 K and above the crystal begins to 

dissolve and monomeric tetracene begins to contribute to the spectrum. At cryogenic 

temperatures more J-type aggregate behavior is observed in short time windows as 

evidenced by the strong enhancement of the 0-0 peak relative to the 0-1 (Figure 

6.1.2B).25,26 In longer time windows, more of the red feature is present as the 

temperature is decreased (Figure 6.1.3). Of interest is the interplay between these two 

features when the spectral slices are analyzed at different points of the decay. Beginning 

at 150 K a transient red feature appears centered around 615 nm. At this temperature 

the feature is broad and featureless and by 100 ns the original spectrum is all that is 
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detected. This changes at lower temperatures where the red feature has some structure 

and is centered closer to the 0-1 peak at 570 nm. The original spectrum is regenerated at 

times longer than 100 ns for 77 K, but below 77 K the original spectrum is never recovered 

although the 0-0 peak does show some resurgence at 50 and 20 K. The mechanism 

underpinning this behavior is not clear, but it likely is the result of lower energy defects 

within the crystal. This would explain why the red feature is more persistent at 50 and 20 

K; whereas, the prompt spectrum is recovered for 150 and 77 K. The fact that transient 

red feature appears at temperatures near 150 K and below may also be the result of a 

phase change within the crystal, which has been previously reported to occur at 140 K.27 

Since the original spectrum is recovered at moderately cold temperatures (T >77 K), it 

seems unlikely that the redshifted emission is the result of 1(TT) since it should not be 

able to thermally access the singlet state at these temperatures. To gather more 

information on the dynamics of 1(TT) time resolved measurements are performed next. 
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Figure 6.1.2. (A) The high temperature PL spectra compared to room temperature integrated over all time 
in a 10 ns window. (B) The low temperature PL spectra compared to room temperature integrated over all 
time in a 1 ns window.  
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Figure 6.1.3. Offset PL spectra of crystalline tetracene integrated over all time in a 1 µs window. 
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Figure 6.1.4. Smoothed PL spectra at cryogenic temperatures showing the spectral evolution.  
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6.2 Temperature dependence of the photodynamics and quantum beat damping 

 

 At elevated temperatures the rate of the prompt decay increases as can be seen 

in figure 6.2.1 where the prompt decay becomes shorter with increasing temperature. At 

the top end of the temperature range the decay is nonexponential which is the result of 

the temporal oscillations beginning earlier due to faster fission rates. By fitting the 

photoluminescence decays with an exponential function, the fission rate can be extracted 

and plotted versus inverse temperature to determine the activation energy for the 

process (Figure 6.2.2). Using this analysis an activation energy of 550 cm-1 is calculated, 

which is in good agreement with previous reports of singlet fission in tetracene at 

elevated temperatures.10 These results support the idea that in single crystals of 

tetracene the dominant pathway of fission is activated.  
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Figure 6.2.1. The PL decay of crystalline tetracene at elevated temperatures in a 1 ns window. 
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Figure 6.2.2. An Arrhenius plot of the extracted fission rates from the temperature dependent 
measurements of the prompt PL decays.  

 

 Because the temporal oscillations are an indirect means to monitor the correlated 

triplet pair, the temperature dependence of the quantum beats were examined. If the 

triplet pair state is truly bound with respect to free triplets, then a temperature 

dependence should emerge in the oscillations. The two cases being considered are shown 

in Figure 6.2.3. If the evolution of 1(TT) into T1 + T1 is activated then at elevated 

temperatures the quantum beats, which are the evidence for 1(TT), should be damped. If 

instead the oscillations do not show a dependence on the temperature, then 1(TT) must 

evolve into 1(T----T) without decoherence. If the damping coefficient is observed to have 

a dependence on temperature, then the binding energy can be calculated with an 

Arrhenius plot analogous to that used to determine the activation energy of fission. When 

the temporal oscillations are analyzed as a function of temperature, a clear increase in 

the amplitude of the oscillations with increased temperature is observed (Figure 6.2.4). 

This is not surprising as previous modeling has suggested that a faster fission rate would 
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increase the amplitude of the beats.28 At 495 K, the crystal begins to melt and the decay 

deviates from the trend after a few ns. This is the result of contributions from monomeric 

tetracene overlapping with the crystalline spectrum. The monomeric background was not 

removed as there is not precedent for how tetracene should behave in PFPE at such an 

elevated temperature, and it is beyond the scope of the current project to determine that 

behavior. By fitting the decays with a multiexponential function, the temporal oscillations 

can be isolated and analyzed separately (Figure 6.2.5). Using equation 6.2.1, the extracted 

oscillations can be fit where A is the amplitude of the oscillations, t is the time, 𝜈 is the 

frequency, 𝜙 is the phase and 𝛼 is the damping coefficient. The frequency of the 

oscillations are set to 1.08 GHz per previous results on quantum beats in crystalline 

tetracene.28 The rest of the parameters are allowed to vary. This procedure is a somewhat 

crude approximation of the oscillations since multiple beat frequencies are present in the 

oscillations and their contributions may change with temperature.28 

𝑦(𝑡) = 𝐴 cos(2𝜋𝜈𝑡 − 𝜙) 𝑒−𝛼𝑡  (6.2.1) 
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Figure 6.2.3. A cartoon showing triplets generated from singlet fission that remain bound during diffusion 
throughout the crystal (top) or are free to diffuse while still remaining spin entangled (bottom).  
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Figure 6.2.4. The raw PL decay of crystalline tetracene at elevated temperatures showing an enhancement 
of the quantum beat amplitude with increased temperature. At the highest temperature, the monomeric 
contribution to the decay causes the decay to appear longer and leads to lower amplitude oscillations. 
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Figure 6.2.5. Extracted temporal oscillations in a 10 ns window showing the increased amplitude with 
increasing temperature. The damping of the oscillations appears mostly constant.  

 

A trend does emerge in the value of the damping coefficient when fitting the 

quantum beats with equation 6.2.1. When the damping coefficient is plotted versus the 

inverted temperature a binding energy can be calculated (Figure 6.2.6). The binding 

energy is less than kT indicating that the triplets should be free to diffuse independently 

while remaining entangled at room temperature. As mentioned above, this is a crude 

fitting procedure and the value should be interpreted with caution. However, the value 

of 165 cm-1 is not too far off that determined by Sirringhaus and coworkers of ~240 cm-1 

which inspires confidence in this simple analysis.7 Obtaining a lower binding energy in a 

high quality single crystal also suggests that morphology is important to the decay of 1(TT), 

which has been recently suggested by other workers.9  
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Figure 6.2.6. Arrhenius plot of the damping coefficient determined from fitting the temporal oscillations 
with equation 6.2.1.  

 

 

6.3 Conclusions and Future Work 

 

 A few conclusions can be drawn from the limited data already obtained in this 

study though much work still needs to be done. Singlet fission in crystalline tetracene 

consistently and reproducibly generates 1(TT) in ~ 200 ps and the process is endoergic 

with an activation energy of 550 cm-1. At low temperature the decay is still fast, but the 

emergence of photoluminescence redshifted with respect to the 0-0 peak suggests that a 

defect state may mediate singlet fission at lower temperatures and could be the reason 

for so many conflicting reports regarding the temperature dependence of fission. It is 

unlikely that emission originates from 1(TT) and spectral features attributed to it are more 
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likely low energy defects. While a binding energy between the correlated triplets can be 

extracted from the quantum beats, at room temperature the triplets are free to diffuse 

independently while maintaining spin coherence. This result is consistent with previous 

studies which concluded that the triplets must either diffuse or at least be greater than 

nearest neighbor distances apart.28,29 

 In the future, it would be informative to repeat the experiment at 4 K to see if the 

transiently redshifted photoluminescence overwhelms the emission at longer times. A 

kinetic model of the data should also be developed which looks at the possibility of two 

paths to generate the triplet pair state. An analysis like this could provide valuable insight 

on the origin of the activated pathway and whether it involves a state lower in energy 

than S1. Further insight may also be gained by repeating these measurements in a 

magnetic field, which should only alter the triplets potentially allowing the conversion of 

1(TT) into T1 + T1 to be optically detected.  
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Chapter 7: Conclusions 

“I am turned into a sort of machine for observing facts and grinding out conclusions.”  
– Charles Darwin 

 

7.1 Perspective and future directions 

 

Light not only can serve as a source of power but it can also serve as a probe for 

photochemical and photophysical processes important to developing the next generation 

of smart materials and optoelectronics. In chapter 3, molecular motifs which exhibit 

enhanced sensitivity toward hydrostatic pressure were investigated in photoisomers of 

anthracene.1 While adjacent, strained, four-membered rings formed in Dewar 9-tert-

butylanthracene make intuitive sense for increased mechanophoric ability, it was instead 

determined that large structural changes are better correlated with sensitivity toward 

mechanical stress. Still questions remain as to how chemical modification might further 

the response of molecules to pressure. Tethered anthracene derivatives which 

photodimerize could form the basis of further studies. One avenue for exploration 

involves the symmetry of the photodimer. While [4+4] photodimerization in anthracene 

involves bonding at the 9,10 positions, other derivatives such as 1,2-di(9-

anthryl)ethanone can undergo [4+2] photodimerization forming bonds between the 9,10 

carbons on one anthracene moiety to the 1,2 carbons on the second moiety, yielding 

much larger structural changes (Figure 7.1.1, left).2 Another aspect worth exploring is 



185 
 

decorating the tethers with chemical groups that can protrude from the photodimer and 

potentially serve as handles which generate localized anisotropic strain upon the 

application of hydrostatic pressure thereby enhancing the pressure sensitivity. A good 

example of this type of molecule is the photodimer containing a three-membered 

episulfone ring formed by the sulfone-bridged anthracenes (Figure 7.1.1, right). Alkyl 

groups can be easily attached to each anthracene chromophore opposite the sulfone 

linker and the pressure sensitivity can be measured as a function of the decorator group.  

    

Figure 7.1.1. The [4+2] photodimer formed by 1,2-di(9-anthryl)ethanone (left) and the [4+4] photodimer 
formed from the sulfone bridged anthracenes discussed in chapter 4 (right).  

 

Figure 7.1.2. Cartoon illustrating downconversion where a high energy photon is absorbed generating an 
excited singlet state which rapidly converts to two triplet excitons at roughly half the energy of the singlet 
through a spin allowed process of singlet fission (left). Upconversion is the inverse process in which two low 
energy photons sensitize triplets which can pool their energy to form a higher energy singlet state (right). 
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Efficiently harnessing solar energy is a primary hurdle preventing such a promising 

renewable source from supplanting the current dominance of hydrocarbons as the 

preeminent fuel source. In this dissertation an emphasis was placed on the viability of 

multiexciton processes in organic materials to surpass the efficiency limits of current solar 

technologies. For instance, a high energy photon can be absorbed by an organic fission 

material that takes one photon and downconverts it into two lower energy charge carriers 

so that the excess energy of the photon is not wasted as heat (Figure 7.1.2). The inverse 

strategy of upconverting two low energy photons into one charge carrier enables more 

of the solar spectrum to be utilized. If both upconversion and downconversion could be 

implemented in conjunction with a silicon single junction cell, then power conversion 

efficiencies can theoretical reach 50% (Figure 7.1.3).3  

              

Figure 7.1.3. Diagram illustrating the theoretical limits of current single junction silicon cells (blue) and how 
that limit can be surpassed by more efficient solar harvesting strategies utilizing photon conversion.  
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An important aspect that dictates the efficiency of these multiexciton processes is 

the degree of charge transfer (CT) in the excited state as was discussed in chapter 1. The 

CT state can be envisioned as the pathway linking the singlet state and the doubly excited 

triplet pair state. By increasing the CT character of the excited state more efficient 

interconversion between singlet states and multiexciton states can be achieved (Figure 

7.1.4).  

 

 

Figure 7.1.4. Cartoon illustrating that the degree of charge transfer is the bottleneck between the singly 
excited singlet state, S1, and the doubly excited state, 1(TT). By increasing the charge transfer character of 
the excited state the bottleneck can be opened facilitating more efficient interconversion.  

 

 The focus of chapter 4 was to find ways to increase excited state CT character in 

covalently tethered dimers.4 These dimers provide a structurally well-defined unit to gain 
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fundamental insights on controlling interchromophore interactions that could lead to 

facile formation of CT states. Using a sulfur atom as the linker between chromophores 

provides a unique intramolecular handle for tuning the photophysics simply by oxidizing 

the bridge. Moreover, oxidation of the bridge does not alter the geometry between 

chromophores so that electronic effects are able to be isolated in these simple systems. 

It was found that for both terthiophene and anthracene chromophores that the fully 

oxidized sulfone bridge led to increased CT character of the excited state. In both cases, 

the SO2 bridge turned off intersystem crossing. For the terthiophene chromophores this 

resulted in enhanced photoluminescence; whereas, in anthracene it enabled 

photodimerization. An electron screening model was developed to describe the effect of 

the bridge oxidation state on the dimers. A cartoon illustrating this effect is shown in 

figure 7.1.5. In the unoxidized S bridge, lone pairs on the bridge screen the interaction 

between chromophores. By oxidizing the bridge, the electron density can be tied up in 

polarized S=O bonds which enables the chromophores to “see” each other and stabilize 

the CT contributions that mix with the neutral states.  

 

Figure 7.1.5. Cartoon illustrating the electrostatic screening model. In the unoxidized sulfur bridge the 
increased electron density of the lone pair electrons screens the interaction between chromophores (blue). 
By oxidizing the sulfur atom, the electron density is pulled away from the bridge allowing the chromophores 
to interact and form CT states.  
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 A brief survey of the literature illustrates the utility of the sulfone bridge in 

optoelectronic applications where this motif is commonly used, but the origin of the 

effect had not been previously determined. Because of our studies on sulfur-bridged 

dimers, these results can now be understood on a fundamental level. In an organic 

photovoltaic, oxidation of thiophene lead to improved device performance through 

enhanced charge separation which, in light of our results, must be the product of 

increased CT character from using SO2.5 Oxidation of sulfur has also been shown to 

modulate the band gap in polythiophenes which can be explained by the formation of 

extend CT states.6 Adachi and coworkers used a diphenylsulfone bridged molecule which 

undergoes thermally activated delayed fluorescence (TADF) to fabricate an efficient blue 

organic light emitting diode (OLED).7 Such TADF molecules take advantage of 

intramolecular CT states to achieve spatial separation between the singlet and triplet 

states which allows the energy of these states to be tuned such that the dark triplet can 

thermally access the bright singlet state. The ability of SO2 to facilitate CT states explains 

why SO2 is often found in OLEDs that take advantage of TADF. Finally, the most impressive 

example is from a recent report looking at intramolecular singlet fission and the role of 

the CT intermediate state in singlet fission.8 Intramolecular fission in polymers with an 

oxidized thiophene is reported, but an easily overlooked detail is that they briefly mention 

that singlet fission does not occur with the unoxidized thiophene! This is an astounding 

result which is readily explained by our studies on enhancing CT in simple dimer systems.4 

The unoxidized thiophene screens the interactions between the donor and acceptor of 
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the system which prevents CT states from forming. Once the thiophene is oxidized the CT 

state is stabilized and singlet fission, which requires appreciable CT character of the 

excited state, can occur. Furthermore, these results show that using SO2 in fission 

materials is a promising avenue for further research. Future studies should explore sulfur-

bridged chromophores which undergo fission such as tetracene or pentacene. Such 

studies could better correlate both the role of the bridge in tuning the CT character of the 

excited state and the role of CT intermediates in facilitating the formation of multiexciton 

states.  

 In chapter 5, the uncanny ability of crystalline rubrene to perform NIR-to-visible 

upconversion without extrinsic sensitizers was found to be the result of an interband state 

that was present in every crystalline sample.9 Rubrene is an often used component of 

photon upconversion schemes in both solution and the solid state, and these results call 

into question reported solid state upconversion schemes since sensitizers are apparently 

not required. The lifetime of the interband state was determined to be 1.5 µs by 

monitoring the upconverted photoluminescence as a function of the pulse spacing and 

fitting that data with a four-state kinetic model. The triplet state of rubrene could be ruled 

out as the interband state since the lifetime of the triplet is much longer (100 µs) and the 

intensity dependence was quartic and not quadratic.  That this effect was polarized along 

the high mobility axis of rubrene precludes an extrinsic defect as the origin of the 

interband state and seems more than coincidental.  
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While this work was not able to conclusively identify the origin of the interband 

state, we can speculate about a possible culprit – free charges in rubrene. By measuring 

the electron paramagnetic resonance (EPR) spectrum of rubrene microcrystals, it can be 

determined whether any unpaired electrons are present in the sample. A weak signal is 

obtained for rubrene, pointing toward the possibility of free charges present in rubrene 

even in the absence of an excitation source (Figure 7.1.6). Since charge mobility in 

rubrene is highly favored along the b axis and the upconversion is most efficient along 

this same axis it seems reasonable that polarons could lead to some weakly absorbing 

interband state that enables NIR upconversion in rubrene (Figure 7.1.7). To test this, more 

experiments are required. Particularly, charge modulation spectroscopy seems the most 

promising technique to test the idea of polaron absorption in crystalline rubrene. Another 

interesting experiment would be to illuminate rubrene with NIR light and then take an 

EPR spectrum. It is possible that it takes very little for these charges to be built up and 

perhaps photoexcitation leads to an irreversible increase in background polarons. 
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Figure 7.1.6. EPR spectra of two microcrystalline samples of rubrene showing a paramagnetic response in 
the absence of photoexcitation.  

 

Figure 7.1.7. Crystal packing structure of rubrene highlighting the high mobility b axis. A low concentration 
of free charges (polarons) could be the origin of the interband state.   

 

Finally, in chapter 6, the mechanism of singlet fission was explored over the 

temperature range of 20 – 500 K in high quality single crystals of tetracene (Figure 7.1.8). 

It was demonstrated that the predominant pathway of fission in single crystals of 

tetracene is activated, with an activation energy of 550 cm-1. The spin entangled triplet 

pair state, 1(TT), is evidence in the photoluminescence decay as temporal oscillations 
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known as quantum beats. The damping of the quantum beats has a small dependence on 

temperature with an extracted binding energy of 165 cm-1. This small binding energy 

suggests that 1(TT) rapidly evolves into 1(T----T) where the triplets independently diffuse 

while maintaining spin coherence. Red shifted photoluminescence is observed at lower 

temperatures, but the resurgence of the original spectrum at later times for temperatures 

above 77 K suggests that this emission originates from a crystal defect rather than 1(TT). 

  

Figure 7.1.8. Images of high quality, solution grown tetracene crystals used in the singlet fission study. 
Quantum beats are predominant in crystals which form stretched hexagons as shown.  

 

 While these results solidify certain mechanistic parts of fission in crystalline 

tetracene, the strong sensitivity toward sample morphology leaves many questions 

unanswered. Are there two routes of singlet fission available in crystalline tetracene – the 

endoergic pathway and a defect-mediated pathway? The existence of two routes could 

rectify the discrepancies between the faster fission times reported in polycrystalline 

samples versus single crystals. Furthermore, does morphology influence the decay of 

1(TT)? The fact that quantum beats are readily observed in single crystals for ~10 ns 
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supports the idea that 1(TT) decay could be different than what is observed in the more 

commonly measured polycrystalline films where quantum beats require some work to 

extract. If triplet hopping is the dominant diffusion mechanism for migration after 

fission,10 then it seems that disorder could strongly influence the behavior of the 

multiexciton state in endoergic fission materials unlike what has been observed in 

exoergic fission materials.11 Perhaps the most significant challenge for the field is 

identifying the individual steps of fission particularly with regard to the decay of the 

multiexciton state. For example, does 1(TT) have an optical signature that is distinctly 

different from 1(T----T), and can the moment that free triplets are generated be 

distinguished from the separated triplet pair state? Currently, optical measurements 

cannot distinguish from 1(TT) and 1(T----T), while features associated with free triplets are 

often identified through sensitization experiments. One possible direction for future 

exploration along these lines, is to look for a magnetic field dependence in the 

fluorescence decay as an indicator for when the overall singlet spin state of the triplet 

pair become free triplets, since a magnetic field will have no effect on the singlet states 

but should perturb the triplets. Another aspect of the triplet pair states that is rarely 

considered is the role 1(TT) plays in upconversion schemes. Presumably triplet fusion into 

a singlet state proceeds through a correlated triplet pair state, but it remains to be seen 

whether they can be identified with the same techniques developed for fission. Spin 

entangled states in organic semiconductors remains an active area of research and with 

time hopefully the nature of 1(TT) can be pinned down.  
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 In this dissertation, photophysics and photochemistry of organic chromophores 

were studied using a variety of steady-state and ultrafast spectroscopies with the goal of 

establishing fundamental design principals and insights for controlling the response of 

molecules to force and light. Molecules that undergo large structural changes can serve 

as better mechanophores compared to molecules only incorporating ring strain. Tethered 

dimers served as a testbed for interchromophore interactions where it was demonstrated 

that CT character can be tuned intramolecularly by changing the oxidation state of the 

linker. Photon upconversion in crystalline rubrene was demonstrated to occur without 

sensitization. The interband state which is the likely the result of some CT or polaron state 

can potentially serve as a basis for all organic upconversion schemes. Finally, the 

correlated triplet pair state produced via fission was identified using quantum beats and 

found to have a small binding energy suggesting that triplets can diffuse independently 

while remaining spin entangled. The fundamental insights provided in this dissertation 

will inform future research seeking to apply mechanophores and exciton manipulation to 

smart materials and third generation photovoltaic technologies.  
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