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Summary 
In recent work we have shown that PET image s obtained by the MLE iterative 
method of image reconstruction converge towards strongly deteriorated ver­
sions of the original source image. In the present work we show that the 
image deterioration is caused by an excessive attempt by the algorithm to 
match the projection data with high counts and that we can modulate this 
effect. We compare a source image with reconstructions by filtered back­
projection and by the MLE algorithm and show that the MLE images can have 
similar noise to the filtered backprojection images at regions of high ac­
tivity and very low noise, comparable to the source image, in regions of 
low activity, if the iterative procedure is stopped at an appropriate 
point. 

I n t rod u c t i o n 

After the Max imum Likelihood Estimator (MLE) method of image reconstruc­

tion was proposed by Shepp and Vardi 1 for emission tomography, it has of­

ten been observed that continuation of the iterative process beyond a cer­

tain point results in strong image deterioration. Starting from the orig­

inal activity distribution shown in Fig. 1, we recently calculated images 

in a 128 x 128 pixel image plane by a random process 2. These images are 

called "source images". Using a matrix of detection probabilities calcu­

l ated for one 512-detector ring of the ECAT-III in strument at UCLA3, pro­

jection data were obtained again by a 

random process. The data were then 

used as input to the MLE algorithm . 

By using the same matrix of detection 

probabilities in the reconstruction 

as in the source image generation we 

avoided questions regarding accuracy 

of a particular matrix to define an 

instrument accurately. We looked ex­

clusively at the behavior of the MLE 

algorithm. 
1 

XBB 860-10391A 
F i g . 1 I n it i a l source d i s t r i b u t ion 
for the images shown in this paper. 
The relative intensities are indi­
cated. 



In the work of Ref. 2 we were able to confirm the process of image deteri­
oration and study the convergence characteristics of the MLE algorithm. 

Figure 2 shows the log likelihood for the images obtained at different 

numbers of iterations for a source image with 2 million counts (2M). The 

horizontal line indicates the likelihood for the true source image. The 

conclusions from the previous work can 

be summarized as: 1) the MLE algorithm 

actually converges towards an image that 

maximizes the likelihood that the ini­

tial projection data would have come 

from a source distribution corresponding 

to the obtained image, 2) the asymptotic 

maximum likelihood image can be a very 

deteriorated version of the original 

source distribution, although the qual­

ity of the reconstruct ion increases as 

the number of counts in the projection 

data increases, and 3) the original 

source image is not a maximum likelihood 

image for the projection data. Further 
data, images and discussion are given in 

Ref. 2. 
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Fig. 2 Log likelihood that the 
image obtained at a certain num­
ber of iterations has yielded 
that certain set of projection 
data used as input for the re­
construction. The horizontal 
line indicates the likelihood 
for the 2M count source that 
truly generated the input data. 

From the above findings one could conclude that the MLE algorithm does not 

have much future in medical tomography, since reconstructions converge to­
wards images that could be sufficiently different from the source image to 

lead to false diagnosis. It is clear, however, that images obtained with 

a moderate number of iterations appear to be good representations of the 
source image. We have now quantified the noise in different parts of the 
reconstructed images and compared them with the Filtered Backproject ion 
(FBP) method. We have understood the causes of image deterioration and 

controlled it within a certain range. The analysis leads us to the con­

clusion that the MLE algorithm can yield excellent images with very low 

noise in regions of low counts if used properly. 

Reconstruction Procedure 

Based on our understanding of the properties of the MLE algorithm, we felt 

it would be important to incorporate a method of changing the weight given 
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to tubes d in the process of maximization. The notation of Shepp and Var­

di1 is used throughout this paper. We call this modified method the 

Weighted Likelihood Estimator (WLE). We seek to maximize the function: 

WL(x) = WP(n*ix) = g [e-x*(d)x*(d)n*(d)/n*(d)!] s·n*(d)+t (1) 
d=l 

where n*(d) is the number of counts detected in a tube d, and x*(d) is the 

projection into tube d of the reconstructed image. With s = 0 and t = 1, 

the function WL · is identical to the likelihood function L of Ref. 1. 

Keeping t = 1, s > 0 will give higher weight to those tubes that have 

higher number of counts, while makings< 0 will decrease their weight. 

Unlike L of Ref. 1, WL(x) does not have the meaning of the probability to 

obtain the projection data n* from the image x*. However, if s is small, 

both L and WL increase monotonically by iteration. The iterative formula 

for the maximization of Eq. 1, obtained by a method similar to that of 

Ref. 1 is the following: 

D 
1 + L.:: [ s ·n* ( d )+t] p( b, d) -B~_n*_,(_d)'----1 __ 

d=1 I::X 01 d ( b I ) p ( b I , d) 

b 1 =1 

Results of Reconstructions 

( 2) 

We have used a source image with 2M counts based on the activity distri­

bution shown in · Fig . 1. Figure 3a shows a cut through the source image. 

Figure 3b shows the FBP results with the Shepp-Legan filter and Figs. 3c, 

d and e show the results from the unmodified MLE at 9, 32 and 200 itera­

tions, resoectively. We have also carried out reconstructions with the 

WLE for values of s = 0. 0025 and -0.0015. It is observed that the onset 

of image deterioration in regions of high activity comes early in the 

first case and is .delayed in the second case. No substantial differences 

are observ~d in r~gions of low activity. 

Evaluation of Results 

We . have defined two regions, 1 and 2, in the source image representing 

high (1.0) ·· and low (0.05) activity regions, respectively, as shown in 

Fig. A. The mean values of the reconstruct ions and the standard error 

from the inean have been _calculated in each zone. Figures 5a and b show 

error P 1 ots for the two regions. In region 1 we observe that the error 
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for the FPB is a factor of 2 higher 

than the source image error, normal 

for that method of reconstruction. 

For the WLE method, we see a substan­

tial influence of the parameter s on 

the iteration number at which the 

std. error is equal to that of the 

FBP method. 

of the FBP 

In region 2 , the error 

is - 0.05, of the same 

magnitude as the signal, while the 

WLE results remain under 0.01 (near 

the source noise) up to iterations 

40 to 60, depending weakly on param­

eter s. Even at iteration 200, with 

s = 0 or -0.0015 the std. error re­

mains under 0.02, with a marked supe­

riority over the FBP method. 

Discussions and Conclusions 

The behavior of the WLE reconstruc­

tions when the parameter s is changed 

indicates that the progressive dete­

rioration of the images is due to an 

attempt by the algorithm to match ex-

cessively well projection data with 

high number of counts. We have made 

the observation l" 2 ear 1 er that the 

MLE algorithm gains more likelihood 

by matching projection data with low 

number of counts than with high 

counts. We are now finding that, due 

to the imperfect nature of the count 
XBB 871-535 

limited project ion data, the MLE Fig. 3 Cuts through source and re-
method still tries too hard to match constructed images. a) source image 
regions of high activity and yields with ~ millio_n counts. b). re~on-

struct1on by f1ltered backproJeCt1on, 
unacceptable images if allowed to it- Shepp-Logan filter. c) reconstruc-

e ra t e w1·thout 1 - ·t c ·d · tion by maximum likelihood estimate, 
1m1 s. ons1 enng 9 .t t· d) d"tt 32 ·t 1 era 1ons. 1 o, 1 era-

that it is possible to obtain images tions. e) ditto, 200 iterations. 
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with the MLE that have similar noise 

as the FBP in regions of high activ­

ity, and much lower noise in regions 

of low activity when the iterations 

are stopped at an appropriate point, 

it appears that it would be fruitful 

t o define a criterion for iteration 

stopping based on statistical consid-
XBB 871-482 

eration s . We are continuing work in Fig. 4 Source distribution showing 
that direction. Regions 1 and 2 for noise evaluation. 
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Fig. 5 Plots of standard error from the mean as a fu nction of iteration 
number for different v a 1 ues of parameter s in Eqs. 1 and 2. a) for re­
gi on 1, with high counts (1.0). b) for region 2, with low counts (0.05). 
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