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Abstract

Connectives like ‘because’ are referred to as ‘processing in-
structions’ as they facilitate processing of linguistic mate-
rial directly following the connective. In an expectation-
driven account of discourse processing, this can be at-
tributed to predictions that readers make about the upcom-
ing discourse relation, but also to predictions about up-
coming discourse content. By modeling these two ac-
counts, termed the relation prediction account and the
content prediction account respectively, we show that
they make different predictions about when the presence of a
connective is most beneficial. In a self-paced reading study, we
replicate the facilitative effect of the connective on processing,
but do not find any evidence that this effect can be explained
by a strong or weak version of either of the two accounts. This
suggests that the role of the connective goes above and beyond
informing the reader about the upcoming relation and content
and possibly triggers a different processing strategy.

Keywords: connectives; coherence; information value; self-
paced reading; surprisal; predictability

Introduction

During reading and listening, people create rich mental rep-
resentations from the linguistic information. A crucial ele-
ment of such coherent mental representations are discourse
relations: semantic-pragmatic links between clauses and sen-
tences, such as CAUSE and CONTRAST. Connectives and
linking phrases, like ‘because’ and ‘nevertheless’, play an
important role in this process. They are often referred to as
‘processing instructions’, informing the reader how to inte-
grate the upcoming clause with the preceding one (Britton,
1994; Gernsbacher, 1997). Connectives facilitate on-line pro-
cessing during reading (Cozijn, Noordman, & Vonk, 2011;
Sanders & Noordman, 2000; van Silfhout, Evers-Vermeul, &
Sanders, 2015): The region directly following the connective,
below in bold, is read faster in the presence of a connective,
(1a), compared to when no connective is present, (1b).

(1) a. Anawas tired. Even so, she went to a party with
Jia.
b. Ana was tired. She went to a party with Jia.

This initial speed-up is attributed to the connective inform-
ing the reader how the clauses relate to each other, also
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referred to as “propositional integration”. In this paper,
we investigate two expectation-driven accounts that could
explain this facilitative effect of the connective, termed
the relation prediction account and the content
prediction account.

The facilitated integration provided by the connective can
first of all be viewed from an account in which readers are
assumed to continuously predict discourse relations (Kehler,
Kertz, Rohde, & Elman, 2008) (henceforth: the relation
prediction account). Rohde and Horton (2014) show that
readers can anticipate upcoming discourse relations, as re-
vealed by anticipatory eye movements in a relation~location
mapping task. In addition, readers’ expectations about up-
coming discourse relations can also explain their interpreta-
tion of pronouns, even before the discourse relation becomes
apparent (Kehler et al., 2008), suggesting that they indeed en-
gage in predictive processing at the discourse level.

Such an account assumes that readers aim to establish a
discourse-structural representation of the text as early as pos-
sible (in line with Cozijn et al., 2011). The question, how-
ever, is whether such an assumption about establishing a rela-
tion is necessary. Possibly, readers simply use the connective
to make more specific predictions of the upcoming content
(henceforth: content prediction account). In this sce-
nario, the benefit provided by the connective is due to the
connective enabling readers to more accurately predict the
semantic content of the following clause. Consider (1): a
reader is more likely to predict that Meghan is going to a
party after encountering the connective even so than when
the connective is not present. Evidence that readers adjust
their expectations about the upcoming event based on con-
nectives comes from various EEG studies (Xiang & Kuper-
berg, 2015; Kohne-Fuetterer, Drenhaus, Delogu, & Demberg,
2021). Thus, the content prediction account suggests
that there is enhanced semantic predictability in the presence
of a connective, facilitating processing.

Both the relation prediction account and the
content prediction account can explain the facilitative
effect of the connective, although they differ in the pro-
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cessing levels at which they hypothesize readers to make
predictions. A relation prediction account suggests
that predictions are made at a discourse structural level, while
a content prediction account suggests that predictions
are made at a semantic level. Note that these two accounts
are not mutually exclusive: It is well possible that the
facilitative effect of the connective is due to both enhanced
relation and semantic prediction. Nevertheless, disentangling
these two accounts allows us to gain more insight into the
processing instructions that connectives provide. We propose
a modelling approach that allows us to make specific predic-
tions on the role of the connective within a given context,
formalizing the relation between expectations and processing
difficulty using information theory. Surprisal, which denotes
the expectancy of a linguistic signal given the context, is
assumed to be proportional to processing difficulty (Levy,
2008). For example, higher surprisal has been shown to lead
to longer reading times (Demberg & Keller, 2008; Wilcox,
Pimentel, Meister, Cotterell, & Levy, 2023). In terms of the
two accounts outlined above, the connective is assumed to
reduce the uncertainty (i.e. surprisal) about the upcoming
material! and thus reduces processing effort.

The relation prediction account hypothesizes that
the benefit of a connective is proportional to how
(un)expected the relation is without the connective, with a
larger connective benefit when the relation is unexpected.
The content prediction account suggests that the ben-
efit of the connective crucially depends on whether the same
content is more predictable with than without the connective.
Although these types of predictability are correlated, there
are contexts in which they diverge, as outlined in the next
section. In the next section, we will specify how the two
accounts can be modeled, followed by a description of the
pretest from which the model predictions were derived. We
then test the predictions of the model using a self-paced read-
ing study. Our research questions are:

* Does semantic predictability explain the processing benefit
of the connective, as posited by a content prediction
account?

* Does relational predictability explain (additional) pro-
cessing benefit, as posited by a relation prediction
account?

The contribution of this paper is three-fold. First, we pro-
pose a cognitive model of the connective’s facilitative effect
that allows us to make item-level predictions. Second, we test
the predictions of two processing accounts, providing insight
into the level of predictions that readers make. Finally, we
show that the facilitative effect of the connective goes beyond
providing more accurate relation and content prediction.

I'The two accounts differ in what this material consists of:
the discourse relation as in relation prediction account or
the content of the segment following the connective in content
prediction account. This will be formalized in the next section.
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Modeling the two accounts

Modeling the relation prediction account and the
content prediction account allows us to make fine-
grained predictions of the facilitative effect of the connective
in different contexts, which enables us to test the validity of
the two accounts. The relation prediction account as-
sumes that the facilitative effect of the connective depends on
the predictability of the relation. This predictability will be
modeled as the surprisal of the relation and referred to as RP:

RP = Surp(rel) = —log2 p(rel|context) ()

The processing gain provided by a connective is then defined
as the difference in this surprisal in the presence and absence
of a connective. If a connective is not ambiguous (i.e. there
is only a single relation that can plausibly follow the connec-
tive), surprisal will be 0. Gain is thus generally positive.

Obtaining a semantic-level measure of predictability is
less straightforward. Surprisal estimates, as obtained from
large language models (LLMs), conflate various aspects of
predictability and therefore do not allow us to distinguish
whether the target is predictable at the lexical, syntactic or
semantic level. To isolate semantic predictability, we con-
sider semantic information value (Giulianelli, Wallbridge, &
Fernandez, 2023) as our measure of content predictability
(henceforth: CP). Information value is a measure that quan-
tifies predictability of an utterance y given a context x as its
distance d to plausible alternatives (A onsexr):

CP =1V (y|context) = d(y,Acontext) 2)

By considering how close the meaning of an utterance is from
that of plausible alternatives, this measure captures that the
content is semantically predictable if other likely continua-
tions carry a similar meaning. Information value has been
shown to predict processing difficulty similarly as and com-
plementary to surprisal (Giulianelli et al., 2023). Again, the
facilitative effect of the connective can be modeled by sub-
tracting the information value in the explicit condition from
that in the implicit condition.

Model predictions

Since a high content predictability entails a high relation
predictability, the two accounts often make similar predic-
tions about the extent to which a connective should facilitate
reading. However, the content prediction account and
relation prediction account yield different predictions
with respect to how the size of the facilitative effect of the
connective depends on the predictability of the content. Con-
sider the two contexts in 2. The content of the clause follow-
ing the material (in bold) is more predictable after reading 2a,
than after 2b.

(2) Angela used to live in a small flat in Atlanta.
a. She didn’t pay rent for months. high
b. She had over fifteen cats. low
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Figure 1: Model predictions across semantic predictability and relation marking for the different accounts. The model predic-
tions are hypothesized to be proportional to processing difficulty (i.e. reading times).

(Therefore,) she was evicted by her landlord.

A content prediction account hypothesizes that the
effect of the connective should be smaller when the specific
content is not predictable (i.e. in 2b), since in these cases
the connective provides little information about the upcoming
content. The content will remain (relatively) unpredictable,
regardless of the presence of the connective. To illustrate
the predictions of this model, we calculate the various mea-
sures of predictability for our experimental items, based on a
pretest (see the next section). They are split by high or low
semantic predictability and follow contexts with and with-
out a connective.> These predictions are hypothesized to be
proportional to processing difficulty, as measured by reading
time. As can be seen in Figure 1a, the content prediction
account predicts that, solely based on semantic predictabil-
ity, utterances should be read faster in the presence than in the
absence of a connective, which is a significant difference in
the items in the present study (t(47) = -4.26, p < .001). In ad-
dition, the content prediction account assumes a main
effect of semantic predictability, with longer reading times
when CP is higher. As outlined above, the model crucially
predicts that the facilitative effect of the connective should be
smaller in contexts in which the content is less predictable.

A relation prediction account, on the other hand,
leads to different hypotheses. Similar to the content
prediction account, the model significantly predicts
higher processing difficulty for implicit relations (#(47) = -
5.52, p < .001). However, it assumes that the connective
facilitates processing to the extent that it provides informa-
tion about the upcoming relation rather than content. In other
words, when the relation is easy to predict in the absence
of a connective, there is little room for facilitation. In con-
texts where the relation is difficult to predict without a con-
nective, the connective reduces the surprisal of the relation
a lot and a larger facilitative effect of the connective is pre-
dicted. Although relation surprisal and semantic information

2For illustrative purposes, we here assume a binary distinction
between high and low semantic predictability that holds across rela-
tion marking. In reality, semantic predictability is continuous and is
influenced by relation marking.
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value are correlated in our pretest (r = .31, CI = [.11,.48],
p < .01),3 the two accounts make opposite predictions about
how this interacts with the facilitative effect of the connec-
tive: a relation prediction accounthypothesizes an in-
teraction with a larger facilitative effect of the connective in
contexts for which the content is unpredictable, such as 2b,
whereas a content prediction account predicts that this
effect is larger for predictable contents.

Note that this version of the relation prediction
account does not take into account that more surprising
events are more difficult to process in itself, as illustrated by
the lack of a difference between high and low semantic pre-
dictability in the explicit condition. It is unlikely, however,
that semantic predictability does not contribute to processing
difficulty at all: in addition to processing a relation, the reader
also needs to process content. We will therefore also con-
sider a combined account, which hypothesizes that both rela-
tional and semantic predictability influence processing, illus-
trated in Figure 1c for a scenario in which both types of pre-
dictability equally contribute to processing difficulty. Such a
model does take into account that semantic predictability af-
fects reading times, but also assumes that this is influenced
by relational predictability. We remain agnostic with respect
to the extent to which each type of predictability contributes
to processing, but consider a significant effect of relational
predictability on top of semantic predictability as evidence
for a weak version of the relation prediction account.
Evidence for the content prediction account is found if
semantic predictability, as estimated with semantic informa-
tion value, can explain the processing benefit of the connec-
tive alone. Evidence for the strong version of the relation
prediction account is found if relational predictability, as
estimated by relation surprisal, can explain the processing
benefit of the connective alone.

Obtaining model estimates

We conducted a story continuation pretest to calculate the sur-
prisal of relation (RP) and semantic information value (CP).

3This does not affect the VIF in our regression models later.



Participants 160 native English speakers (mean age: 39
years, 85 female), recruited via Prolific, participated.

Materials The materials consisted of 24 items with the fol-
lowing structure: (i) an introductory sentence, (ii) a sentence
that was the first argument of the relation, (iii) a pronoun and
(iv) a target region that was only present in the reading study,
not this pretest. Each item consisted of four different ver-
sions, following a 2x2 design. All versions within an item
ended with the same target region, but differed in (a) whether
the pronoun was preceded by a connective (i.e. explicit) or
not (i.e. implicit), and (b) whether the target region was ei-
ther highly predictable or less predictable depending on the
context. The latter distinction was based on an earlier pretest
and was implemented to ensure variation in the semantic pre-
dictability of our items. Note that the manipulation of the
predictability of the content also ensured variability in the
predictability of the discourse relation, since these measures
of predictability are (weakly) correlated, as discussed above.
Also note that the goal of the current pretest is to obtain a con-
tinuous (rather than binary) measure of semantic and relation
predictability that is estimated for each condition and context
separately. To illustrate, an example of the different contexts
for an item, along with the corresponding predictability val-
ues (CP | RP), is shown in 3 and 4 below.

(3) Angela used to live in a small flat in Atlanta. She
didn’t pay rent for months.

a. Therefore, she ...
b. She...

(0.57 | 0.00)
(0.72] 0.23)

(4) Angela used to live in a small flat in Atlanta. She had
over fifteen cats.

a. Therefore, she ...
b. She ...

(1.21] 0.00)
(1.19 ] 1.15)

Procedure The items were distributed across 8 lists, each
containing 12 experimental items (3 in each condition), as
well as 18 fillers (6 implicit relations, 6 relations with “then”
and 6 with“because”). Every list was completed by 20 partic-
ipants, who provided a logical continuation to the prompt.

Analysis The continuations were analyzed for their relation
and the event. Relation annotation was done by the first au-
thor, according to the PDTB3 guidelines.* All items in the
explicit condition were coded as ‘result’ relations. Relation
surprisal was obtained by taking the log probability of the
target relation per item per condition.

To estimate semantic predictability, we followed
Giulianelli et al. (2023)’s approach. Continuations were
first cleaned by removing typo’s and repeated pronouns.
Subsequently, sentence embeddings were obtained for each
continuation, as well as the target event, using Sentence-
BERT (Reimers & Gurevych, 2019). For every item, we took

4The features +BELIEF and +SPEECHACT were excluded.
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Figure 2: By-item gain predictions according to the
relation prediction account and the content
prediction account.

the mean Euclidian distance between the continuations and
the target region per condition.

For each of the two accounts, the pretest yields four pre-
dicted values per item: one for each of the 2x2 conditions. For
the content prediction account, these values consist of
the different semantic information values (CP) for every of
the four contexts. Likewise, for the strong version of the
relation prediction account, this consists of the differ-
ent relation surprisal values (RP). For the combined account,
both the SP and the RP are taken. Using these values, we can
also predict how much a connective facilitates reading given
a certain context. To obtain the predicted gain of the connec-
tive for each item and context, we subtract the predicted value
for the explicit condition for that context from that of the pre-
dicted value in the implicit condition for the same context.
Descriptives As can be seen in Figure 2, the two accounts
predict the size of the facilitative effect of connective to be
different in the same context. For example, for the item in the
top left corner, the content prediction account predicts
one of the largest effects of the connective (CPqui = 0.27),
whereas the strong version of the relation prediction
account predicts a small effect (RPyq;, = 0.32), compared to
other items. Compare this with the item on the bottom right
for which the relation prediction account predicts the
largest benefit of the connective (RPyq;, = 4.32), whereas the
content prediction account even predicts a negative ef-
fect (CPgqin = -.07). We assume that this predicted negative
effect is due to a lack of facilitation since there is higher pre-
dictability of the content without the connective, but theoret-
ically it could also reflect a slow-down due to disconfirmed
prediction.

Reading study

To examine which of the models best predicts the processing
benefit provided by the connective, we conducted a self-paced
reading study, examining the extent to which the connective
facilitates reading the region directly following it.



Methodology

Participants 121 adult native speakers of English with no
known reading disorder (mean age: 37 years; 54 female) par-
ticipated in the experiment.

Materials and design Experimental materials consisted of
the 24 items that were included in the model prediction esti-
mate study. A spillover region as well as a spillover sentence
were added to prevent any sentence or story wrap-up effects
on the reading times of the area of interest, as in (5).

(5) Angela used to live / in a small flat / in Atlanta. / She
didn’t pay rent / for months. / She / was evicted / by
her landlord. / Angela decided / to move to a rural
area.

Reading times were measured on the target region (in bold).
The items were divided over 4 lists, with each list containing
6 items in every condition, and interspersed with 28 fillers.

Procedure Participants read the items in a non-cumulative
moving window self-paced paradigm, implemented in
PClbex (Schwarz & Zehr, 2021). The order of the items was
pseudo-randomized for every participant. Half of the items
were followed by verification statements.

Analysis Data from participants who answered less than
70% of the verification statements correctly were removed
from analysis (n=8). In addition, we removed data from trials
in which participants spent more than a minute (n=6), as this
indicates that they took a break from the experiment. Further-
more, we removed reading times on the target region above
2000 ms (n=40) or below 100 ms (n=2), as well as reading
times that were more than 2.5 SD away from the participant’s
mean (n=78), removing 4.1% of the data points for the target
region. 2782 data points were left for analysis.

Reading times of the target region were analyzed using
mixed-effects regression models with a gamma identity link,
using the lme4 and lmerTest package (Bates, Michler,
Bolker, & Walker, 2015; Kuznetsova, Brockhoff, & Chris-
tensen, 2017) in R (R Development Core Team, 2008). In all
models reported below, context, trial number, region position,
length in characters and summed log word frequency were in-
cluded as covariates. We aimed for a maximal random effect
structure (Barr, Levy, Scheepers, & Tily, 2013).

Results

As can be seen from Figure 3, reading times of the target
region are lower in the explicit condition compared to the
implicit condition. Relation marking is indeed a significant
predictor in the model (see Table 1). Figure 3 also suggests
that the effect of relation marking is marginally smaller in
contexts that yield low semantic predictability than in the
highly predictable condition. This is contrary to the pre-
dictions of the strong version of the relation prediction
account, illustrated in Figure 1b. To formally test the pre-
dictions of the different accounts, we examine whether rela-
tion marking still significantly predicts reading times when
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Figure 3: Log-transformed raw reading times (bars: standard
error) across semantic predictability and relation marking.

the model predictions of the respective accounts are included
(cf. Delogu, Crocker, & Drenhaus, 2017). To illustrate, the
content prediction account predicts that the facilitative
effect of the connective can fully be attributed to differences
in content predictability (CP) in the presence or absence of a
connective. If this is true, the effect of connective should dis-
appear when CP is accounted for, as all its variance can also
(and more accurately) be explained by CP. In other words, re-
lation marking should not significantly predict reading times
when CP is also included as a predictor in the model.

As shown in Table 1, CP strongly and significantly pre-
dicts reading times overall, both when including this as the
only measure of predictability (content), as well as when
also taking into account RP (combined). The target region is
read slower when its content is less predictable (i.e. the se-
mantic information value is higher). Unlike CP, RP does not
significantly predict reading times, suggesting that relation
surprisal does not affect processing of the target region.

Crucially, however, there is still a significant facilitative ef-
fect of the connective when also including CP. Contrary to
the predictions of the content prediction account, this
indicates that CP does not account fully for the differences
in reading times associated with the connective. The same
holds when RP is added to the model, suggesting that rela-
tion surprisal alone can also not account for the facilitative
effect of the connective. Even when adding both CP and RP
to the model, as suggested by a combined account, there is
still additional variance associated with relation marking left.

Although the approach above tests the strong version of
the various accounts, namely whether semantic and/or rela-
tion predictability fully explains the facilitative effect of the
connective, it does not show whether the model predictions
of the various accounts partly explain the difference in read-
ing times between explicit and implicit items. We therefore
also examine whether these two accounts can predict the pro-
cessing gain provided by the connective (i.e. the difference in
reading times between the explicit and implicit condition), by
first residualizing the reading times® and then subtracting the

Sbase model: rt ~ context + trial + length + position + frequency
+ (1 + context || item) + (1 + context | ptcp)



Table 1: Estimates for the predictors of interest per model.
#EE p < .001, **: p < .01, *: p <.05

Model Predictor B SE t p
base connective 12.60 449 2.81 *%

" content  connective 11.97 430 278 @ ¥F
CP 3235 8.73 371 kwx

" relation connective 10.15 425 239 @ *
RP 575 453 127 20

" combined connective  9.75 443 220 @ *
CP 32.68 9.70 3.37 kE*
RP 493 448 1.10 .27

Table 2: Model estimates of the predictors of interest for the
residualized difference in reading times.

Model Predictor B SE t p
content CPyuin -0.07 0.11 -0.63 .53
“relation RPgn,  0.01 001 1.07 .29
“combined  CPuin  -0.04 011 -036 .72

RPyin 0.01 0.01 092 .36

mean residualized reading time in the explicit condition from
that in the implicit condition per item and item context. This
difference in reading time is then regressed on the model gain
predictions of the two accounts shown in Figure 2. As can
be seen in Table 2 neither of the gain predictors was found
to have a significant effect on the between-condition reading
times, neither by itself nor combined. This suggests that nei-
ther semantic nor relation predictability predicts the facilita-
tive effect of the connective.

Discussion

In the present study, we operationalized two types of pre-
dictability that have been hypothesized in the literature to
influence processing: relation predictability (Kehler et al.,
2008; Rohde & Horton, 2014) as the surprisal of the dis-
course relation and content predictability as semantic infor-
mation value (Xiang & Kuperberg, 2015; Kohne-Fuetterer et
al., 2021). In particular, we examined whether enhanced pre-
dictability in the presence of a connective can explain the pro-
cessing benefit of the connective. Our results confirm previ-
ous findings that connectives facilitate processing of the ma-
terial directly following it. We also show that semantic infor-
mation value affects processing, in line with findings regard-
ing predictability effects. Relation predictability did not sig-
nificantly affect reading times of the target region. We thus do
not find any evidence that readers make discourse-structural
level predictions during normal reading. Crucially, neither se-
mantic nor discourse relation predictability accounted for the
facilitative effect of the connective. Thus, we do not find any
evidence in favor of the content prediction account or
the relation prediction account. The function of the
connective seems to go above and beyond signalling to the
reader what content, or what specific relation will follow.
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Content predictability, which was operationalized as se-
mantic information value, was found to strongly predict read-
ing times. This is in line with previous research that pre-
dictable material, as indexed by semantic information value
(Giulianelli et al., 2023) or surprisal estimates from LLMs
(Wilcox et al., 2023), is easier to process than material that is
less predictable and shows that readers make semantic-level
predictions. Nevertheless, content predictability did not ex-
plain the difference in reading times caused by the presence
of the connective.

It remains an open question what then constitutes the fa-
cilitative effect of a connective on processing. Our findings
suggest that connectives provide more processing instructions
than only informing the reader how the upcoming clause is
related to the previous one (cf. Cozijn et al., 2011) or updat-
ing predictions on upcoming content (cf. Xiang & Kuperberg,
2015). Possibly, upon seeing a connective, readers adapt their
processing strategy such that they shallowly process the ma-
terial following the connective, only to process the relation
more deeply at sentence wrap-up. This could explain why the
effect of the connective seems to be unrelated to improved se-
mantic or relation predictability. Previous studies have indeed
shown that readers speed up immediately after encountering
a connective, but that reading is often slowed down sentence-
finally in explicit relations (Cozijn et al., 2011; van Silfhout et
al., 2015). Nevertheless, this does not suggest that no seman-
tic processing occurs clause-initially at all: implausible con-
nectives have been shown to immediately disrupt processing
(Canestrelli, Mak, & Sanders, 2013) and our own findings
show that semantic predictability influences sentence-initial
reading regardless of the presence of a connective.

Self-paced reading measures conflate various processes, on
which connectives and surprisal might have differential ef-
fects. For example, connectives are known to trigger more,
but shorter, regressions (van Silthout et al., 2015), and sur-
prisal has been shown to affect mostly early measures of pro-
cessing (de Varda, Marelli, & Amenta, 2023). In future work,
we will therefore use eye-tracking-while-reading to further
explore in what way connectives provide processing instruc-
tions. In addition, we will examine whether other levels of
predictability influence reading, and whether they interacts
with the presence of a connective.

Conclusion

In line with previous research, the present study provides ev-
idence that discourse processing is guided by semantic-level
predictions and that discourse connectives facilitate sentence-
initial reading. However, this effect of the connective cannot
be attributed to enhanced semantic or relation predictability.
Our findings thus suggest that the connective facilitates pro-
cessing above and beyond informing the reader about the up-
coming content, or even relation, and possibly change read-
ers’ processing strategy. In doing so, this line of research
sheds further light on the role (and limits) of prediction in
language processing.
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