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As silicon photonics has matured in the past decade, chip scale optics have become an 

enabling technology for data center, RF, high speed communication, and quantum optic devices, 

and the number of devices being deployed into the world has increased by orders of magnitudes. 

However, the limitations arising from inherent optical nonlinearities in the material and 

mechanisms of modulation are still problems.  In the present work, we describe research done to 
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address some of the limitations across two areas:  1) designing foundry silicon photonic resonant 

devices to operate at their limits of optical power and compact scalable that address wavelength 

selective communication needs, and 2) not-etched nor patterned thin-film lithium niobate on top 

of foundry silicon photonic device through hybrid integration in a scalable manner, to enable high 

speed (>100 GHz) and high extinction devices.  The latter part of this thesis presents novel 

photonic circuits in which we leverage the recently developed hybrid-silicon thin-film lithium 

niobate platform to tune the spectral properties of quantum light generated in a monolithic chip 

with the hybrid material, presenting a scalable means designing beyond the limitations of 

conventional silicon photonics.   
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“A Neo-expressionist rendering of a bonded hybrid-lithium niobate silicon photonic chip 

exposing the scratches (of unknown origin) on the chip surface.” art by Xiaoxi Wang, picture courtesy of 

Viphretuo Mere. 
 

 

CHAPTER 1  

 

Introduction 
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1.1 Silicon Photonics in Communication Links 
 

 The last several years have seen the proliferation of silicon photonics in not just many of 

the major leading silicon foundries, but also across many large and small semiconductor 

companies, as well as a growing community of different users [1].  The increasing breadth of 

adoption into different systems is a testament to the power of well-developed infrastructure and 

technologies spanning many decades across the microelectronics industry.  

 Meanwhile, the highest data-rates supported by silicon photonics have also increased, by 

more than an order of magnitude [2] than those demonstrated in the early half of the last prior 

decade.  At the same time, the need for increasing bandwidths at lower operating power have not 

slowed down [3].  Given the advancements on the multiple fronts: custom users at different scales, 

rapid performance increases, and tighter integration across both different photonic devices, 

platforms, and electronics, it has become increasingly necessary to exploit more degrees of 

freedom of light and push the boundaries of what silicon photonics can handle. 

One device that satisfies the need for low power consumption yet offers wavelength 

selectivity as a means to exploit multiple wavelengths as a degree of freedom is silicon photonic 

microresonator modulators based on carrier depletion. They are now increasingly adopted in a 

wide range of systems in modern communications, switching, and RF photonics.  However, a 

current limitation of such devices is their ability to handle high optical power due to two-photon 

absorption and free-carrier generation [4], [5]. Due to these effects, silicon photonic 

microresonator modulators have traditionally operated at optical powers under a milliwatt (0.31 

mW [6], 0.63 mW [7], and 0.30 mW [8] in prior published results).  As integrated semiconductor 

lasers generate increasingly more optical power [4] than the sub-milliwatts in typical prior 
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microresonator reports, it is increasingly important to explore ways to improve high power 

operation of these modulators. For a certain data-rate and detection sensitivity, a higher optical 

modulation amplitude (OMA) directly translates into increased distance between the source and 

the destination. This can be critically helpful in improving the reach short-distance 

communications without using optical amplifiers or repeaters, or providing additional link margin 

for incorporation of optical switches or other devices. Chapter 2 gives an overview of these 

nonlinearities and Chapter 3 presents a resonant microdisc modulator with significantly higher 

OMA exceeding 4 mW at 13.5 mW of optical power input.  Chapters 4 and 5 present elements that 

can be used in wavelength division multiplexing (WDM) system, that exploits some novel features 

for robustness. 

Another path towards higher performance is presented in Chapters 6 and 7, where silicon 

is integrated with our recently developed thin film lithium niobate platform [9], [10]. Looking 

beyond what active silicon devices can handle, we exploit the high frequency capabilities of this 

material, while maintaining the ability to lithographically define features at the foundry level in 

silicon photonics through bonding.  While the best-in-class modulators in this platform were 

recently developed, the work in this dissertation aims to develop devices and demonstrate 

capabilities that exploit the foundry silicon part of this platform, in results which have not been 

shown before. 

The methods we have described in this work offers a path for synergistic advancement in 

hybrid development for combining best in class demonstrations from different material.  

Moreover, the work in this dissertation seeks to bring some of silicon’s quantum optic capabilities 

onto this platform, as discussed in the next section. 
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1.2 Silicon Photonics for Single Photons 
 

 

Quantum light sources that generate single and entangled photon pairs are key resources 

for quantum communication and computation, which are both undergoing a transformative phase 

from laboratory studies to large scale field deployments and systems [11], [12].  The ability to 

scale to larger qubit systems or systems with higher dimensionality is a key barrier to 

demonstrating quantum advantage—and scalable platforms that include sources of photons for 

carrying quantum information are increasingly needed.  Even for platforms where quantum 

information is not encoded in photons [13]–[16], modular connections across nodes enabled by 

photons can offer paths to enabling large numbers of error-corrected qubits [17].   

Silicon photonics, besides demonstrating large scale switching, routing, interconnects, and 

modulation platforms in the past decade, can also enable the generation of entangled and single 

photons through the 𝜒3 non-linear process of spontaneous four-wave mixing. Used this way, 

silicon photonic pair sources belong to the broad category of parametric quantum sources where 

pairs of photons are generated non-deterministically, as opposed to deterministic sources like 

quantum dots [18]–[20] or vacancy centers [21], [22] that generate single photons on-demand 

through deterministic processes. 

  Parametric sources from bulk crystals are among the most widely used sources of 

quantum light.  Research in micro and nano fabrication in the recent decades have integrated these 

sources into chip-scale devices with tight optical confinement.  Parametric sources of single 

photons have an advantage of non-cryogenic room temperature operation and paths of achieving 

indistinguishability, high purity sources of light [23]–[26], with methods of making them on-

demand [27]–[30]. These light sources can be made from wide range of nonlinear material, some 
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of which are already common to silicon foundries, and chip scale demonstrations have increasingly 

reduced the bottlenecks to scalability.  One remaining barrier to widespread adaptation of photons 

as quantum information carriers across large numbers of quantum information processing nodes is 

the indistinguishability of photons generated from multiple, different sources. However, 

fabrication variations from device-to-device present challenges, and the development of abilities 

to first tune the properties of the device is key to overcoming this barrier. For cryogenic quantum 

dot photon sources, very recent demonstrations of tunability on chip [31], [32] have advanced 

quantum interference capabilities.  Room temperature parametric sources on the other hand have 

already demonstrated multiple photon sources showing not only quantum interference between 

independent devices, but also multi-qubit multi-photon higher dimensional entanglement [33].   

Since these parametric sources result in photon pairs, an important condition that must be met for 

these parametric sources to ensure high purity and indistinguishability is separability of the 

biphoton states [34].   

A continuous wave laser pumping a SWFM based source results in a highly entangled 

biphoton state, which will be projected into a mixed state on detection by a single photon click 

detector.  Modern demonstrations of parametric sources can achieve separability through 

dispersion engineering and pulsed laser sources for spectral control [34], [35, p.]. However, the 

spectral and temporal properties of common pulse laser sources such as mode-locked lasers are 

not widely tunable, and so specific light sources must be selected after the parametric source is 

fabricated to match the properties of the nonlinear parametric device—non-ideal difference 

between the two can lead imperfect biphoton separability [36]–[38] [ 21-23]. Moreover, pulsed 

and mode-locked lasers themselves are challenging to integrate and are expensive devices to scale 

reliably. Modulators are one alternative to pulsed lasers used in both classical and quantum optical 
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communications, but so far, a device that can meet the high bandwidths required for precise 

picosecond temporal pulse tunability with high extinction and low loss, integrated with a 

parametric photon pair source to achieve separable states, has not yet been demonstrated.   

Chapters 6-7 in this dissertation will describe the components that were designed for the 

first demonstration of a high extinction pulse carving modulator with more than 100 GHz of 

bandwidth in thin-film lithium niobate (TFLN) on a single chip with a high Q silicon microring 

resonators.  It describes some of the work done to bring resonant microring entangled photon-pair 

generation devices, high quality filters, and silicon photonic circuits into our recently developed 

TFLN on SOI platform to show high quality control and tuning of photon pairs. Chapter 8 will 

describe silicon photonic devices used to switch single photons at high speeds, and detectors that 

can detect single photons at high time resolutions, along with a novel oscilloscopy application that 

extends the use of these quantum detectors for high speed detection and characterization of signals. 
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OpenAI DALL-E’s interpretation of “Nonlinearities in Silicon Photonics”, art courtesy of Luke 

Schiefelbein. 

 

 

 

 

 

Chapter 2  
 

Nonlinearities in Silicon Photonics 
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Silicon is a centrosymmetric crystal and the nonlinearities in the silicon photonics studied 

here arise from the third order nonlinear susceptibility,  𝜒3, where an induced polarization, 

expressed as Taylor series expansion, 

�⃗� (𝑡) =  𝜖0(𝜒
1�⃗� (𝑡) + 𝜒2�⃗� 2(𝑡)+𝜒3�⃗� 3(𝑡) + ⋯)   (2.1) 

arises in response to an applied electric field �⃗� , and  𝜖0 is the vacuum permittivity. Through 𝜒3, 

electric fields of different frequencies can interact with silicon and each other, through energy 

exchange, and fields can be generated at new frequencies. These 𝜒3 phenomenon are intensity 

dependent, and include four-wave mixing, spontaneous four-wave mixing (FWM), and two-

photon absorption (TPA), which lead to the effects studied in this dissertation.  It can also lead to 

self-phase modulation and cross-phase modulation, as well as free carrier dispersion and Raman 

scattering [39]–[41]. 

In the work here, we will most primarily look at FWM, its variants, and TPA. A conceptual 

cartoon of the energies and frequencies involved in TPA and FWM is shown in Fig. 2.1 (a)-(c). 

 

Figure 2.1: (a) Two-photon absorption (b) Energy diagram of four-wave mixing (c) Spontaneous four-

wave mixing. (d) Stimulated four-wave mixing. 
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In the TPA process, light of energies less than the bandgap the silicon waveguide is 

absorbed when the energy of two photons is greater than the bandgap of silicon,   2 𝜈 > 𝐸𝑔.  The 

two photons are simultaneously absorbed, and an electron is excited into the conduction band, 

creating an electron-hole pair, as drawn in Fig 2.1 (a).  Subsequently, the mobile excited electrons 

and holes can be excited to even higher bands (lower for holes) through the usual linear single-

photon absorption, in a process called free carrier absorption (FCA).  Some types of four-wave 

mixing processes are shown in Fig 2.1 (c)-(d)—in a degenerate pump case, two pump photons at 

the same frequency are annihilated and a pair of signal and idler photons are created 

simultaneously. This can happen through a stimulated process, with a seed photon at the signal 

frequency stimulating the process, or spontaneously, with the vacuum state seeding the process. 

The process obeys energy conservation and so the location of the signal and idler frequencies 

indicated in the figures are determined by ∆ ≡  𝑝 −  𝑠 =  𝑖 −  𝑠 , and requires that the phase 

mismatch between the field vectors be small for efficiency, where the mismatch is ∆𝑘 = −2𝑘𝑝 +

𝑘𝑠 + 𝑘𝑖.  From a classical perspective, the process can also be expressed as sum of four waves 

oscillating in a common nonlinear medium, where after expanding the relevant induced nonlinear 

polarization  �⃗� 𝑁𝐿 =  𝜖0𝜒
3 ⋮ �⃗� �⃗� �⃗� , and summing four of these together, one can derive a set of 

coupled amplitude equations that reveal the sums of individual nonlinear mixing terms, one of 

which concerns the four wave mixing phenomenon above, as in [39]. 

 For the discussions in this chapter, and brevity—to relate four-wave mixing and two-

photon absorption numbers to 𝜒3, some important parameters that are often used to discuss 

nonlinear include the waveguide nonlinear parameter 

𝛾 =
𝑛2𝜔

𝑐𝐴𝑒𝑓𝑓
      (2.2) 
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where 𝐴𝑒𝑓𝑓 is the effective cross-sectional area of the waveguide mode, 𝑐 is the speed of light,    

the frequency, and 𝑛2 is the widely used Kerr nonlinear coefficienct, that leads to an intensity 

dependent refractive index, and is related to the real part of the third order susceptibility as 

𝑛2 =
3

4𝜖0𝑐𝑛2
 ℝ( 𝜒3)      (2.3) 

where 𝜖0 is the permittivity of free space, and 𝑛  is the refractive index.  As will be used later in 

this chapter, a parameter that characterizes the extent of TPA is called the TPA coefficient and is 

related to the imaginary part of the third order nonlinear susceptibility as  

𝛽𝑇𝑃𝐴 =
3𝜔

2𝜖0𝑐2𝑛2
 𝐼𝑚( 𝜒3)     (2.4) 

noting that the real and imaginary parts are connected through the nonlinear Kramers-Kronig 

relation[42] .  A direct relation to the refractive index perturbation can also be derived as 

𝑛 =  𝑛0 + 𝑛2𝐼 +   
𝜆

4𝜋
[𝛼0 + 𝛽𝑇𝑃𝐴𝐼]    (2.5) 

where 𝛼0 encapsulates the linear absorption, and 𝐼 is the intensity of the light, showing how the 

TPA coefficient is numerically related to absorption and the refractive index. Some common 

numbers cited for silicon are 8×1012 m/W for the TPA coefficient and 200 W-1 m-1 for the nonlinear 

parameter[43], [44], compared to 1.4 W-1 m-1 for Silicon Nitride [45]. The next sections in this 

chapter will describe four-wave mixing nonlinearities in the context of biphoton pair generation 

through SFWM, and nonlinear loss from TPA and FCA in the context of high speed resonant 

modulators. 

 

2.1 Spontaneous Four-wave mixing 
 

The classical form of coupled equations from expansions on sums of �⃗� 𝑁𝐿 =  𝜖0𝜒
3 ⋮ �⃗� �⃗� �⃗� , 

as noted in [39] can be reframed in terms of the electric field operators, as shown in detail in [46]. 
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For brevity, we note here the key parts that lead to the formulas which will be used in later chapters.  

The goal is to show the form of the biphoton states generated by the spontaneous four-wave mixing 

process, so that the equation can be used later to analyze characteristics and quality of the single 

and entangled photons being generated through a given process and device (these properties are 

discussed in Chapter 6). The nonlinear coupled equations of the interacting waves, expressed 

through the electric field operators, show the equations of motion that result from these 

interactions, so the first objective is to find the interaction Hamiltonians that produce these coupled 

equations.  Eventually, the one that matters for SFWM (seeded by vacuum state) is the four-photon 

scattering (FPS) interaction Hamiltonian, given as 

 𝐻𝐹𝑃𝑆 = 𝛼𝜖0𝜒
3 ∫𝑑𝑉(𝐸𝑠

(−)
𝐸𝑖
(−)
𝐸𝑝
(+)
𝐸𝑝
(+)
+ 𝐻. 𝑐. )  (2.6) 

where 𝛼 is an scaling constant, 𝐻. 𝑐. is the Hermitian conjugate, 𝐸𝑠
(−)

, is the negative electric field 

operator for the signal photon with other terms having + superscripts denoting the positive electric 

field operator, and i and p denoting idler and pump. Then, this interaction Hamiltonion is applied 

to calculate state vector evolutions for the output of the nonlinear process 

|Ψ⟩ =  |0⟩ + 
1

𝑖 
∫ 𝐻𝐹𝑃𝑆𝑑𝑡
∞

−∞
|0⟩    (2.7) 

where |0⟩ is the vacuum state, so it is superposition of the vacuum state and two-photon state. 

After writing the pump field as the form of the laser serving as the pump, along with the quantized 

electromagnetic fields of the signal and idler written in terms of the creation and annihilation 

operators, and then plugging into eq. (2.7) [46], one arrives at a state vector of 

|Ψ⟩ =  |0⟩ + ∑ 𝐹(𝑘𝑠. 𝑘𝑖)𝑘𝑠.𝑘𝑖
𝑎𝑘𝑠
† 𝑎𝑘𝑖

† |0⟩   (2.8) 

where the function 𝐹(𝑘𝑠. 𝑘𝑖) is named the two-photon spectral function and describes the biphoton 

amplitude as a function of the joint signal and idler spectrum. This shows how the signal and idler 
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photons can be gotten from biphoton state formed by this nonlinear process and is a very useful 

form that will be described in further detail in Chapter 7. 

 

2.2 Nonlinear Loss 
 

This section will describe some of the nonlinear loss and subsequent linear free carrier 

absorption losses and how it impacts a high-speed silicon resonant modulator, design and 

experiments of which Chapter 3 will describe. Since TPA loss is power dependent, the loss along 

a waveguide can be calculated as 

 
𝑑𝐼

𝑑𝑧
= −𝛼𝑠𝑐𝑎𝑡𝑡𝐼 − 𝛽𝑡𝑝𝑎𝐼

2 − 𝛼𝐹𝐶𝐴𝐼    (2.9) 

where the linear scattering loss, two-photon, and free carrier absorption losses are given in 𝛼 in 

that order. Since 𝛼𝐹𝐶𝐴 is related to 𝛼𝑡𝑝𝑎 through a generation factor as  

𝛼𝐹𝐶𝐴 = (𝜎𝑁𝜏𝑁
𝑒𝑓𝑓
 +  𝜎𝑃𝜏𝑃

𝑒𝑓𝑓
)
𝛽𝑡𝑝𝑎

2ℎ𝜆𝜈
𝐼2    (2.10) 

 

where 𝜎𝑁 and 𝜎𝑃can be found from the constants in [47] for hole and electrons and 𝜏’s are their 

respective lifetimes, the equation can be integrated along the length of the device to find the final 

intensity and the loss [48]. 

 For a time dependent loss from TPA, in modeling a dynamic system (i.e. resonant 

modulator) we can write a time dependent losses from [49] as 

𝛾𝑇𝑃𝐴(𝑡) = Γ𝑇𝑃𝐴
𝛽𝑆𝑖

𝑉𝑇𝑃𝐴𝑛𝑔
2 𝑈(𝑡)     (2.11) 

𝛾𝐹𝐶𝐴(𝑡) =
𝜎𝑆𝑖𝑐

𝑛𝑔
𝑁(𝑡)       (2.12) 
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Effects on a resonant microring modulator 

Now we will relate the losses to the behavior of a resonant microring or microdisc modulator.  The 

equations of motion for the field inside a microresonator [50] are 

𝑑𝑎

𝑑𝑡
= (

−𝛾𝑇𝑜𝑡𝑎𝑙

2
+  (∆ + ∆ 𝑙𝑎𝑠𝑒𝑟 − ∆ 𝑐𝑜𝑙𝑑)( 𝑎𝑢 +  𝑎𝑣 ) +  𝜅(√𝑃 𝑛)  (2.13) 

𝑑𝑇

𝑑𝑡
=   − 𝛾𝑡ℎ𝑇 +

Γ𝑑𝑖𝑠𝑘

𝜌𝑆𝑖𝐶𝑝𝑆𝑖𝑉𝑑𝑖𝑠𝑘
𝑃𝑎𝑏𝑠      (2.14) 

𝑑𝑁

𝑑𝑡
=   (−𝛾𝑟_𝑓𝑐𝑁 +

𝛤𝐹𝐶𝐴𝛽𝑆𝑖𝑐
2

2 𝜔𝑙𝑎𝑠𝑒𝑟𝑛𝑔
2𝑉𝐹𝐶𝐴

2 𝑈2)     (2.15) 

𝑑𝑉𝑝𝑛

𝑑𝑡
= (−

𝑉𝑝𝑛

𝜏𝑅𝐶
+
𝑉𝑎𝑝𝑝𝑙𝑖𝑒𝑑,𝑃𝑅𝐵𝑆

𝜏𝑅𝐶
)       (2.16) 

∆𝜔

𝜔0
=   (−

1

n𝑆𝑖
) (

𝑑n𝑆𝑖

𝑑T
∆T(t) + (

𝑑n𝑆𝑖

𝑑Np
+
𝑑n𝑆𝑖

𝑑Nn
)∆N(t)) +

∆𝜔0,𝑚𝑜𝑑(𝑡)

𝜔0
  (2.17) 

∆ 0,𝑚𝑜𝑑(𝑡) = (
𝑑𝜔0

𝑑𝑉𝑝𝑛
𝑉𝑝𝑛(𝑡) − 𝑉𝑏𝑖𝑎𝑠)      (2.18) 

𝛾𝑇𝑜𝑡𝑎𝑙 = 𝛾𝑇𝑃𝐴 + 𝛾𝐹𝐶𝐴 + 𝛾𝑙𝑖𝑛+ 𝛾0 + 𝛾𝑟𝑎𝑑     (2.19) 

𝑈 = |𝑎𝑢 +  𝑎𝑣|
2     (2.20) 

𝑃𝑎𝑏𝑠 = 𝛾𝑇𝑜𝑡𝑎𝑙 𝑈     (2.21) 

where Γ𝑑𝑖𝑠𝑘 is the fractional energy overlap of the optical mode with the temperature within the 

silicon resonator, 𝛾𝑟_𝑓𝑐 is the free-carrier decay rate accounting for recombination and diffusion. 

𝛾𝑇𝑜𝑡𝑎𝑙, 𝛾𝑇𝑃𝐴, 𝛾𝐹𝐶𝐴, 𝛾𝑙𝑖𝑛, 𝛾0, 𝛾𝑟𝑎𝑑 are the total losses: loss from TPA, loss from FCA, linear loss 

in the waveguide, loss from the designed coupling coefficient, and radiative loss from the bent 

mode. ∆  is the frequency shift determined in eq. (2.17), ∆ 𝑙𝑎𝑠𝑒𝑟is the shift in the position of the 

laser frequency relative to the initial laser frequency, and ∆ 𝑐𝑜𝑙𝑑 is the difference between the 

frequency of the initial laser frequency and initial resonance frequency of the resonator. 𝑎𝑢 and 𝑎𝑣 

are the real and imaginary parts of the circulating field, 𝜅 is the coupling coefficient, 𝑃 𝑛 
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is the optical power in the input waveguide bus, 𝛾𝑡ℎ is the thermal loss, 𝑉𝑑𝑖𝑠𝑘 is the disk mode 

volume, 𝛤𝐹𝐶𝐴 is an overlap integral of the field in silicon normalized to the total field volume 

which is a modal confinement factor, 𝑉𝑇𝑃𝐴, 𝑉𝐹𝐶𝐴 are effective mode volumes, 𝑈  is the internal 

cavity energy 𝑉𝑝𝑛 is the voltage across the PN junction, 𝜏𝑅𝐶 is the RC lifetime, 𝑉𝑎𝑝𝑝𝑙𝑖𝑒𝑑,𝑃𝑅𝐵𝑆 

is the applied input voltage, e.g. a pseudorandom bit sequence (PRBS), 
𝑑n𝑆𝑖

𝑑T
, 
𝑑n𝑆𝑖

𝑑Np
 , 
𝑑n𝑆𝑖

𝑑Nn
, are the 

changes in index caused by temperature, and hole and electron changes, respectively, and 
𝑑𝜔0

𝑑𝑉𝑝𝑛
  is 

the modulation efficiency. 

 Setting the input as a PRBS, the model captures the wavelength direction in which the laser 

is increased into the resonance of the resonator and the shifts that it causes due to the bistability 

caused by the nonlinear losses and power dependence. This is shown in Fig. 2.2 from an coupled 

ordinary differential equation solver run in MATLAB, showing how the resonance of the ring is 

modulated by the voltage, but is shifted by the buildup in internal circulating power as the laser is 

walked on to the resonance of the ring from a specific direction in wavelength. 
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Figure 2.2: (a) Cartoon drawing showing the position in wavelength of the laser at the beginning of the 

simulation. (b) Cartoon drawing showing the position in wavelength of the laser at time “b” of the 

simulation. (c) Cartoon drawing showing the position in wavelength of the laser at time “c” of the 

simulation. (d) Cartoon of laser ramp, increasing in wavelength as time increases. (e) Screen capture of 

resonance shifts in simulation time. (d) measure data of resonator transmission from different directions of 

laser wavelength sweeps. (g) Diagram of location of possible resonator resonance wavelengths, showing 

the regions of bistability.   

 

 

 

 

 

 

 

 

 

 

 

 

 



16 

 

 

 

 

“An Impressionist rendering of a Disc Modulator under high optical power.” art by Xiaoxi Wang 

 

 

 

 

 

Chapter 3  
 

High-speed silicon microresonator modulators with 

high optical modulation amplitude 
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The nonlinear, power dependent loss described in the previous chapter and the formulations 

of the coupled differential equations describing the equations of motion are used in this chapter to 

design a power efficient resonant modulator that can handle higher input powers than previously 

shown in resonant micro-scale modulators.  A high-speed silicon photonic microdisc modulator is 

used with more than 10 mW optical power in the bus waveguide, extending the optical power 

handling regime used with compact silicon resonant modulators at 1550 nm. This chapter presents 

a design and experimental study that complements the modeling described in the previous chapter.  

We discuss the wavelength tuning range and biasing path required to shift the resonant frequency 

to the optimal point versus on chip power. We measure the optical modulation amplitude (OMA) 

along different biasing trajectories of the microdisc under active modulation and demonstrate an 

OMA of 4.1 mW with 13.5 mW optical power in the bus waveguide at 20 Gbit/s non-return to 

zero (NRZ) data modulation. 

 

3.1 Overview 
 

Carrier-depletion silicon photonic microresonator modulators are used as compact, energy-

efficient electro-optic modulators for data communications, optical switching, and RF photonics 

[51]–[55]. One limitation of such devices at present is their optical power-handling capacity. 

Integrated semiconductor lasers can now efficiently generate and deliver more power in the bus 

waveguide than the sub-milliwatts of optical power that are typically used with silicon 

microresonator modulators [56], [57]. Such devices lose the ability to adequately modulate light 

at higher power levels because of a combination of effects including two-photon absorption (TPA), 

free-carrier generation (FCA), and a thermo-optic shift of the refractive index [43], [58]. Impaired 
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performance at higher power levels under-utilizes critical resources in an optical communication 

system and decreases the link transmission distance. 

For the popular NRZ (non-return to zero) modulation format, the OMA (Optical 

Modulation Amplitude) is defined as the difference (P1-P0) between the average power level for 

the 1 and 0 bits. Sometimes, the normalized OMA is reported as (P1-P0)/Pin where P1 is the 

average high bit value, P0 is the average low bit value, and Pin is the input power before the 

modulator. OMA is a key parameter used in short-distance serial communications [59], [60], and 

is used as the figure-of-merit in this report. OMA is related to other quantities such as bit error rate 

(BER) and optical extinction ratio (ER) which are used to describe communication systems [61, 

p. 3], [62].  

As the input optical power level to a silicon microresonator modulator increases, the OMA 

first increases, and then rapidly decreases because of the inability of the microresonator to 

modulate high optical powers. As shown in Fig. 1, the output light is modulated by the resonator 

because of the voltage-driven interference between the fraction of the input which does not couple 

into the resonator, and the fraction of the input which does couple into the resonator and experience 

an amplitude and phase shift before effectively coupling back out into the bus waveguide. At 

higher optical power, further amplitude and phase changes caused by nonlinear effects giving rise 

to optical waveform distortions have to be balanced by changing the fraction of input light that is 

coupled into it, i.e., the coupling coefficient or, equivalently, the bias condition. Note that in the 

devices studied here, the optical intensity in the resonator is significantly larger than in the bus 

waveguide, since the value of finesse (F, defined as the ratio of the free spectral range to the full 

width at half maximum) is as high as 245 at low power and 186 at the higher power level associated 

with the highest measured OMA. Thus, we still operate in a regime where resonant effects are 
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significant, and substantially (by approximately a factor of F/2) lower the electrical power 

consumption of a microresonator modulator relative to a traveling-wave Mach-Zehnder 

modulator, as has been studied extensively elsewhere [63, p. 56].   

We study the trends observed at a data rate of 20 Gbit/s NRZ format digital modulation 

using a silicon photonic microdisc modulator operated near 1550 nm. We compare the trends at 

high data rates with slower 0.2 Gbit/s data rates, covering the different time scales with respect to 

the carrier dynamics in silicon [5]. An OMA of 4.1 mW was obtained at an optical power level of 

13.5 mW (11 dBm) without using pre-emphasis or frequency shaping on the electrical driving 

waveform. Our results demonstrate a much higher OMA for electro-optic data modulation using 

silicon microdisc resonators at 1550 nm, which are usually operated with lower optical power 

levels (see Table 1). Given a certain data modulation rate and detection sensitivity (minimum 

detector power required to achieve a certain bit error rate), a higher OMA directly translates into 

increased distance between the source and the destination. This can be critically helpful in 

improving the reach short-distance communications without using optical amplifiers or repeaters, 

or providing additional link margin for incorporation of optical switches or other devices. A small 

increase of the OMA from 0.3 mW [8] to 0.38 mW, for example, can result in increasing the 

transmission distance by 5 km before dispersion impairments, based on a propagation loss 

coefficient in fiber of 0.2 dB/km, and a free space optical link can also benefit in a similar way. If 

the need for optical amplifiers can be avoided, the bandwidth span of wavelength-division 

multiplexed (WDM) communications can be increased. This is a problem for short-distance optical 

communications such as unamplified ultrawideband WDM links which anticipate using a wider 

spectral range than the gain bandwidth of amplifiers [64].  The results shown here on increased 
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OMA for high-speed silicon photonic microdisc modulators may benefit unamplified wideband 

WDM optical networks, among other applications.     

 

3.2 Device Details 

The modulator is a vertical PN junction microdisc, operated in carrier depletion mode 

under reverse bias, similar to [65], as pictured in Fig. 3.1(a). The modulator was partially doped 

so that dopants covered approximately one-half of the disc circumference. The microdisc diameter 

is 4 m, giving a free spectral range (FSR) of about 59 nm, so that there is only one resonance in 

the C-band (and only one resonance in the L-band). Dopant levels were selected with sufficient 

bandwidth for 25 Gbit/s NRZ modulation, with the only difference among different test structures 

being the waveguide-to-resonator gap. The waveguide-to-resonator gaps were designed to be 280 

nm for one design, while another design used 260 nm for a slightly larger waveguide-resonator 

coupling coefficient. The silicon photonic fabrication was performed in a multi-project wafer 

process at Sandia National Laboratories [66]. The VπL of our vertical PN was measured to be 1.25 

V-cm, extracted from the resonance shift relative to the FSR, in a method like the one performed 

in [67]. 

Figures 3.1(b)-(e) show optical transmission spectrums measured with high resolution for 

the disc with a coupling gap of 280 nm, from low optical powers where resonator spectrum 

asymmetry is absent (panel b), to high optical powers where there is strong nonlinearity and a large 

bistable regime (panel e).  Based on the measured transmission at low powers, loaded quality 

factors of 6200 were inferred. To generate the plots in Figure 3.1(c)-(e), a continuous wave (C.W.) 

laser was stepped from lower wavelength to higher wavelength at a tuning speed of 0.25 s per step 
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(blue), and then stepped in reverse from higher wavelength to lower wavelength at the same speed 

(red). 

 

Figure 3.1: (a) Schematic of a microdisc modulator coupled to two bus waveguides. (b)-(e) Transmission 

spectrum as the on-chip optical power is increased. The blue and red lines show the measurements when 

scanning the laser in opposite directions. (f) 20 Gbit/s eye diagram measured on an optical sampling 

oscilloscope; y-axis is the optical power in the bus waveguide after the modulator. 

 

3.3 Experiment 

For high-speed OMA measurements, the tunable C.W. laser was used again as the source. 

For on-chip optical powers (in the bus waveguide) less than -2 dBm, no external optical amplifier 

was used. A polarization maintaining erbium doped fiber amplifier (EDFA) was used to achieve 

on-chip optical powers greater than -2 dBm. Polarization-maintaining fiber arrays were used to 

couple light to the chip. At low powers, the total (fiber to fiber) insertion losses through the chip 

was measured to be 9.8 dB. A high-speed arbitrary waveform generator (Tektronix AWG70000 

series) was used to generate the pseudo-random bit sequence (PRBS7) pattern which drives the 

modulator. The electrical signal from the AWG was amplified to 3.2 Vpp using a high-bandwidth 

RF amplifier (Keysight N4985A 50 GHz Microwave Amplifier), and a high-speed bias T was used 

to apply a reverse bias of -3.25 V. At the output, a fiber-coupled C band filter with bandwidth 

about 100 GHz was used to filter out the ASE noise before detection.  
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Optical transmission was measured by capturing the optical trace on the oscilloscope and 

analyzing the waveform using software (MATLAB). A section of a representative trace is shown 

in Fig. 3.2 (c), (f), (i), and (l). Since the optical oscilloscope was not equipped with a bit-error rate 

tester, the conventional sampling mode cannot determine when a bit error occurs, and so cannot 

distinguish a high “1” bit from a “0” that has been distorted to a high optical power level. 

Therefore, we post-processed the acquired data in MATLAB, by folding over the traces for over 

1000 bit periods, such as shown in Fig. 3.2(c), and also obtaining an eye diagram as in Fig. 3.2(e). 

As a check, these post-processed eye diagrams were seen to be similar to those captured using the 

conventional sampling mode of the oscilloscope (Fig. 1(f) for 20 Gbit/s NRZ modulation). 
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Figure 3.2: (a) OMA vs. optical power in the input bus waveguide, at 20 Gbit/s NRZ modulation while 

stepping the laser from lower wavelengths to higher wavelengths (blue points and line), and higher 

wavelength to lower wavelength (red markers and line). The labels “c”, “f”, “i”, and “l” indicate points 

which refer to subplots with the same label. (b) Wavelength at which the optimal OMA was achieved. (c), 

(f), (i), (l) A portion of the time-domain waveform corresponding to the points labeled ‘c’, ‘f’, ‘i’ and ‘l’, 

respectively, in panel (a), with 6.3 mW bus waveguide input power for (c) and (f), and 1.7 mW bus 

waveguide input power for (i) and (l). (d), (g), (j), (m) A binary-mode eye diagram was constructed by 

folding and overlaying the traces in panels (c), (f), (i) and (l), respectively, across each bit period. The 

regions shown in blue are the sampling points from which the OMA was calculated. (e), (h), (k), (n) 

Histograms for the logical “1” and logical “0” bits at the sampled points which used to calculate the OMA.  

 

To find the OMA of the disc modulator, the optical power level in the bus waveguide after 

the device was calculated. The insertion loss from the output coupling, fibers (1.26 dB), and filter 

(1.34 dB) was subtracted from the raw measurements to give the OMA values shown in Figure 

3.2. The oscilloscope data from each eye diagram was processed in MATLAB to sample  the center 

O
M

A
 [

m
W

]

PowerBus Waveguide Input [mW] PowerBus Waveguide Input [mW]

W
a
v
e
le

n
g
th

 m
a
x
 O

M
A

 [
n
m

](a) (b)

(c) (d) (e)

(f) (g) (h)

(i) (j) (k)

(l) (m) (n)

c

i

f

l

Low wavelength > High wavelength 

High wavelength > Low wavelength 

Low wavelength > High wavelength 

High wavelength > Low wavelength 



24 

 

of the eye, i.e., collecting all the datapoints shown in blue in Fig. 3.2 (d), (g), (j), and (m). To 

determine if the correct sequence of “1” and “0” bits was detected, a pattern match to the PRBS7 

waveform was performed in MATLAB. The sampled measurement points were assigned to their 

respective bit as logical “1”s or “0”s. All sampled optical power levels corresponding to a logical 

“1” were histogrammed and contributed to the “1” level power used to calculate the OMA, and all 

sampled optical power levels corresponding to a logical “0” contributed to the “0” level power for 

OMA calculation, as shown in Figure 3.2 (e), (h), (k), and (n).  An average was taken for each 

histogram and the OMA was calculated by subtracting the mean optical power value of the logical 

“0” bits from the mean optical power value of the logical “1” bits.   

This process was repeated for each input optical power level in the range of 0.2 mW to 

15.9 mW, and at each wavelength of the laser scans.  To find the best OMA that could be achieved 

at a given optical input power, the tunable laser was scanned from a wavelength that was a few 

nanometers lower than the cold-cavity resonance wavelength of the disc by increments of 0.1 nm 

until near resonance, and then incremented by 0.025nm until the laser wavelength is past the 

resonance to a few nanometers further. For each step, the ASE noise filter was programmed to 

follow the wavelength of the laser.  The laser wavelength was then stepped backwards (from high 

wavelengths to lower wavelengths) to the starting point, and the oscilloscope data was saved and 

processed.  The highest OMA across the wavelength scans was chosen for the plot shown in Fig. 

3.2(a). At the same time, the biasing wavelength was plotted in Fig. 3.a(b). We verified that 

waveforms where the logical “0”s (or, equivalently, “1”s) are distorted to the point that they cross 

the middle threshold of the eye and would be incorrectly sampled as “1”s are not used to calculate 

the optimal OMAs, since these waveforms cannot contribute to error-free communications [67]. 
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3.4 Results and Discussion 

From Figure 2(a), we saw that the OMA increases with increasing optical power in a sub-

linear fashion, up to a certain maximum value, and then decreases. At lower data rates (0.5 Gbit/s), 

such behavior has been attributed to the combined effects of two-photon absorption, free carrier 

absorption, and free carrier dispersion growing nonlinearly stronger at increasing optical power 

[5] and similar effects are also present at 20 Gbit/s but are manifest differently due to the different 

relative time scales of the data modulation and free carrier dynamics.  To compare lower speed 

dynamics with 20 Gbit/s behavior, we performed a slower speed experiment to extract the OMA 

behavior versus optical power at data rates of 200 Mbit/s. Interestingly, the OMA of the slower 

200 Mbit/s data rate was limited to below 1 mW.  Typical free carrier lifetimes in silicon 

waveguides can be on the order of hundreds of picoseconds to a few nanoseconds whereas the 

thermal time constants are usually on the order of a few hundred nanoseconds to microseconds 

[68], [69]. At the higher data rates, the effects of nonlinearities at higher power are pattern-

dependent, and the distortions from ideal “1” and “0” levels will become most evident for a long 

string of bits. In principle, this can be mitigated by run-length encoding, although no coding was 

performed in the experiments reported here. At the slower data rates, the distortions from bit to bit 

are themselves stronger and cannot be mitigated by coding.  

 

3.4.1 OMA comparison between low-speed and high-speed NRZ data 

modulation 
 

To demonstrate this difference in behavior of eye closure due to high optical power at 20 

Gbit/s versus 200 Mbit/s, we plot the time domain waveforms in Figure 3.3(c), (f), (i), and (l) for 

the identical bit sequence over a longer span of bits. For 20 Gbit/s, Figure 3(f) shows the onset of 
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eye closure, and the difference between it and Figure 3.3(c) (an optimal OMA point) is clearly due 

to pattern dependence, over a time span of a few nanoseconds, denoted by ∆f1.  In contrast to 20 

Gbit/s data, Figure 3.3(l) shows that the onset of eye closure for 200 Mbit/s data is very different 

for each bit, but also on the order of a few nanoseconds, denoted by ∆l1. 

 

Figure 3.3:  (a) OMA vs. optical power in the input bus waveguide, at 20 Gbit/s NRZ and 200 Mbit/s NRZ; 

the markers “c”, and “i”, correspond to panels (c) and (i), respectively. “f” and “l” represent measurements 

at wavelength biases which eye closure would result, due to “1” (“0”) bits being incorrectly sampled as “0” 

(“1”) for every PRBS7 sequence. They do not contribute to the error-free OMA, and are plotted in panels 

(f) and (l) to show the onset of eye closure.  (b) Wavelength at which the optimal OMA was achieved. (c), 

(f) A portion of the time-domain waveform at the optimal bias wavelength when the optical power in the 

input bus waveguide was 9.7 mW [panel (c)] and 15.4 mW [panel(f)]. (i), (l) Plots similar to panels (c) and 

(f), for 200 Mbit/s modulation, at input power levels of 1.7 mW [panel(i)] and 6.3 mW [panel(l)]. (d), (g), 

(j), (m) A binary-mode eye diagram was constructed by folding and overlaying the traces in panels (c), (f), 

(i) and (l), respectively, across each bit period. The regions shown in blue are the sampling points from 

which the OMA was calculated. (e), (h), (k), (n) Histograms for the logical “1” and logical “0” bits at the 

sampled points which used to calculate the OMA. Different colors are used to show the overlap, if it occurs.  
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Figures 3.3(a) and 3.3(b) summarize the major differences between higher data rate 20 Gbit/s 

waveforms and slower 200 Mbit/s with respect to increasing optical power. The 200 Mbit/s waveforms do 

not reach the higher OMA values achievable at 20 Gbit/s modulation. Because each bit and shorter (in 

lengths of bits) bit sequences of the slower waveforms distort strongly compared to the change in average 

power, one must detune the bias further (in the direction of decreasing wavelength) with respect to the shift 

in resonance wavelength caused by the increasing average power. This was observed in the models from 

[5], and is shown here in Fig 3.3(b): the black line denoting the optimal wavelength is not monotonic and 

decreases at the point where the OMA also starts to decrease. However, for the 20 Gbit/s modulation, the 

differences between unique segments of longer runs of pattern are smaller, and longer pattern difference 

cause eye closure. The difference between average power from distortion causing pattern segments is also 

less. The bias point does not need to be detuned as far to get to the optimal OMA, and so the optimal bias 

wavelength keeps increasing with the power as shown by the blue line in Fig. 3(b). 

 

3.4.2 Biasing 
 

To summarize the observations made in the previous section when discussing the OMA 

trends, at each optical power level in the nonlinear regime, the ideal biasing point of a microdisc 

modulator is (slightly) different in order to achieve the highest OMA. Figure 2(b) shows this 

behavior using a shift of the wavelength of the input laser. While keeping the modulator’s on-chip 

thermal shifter at a constant voltage and temperature, and keeping the chip mount thermoelectric-

cooler (TEC) at a constant temperature, the laser was stepped from a wavelength shorter than the 

cold-cavity resonant wavelength to a wavelength longer than the resonant wavelength, and then 

stepped backward.  
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Figure 3.22(b) shows that the optimal biasing point for the highest OMA changes from 

1549.5 nm to 1556.7 nm across a span of below 1 mW to near 10 mW of optical power in the input 

bus waveguide and grows to 1558.8nm before the highest OMA is reached, a span of nearly 10 

nm.  The biasing trends for the slower data rate, Fig. 3.3(b), are different. There is a decrease in 

optimal biasing wavelength when the peak OMA is reached and then starts to decrease with 

increased power, due to the response times of the nonlinearities giving rise to the distortions as 

noted in the prior section.  In these cases, the laser needs to be detuned further away (i.e., remain 

at lower wavelength and not bias closer to resonance) from the resonant frequency since the impact 

of the single bits and shorter bit sequences on eye-closing distortion is large, while the slower 

thermal shift towards longer wavelength continues. This may result in an inability to reach the 

wavelength at which the strongest resonant peaking in the modulation response occurs (i.e.  ωm=ωr-

ω0, where ωm, ωr, ω0 are the modulation, resonator, and laser bias frequencies, respectively [7]). 

On the other hand, for the higher data rate modulation, one does not need to detune as much to 

reach the optimal OMA, since eye closure results from the cumulative effects of a much longer 

string of bits, which, by pseudorandom nature, has less variation from sequence to sequence. In 

other words, the timescale of change in optical power due to power dependent nonlinearities is 

much slower than timescale of bit “0” to bit “1” differences, so the bias wavelengths, at which the 

eye closes, tracks the resonance wavelength shifts due to increasing power more closely. 

 

3.4.3 Direction of bias scan 
 

When searching for the optimum bias point in the nonlinear regime, it is important to note 

that shifts to higher and lower wavelengths (or equivalently, to lower or higher reverse-bias 

voltages) can have asymmetric effects. Figure 3.2(c)-(f) shows scans in wavelength from a lower 
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wavelength to a higher wavelength), followed by a reverse-direction scan. These plots show the 

extent of wavelength tuning required to approach the optical power-dependent resonant 

wavelength in each direction.  Figure 3.2(a) shows the maximum OMA that can be reached from 

the shorter-to-longer wavelength scan (shown by the blue left-to-right arrows), as well as the best 

OMA that can be reached returning to the initial wavelength with a decreasing-wavelength scan. 

As previously discussed [5], [70], the optimal operating conditions in a regime that is characterized 

by the bistable behavior of the resonator are found by scanning the laser from lower to higher 

wavelength. Figure 3.2 shows how the bistable regime grows with increasing optical power. At 10 

mW of input power, the region of bistability is wide, and requires nearly 6 nm of wavelength shift 

or an equivalently large tuning of the temperature controller. In the measurements reported here, 

the optimum bias point was found through post processing, after the measurements were 

performed. An automated controller would search for the optimum bias point by exploring both 

sides of the resonance using a systematic trajectory, rather than blind bidirectional searching. 

Abruptly turning on a laser, as opposed to a swept-initialization case, can result in two 

impairments: (i) the loss of the ability to track the resonance and achieve the highest OMA or ER, 

and (ii) may result in self-modulation due to the interplay of heating and free-carrier dispersion 

over a range of the bias conditions. The development of a practical and robust bias controller in 

the high-power regime is an important future goal in this topic. 

 

3.4.4 OMA Improvements 
 

As the optical power increases, the loss inside the resonator also increases from the increase 

of free carrier absorption induced by TPA.  In a microdisc resonator that was designed to be at 

critical coupling for optical power levels where TPA is low, at higher optical power when the 
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round trip loss is higher, the resonator becomes more under-coupled since the self-coupling (or 

through transmission) coefficient of the directional coupler between the bus waveguide of the 

resonator becomes larger than the roundtrip amplitude coefficient that describes the amplitude 

change in propagating through one round trip around the circumference of the microdisc [71]. The 

extinction ratio will then become smaller, and the OMA will decrease with increasing optical 

power, even if distortions from nonlinear power induced resonance shifts do not fully close the 

eye. This also means that a disc designed to be slightly over-coupled at low optical power may 

move closer to critical coupling when the optical losses in the resonator increase at higher optical 

power, and the extinction and OMA will improve.  

We verify that a microdisc that is more over-coupled at low optical powers will have higher 

OMA at high power through a time-domain simulation in MATLAB following the methodology 

shown in [5], [50] which captures the nonlinearity-induced bistability behavior of the microdisc 

modulator. Figure 3.4 shows this effect on two microdisc resonators that are identical except for 

the bus-waveguide to resonator coupling gap. Figure 3.4(a) shows the result of our simulation 

using a 20 Gbit/s PRBS7 NRZ modulation, where the OMA is plotted versus input optical power, 

relative to its value at 10 mW input power. We observe that the OMA of datapoint “a2” is higher 

than datapoint “a1” by about 0.4 mW. The plot in Figure 3.5(b) shows the low-power static 

transmission response, with the initially over-coupled (at low power) disc having a power coupling 

coefficient, |κ2|
2, 1.5 times larger than the coefficient of the critically coupled (at cold cavity) disc, 

|κ1|
2.  The power coupling coefficients are related to the time domain coupling coefficient, µ1 and 

µ2, of our time domain simulation as discussed in [72], and were fitted from the fabricated and 

measured devices, as discussed next. 
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    Figure 3.4(c)-(d) shows the experimental results of two measured devices, identical 

except for the coupling gap.  Figure 3.4(d) shows that the modulator with a 260 nm gap between 

the disc and the bus waveguide has a full-width-half-maximum (FWHM) of 42 GHz and Q of 

4,500 and is slightly more over-coupled than the disc with a 280 nm gap, which has a FWHM of 

31 GHz and a Q of 6,200. The extinction of the disc with 280 nm gap is also slightly larger. This 

results in the smaller gap disc showing a smaller change in transmission for a given voltage swing, 

or equivalently, for the same change in resonant wavelength, less change in transmission and a 

smaller modulation efficiency. This results in the smaller-gap, relatively over-coupled disc having 

smaller OMA at lower optical power. However, at higher power, the larger gap disc shows a larger 

decrease in extinction ratio at higher power and the OMA of the smaller-gap disc is higher than 

the OMA of the larger-gap disc at larger input optical powers, and is about 0.5 mW higher at the 

highest OMA points which are marked by the points “f” and “e” in Fig. 3.4(c). We measured 4.1 

mW OMA at an input power of 13.5 mW. In agreement with the simulations, our measurements 

show that the disc with the smaller waveguide-resonator gap shows a more open eye diagram at 

higher optical powers. This device also shows a lower modulation loss ( sum of insertion loss and 

excess modulation loss) of about 0.5 dB at point “f” (compared to about 1.5 dB of modulation loss 

for the 280 nm gap disk at point “e”), and a slightly higher extinction ratio of about 3.1 dB 

(compared to an extinction ratio of about 2.9 dB for point “e”). At lower optical powers, a silicon 

microring modulator operated at 25 Gbps was seen to have an excess modulation loss on the one 

level of approximately 3 dB, while achieving sub volt VπL [67]—trading off loss for increased 

dopant concentration can be used to increase modulation efficiency. 
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Figure 3.4: (a) Simulated OMA vs. optical power in the input bus waveguide for two discs, normalized to 

an input power of 10 mW. µ1 and µ2 are the waveguide-disc time-domain coupling coefficients of the two 

discs. The inset shows that the over-coupled disc (2) has lower OMA at low power. The difference between 

the OMA at high power marked by “a1” and “a2” is about 0.4 mW. (b) Fitted transmission spectrum at low 

power for the two discs, where κ1 and κ2 are the field amplitude coupling coefficients. (c) Measured OMA 

vs. optical power in the input bus waveguide, at 20 Gbit/s NRZ of the two discs. The inset shows that the 

OMA of the 260 nm gap disc is lower at low power, in agreement with simulations. (d) Measured 

transmission at low power, sweeping the tunable laser from lower to higher wavelength. (e) Time-domain 

waveform measured on an oscilloscope of the 280 nm gap disc, folded by an integer number of the period 

in a post-processing step to show the extent of eye closure at 20 Gbit/s, at high optical power for the 

measurement point marked in Fig. 5(c).  (f) Time-domain waveform of the 260 nm gap disk, at high optical 

power. The eye is more open and the difference between the minimum “1” and maximum “0”, labeled as 

“∆ Eye f”, is about twice as large as “∆ Eye e”. (g)  A 25 Gbit/s NRZ eye diagram measured for the 260 

nm gap disc at higher optical powers with 12,000 points per waveform over 1,050 captured traces. The disc 

with the 260 nm gap can support higher data rates when the optical power is increased. The optical power 

shown is the power in the output bus waveguide after the modulator, when the input power in the bus 

waveguide was 6.3mW, and the OMA was measured to be 2.2 mW. 

 

Higher OMA, extinction, and less eye closure at higher optical powers for the 260 nm 

gap disk results in a more open eye diagram at an increased data rate of 25 Gbit/s, shown in Fig. 

3.4(g). The optical power shown is the power in the output bus waveguide after the modulator, 

when the input power in the bus waveguide is 6.3mW, and the OMA is measured to be 2.2 mW. 
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3.5 Simulation of power dependence 

 

From the model discussed in section 2.2, simulations are run to show the effect of optical 

power loading from the nonlinearities in the resonator. Fig 3.5 shows a comparison of the dramatic 

effects on the optical waveform at lower speeds.  Figure 3.6 shows the effects at 20 Gbps, and the 

simulated closure of the eye at 20 Gbps. 

 

 

Figure 3.5: (a) Measured time domain waveforms at 200 Mbps at around 1.5 mW input power. (b) 

Corresponding eye diagram to (a).  (c) Measured time domain waveforms at 200 Mbps at around 

3.5 mW input power. (d) Eye diagram for (c). (e) Simulated time domain waveforms at 200 Mbps 

at around 1.5 mW input power. (f) Corresponding eye diagram to (e).  (g) Simulated time domain 

waveforms at 200 Mbps at around 3.5 mW input power. (h) Eye diagram for (g).  
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Figure 3.6: Simulated Eye diagrams (optical resonant peaking is present) for 20 Gbps waveforms 

at (a) 0.05 mW, (b) 5 mW, (c) 7 mW, and (d) 8 mW of input power. 

 

3.6 Summary 

We study the OMA in absolute units of Watts rather than normalized to an input value, and 

a list of previously reported OMA’s in absolute values is given in Table 1. We prefer to report 

OMA in absolute rather than in normalized units, since it directly corresponds to link range in an 

unamplified communications link. However, in many reports, the OMA is absolute units is not 

available and reported OMAs are instead normalized to the input power, as (P1-P0)/Pin where P1 

is the average high bit value, P0 is the average low bit value, and Pin is the input power before the 

modulator. A list of normalized OMA’s is given in Table 2. Previously at 20 Gbit/s, an OMA of 

0.47 normalized to the input power was reported [73]—while the input power level was not stated 

in that reference, the normalized OMA’s from the OMA’s in absolute power shown in Fig. 4 (a) 

range from 0.38 at input powers up to 6.3 mW, to 0.27 at the higher OMA’s beyond 10 mW, and 

are comparable to state-of-the-art resonant modulators [70], [74].  

 

 

 

 

a b dc
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Table 1. Optical Modulation Amplitude of resonant silicon photonic modulators 

Modulator type Modulation Speed OMA Input Power in W.G. Bus 

Single ring [6], [75] 30 Gbit/s 0.31 mW 0.6 mW 

Single ring [7] 32 Gbit/s 0.63 mW 0.8 mW 

Single ring [8] 25 Gbit/s; 14 Gbit/s 0.30 mW; 0.21 mW 1.2 mW 

Single ring [5] 500 Mbit/s 1.1 mW 2.6 mW 

Single disc [This work] 25 Gbit/s; 20 Gbit/s 2.2 mW; 4.1 mW 13.5 mW 

 

Table 2. Normalized Optical Modulation Amplitude of resonant silicon photonic modulators 

Modulator type Modulation Speed OMA (Norm.) 

Single ring [74] 112 Gbit/s (PAM4) 0.22 

Single ring [76] 25 Gbit/s 0.26 

Dual ring [77] 20 Gbit/s 0.30 

Dual ring [78] 20 Gbit/s 0.10 

Dual ring [73] 20 Gbit/s, 10 Gbit/s 0.56; 0.47 

Single disc [This work] 25 Gbit/s; 20 Gbit/s 0.27 

 

We have shown that a silicon microdisc modulator can achieve an OMA of greater than 4 

mW at 13.5 mW of optical power in the bus waveguide at a data rate of 20 Gbit/s (NRZ modulation 

format) at wavelengths near 1550 nm.  Simulations were performed to support the explanations 

for the differences in OMA versus input power trends that were observed at low (200 Mbit/s) and 

high (20 Gbit/s) modulation speeds, as well as coupling differences. A substantial wavelength 

shift, or an equivalent shift of the bias point using thermal or bias voltage tuning, may be required 

in order to achieve the best OMA performance, which could be achieved with further substrate 

removal [79].  Further studies can focus on an investigation of long-term drift and stability, an 

understanding of thermal issues (including heat spreading, crosstalk and control dynamics), and 

waveguide-fiber couplers which can tolerate high power with low insertion loss. Improved OMA 

performance at the several-milliwatts levels improves the utilization of available laser power and 

improves the link transmission distance in an unamplified optical communication system, and 

lessens the need for optical amplification which can decrease the spectral span of wavelength 

division multiplexing and decrease the wall-plug energy efficiency. 
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OpenAI DALL-E’s interpretation of “Wavelength Selective Silicon Photonic Components”, 

courtesy of Luke Schiefelbein. 

 

 

Chapter 4  

Wavelength Selective Silicon Photonic Components 
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4.1 Wide-range and fast thermally tunable silicon photonic microring 

resonators using the junction field effect 
 

We describe here a p-n junction field-effect thermo-optic micro-heaters embedded into 

silicon microring resonators and used in tunable silicon photonic chip-scale optical filters. This 

research is based on two communication trends: (1) data networks need micro-second scale 

reconfigurability [80], and (2) to realistically enable wavelength-division multiplexing, optical 

components need the ability to tune over fairly wide wavelength ranges (tens of nanometers). Also, 

the fabrication technology should be simple, and photonic components should be robust to various 

kinds of driver circuits, including to over-driving techniques such as pre-emphasis which are used 

to extract higher performance from speed-limited systems ranging from audio frequencies to 

optical frequencies. This chapter discusses the aspects of a robust ring that is able to shift across a 

large wavelength range. 

 

4.1.1 Background 
 

Silicon microrings are important basic elements for integrated photonic devices, including 

filters, resonantly-enhanced detectors, wavelength converters, modulators, classical and quantum 

light sources [81], [82, p.], [83]–[85]. The resonator must be tuned typically—its resonance 

wavelength shifted onto a spectral grid or desired operating wavelength. Methods that have been 

developed for tuning Si microring resonators include photo-sensitive trimming[86] nano-scale 

oxidation [87], stress/strain effects and the incorporation of other materials as cladding [88], but 

the most popular approach is to use either the electro-optic effect or the thermo-optic effect, i.e., 

the change of the refractive index with injection or removal of charge carriers [47] or with change 
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of temperature [89]–[91]. Field effects in Si waveguides, though fast, are fairly weak, and are used 

mainly for data modulation. The thermal tuning effect are often used for microring tuning. 

The most common approach to incorporating heaters in a foundry-fabrication Si photonics 

process flow, now well-described in textbooks [92], is to use a metal layer (i.e., after the silicon 

waveguide etch, dopant and contact formation steps) to define a structure such as a serpentine 

resistor above or near the Si microring, and drive current through the resistor. However, the hottest 

portion structure is separated from the optical mode by a distance of 1 µm or more, and the 

intervening oxide is a poor conductor of heat. Consequently, such heaters are typically slow and 

inefficient. 

Figure 4.1 shows a sketch of a microring resonator with a tuning resistor near it; in this 

paper, the electrical current (I) and voltage (V) refer to the quantities indicated in the figure, and 

the optical measurements shown are those at the ‘thru’ or ‘drop’ optical ports of the device as 

indicated. The typical power levels are approximately 0.1-1 mW optical power in the waveguide, 

and 1-100 mW electrical power driving the resistor. Here, we form the heater by using a doped 

section of Si itself, through which current can be conducted. One approach is to form the heater 

(and the current path) transverse to the direction of light propagation [92, pp. 236-240]. 

Alternatively, a heater can be formed within the microring (or microdisk) resonator itself. Light 

stays on the outside of a bend [93], [94]or a ring [95] (e.g., a whispering gallery mode is confined 

to the periphery of a disk), and thus, a portion of the inner diameter can be formed into a resistor 

without incurring excessive optical loss by sitting directly in the path of the light. In this case, the 

current propagates along the microring resonator in the same direction as the light. Since the 

heating element is separated from the optical mode by only a few tens of nanometers (and heat has 
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to propagate only through silicon, not oxide), the resulting thermo-optic tuning effect is faster, and 

typically on micro-second scales. 

 

Figure 4.1: (a) Schematic diagram of a waveguide-coupled optical microring resonator near an 

electrical tuning micro-heater. The latter may be integrated into the microring (when the resistor 

is formed using doped Si segments), or may be a separate structure (when the resistor is formed 

using metal traces). The current (I) - voltage (V) relationship can take several forms, including (i) 

Ohmic, (ii) non-Ohmic, leading to runaway, breakdown and destruction at a voltage labeled VD, 

and (iii) transistor-like behavior with a ‘saturated’ constant-current source ISAT. Panels (c)-(d) 

show experimental I-V data from structures on the chip for types (ii) and (iii). 

 

Driving significant amounts of current (typically, 1 mA) through a small region (typically, 

a 0:1 − 0:2 µm) of resistive silicon (or even metal,  [91]) for prolonged periods of time can lead to 

degradation, electro-migration and device failure. Deep-sub-micron-scale heaters are highly 

nonlinear and show signs of runaway and catastrophic breakdown [see the sketch in Fig. 1(b) 

marked trace ‘ii’ and the experimental data on a test structure shown in Fig. 4.1(c)]. One reason 

this occurs is that the doped section of the microring is already designed to be more resistive than 

the tethers so that the applied voltage is dropped mostly in that section, and the decrease in carrier 

mobility with increasing temperature further raises its resistivity, leading to even more heating. A 

a b

c d
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transistor-like I-V relationship, with constant current beyond a certain saturation voltage [see the 

sketch in Fig. 4.1(b) marked trace ‘iii’ and the experimental data on a test structure shown in Fig. 

4.1(d)] would not only serve to protect the device, but also allow a voltage pre-emphasis spike to 

be used for speeding up the response (as often seen, e.g., [89, p., Fig. 4]), and will linearize the 

wavelength shift with electrical power. Here, we show that such a structure can be achieved quite 

readily within the standard foundry fabrication processes used today in silicon photonics. We 

demonstrate the junction field effect (JFE) used in conjunction with bend-integrated micro-heaters 

in Si microring resonators, both for wide-range and narrow-range tuning, and with microsecond-

scale time constants.  

 

 

4.1.2 Device Details 
 

The components were designed on silicon nanophotonic chip (see Fig. 4.2) that was 

fabricated as part of a multi-project run using deep ultra-violet lithography and Complementary 

MetalOxide-Semiconductor (CMOS) compatible processes at the Microsystems and Engineering 

Sciences Applications (MESA) facility at the Sandia National Laboratory. A p-type, 14−24 Ω.cm 

resistivity (acceptor doping concentration approximately 1 × 1015 cm−3) silicon-on-insulator wafer 

with 250 nm active-layer Si thickness and 3 µm buried SiO2 thickness was used. A sequence of 

silicon etch steps was used to form the fully-etched and rib waveguides which were used in 

different parts of the chip, along with multiple steps of oxidation smoothening for waveguide 

sidewall roughness reduction and optical propagation loss mitigation. The waveguides were 

designed for low-loss transmission in the lowest-order mode of the transverse electric (TE) 

polarization defined relative to the device plane, and measurements of the transmission spectra 
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confirm that only a single mode-family was supported. Dopant implants were followed by a rapid 

thermal anneal (RTA) activation process, and by additional processing steps to form contact vias. 

 

Figure 4.2: (a) A silicon photonic chip, which contained several banks of tunable microring filters 

(locations indicated by the white boxes), was designed and fabricated using the Sandia photonics 

process. (b) Diagrams of the two types of microheater-integrated microrings studied here; only the 

silicon mask layer is shown. The n-doped regions are indicated by red color within the gray regions 

which indicate the p-doped Si in the starting wafer. Numerical values of the major diameter (MD) 

and doped length (L) are provided in the text. The dotted red lines schematically indicate the 

electrical connections made to drive current through the microheaters. 

 

A single metal layer was used for low-resistance ohmic contacts, electrical connection 

pads, and test resistor structures. After a deep silicon etch to expose facets for edge-coupling, the 

wafer was singulated into chips for testing. Electrical contacts were made by wirebonding to a 

printed circuit board. Of interest here are two types of microheater-integrated microring resonators 

shown in Fig. 4.2. The smaller microring resonators have a major diameter (MD) of 4:8 µm, and 

a waveguide width which varied between 325 nm and 650 nm. These microrings have a free 

spectral range (FSR) exceeding 40 nm (i.e., only one resonance within the C-band 

telecommunications wavelength), and a passband wide enough to drop at least 800 GHz. Another 

type of microring resonator was larger, with major diameter (MD) 29 µm, and whose waveguide 

a b c
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width varied between 400 nm and 800 nm. these rings had a smaller FSR (850 GHz) and narrower 

(but still flat-top) passbands, wide enough for only one channel on the 100 Ghz ITU-T 

telecommunications grid. (The FSR and bandwidth specifications were inherited from the 

specifications of the “MORDIA” network testbed [96, p. 4] for which project the chip shown in 

Fig. 4.2 was designed.) At the widest points of the waveguide, a fraction of the waveguide width 

was implanted with n-type dopants over a length (L) of approximately 1:7 µm and 3:4 µm for the 

smaller and larger microrings, respectively, to form resistive heaters. Both microrings received 

Arsenic (As) dopants with implant energy 380 keV and at an areal concentration of 4 × 1013 cm−2, 

which results in nominal resistivity of 1300 Ω/sq. Also shown in Fig. 4.2 are the outlines of the Si 

segments labeled “tethers” which were doped more heavily and with a different dopant species to 

provide a lower-resistivity contact (approximately 30 Ω/sq.) to the via and metal wiring. From 

separate test measurements on a different part of the chip, we measured a contact / wire-bonding 

resistance of less than 10 Ω. In this configuration, nearly all the applied voltage was dropped over 

the integrated micro-heaters. 

 

Figure 4.3: (a) Schematic diagram of the waveguide cross-section (not to scale). By partially counter-

implanting (n-type) a section of the p-doped wavguide, a quasi-lateral p-n junction is created. (b) Simulation 

of the doped profile using ATHENA (Silvaco) for a representative waveguide section of width 800 nm in 

which the right-side one-half width (400 nm) was masked off for the implant. Spreading and diffusion of 

the implanted species results in a metallurgical junction that lies inside (under) the masked-off region. The 

colorbar shows the exponent of the net carrier density (units: cm−3). 

 

a b c



44 

 

Figure 4.3(a) shows the cross-section of a representative implanted waveguide (schematic 

drawing, not to scale). Note that in the fabricated microrings, only n-implants were used in the 

 microring section itself, and the n+ implants, tungsten (W) vias and metal traces were used near 

the tethers. Figure 4.3(b) shows results of a cross-sectional 2D process simulation (net doping, 

calculated using ATHENA Silvaco software) of the n-implant in the region indicated by the solid 

box with light yellow transparent coloration which is labeled ‘n implant’ in Fig. 4.3(a). The p-

doped starting-wafer and n-implant conditions result in the formation of a p-n junction within the 

cross-sectional extents of the waveguide. The optical mode in the microring thus “sees” both net 

p- and n-doped regions with not dis-similar concentrations (approximately an order-of magnitude 

higher on the n side, but the optical mode sits closer to the outer edge, i.e., the p-side). This section 

is part of the waveguide cross-section in the widest portion of the microrings,and the direction of 

current flow is along the n-implanted region only, and perpendicular to the cross-sectional cut that 

is shown. The device thus resembles a depletion-mode junction-field effect transistor (JFET) and 

the diffused pinch-resistor [97], which are formed by implanting a conducting channel with a 

counter-doped layer deposited over it, thus narrowing or “pinching” the resistive channel 

depending on the base voltage. The “drain” and “source” terminals are the two contact points to 

the implanted resistor, across which the I-V data presented below was measured. The “gate” 

consists of the large island of p-doped Si which forms the un-implanted portion of the microring. 

We have fabricated no explicit gate contact, since doing so would significantly perturb the optical 

mode, which propagates around the outer periphery of the circular optical pathway. Nevertheless, 

carriers have a finite lifetime in the ring, in part due to recombination with the photons of the 

resonant mode, as well as collisions with the etched sidewalls (width-to-height aspect ratio is 

approximately 3:1 or 4:1 in the two types of microrings). The gate may be considered to be weakly 
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(capacitively) coupled to ground, as indeed are floating gates used in memory or logic cells. 

Depletion regions are not totally devoid of carriers, and in the saturated regime of a JFET, drain-

source current continues to flow as the drain-source voltage is increased. Indeed, this is a most 

useful regime of operation, in which the device operates as a constant-current source. 

 

4.1.3 Measurement and Results 
 

I-V measurements of these integrated micro-heaters were carried out using a Source 

Measurement Unit (Keithley 2450). Whereas I-V measurements in Fig. 4.1(d) were taken without 

optical light, the data shown using square- and diamond-shaped markers in Fig. 4.4 were acquired 

when optical light was being guided on the chip, and at the same time as swept-wavelength optical 

transmission data was being recorded. Dashed red lines in Fig. 4.4(a) show the I-V relationship for 

microrings fabricated on a previous run (using the same physical geometry but a different species 

and energy of dopants) which resulted in a much higher (4-5 orders of magnitude) net carrier 

concentration on the donor side, compared to the acceptor side. Because of this imbalance, the 

impurities were not fully depleted, and the device behaved like a normal (nonlinear) resistive 

heater. Attempts to tune those microrings widely resulted in the current quickly exceeding the 

desired value, and the device was easily destroyed without much tuning. Here, not only was a 

much wider tuning range possible, but the driving voltages could be pre-emphasized for sharper 

rising transitions (as discussed below) without damaging the device.  
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Figure 4.4: (a) The I-V measurement (small squares) for the small microrings was well fitted by 

the JFET I-V equation as described in the text. The dashed red line shows the I-V measurements 

of a similar microring but with different dopants which exhibited device destruction before 

saturation. (b) The larger microrings, with a longer ‘channel’ L, also were fitted by the same 

equation, with different parameters. (c) At low frequencies (< 75 Hz), the capacitance for 3 banks 

of dual-ring filters driven in parallel (red data points and sigmoidal fit) showed an increase with 

voltage. At high frequencies (100 kHz), the effect was less noticeable (blue points and fit). The 

black trace shows there was no change in capacitance with voltage of a loading circuit use in 

parallel with the device under test (see text for description). Errorbars show the uncertainty (noise) 

in the measurement. 

 

We note that there are several similar points between the I-V relationships of the integrated 

microheater and that of a JFET. The fitted lines in Figs. 4.4(a) and 4.4(b) follow the usual JFET 

equation, 𝐼 = 𝑘(𝑉𝐺𝑇𝑉𝑚𝑖𝑛 − 𝑉𝑚𝑖𝑛
2 /2),where 𝑘 is the gain factor in JFETs and is a fitted parameter 

in our model describing the heater efficiency (i.e., the slope of the conductance at small voltages), 

𝑉𝐺𝑇 = 𝑉𝐺  −  𝑉𝑇  in terms of the gate voltage, 𝑉𝐺𝑇 and threshold voltage  𝑉𝑇 (neither quantity is 

defined in the geometry of our device, and therefore, 𝑉𝐺𝑇 is a fitting parameter here), and 𝑉𝑚𝑖𝑛 = 

min(𝑉𝐺𝑇; 𝑉𝐷; 𝑉𝐷𝑆𝐴𝑇), where 𝑉𝐷 is the applied voltage to the heater, and 𝑉𝐷𝑆𝐴𝑇, the drain-source 

saturation voltage in the JFET here refers to the fitted parameter value at which the I-V relationship 

saturates (𝑉𝐷𝑆𝐴𝑇 = 5.4 V and 14 V for the small and large microrings, respectively). As one expects, 

the longer length of the resistive section in the larger microrings shows “long-channel” I-V 

relationships compared to the smaller microrings, which saturates earlier. Moreoever, the fitted 

gain factor k can be used to define an equivalent transconductance g = 2k VGT  = 0.6 mA/V which 

a cb
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is not far from the typical transconductance value (1-2 mA/V) for MOSFETs in a similar 

technology process node, and is also comparable with the estimate g ≈ 2 (𝑘𝐼𝐷𝑆𝐴𝑇) ≈ 0:44 mA=V 

[98]. The applied drain voltage in excess of VDSAT is dropped across the depleted section of the 

channel. In both microrings, 𝐼𝐷𝑆𝐴𝑇 is limited to less than 1 mA, which protects against the 

catastrophic damages experienced in earlier measurements [see the red line in Fig. 4.4(a) as well 

as Fig. 4.1(c)] 

Since the p-doped ‘gate’ region is physically much larger in size than the n-implanted 

channel (e.g., the circumference of the small microring is 30 µm of which the doped regions 

account for 3:3 µm), the former accumulates sufficient charges, at room temperature, on the 

opposite side of the metallurgical junction to form a measurable capacitor, i.e., positive and 

negative charges separated by a short distance. Accordingly, we expect to see increased 

capacitance with increased voltage as the channel gets pushed further into pinch-off. In agreement 

with this intuition, Fig. 4.4(c) shows measurements of three such dual-microring filters (a total of 

six microrings) driven in parallel, so that the capacitances add. (We have verified that driving 

fewer, e.g., one or two, microrings proportionately decreases the magnitude of the change.) This 

measurement was performed using a precision LCR meter (Quadtech 7600 Model B) with the 

device-under-test placed in parallel with a loading circuit that consisted of a polyster film capacitor 

and a series resistor, which did not change over the range of applied voltages [black markers in 

Fig. 4.4(c)]. The average value of these measurements was taken as the reference value from which 

the change in capacitance of the micro-heaters was defined. The data is plotted along with error 

bars defined as one standard deviation of the measured values over 64 averages. The fitted lines 

are based on the following functional form 
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The red-colored data points were measured at a low frequency (67 Hz) whereas the blue-

colored data points were measured at a higher frequency (100 kHz) where the effect was less 

noticeable (as typical with field-effect impacted electron transport channels), but still evident. 

Notice that the measured capacitance increases with voltage, whereas the voltage of a capacitor 

affected by ferroelectricity or crystalline stress, such as a ceramic disc capacitor made of barium 

titanate decreases with voltage, an effect not observed here in any microring. 

 

4.1.4 Temporal Characteristics 
 

When driven by a pulsed waveform, an order-of-magnitude estimate of the intrinsic 

switching times can be calculated from a linearization of the resistance and capacitance change 

over the range of applied voltages,   

𝑅𝑒𝑓𝑓 ≈
(𝑅𝑚𝑖𝑛 + 𝑅𝑚𝑎𝑥  )

2
  

Which is approximately (1.7 kΩ + 5.9 kΩ)/2 ≈ 3.8 kΩ, and ΔC = 0.12 nF, which predicts a rise/fall 

time (10%–90% transition) of approximately τ = 2.2 ReffΔC = 1.0 μs. This is of the same order-of-

magnitude as the rise and fall times of the measured optical transmission through the devices at a 

fixed wavelength. 

Under both large-signal and small-signal driving conditions, we measured the transmission 

of a semiconductor laser tuned to a wavelength on the shorter-wavelength edge of a filter resonance 

(near 1535 nm). For the large-signal driving waveforms (amplitude 10 V), voltage pulses were 

provided by a pulse generator (BNC Nucleonics, Model 6040/201E, 100 Hz trigger, 4 ms pulse 

width), with a pre-emphasis on the leading edge as shown in Fig. 4.5(a). As discussed earlier, since 

current is approximately constant over the voltage values that define the pre-emphasis peak 
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(approximately a 5 volt range from 10 V to 15 V), the devices are not damaged, unlike the previous 

generation of microheaters without the JFE effect. To avoid loading the time-constants by the 

relatively long wirebonds in the packaged devices, a bare-die chip was used for these 

measurements, and voltage was applied using a multi-contact wedge (Cascade Eyepass). Data was 

acquired using a fiber-coupled detector with 100 MHz bandwidth d.c.-coupled to an oscilloscope. 

Stored data was processed offline to extract 10%–90% rise and fall transition times from the signal 

after smoothing (moving window consisting of 2% of the dataset) using weighted-linear-least-

squares local regression (quadratic polynomial model). 

 

Figure 4.5: Pulsed electrical waveform driving the microheater (black line showing a vertically-scaled 

replica for comparison; original waveform was 10 Vpp excluding pre-emphasis), and measured optical 

response (blue line, measured amplitude at oscilloscope). (a) For the smaller microrings, the 10%–90% 

transition rise and fall times were measured to be 0.6 μs and 19 μs. The optical waveforms in regions 

indicated by dotted boxes are shown in detail in subsequent panels. (b) The larger microring resonators 

(consistent with the smaller-sized heaters relative to their size) showed 10%–90% transition times of 24 μs 

and 47 μs for the rise and fall transitions. (c), Magnified view of the optical waveform (squares) and fitted 

line for the falling edge, with a 10%–90% transition time of 19 μs (16 μs from an exponential fit). (d) 

Magnified view of the optical waveform (square) and fitted line for the rising edge, with a 10%–90% 

transition time of 0.6 μs. 
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The measured 10%–90% transition time was 0.6 μs and 19 μs for the rise and fall 

transitions. When driven by voltage pulses, the rising-edge transition corresponds to the ‘forced 

response’ of the device to the voltage step, whereas the falling-edge transition is measured when 

the device relaxes to its original state, and thus, corresponds to the ‘natural response’. Heat 

dissipation pathways on this chip have not been optimized and can be improved. (Alternatively, 

two devices can be used in combination to achieve sub-microsecond transitions on both the rising 

and falling edges [99].) For a lower-amplitude (small-signal) driving voltage (2 V peak-to-peak, 

without pre-emphasis), the rising-edge 10%–90% transition time was 4 μs. As discussed below, 

the large-signal driving transitions result in a wavelength shift of about 25 nm; and the resulting 

tuning speed of 25 nm in 0.6 μs is the fastest reported for thermally tuned microrings. (Carrier-

injection or depletion effects can be faster still, but result in much smaller wavelength shifts [6].) 

We did not measure the temporal characteristics of the larger microrings since they were designed 

only for quasi-d.c. shifts, and not for fast tuning. 

 

4.1.4 Optical Characteristics 
 

As part of the integrated Si photonic chip, both the small and the large microrings were 

used in second-order (cascaded) filter configuration. For coupling from sub-micron scale 

waveguides to fibers at one edge of the chip, the silicon waveguides were designed with a taper 

down to a tip width of about 0.2 μm for mode-matching to lensed, tapered fibers. At the present 

time, we used a standard fiber array (fiber core diameter 9 μm) and incurred substantial coupling 

losses (estimated 10 dB/facet). These measurements were carried out mostly over the wavelength 

range corresponding to the C-band telecommunications wavelengths used in our testbed (1520 nm 

to 1565 nm, extended past 1580 nm to clearly show the FSR of the small microrings). A single-
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polarization swept-wavelength laser was used to characterize optical transmission. The state-of-

polarization (SOP) of the light entering the chip was scrambled, and since the waveguides only 

transmit TE polarization, this incurred 3 dB insertion loss. 

Shown in Fig. 4.6(a) are transmission measurements of a wide-passband filter made using 

the smaller thermally-tuned microring shown in Fig. 4.3(b), at voltage levels of 0 V, 5 V, 10 V and 

15 V. We observe the peak shifting to longer wavelengths and no decrease in the height of the 

peak, which is consistent with the thermo-optic phase-shifting mechanism, whereas the carrier-

injection mechanism results in a shift to shorter wavelengths, and considerable attenuation of the 

peak transmission [92]. The 0 dB baseline in Fig. 4.6(a) was measured by a separate calibration 

path on the chip using similar photonic components in the lightpath except for the ring filter. The 

zero-voltage loss is −8.4 dB per ring, much higher than designed; we believe that the positioning 

of the n-type implants in these microrings was too close to the optical mode, and the waveguide-

ring coupling coefficient was incorrect (see Section 3). By fitting a Lorentzian to the data, we 

measured the peak shift with applied power (voltage times current) to the microheater. The fitted 

line in Fig. 4.6(b) has the functional form Δ𝜆=𝑎𝑃𝑚𝑤
𝑏 , with fitted parameters a = 3.6 nm/mW and b 

= 0.55. Taking a linear approximation to the tuning curve between Δλ = 0 and 25 nm, we calculate 

a tuning efficiency of each heater to be 3.2 μW/GHz, a factor-of-two improvement on other recent 

reports [100] and nearly a factor-of-ten improvement on traditional metal heaters. Another way of 

stating the efficiency is in (inverted) units of nm/mW: these heaters have an efficiency of 2.9 

nm/mW up to a shift of about 12 nm, which is about one-half the reported value of 4.8 nm/mW 

for highly-optimized conventional heaters but with heat-confinement trenches over a similar 

tuning range [101] (similar work was reported in [102]). 
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Figure 4.6: (a) Transmission spectrum at the drop’port of a dual-ring tunable filter made using the smaller 

microrings. Shown in panels (i)–(iv) are four measurements of wide range tuning at voltage levels of 0 V, 

5 V, 10 V and 15 V, respectively. Measurements are shown by dots, and a Lorentzian fit by a solid line of 

the same color. (b) The peak wavelength of the fitted Lorentzian is plotted versus electrical driving power 

(V × I). (c) Transmission spectrum at the drop port of a dual-ring tunable filter made using the larger 

microrings. (d) Shown are four measurements of fine-tuning of the filter with increasing voltage levels (0 

V, 5 V, 10 V and 15 V, respectively). (e) The peak wavelength of the fitted Lorentzian is plotted versus 

electrical driving power (V × I). 

 

A similar dual-ring filter, but formed using the larger thermally-tuned microrings, was also 

measured. Because the circumference was larger, the FSR was smaller, as shown in Fig. 6(c), but 

the filter exhibits uniform response with a peak-valley contrast of 25 dB over a wide wavelength 

range for reasons explained in section 4.1.5. Figure 4.6(d) shows measurements of thermally-tuned 

responses around one resonance, with flat top characteristics preserved during tuning. The zero-

voltage insertion loss IL was about −2.5 dB per ring. The tuning characteristics are shown in Fig. 

4.6(e); we calculate an efficiency of 33 μW/GHz, which while comparable to standard designs 

[92], does not represent maximum heater efficiency. Here, the length of this current-carrying 
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segment (approximately 7 μm) was only a small fraction of the circumference (approximately 160 

μm); this dual-bank filter was designed for finely-tunable flat-band transmission, e.g., tracking 

dynamic wavelength shifts over a few nanometers in transceivers without precise stabilization. 

 

4.1.5 Conclusion 
 

An iterative cycle of design, fabrication and measurement can be used to improve the 

performance of components when parameter extraction can be performed reliably and robustly 

from the data. The transmission spectrum of a microring resonator can be analyzed using a matrix 

model [103] to identify two dimensionless coefficients: |t|, the magnitude of the transmission 

coefficient of the ring-waveguide coupling matrix, and the single-pass round-trip propagation 

coefficient of the microring, α, which is related to the per-length propagation coefficient a (units: 

cm−1) by α = exp(−aL) where L is the circumference of the microring. The measured spectrum 

was segmented into each individual FSR, and a nonlinear curve-fitting algorithm was used to fit 

the matrix model, extracting a value of |α| and |t| for each FSR, by minimizing the sum of squared-

errors on a linear scale (since the transmission peaks are measured with less noise). Although a 

simple matrix model cannot reproduce every artifact of the measurement, the fit shown in Fig. 4.7 

is satisfactory near all peaks, and in most valleys as well. 
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Figure 4.7: (a) Transmission spectrum of filter using the larger microrings at 0 V (blue dots) and the fit 

(black line) using the model described in the text. Shown are the extracted values of (b) the round-trip 

loss |α| and (c), the magnitude of the ring-waveguide coupler’s transmission coefficient |t| versus 

wavelength 

 

Data extraction from the transmission spectrum of the larger microring shows successful 

design close to the desirable critical-coupling condition (single-pass round-trip loss in the ring 

equals in magnitude the transmission coefficient of the ring-waveguide coupler which results in 

maximum on-off filtering contrast. The slopes of the wavelength variation (i.e., dispersion) of the 

loss and coupling coefficients were also matched, and consequently, the transmission spectrum in 

Fig. 4.6(a) showed a clean response with more than 25 dB peak-valley contrast over more than 40 

nm. We achieved this by measuring a first fabricated batch of devices ([96], which had lesser 

contrast, approximately 10 dB), performing parameter-extraction and analysis, and then 

fabricating a second batch of devices with improved performance. 

However, the small microring has a very large FSR, and there is insufficient information 

in the transmission spectra measured with our tunable laser [there is only one FSR shown in Fig. 

4.5(a) to clearly separate the role of the coupling coefficients and the propagation loss. Our 

measurement and design effort here is not yet complete: although we achieved an on-off contrast 

exceeding 15 dB at a wavelength separation of ±10 nm from the peak, the insertion loss was high 



55 

 

as discussed earlier. With improved designs, we may be able to demonstrate higher-order filters 

using the small microrings, with flat-top transmission characteristics, similar to the performance 

shown here for the larger microrings, or improved results obtained elsewhere [104], [105]. 

Since the change of the refractive index of silicon with temperature is known (dn/dT = 1.9 

× 10−4 /K), and the waveguide cladding, made of silicon dioxide, is a poor conductor of heat, it 

may be argued that measurement of the transmission spectrum taken at different temperatures can 

be used to estimate the temperature [90], [106]. However, these heaters only cover a small portion 

of the circumference, and heating is highly non-uniform and local. On the other hand, quantities 

measured from the optical spectrum like FSR, resonance-shift etc. are intrinsically averaged over 

the light path, including the hot and the cold sections. Thus, although temperature increases of 

250°C and 17°C can be calculated for the widest tuning ranges in Figs. 4.6(b) and 6(e), 

respectively, they do not actually correspond to the devices under test. 

Heating results in a change of the index of refraction of the constituent waveguides, and 

therefore, also of the FSR of microring resonators. If the temperature-induced change in the 

effective refractive index, neff, is large compared to the temperature-induced change in the 

dispersion of the effective refractive index (i.e., of λ × dneff/dλ), which is the case for these 

waveguides, then the fractional change of the FSR due to the temperature change is equal in 

magnitude, and opposite in sign, to the fractional change of the effective index, i.e., ΔFSR/FSR ≈ 

−(Δneff/neff). The latter quantity is itself equal to the fractional (wavelength) shift of the resonance 

peak, i.e., Δλ/λ0, where Δλ is the measured wavelength shift of a resonance as shown in the vertical 

axis of Figs. 4.6(b) and 4.6(e), and the resonance wavelength λ0 ≈ 1.55 μm. Thus, the fractional 

change in the FSR is approximately 2% in the case of Fig. 4.6(b), and less than 0.1% in the case 

of Fig. 4.6(e). 
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In summary, we have presented a design for integrated micro-heaters incorporated inside 

silicon microring resonators which are used in filter banks, which include a junction field effect. 

These structures achieved a transistor-like I-V relationship, and allow driving the heaters with a 

pre-emphased pulsed waveform without damage. We demonstrated microsecond scale rise/fall 

times, and tunability over both wide and narrow spectral ranges with attractive characteristics 

(tuning range, efficiency, filter shape, ease of fabrication etc.) that are desirable for integrated 

silicon photonic components used in future microsecond-scale circuit-switched data networks. 

Although more work remains to be done in both measurement analysis and component re-design 

to improve the insertion loss and demonstrate higher-order filtering using the large-FSR tunable 

microrings, we believe that these types of micro-heaters may be a useful component in the silicon 

photonics toolkit. 
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OpenAI DALL-E’s interpretation of “A recirculating frequency-shifter based multi-wavelength 

source”, courtesy of Luke Schiefelbein. 

 

Chapter 5  

A Multi-wavelength source for WDM Optical 

Channels 
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Recirculating frequency shifter (RFS) loops can be used for electronically-programmable, 

variable-spacing multi-line spectrum generation, which can benefit the development of fully-

flexible optical communications and other frequency comb applications. In this chapter we report 

on and explain the observation of significant performance variations between chip-based gain in 

semiconductor optical amplifiers (SOA) and fiber-based gain in erbium doped fiber amplifiers 

(EDFA) when used as the gain element in the RFS.  Previously, SOAs and EDFAs have been 

demonstrated in different RFS experiments and studied separately from each other, and discussion 

mainly focused on the noise from amplified spontaneous emission (ASE). We show that SOA 

effects including four wave mixing (FWM) can be measured which impose limits to the 

wavelength spacing of the combs, and that this effect is mitigated by increasing the RF drive 

frequency of the RFS and operating SOA in deeper saturation. 

 

5.1 Background 
 

Electronically programmable multiline optical tone generation from a single c.w. laser is 

useful for a variety of applications, including carrier generation in multichannel communications, 

frequency comb generation, and other applications [107], particularly in size- or energy-

constrained systems [108]. In most coherent communication link applications, such as optical 

orthogonal frequency division multiplexing (OFDM) super channels, each of these lines will be 

separated and modulated, and practical considerations of available chip space, driver complexity, 

and energy consumption currently set the sweet spot of variable tone count to up to about 10 or so 

lines, which is the experimental regime studied here. Several popular ways of creating compact 

frequency combs that are current research topics include mode-locked lasers [109], nonlinear 

mixing in resonators [110], optical modulation after the laser in which harmonic terms become 
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combs [111], and—as in this study—modulation after the laser with gain-assisted optical 

recirculation and reseeding. This method, generating multiple tones by a recirculating frequency 

shifter (RFS), in which a single laser seed is modulated after the laser to generate a new tone at the 

modulation frequency, and then recirculated in a loop to generate a further number of tones, is 

highly controllable and has shown successful OFDM superchannel results [112], where an excess 

of 26 dB optical signal-to-noise ratio (OSNR) resulted in recoverable signals, and OSNR in the 

30–40 dB range showed error-free performance, with 12.5 GHz channel spacing.  

Compared with mode-locked lasers and resonator-based combs, the primary advantage of 

the RFS stems from the comb generation taking place outside of a resonant cavity. This makes 

stabilization and frequency locking simpler and dynamically readjusting tone number and their 

spacing possible. Compared with purely electro-optic modulation-based multichannel tone 

generators, which depend on strong electrical radio-frequency (RF) drive overdriving the 

modulator [111], [113], the RFS provides gain assistance in the loop, so that only the next 

neighboring wavelength needs to be generated by the RF drive. This generally simplifies the 

suppression of the harmonics and provides better flattening of tone-to-tone variation without using 

line-by-line filtering and attenuation or complex wave shaping. Unlike true frequency combs, the 

individual tones that are generated in a recirculating frequency shifter (RFS) approach are not 

phase-locked, which in fact has certain advantages in terms of stability and overall system 

efficiency, for applications such as multichannel communications that do not require global phase 

coherence. 

In most RFS demonstrations, to recover the loop losses before reseeding the next tone, 

erbium-doped fiber amplifiers (EDFAs) are typically used over semiconductor optical amplifiers 

(SOAs) as the loop gain element due to the higher output saturation power, gain, and lower noise 
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figure [114]. However, in applications where a compact device is critical, and size and weight 

requirements are stringent, electrically pumped SOAs are much smaller than optically pumped 

EDFAs. Aside from compactness, SOAs being chip-based can allow better control of optical path 

length and phase variation, especially if integrated with the other components. 

A monolithic gain-assisted RFS microchip in silicon photonics has not yet been 

demonstrated. In InP technology, such a structure has been shown [115], where the report focused 

on optimizing the (quantum-confined Stark effect) modulator rather than the SOA and its 

dynamical properties. Other studies of the RFS, which were demonstrated with commercial off-

the-shelf devices and SOAs [116], analyzed comb imperfections from the modulator and ASE. A 

one-to-one study with EDFAs replacing the SOAs in the same system, though, has not yet been 

shown. Some RFS studies also show the impacts of nonideal single sideband generation, imperfect 

filtering, and stabilization of the state of polarization [117], [118]. Modulation imperfections and 

ASE may be dominant, but when an SOA is used instead of an EDFA, as shown here, there are 

also important, measurable contributions from the nonlinear interactions in the semiconductor-

based optical amplification, due to the fundamentally different gain dynamics and nonlinear optical 

mixing that occur in the SOA. 

In this report, we thus investigate the differences in performance between SOAs used as 

the loop gain element versus EDFAs, under the same RFS loop operating conditions and all else 

being identical. First, we compare the flatness of the tones and the OSNR under different regimes 

of gain saturation for the optical amplifiers at 10 GHz channel to channel spacing. We then find 

that, under closer channel-to-channel spacing, the SOA has nonlinear four-wave mixing (FWM) 

terms, which contribute greatly and prevent stable combs from being generated—and need to be 

accounted for in addition to the ASE. We also demonstrate that, under deep saturation, the FWM 
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terms contribute far less to the operation of the RFS and allow for closer frequency spacing 

between tones. 

 

5.2 Experiment 
 

The experimental setup of our RFS loop is shown in Fig. 5.1. The initial seeding tone was 

provided by a tunable C-band laser diode set to 1550 nm. The light was coupled into the RFS loop 

through a 3 dB coupler and into a fiber-pigtailed lithium niobate I/Q modulator (Thorlabs-Covega 

LN86S-FC). The output of the modulator is a single sideband (SSB) optical signal, which is 

connected to a C-band 100 GHz bandpass filter (using the input and drop ports of an Optoplex 

reconfigurable optical add/drop multiplexer, ROADM). The flat region of the BPF covered 70 

GHz (measured at the −3 dB points), which eventually limits the total number of RFS tones that 

can be generated. The polarization state at the output of the filter was adjusted to optimize the 

power into the optical amplifier. An SOA was used (Thorlabs BOA1004) with maximum small 

signal gain of 27 dB, saturation output power at −3 dB of 16 dBm, and noise figure of 7.9 dB. 

Alternatively, a low-noise EDFA (Pritel FA Series pre-amplifier) was used, which had small signal 

gain of 35 dB, saturated output power of 18 dBm, and noise figure of 5 dB. An optical isolator and 

polarization controller were used after the optical amplifier in both cases. 
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Figure 5.1: Diagram of the experimental setup. 

To bias and drive the I/Q modulator as a SSB modulator, a bias controller (YYlabs D0158 

module) was used to bias the upper and lower Mach–Zehnder modulators (MZM) at a 90 deg phase 

offset. Each MZM was biased so that the carrier was suppressed. For SSB operation, one MZM 

was driven by a 10 GHz RF signal, while the other MZM was driven by second 10 GHz RF signal 

at 90 deg offset from the first MZM drive. The two RF signals were generated by a single RF sine-

wave generator (NI QuickSyn Lite Frequency Synthesizer) after amplification by an RF modulator 

driver (Optilab MD-20) and splitting by a RF 90 deg hybrid 3 dB coupler. The measured output 

of the SSB prior to filtering and amplification showed 39 dB of carrier suppression, 35 dB of 

undesired sideband suppression, and 31 dB suppression of the third-order harmonic tone. 

To generate a programmable number of additional tones, the optical amplifier had to 

recover 21 dB of cumulative optical loss through one round-trip of the RFS loop (−7 dB first order 

sideband conversion efficiency, 6 dB insertion loss through modulator). First, with the SOA as the 

loop amplifier and a 0 dBm seed laser signal, the current in the SOA was increased (to about 300 

mA) so that the gain equaled the round-trip loss in the loop for the total input power the SOA 
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received, bringing up the generated tones to the power levels shown in Fig. 5.2. Next, the SOA 

was replaced with the EDFA (drive current to the pump diode of 150 mA)—with all devices at the 

same settings—and with the exception that the polarization controllers were readjusted to provide 

the optimal power through the polarization-sensitive modulators, ensuring that the output powers 

and harmonics out of the SSB modulator were exactly the same as before when the SOA was used. 

 

Figure 5.2: RFS tones generated with SOA compared with EDFA. Amplifiers are operating right before the 

3 dB saturated gain point and not driven deep into saturation. EDFA flatness: Min, −1.89 dBm; Max, 1.58 

dBm; Mean, 1.29 dBm. SOA flatness: Min, −3.21 dBm; Max, 2.57 dBm; Mean, 1.62 dBm (deviations from 

mean peak power). 

 

The output of the RFS was then measured on a high-resolution optical spectrum analyzer (OSA, 

Finisar WaveAnalyzer), and the OSNR was determined on the OSA by a six-point moment 

weighted signal power density interpolation method, with noise bandwidth set to measure halfway 

in between channels, according to the resolution bandwidth (FWHM) of 150 MHz, and with a 
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spectral sampling resolution of 20 MHz. We observe that the EDFA performs slightly better than 

the SOA, for example, with the seventh channel (right before the 3 dB drop-off from the BPF edge) 

having an OSNR about 4 dB better than the SOA. In this configuration, both amplifier types 

demonstrate good OSNRs in our setup. The flatness is also shown in Fig. 5.2, with min and max 

defined as the worst-case deviations from the mean-of-peak-powers across channels one through 

seven (in the flat region of the BPF). The mean deviation number is taken as the mean of the 

absolute values of the differences from each channel to the mean-of-peak-powers (a reference 

point). The flatness of the tones by EDFA amplification is slightly better at 1.29 dB, compared 

with the flatness of the tones by SOA amplification at 1.62 dB. 

 

5.4 Four-Wave Mixing Parasitics in SOA Gain Operation 
 

Interesting results occur when the channel-to-channel frequency spacing is decreased 

(which is one of the main attractions of the RFS approach compared with other techniques of comb 

generation, e.g., based on micro-resonators that have a fixed free spectral range). Figure 5.3(a) 

shows the RFS output using the SOA and, then again, by using the EDFA (overlaid), when the 

SSB modulator is driven by a 5 GHz RF signal. We see that the OSNR of the SOA is measurably 

inferior to that of the EDFA and slightly worse than before at 10 GHz channel spacing at the same 

channel (e.g., Channel 7 OSNR for SOA versus EDFA is worse by 2 dB compared with the earlier 

10 GHz experiment). The SOA generated tones are also less flat than the EDFA generated. 
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Figure 5.3: RFS output with (a) 5 GHz tone spacing, showing stable tones for both SOA and EDFA, and 

(b) 2 GHz tones showing stable tones only for the EDFA and failure of RFS loop and instability for the 

SOA. The bandpass filter was adjusted to keep the same number of tones in the flat bandpass region that 

the amplifier sees. 

 

When the channel spacing is further decreased to 2 GHz, the RFS output with SOA used 

for loop gain shows temporally unstable tones, and instability is observed even with a low gain, 

i.e., before the gain is increased high enough to compensate for total loop loss, as shown in Fig. 

5.3(b). Further increase of gain results in even more extreme fluctuations and failure of stability. 

Swapping the SOA with an EDFA—and keeping all other settings and devices constant as 

before—we recover stable tones with good OSNR. 

A primary mechanism driving this divergent behavior between the two optical amplifiers 

is the degree of nondegenerate FWM that occurs between closely spaced tones in SOAs but not in 

EDFAs. Unlike the gain process in EDFAs, SOA gain dynamics are strongly dependent on carrier 

densities. When two signals are brought into an SOA (pump and probe) and phase-matching 

conditions between pump and probe are stronger at closer frequencies, the carrier density is 
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modulated by a beat frequency and gives rise to sum and difference frequencies. Figure 5.4 shows 

experimental measurements on the conversion efficiencies, defined at the output, of these 

undesirable FWM frequencies and how they would affect the RFS. Here, to look at the contribution 

of the FWM—under the same SOA operating conditions and optical power into the amplifier as it 

sees when used in the RFS loop—the SOA was biased at a current of 305 mA in Fig. 5.4(a). Then, 

two input optical signals were amplified by 21 dB, and a third c.w. laser signal a few nanometers 

away was used to bring the total optical power into the amplifier up to the respective levels the 

SOA sees during RFS loop operation. The FWM conversion efficiencies (C.E.) that approximate 

the FWM terms during RFS loop operation were seen to increase from −36.4 dB at 10 GHz to 

−26.3 dB at 2 GHz tone spacing when the SOA is not deeply saturated. This extra 10 dB of FWM 

C.E. contributes to pushing the RFS into catastrophic instability when the SOA is used. 

 

Figure 5.4: (a) FWM C.E. of the SOA before the 3 dB saturated gain point, corresponding to Figs. 5.2 and 

5.3. The FWM increases by 10 dB from 10 GHz to 2 GHz spacing. Saturation power: 9 dBm, output power: 

7.5 dBm, small-signal gain: 24 dB. (b) FWM C.E. of the SOA in deep saturation, corresponding to Fig. 5.5; 

the FWM terms are pushed down, resulting in better tone quality. Saturation power: 16 dBm, output power: 

18.5 dBm, small-signal gain: 27 dB. (c) Extent of change in FWM C.E. from different SOA operating 

regimes, showing that operating the SOA in deep saturation is desired. 
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5.5 Deep Saturation Regime of SOA Operation in the RFS 
 

Another important result from the experiments is the behavior of the SOA in the deep 

saturation regime and its impact on RFS tone generation. From the FWM perspective, the FWM 

C.E. in an SOA increases by a cubic relationship with gain, and there is weaker carrier density 

modulation by the pump probe beat term in saturation. Therefore, as Figs. 5.4(b) and 5.4(c) show, 

the conversion efficiencies decrease when the SOA is pushed into deeper saturation. Moreover—

from the perspective of noise—in deeper saturation, the amplifiers act as a power limiter 

suppressing power fluctuations; for the SOA, the carrier densities and the gain are reduced. Given 

these fundamental mechanisms, we expect to see less undesired parasitic terms contributing to the 

RFS tones and better OSNR when the amplifier is driven deeper into saturation. Indeed, as Fig. 

5.5 shows, we experimentally find that the flatness of the tones has decreased to below 1 dB, and 

the OSNR has increased several decibels. To push the amplifier deeper into saturation, the seed 

was increased by 6 dB, and the SOA was biased at 600 mA to accommodate for the increased input 

power and provide the same gain. The experiment was repeated by swapping the SOA with the 

EDFA biased at 500 mA to provide the same amount of gain. 
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Figure 5.5: RFS tones generated with SOA compared with EDFA. Amplifiers here are operating deep in 

saturation. The OSNR is higher, and the tone variation flatter. EDFA flatness: Min, −1.23 dBm; Max, 1.09 

dBm; Mean, 0.51 dBm. SOA flatness: Min, −1.48 dBm; Max, 1.61 dBm; Mean, 0.70 dBm (deviations from 

mean peak power). 

 

To show that the tones generated by the RFS are indeed stable when a deeply saturated 

SOA is used for loop gain and is comparable with tones generated by EDFA under the same RFS 

operating conditions, we performed a different experiment for a time-domain characterization. 

Here, we measured eye diagrams for both the SOA and the EDFA by picking off one tone (the 

worst-case tone in the flat BPF region) from the generated comb, modulating the single channel 

by a 10 G PRBS signal (PRBS 7), and measuring the output after the modulator on a oscilloscope 

(Infiniium 86100D DCA-X). The filters used after the loop to separate out a single channel were 

cascaded filters of the same type as used in the loop. Due to the roll-off of the band edge of the 

filters, the tones were driven this time at 18.5 GHz to get a single tone as clean as possible, and 
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the 100 GHz (70 GHz −3 dB) filters were purposefully offset from each other. This cut down the 

signal power by more than 20 dB, so an extra optical amplifier was needed at the output. 

Regardless, the tone generated from the SOA and the tone generated from the EDFA was amplified 

by the same amount both in loop and after loop, and all variables were held constant—so we expect 

the relative comparison of SNR to be valid. It is expected that the SNR and relative intensity noise 

(RIN) of a single RFS tone will be improved with better filtering. 

 

Figure 5.6: Eye diagram of single tone extracted by filters and then modulated by an MZM driven by an 

NRZ10 Gbps PRBS7 signal and measured on a wide-bandwidth sampling oscilloscope. 

 

Once the tonal quality was improved using a c.w. laser, we were then able to run the RFS 

by replacing the c.w. laser with a 10 Gbit/s NRZ PRBS data-carrying seed channel, and pick off 

one of the replicated tones and view it on a sampling oscilloscope. As Fig. 5.6 shows, a clear eye 

diagram was obtained in both cases. 

 

5.6 Summary 
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In conclusion, we have investigated the performance differences between SOAs and 

EDFAs as loop gain amplifiers in the RFS loop for multicarrier tone generation in greater detail. 

In particular, we find limitations to the spacing of the tones when using the SOA that is not present 

when using the EDFA, arising from nonlinear interactions caused by the carrier and gain dynamics 

in the semiconductor. This prevented tone generation when the spacing was 2 GHz or less in our 

setup. We have also demonstrated some of the key differences between operating the SOA in more 

linear gain regions and in deeply saturated regions and how those different operation regimes affect 

the tone generation in the RFS. The performance of the RFS with SOA driven to saturation 

approached the performance of the EDFA. These results will serve as useful guidelines toward on-

chip integration of gain and proper selection of the saturation point of the SOA, which will be 

essential alongside the filtering and modulation characteristics, to achieve a high-quality (high 

OSNR) spectrum. 
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6.1 Introduction 
 

Advancements in the last several years in thin-film lithium niobate (TFLN) photonics have 

improved the state-of-the-art in high-bandwidth and low-voltage integrated electro-optic 

modulator (EOM) devices [119]–[124]. In current research, there is interest in the combining 

TFLN EOM’s and other types of photonic components which need not, or cannot, be fully realized 

using TFLN alone. Silicon photonics already has a library of integrated device components which 

can be fabricated in large volumes using cost-effective wafer-scale processing without having to 

develop a custom procedure. These useful components can perhaps be realized and iteratively 

improved at a lower cost and more easily using conventional integrated photonics than in novel 

thin-film electro-optic materials.   Our approach, discussed in this chapter, adds EOM functionality 

selectively where needed as part of a larger photonic integrated circuit[9], [125], [126]. Among 

the passive components that can be added are directional couplers, microring resonators and 

coupled resonator optical waveguides (CROWs) with either low-quality-factor (Q) or high-Q 

characteristics. When integrated with TFLN EOM technology in a way that minimizes 

impairments such as coupling loss and back-reflections, this combination of passives in Si 

photonics and the EOM devices using TFLN can provide a low-cost, yet high-performance 

integrated photonics platform.  

By controlling the dimensions of the Si waveguide, the mode fraction contained in TFLN 

can be varied over a wide range without having to etch or pattern TFLN. In this way, the TFLN 

electro-optic modulator devices discussed here are based on hybrid optical modes, in which light 

is partially contained in the TFLN layer and partially in an underlying rib waveguide formed in 

silicon. We describe a fabrication process in [10] for a back-end integration process based on low-

temperature bonding of TFLN dies. Fig. 1(b), shows a device made in this platform, with a 
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“Microchip #2” which consists of TFLN layer over oxide and a silicon handle, bonded over a 

selected portion of a larger Si photonics die, labeled “Microchip #1”. The cross-sectional 

schematic is shown in Fig. 1(a) and typically uses a Si layer thickness of about 150 nm, which is 

thinner than the thickness of 230 nm – 250 nm used in a stand-alone Si photonics process at 

wavelengths of 1500 nm – 1600 nm.    

 

Figure 6.1: (a) Cross-section of thin-Si platform using an unetched TFLN layer in a portion of the hybrid 

chip. (b) Photograph of a bonded chip. Microchip #1 is a Si photonic chip on which all the waveguiding 

features are defined. Microchip #2 contains the TFLN layer and is bonded upside-down before the handle 

is removed for electrode fabrication. (c) Optical modes in the three cross-sections labeled “A”, “B”, and 

“C” in panel (a). These images show the magnitude of the simulated Poynting vector of the TE-polarized 

fundamental mode.   

 

Many ways of incorporating high-bandwidth TFLN EOMs with Si photonics have been 

reported in the last ten years. For example, in [127], partially-etched TFLN was adhered to a silicon 

microchip using a low-refractive-index epoxy. In [128], partially-etched TFLN was bonded using 

benzocyclobutene polymer over etched silicon waveguides, which requires precision aligned 

bonding. In [121], a TFLN slab was rib-loaded with silicon nitride which was deposited using 
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plasma-enhanced chemical vapor deposition (PECVD) which can be achieved at relatively low 

temperatures (about 300ºC), followed by patterning the silicon nitride layer. In place of silicon 

nitride, deposited tantalum oxide can be used for a similar purpose of confining the optical 

mode[129], or amorphous silicon [130], [131]. In our approach, a layer of crystalline Si, part of a 

silicon-on-insulator (SOI) wafer, is processed using a wafer-scale photonics foundry process, then 

the wafer is segmented into individual dies for bonding to TFLN using plasma-activated oxide 

bonding [9], [125]. The TFLN layer is not etched or patterned, and precision alignment is not 

required during bonding. No polymers are used in bonded stack. Electrodes can be formed on top 

of TFLN after handle removal as indicated in Fig. 6.1 or buried in the SOI stack as part of the SOI 

foundry process [131]. 

As shown schematically in Fig. 1, our platform consists of two crystalline materials, silicon 

and x-cut thin film lithium niobate, whose refractive index is higher than that of the dielectric 

cladding materials SiO2 (for conventional components) and air (for the EOM section). We use 

hybrid modes, in which light is distributed between TFLN and Si (and the cladding) and the mode 

fraction in TFLN can be controlled by the size of the features in Si. This is shown in Fig. 1. We 

have shown less than 20% or more than 80% of the light (Poynting vector magnitude of the TE-

polarized fundamental waveguide mode) at 1550 nm can be contained in the TFLN layer without 

etching it. The mode labeled “B” in Fig. 1(c) uses wider Si rib features and is useful for 

input/output transitions from the feeder waveguide mode which is labeled mode “A”. Mode “C” 

in which about 80% of the light is in LN uses a narrow rib width for the electro-optic phase shifter 

section. All three modes use the same Si layer thickness so that only one lithography step is needed, 

which reduces fabrication cost and complexity. The single-height Si waveguide continuously 

connects the EOM device to the other devices such as splitters and filters without breaks and 
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interruptions. This reduces back-reflections and phase jumps (in transmission) that can be found 

at abrupt, butt-coupled interfaces. A study of the tapers and transitions was previously carried out: 

the transition between modes A and B can have a low calculated reflection coefficient of about 0.1 

dB - 0.2 dB over a wide range of wavelengths between 1260 nm and 1650 nm, and the transition 

between modes B and C is adiabatic and has very low loss [132]. 

In this chapter, design of the individual components discussed above will be described and 

demonstrated. Moreover, we will show that this platform is capable of demonstrating high quality 

single photon generation, due to the low loss and low dispersion that it is capable of.  Chapter 7 

will then describe the first demonstration of photonic integrated circuits combining the elements 

in this platform to show high speed pulse carving for spectral control of single photons out of these 

chips. 

 

6.2 Extending Silicon Photonic Quantum Sources onto a Hybrid Silicon-

Lithium Niobate Platform 
 

6.2.1 SFWM Silicon Photon Pair Sources 
 

 In this section, some background of silicon photonic entangled photon pair sources will be 

described, along with some definitions, and figures of merits that describe the characteristics of 

SFWM resonant sources that will be discussed later in the device design in this chapter, as well as 

the following Chapters, 7 and 8.    

Silicon photonic micro-resonator sources generate photon pairs at a rate, 

𝑟 =  ∆𝑣[𝛾𝑃𝑟𝑒𝑠(𝜆)𝐿𝑒𝑓𝑓
𝑟𝑒𝑠 ] 2 𝑠 𝑛𝑐2 (𝛽2∆ 

2 𝐿
𝑟𝑒𝑠

2
+ 𝛾𝑃𝑟𝑒𝑠𝐿𝑒𝑓𝑓

𝑟𝑒𝑠 )    (6.1) 
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where 𝑟 is called the pair generation rate, ∆𝑣 is the resonance linewidth, 𝛾 is the waveguide 

nonlinearity, 𝑃𝑟𝑒𝑠(𝜆) is the resonance power build up factor of the ring, 𝐿𝑒𝑓𝑓
𝑟𝑒𝑠  is the effective length 

accounting for the loss limited lifetime (or Finesse) of resonator, and  𝐿𝑟𝑒𝑠 is the propagation length 

of light inside the resonator, for a given lifetime, 𝑃𝑟𝑒𝑠(𝜆) is determined by Lorentzian lineshape 

and Q of the ring which is affected by group index, coupling strength, and loss, as in [133]–[135]. 

The sinc squared term reflects the dependence on phase matching, and 𝛽2is the group velocity 

dispersion at the pump, and ∆ 2 is the square of the angular frequency separation between the 

pump and idler (or signal).  This rate is one of the important figures of merits, and increasing it is 

one of the goals of research in quantum sources.  Experimentally, the pair generation rate in 

practice can be determined by the relationship to measured coincidence count rate 𝐶, and loss 

through the respective channels,  

𝐶 =  𝜂1𝜂2𝑟      (6.2) 

where 𝑟 is the on-chip pair generation rate from eq. 6.1, and 𝜂1,   𝜂2 are the total losses through the 

two channels including detection efficiency.   Under ideal conditions where the biphoton state is 

perfectly coupled into two channels with the channels having identical photon flux and loss [136] 

(something that can be more easily met when the generated photons are degenerate and share 

spatial and frequency modes, but perhaps not as easily met where the generated photons are not, 

and the exact “on-chip” differences in efficiencies through the two channels are not as easily 

known), the pair generation rate can also be found as, 

𝑃𝐺𝑅 =  
𝑅1𝑅2

𝐶12
 𝜂ℎ       (6.3) 

where 𝑅1 and 𝑅2 are the singles counts in the two channels, 𝐶12 is the coincidence counts, and 𝜂ℎ 

is the heralding (Klyshko) efficiency.  The Klyshko efficiency is defined as, 

𝜂ℎ  =  
𝑁𝐴𝐵

 (𝑁𝐴 𝑥 𝐷) 
       (6.4) 
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where 𝑁𝐴𝐵  is the average rate of coincidence detection, 𝑁𝐴 is the is the average photon detection 

rate on the heralding detector, and 𝐷is the detection efficiency of the heralding detector. The pair 

generation rate is related to another commonly used metric, called the brightness, which is found 

as the photon-pair rate per unit spectral bandwidth (GHz) per unit input pump power (squared, for 

SWFM sources), in units of pairs.s-1.GHz-1.mW-2.   This figure of merit takes into account the 

bandwidth of photon generation into account while describing the rate of photons generated, since 

some of the important devices that single photons may interface with (e.g. atomic memories [17]) 

operate in a narrow spectral band. 

 Another important figure of merit for single photon sources is the coincidence-to-

accidental-ratio, or CAR.   It is a measure of the signal to noise ratio for photon pairs and is defined 

as 

𝐶𝐴𝑅 =  
𝐶𝑐𝑜𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑐𝑒𝑠−𝐶𝑎𝑐𝑐𝑖𝑑𝑒𝑛𝑡𝑎𝑙𝑠

𝐶𝑎𝑐𝑐𝑖𝑑𝑒𝑛𝑡𝑎𝑙𝑠
    (6.5) 

where  𝐶𝑐𝑜𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑐𝑒𝑠 is the raw detected coincidence counts and  𝐶𝑎𝑐𝑐𝑖𝑑𝑒𝑛𝑡𝑎𝑙𝑠 . are the accidental 

coincidences.    

 A widely used and important function that can be used to distinguish between thermal, 

coherent, and ideal single photon states is called the second order correlation function,  𝑔(2)(𝜏)—

in the general sense, it is a correlation function on the amplitudes of fields rather than the 

intensities, as in a first order correlation. It can be expressed as 

𝑔𝑗,𝑘
(2)(𝑟1, 𝑡; 𝑟2, 𝑡 + 𝜏) =  

〈𝐸𝑗
∗(𝑟1,𝑡)𝐸𝑘

∗(𝑟2,𝑡+𝜏)𝐸𝑘(𝑟2,𝑡+𝜏)𝐸𝑗(𝑟1,𝑡)〉

〈𝐸𝑗
∗(𝑟1,𝑡)𝐸𝑗(𝑟1,𝑡)〉 〈𝐸𝑘

∗(𝑟2,𝑡+𝜏)𝐸𝑘(𝑟2,𝑡+𝜏)〉
  (6.6) 
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where the angled brackets denote an ensemble average. In the classical case, 𝐸∗𝐸 = 𝐼, intensity, 

and in the quantum case, 𝐸∗, and 𝐸 can be replaced with �̂�(−)and �̂�(+), called the negative-

frequency and positive-frequency part respectively, of a quantized field, and where �̂�(+) 

contains only annihilation operators and acts on the vacuum state to produce zero.  For the special 

case of a single mode, and where 𝜏 =0, we can write  

𝑔(2)(0) =  
〈�̂�(𝑡)(�̂�(𝑡)−1)〉

〈�̂�(𝑡)〉2
     (6.7) 

This is the most relevant expression for characterizing the single-photon source and can be related 

to photon number probabilities, to give 

𝑔(2)(𝜏) =  
𝑁𝐴𝐵(𝜏,Δ𝜏 )

𝑅𝐴𝑅𝐵𝑇Δ𝜏
      (6.8) 

where 𝑁𝐴𝐵 is the number of coincidence counts recorded by a time tagger, at the histogram bin 

centered at delay 𝜏 with width Δ𝜏, and  𝑅𝐴, 𝑅𝐵  are the single counts in the two channels, and 𝑇 is 

the total integration time.  Standard ways of setting up the scheme with multiple photon detectors 

are described in [137] as well as one detector[138]–[140]  In other work, performed prior to the 

chips in this chapter, we performed 𝑔(2)(𝜏) measurements on similar silicon photonic pair sources 

on a different chip in 230 nm thick waveguides showed these sources are capable of very low 

𝑔(2)(0), with the three detector heralded setup  [141], and are shown in Fig. 6.2 (a).  Fig. 6.2 (b) 

shows 𝑔(2)(𝜏) measurements on attenuated laser pulses propagating through a chip that will be 

described in Chapter 7, calculated from eq. 6.6,   Fig. 6.2 (c)  shows two detector setup 

measurements of 𝑔(2)(𝜏), where instead of the signal photons coupled into 50/50 beam splitter  (or 

idler) going into two photon detectors,  signal photons go into one detector, and idler photons go 

into the other.  This is called 𝑔𝑆𝐼
(2)(𝜏), and from eq. 6.5  and eq. 6.8,  we can see that  𝑔𝑆𝐼

(2)(0) =

 + 𝐶𝐴𝑅 , and when accidental counts are low in comparison with true coincidences, i.e. 𝑔𝑆𝐼
(2) ≫
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 , then 𝑔𝑆𝐼
(2)(0) = 𝐶𝐴𝑅,  this relationship is used for the subsequent descriptions of CAR in this 

chapter, after normalization. 

 

Figure 6.2: (a) a representative second order autocorrelation function at zero delay measured with a three 

detector setup in a prior study. (b) a representative second order autocorrelation function of attenuated laser 

pulses after traversing through a device (discussed in Chapter 8). (c) a representative second order 

correlation between the signal and idler. 

 

It is important to verify the entanglement of photons as well.   The entanglement that is 

studied through the photons in parts of this dissertation are time-energy entanglement, where the 

degrees of in an entangled state, e.g. 
1

√2
(|00⟩𝜔𝑠𝜔𝑖 + |  ⟩𝜔𝑠𝜔𝑖), are directly related to time and 

energy, and where the emitted photon show strong correlations in their emission time or frequency.  

A way to test time-energy entanglement is through a Franson interferometer [142], where 

entangled photons travel through unbalanced interferometers and the phase shift in one path is 

varied, in two separate interferometers for the unfolded case (measurement setups which are shown 

further in Chapter 8).   This interferometer can test two-photon quantum interference, provided 

that the two interferometers are nearly identical to each other, meaning that differences between 

the long(short) path in one versus the long(short) path in the other, are not distinguishable by the 

timing resolution of the detectors; the imbalance between the short and long paths also need to be 

long enough so that there is no single photon interference, and any interference can be attributed 
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to the two-photon interference of the entangled pair (quantum interference).  It can be shown 

[143]–[145], that the output of the interferometer is a state 

|Ψ⟩𝑜𝑢𝑡 = 
1

√2
(|Ψ𝑠⟩1|Ψ𝑠⟩2 + |Ψ𝑙⟩1|Ψ𝑙⟩2)     (6.9) 

where S is the short path, L is the long path, the idler is denoted “1”, and the signal “2”.  If a phase 

shift Δ𝜙  is applied to the long paths, then 

|Ψ𝑙⟩1|Ψ𝑙⟩2 = |Ψ𝑠⟩1|Ψ𝑠⟩2𝑒
𝑖Δ𝜙     (6.10) 

and thus 

|Ψ⟩𝑜𝑢𝑡 = 
1

√2
[  + 𝑒𝑖Δ𝜙]|Ψ𝑠⟩1|Ψ𝑠⟩2    (6.11) 

⟨Ψ|Ψ⟩𝑜𝑢𝑡 = ⟨Ψ𝑠|⟨Ψ𝑠|Ψ𝑠⟩1|Ψ𝑠⟩2( | + 𝑒
𝑖Δ𝜙| 2)    (6.12) 

writing the coincidence counts as  

𝐶  𝑛𝑐 𝑑𝑒𝑛𝑐𝑒 ≡ ⟨Ψ|Ψ⟩𝑜𝑢𝑡 ∝
1

√2
[  + 𝑒𝑖Δ𝜙]|Ψ𝑠⟩1|Ψ𝑠⟩2    (6.13) 

we get that the coincidence counts are proportional to the cosine of the phase shift  

𝐶  𝑛𝑐 𝑑𝑒𝑛𝑐𝑒 ≡ ⟨Ψ|Ψ⟩𝑜𝑢𝑡 ∝
1

√2
[  + 𝑒𝑖Δ𝜙]|Ψ𝑠⟩1|Ψ𝑠⟩2 = 2 + 2cos (Δ𝜙)   (6.14) 

The visibility, V, can then be fitted to this form from coincidence count measurements collected 

as,  

𝑑 + 𝑎cos (
𝜙

𝜙0
+ 𝜑)      (6.15) 

and defined as 

𝑉𝑓𝑖𝑡𝑡𝑒𝑑  ≡
𝑎

𝑎+𝑑
      (6.16) 

A raw visibility can also be quickly determined from measurements by taking the difference 

between the maximum and minimum coincidence counts, and normalizing by the sum of the max 

and min as, 
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𝑉𝑟𝑎𝑤  ≡
max(𝐶)−min (𝐶)

max(𝐶)+min (𝐶)
     (6.17) 

where C is the collected coincidence counts.  While one can infer from a visibility V > 70.7%  that 

the photon pairs measured are quantum-mechanically correlated and serve as verification of 

entanglement [146], it doesn’t provide a test of local realism.  To provide a proof of Bell’s theorem, 

i.e. that the measured states cannot be reproduced by local hidden-variable theories, one can 

perform a test to show a violation of the CHSH inequality [147],  

𝑆 ≡ |𝐸(𝛼, 𝛽) − 𝐸(𝛼, 𝛽′) + 𝐸(𝛼′, 𝛽) + 𝐸(𝛼′, 𝛽′)| ≤ 2  (6.18) 

where 𝐸(𝛼, 𝛽)is the correlation of the two-photon states, and found as 

𝐸(𝛼, 𝛽) = 𝑃𝑆1𝑆2(𝛼, 𝛽) + 𝑃𝐿1𝐿2(𝛼, 𝛽) − 𝑃𝑆1𝐿2(𝛼, 𝛽) − 𝑃𝐿1𝑆2(𝛼, 𝛽)  (6.19) 

where 𝑃𝑆1𝑆2(𝛼, 𝛽) is the probability of obtaining photons in a given state, collected from different 

time bins, for the angles 𝛼, 𝛽 in the two interferometer arms.  Experimentally, one should rotate 

the phases in the two interferometers so that the full set of four phase difference are measured, for 

example, phase settings of 0◦, 45◦, 90◦ and 135◦ where 180◦ results in a full period of the two-photon 

coincidence interference curve as will be shown in Chapter 8, where S > 2. 

 Purity is another important characterization of a quantum state, and plays an important role 

in the quality of the realized quantum interference.  Chapter 7 describes in this in more 

mathematical detail. 

 

6.2.2 150nm-thick Silicon Photon Pair Source 
 

 Here we show a design approach along with devices made and measured, in the 150 nm-

thick silicon platform, to satisfy the resonant SFWM photon-pair characteristics described in the 

previous sub-chapter section.  A waveguide mode simulation, for a waveguide of type “A”, as 
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shown in Fig 6.1(b) for a single waveguide is run in Lumerical MODE across a span of 

wavelengths from 1500 nm to 1600 nm and the simulated effective indices and group indices are 

extracted, from which the dispersion can be calculated.  The Si thickness is 150 nm and the width 

is 650 nm. The mode has an effective index of 2.28 and group index of 3.85 at 1550 nm 

wavelength, and small mode area of about 0.21 m2. This mode is well confined in the vicinity of 

the Si rib, and can support a bending radius of less than 5 m with low optical loss [125][8]. A 

conservative radius of 10 m is used in the microring design of the pair generation ring.  Fig 6.2(d) 

shows the group-velocity dispersion parameter (symbol: D, units: ps.nm-1.km-1) based on a fourth-

order centered differentiation of the calculated modal effective refractive index versus wavelength 

around 1.55 m. than typical values  D ~ +3,000 ps.nm-1.km-1 for a fully-etched Si waveguide of 

525 nm width and 225 nm thickness, the values of D in the waveguides here about a factor of five 

lower [148].  The dispersion values are comparable to the material dispersion of silicon D ~ -900 

ps.nm-1.km-1 indicating that the geometry does not play as strong of a dispersive effect in these 

waveguides as in conventional Si waveguides. 
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Figure 6.3: Mode field (Ex) profile of directional coupler’s symmetric mode in the thin-Si waveguide 

[composed of single waveguides with Mode “A” in Fig. 6.1(c)]. (b) Mode field (Ex) profile of directional 

coupler’s anti-symmetric mode. (c) Group indices of the symmetric mode (blue), and anti-symmetric mode 

(red), for the thin-Si directional coupler (solid lines) compared to conventional 230 nm height silicon 

waveguides (dashed lines). (d) ) Calculated dispersion coefficient for the thin-Si waveguide [Mode “A” in 

Fig. 6.1(c)].  (e) Length-integrated directional coupling coefficients for different values of the gap between 

the two waveguides as indicated in the length. The design target ranges (0.005-0.01) are indicated by the 

dashed horizontal lines. 

  

 Broadband characteristics can also be achieved in this 150nm-thick silicon waveguide 

platform. Besides the lower dispersion characteristics, the mode field profiles of a directional 

coupler designed in this platform lead to parameters conducive to low coupling dispersion. Fig. 

6.3 (a) and (b) show the symmetric and asymmetric modes of the coupler, respectively and their 

group indices, ng, in Fig 6.3 (c).  The difference between the group indices, as well as difference 

between the effective indices, and length, contribute to the dispersion of the power coupling 

coefficient, |𝜅|2, as discussed in [103].  The directional couplers in this platform show coupling 

dispersion, d||2/d of about 0.1 m-1 which is about one order of magnitude lower than d||2/d 
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of 8 m-1 of fully-etched Si waveguide couplers[103]. The differences in group index delta is 

reflected in the smaller differences in group index between the supermodes of the 150 nm thick 

silicon directional coupler—compared with the 150 nm thick silicon directional coupler, the 230 

nm thick silicon coupler’s group index differences are almost twice as large as that of the 150 nm 

thick version in this work. For a fair comparison, a slightly larger gap (by about 40 nm) was picked 

for the 230 nm thick silicon coupler to achieve the same effective index difference (coupler 

crossover length was held equal).  Fig 6.3 (e) shows a family of coupling coefficients.  .. For a 

high-Q micro-resonator, we seek a small value of |𝜅|2, typically around 0.005 to 0.01 which is 

indicated by the dashed lines.  For the microring designed in this work, the chosen gap was 400 

nm.   

 Fig. 6.4 shows the design of the microring, made from two types of Bézier bends are shown 

in Fig. 3(a), labeled Type I and Type II. In the Type I design, the initial and final widths are 0.65 

m and the most aggressive (the two control points of a quarter bend are equal) Bézier bend design 

is used. In the Type II design, a less aggressive bend is used which is in-between the conventional 

(circular) ring and the Type I design[149], [150, p. 17]. 
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Figure 6.4: (a) Schematic drawings of two types of Bézier bends and their use in a waveguide-coupled 

microring resonator. (b) Calculated (loaded) quality factor (Q) versus the magnitude of the inter-waveguide 

coupling coefficient. (c) Schematic drawing of the microring device fabricated, composed of Type II bends 

(d) Measured transmission of the microring in (c). (e) Zoom in on the measured transmission of a high-Q 

microring using the Type II design, achieving a loaded Q of 1.4 x 105, close to the design target shown by 

dashed lines in panel (b).   

  

To test the 150nm thick SWFM pair generation resonator chip, the microresonator was 

diced to allow easier access to test ports. Fig. 6.4(c) shows the layout of the ring that was tested 

and Fig. 6.4 (d) and (e) show a measurement of the transmission across five FSRs, and a zoom in 

on a resonance respectively under a low power measurement to avoid resonance bistability and 

two-photon absorption nonlinearities.  The measured loaded Q is 1.4 x 105, which is close to the 

and suggests that the experimental optical propagation loss is under 1 dB/cm which was assumed 

in the model. This is consistent with earlier calculations which predicted a reduced optical 

propagation loss for thin-and-wide Si waveguides compared to the conventional (500 nm x 230 
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nm, height x width) design[151]. The measured Q’s here are in fact comparable to those of the 

best microrings in our earlier work which we have reported as being useful for bright and efficient 

entangled photon-pair generation[141], [152].  

Next, single photon measurements are performed to determine performance of the 

microring resonator as a SFWM photon pair source.  The experimental setup is shown in Fig. 6.5; 

a continuous wave laser at the pump wavelength of about 1557 nm is coupled through a 

polarization maintaining fiber to a lensed tapered fiber and into a chip that was diced from the 

bonded TFLN modulator and silicon devices microchip. The diced-out remaining portion is shown 

in the cartoon drawing in Fig 6.5(a) and the input light is coupled in from the diced side into a 

straight waveguide—measurements taken from this side showed less resonance splitting and was 

used for subsequent measurements.  

 

Figure 6.5: (a) Experimental setup used to measure the CAR. (b) SEM image of the microring resonator. 

(c) transmission of the microring resonator. (d) Zoom in of the pump resonance. 

 

 The pump laser coupled into the chip propagates through an MMI (used for testing 

purposes) and then into the single waveguide bus coupled ring resonator and out of the chip 

through edge tapers into PM lens tapered fibers.  The pump, signal and idler are then coupled into 
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a series of 3-port reconfigurable optical add-drop multiplexers (ROADM) represented by the 

cartoon marked “ROADM” where the pump light is dumped and then the signal and idler are split 

into different fiber paths.  The signal and idler are each filtered by sets of bandpass filters and into 

two superconducting nanowire single photon detectors (SNSPD), click detectors in a 1K Cryostat 

(discussed further in Chapter 8) that emit electrical pulses upon detection of a single photon.  The 

electrical pulse is amplified cryogenically and propagates out of the cryostat and into a low jitter 

Time-to-Digital-Converter (TDC) that records the start-stop time between the electrical pulses 

triggered by the signal and idler pair of photons coming from our microchip. The microchip also 

had a set of test structures, through which the losses in path through which the photons propagated 

was able to be extracted.  The measured coupling losses of the edge taper through lens tapered 

fiber to lens tapered fiber output, and the coupling losses of the non-tapered straight waveguide 

through lens tapered fiber to lens tapered fiber output were 5 dB and 9.2 dB, respectively.  The 

MMI loss plus excess loss from waveguide bus after the tapers to the ring was 3.8 dB.  The 

cumulative losses through the ROADMs, filters, and into the input fiber of the SNSPD was 16.2 

dB and 15.3 dB for the signal and idler channels, respectively.  The detector efficiencies of the 

SNSPD were characterized separately prior to the experiments with a calibrated low-noise floor 

average power low speed optical power meter, from the fiber input of the crystat to the respective 

SNSPD, and both detectors were measured to have detection efficiencies of 0.6.  Fig 6.5(b) shows 

an SEM image of the microring resonator used for photon pair generation, and Fig 6.5(c) shows 

the transmission, with arrows labeling the pump, signal, and idler resonance.  Fig 6.5(d) shows a 

zoomed-in higher resolution measurement of the resonance at the pump wavelength, measured to 

have a Q of around is 1.2 x 105. 
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Figure 6.6: (a) CAR measurements (b.) second order cross correlation between the signal and idler for it’s 

respective measurement point. (c) CAR scaled with loss, and the calculated on-chip brightness. 

 

 The start-stop timetags collected by the TDC are histogrammed at a bin widths of 20 ps, 

across 4000 bins to create the plot of 𝑔𝑆𝐼
2 , from which the CAR can be calculated for varying input 

power levels, shown in Fig. 6.6(b).  From eq. 6.8, collecting the two channel coincidences over 

the single channel counts, the CAR versus raw count rates is plotted in Fig. 6.6(a). Taking the 

losses from the laser to chip, chip to fiber, filters, and SNSPD detection efficiencies, the on-chip 

power is calculated to give the plot of Fig. 6.6(c), from which the pair generation rate and spectral 

brightness can be calculated.  The pair generation rate is calculated from eq. 6.xxx , by taking the 

product of the single’s rates, dividing by the coincidence rate, and dividing by the input pump 

power. The CAR is shown in Fig. 6.6 is high but is several times lower than in our prior work 

[153] due to using less filters here, but can be substantially improved by adding laser pump filters 

to reject the amplified spontaneous noise (ASE) in future work.  The raw Klyshko efficiency is 

estimated to be ~2%, taking the coincidence counts over the singles rate and then dividing by the 

detection efficiency.   The on-chip Klyshko efficiency estimated this way is about 19%, and taken 

with the high extinction transmission, implies that it is closer to critical coupling than under-

coupling[154], and suggests that higher Q designs with higher brightness can be designed, and that 

more complex coupling schemes to improve heralding efficiency while preserving high Q due to 

2.6×   7 pairs.s-1.GHz-1.mW-2

a b c
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the low losses on this platform are worth exploring [155]. For an on-chip coincidence rate of 1.0 

× 105 Hz, at an input pump power of about 0.05 mW, we find a pair generation rate of 41 ± 9 

MHz.mW-2 (one standard deviation uncertainty), this is good compared to our demonstrated prior 

work (149 MHz.mW-2 and 1-10 MHz.mW-2 [133], [153]).  Dividing the pair generation rate by the 

FWHM of the loaded quality factor, and by the square of the optical pump power in the feeder 

waveguide, we calculate the spectral brightness of the source to be 2.3 × 107 pairs.s-1.GHz-1.mW-

2 which is the same order of magnitude and comparable to the spectral brightness in our best 

devices ( 7.1 × 107 pairs.s-1.GHz-1.mW-2 [153]).   

 In summary, we show the first silicon photonic SFWM pair-generation device integrated 

on a thin-film lithium niobate platform with low loss.  These initial demonstrations show 

performances comparable to the best silicon photonic photon pair generation devices from out 

earlier work in 220 nm and 230 nm thick silicon.  A combination of several factors: low loss, low 

group velocity dispersion, high Q, and broad-band characteristics leading to substantially more 

constant FSR’s across a wide wavelength range all contribute to the promising performance shown 

in this study. Moreover, looking at Fig 6.5 (c) and (d), we see that at a loaded Q factor higher than 

prior work, the extinction is deeper—this shows that the coupling is closer to critical coupling than 

previously, and yet the photon pair generation rate for a given input power is higher, likely due to 

the lower GVD.  This means that in future studies, the coupling strength can be lowered safely 

(with respect to fabrication tolerances), moving the design target into high Q regimes without 

suffering a large decrease in coincidence counts from SWFM phase-mismatch.  This makes the 

microring designs in this platform useful, and as will be shown in later chapters, can be 

incorporated with many other high performance and high speed devices. 
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6.3 Resonant Filters on the Hybrid Silicon-Lithium Niobate Platform 
 

This section describes resonant ring filters that were designed in the hybrid silicon-lithium 

niobate platform, with the low dispersion, broadband waveguide characteristics as described in the 

earlier section 6.2.2.  A schematic of a second order coupled-microring optical filter is shown in 

Fig. 6.7(a), the design is a simple prototype of a more general class of optical filters based on 

coupled-resonator optical waveguides (CROWs) that can be used as integrated optical filters with 

a  lower back-reflection than in-line waveguide gratings. These kinds of filters have been combined 

with nonlinear optical microrings performing frequency conversion and filtering without requiring 

a separate chip for this purpose [156]. We have previously shown that rather than cascade a large 

number of resonators in one continuous segment, improved performance can be achieved by 

concatenating multiple shorter segments [85]. Hence, the performance of elementary coupled-ring 

filters (as short as two rings in this case) is of interest. Here, we use the thin-Si platform and 

relatively strongly coupled resonators, with each racetrack using the same four Type II Bezier 

bends with a nominal radius of 10 mm, but with a longer straight section of 20 mm and a narrower 

gap of 0.3 mm. From simulations, this should achieve a relatively flat-top response with a full-

wdith at half-maximum (3 dB) bandwidth of greater than 100 GHz (about 0.8 nm) at 1550 nm. 

An experimental measurement is shown in Fig. 6.7(b) for a wide range of wavelengths 

measured using a swept-wavelength laser, and in the vicinity of 1550 nm in Fig. 6.7(c). The grey 

line shows the transmission through a test waveguide in the vicinity of the coupled-microring filter 

with the same length of input and output feeder waveguide ports, so that the insertion loss of the 

filter can be obtained by comparison. The measurement of the reference waveguide shows some 

ripple from Fabry-Perot effects from the edges of the test chip; these are extraneous to the design. 

This ripple is also superimposed on the filter transmission and has not been factored out. Therefore, 
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the actual transmission response near the peak of 1551 nm is likely to be slightly flatter than shown 

in this raw data.  

 

 

 
Figure 6.7: (a) Schematic drawing of a coupled-microring filter. (b) The drop-port transmission is measured 

and compared with the transmission through a conventional waveguide on the same chip. (c) A 

magnification of the transmission around 1550 nm. 

 

Within the range of wavelengths from 1520 nm to 1620 nm (which span the C and L bands), 

the band-center insertion loss (IL) ranges between 0.57 dB to 1.15 dB, with an average of 0.9 dB. 

This is similar to the insertion loss our group reported earlier for coupled silicon microrings in the 

conventional silicon platform [156]. The free spectral range (FSR) is about 0.76 THz (5.77 nm) at 

1550 nm with a bandwidth of about 125 GHz (1 nm), for an effective finesse (F) of about 6. A low 

value of F necessary in a silicon-based flat-top (Butterworth) optical filter to prevent a buildup of 

optical power in the rings which would cause nonlinear loss or phase shift, which is undesirable 

and would degrade the performance. The measured extinction ratio exceeds 30 dB at the lowest 

points of the stopband around 1550 nm as shown in Fig. 6.7(c)—it may likely to be higher as it 

may be limited by the detector noise. There are also some ripples in the stop-band of the coupled-

resonator filter; these are usually the result of disorder and have been seen in other CROW 

structures in the conventional thicker Si platform as well [157], [158]. When multiple stages of 
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such filters are cascaded, these interference effects should be mitigated or eliminated. Consistent 

with the observation of low dispersion of the constituent waveguide discussed in in prior section, 

there is relatively little change in the FSR, which only slightly increases from 0.75 THz at 1530 

nm to 0.77 THz at 1600 nm.     

 

 

6.4 High Extinction Modulators on the Hybrid Silicon-Lithium Niobate 

Platform and their characterization 
 

 While lithium niobate modulators are among the most studied and deployed modulators in 

the world, an increasing amount of research in recent years in this material has been on thin film 

lithium niobate, where physical features and waveguides are made in or on nanometer (usually 

several hundred) thin layers of lithium niobate are.  Following the discussions at the beginning of 

this chapter, here we describe modulators with hybrid optical modes of type “C” as was shown in 

Fig. 6.1(e).  As opposed to the plasma dispersion effect that changes the refractive index in 

conventional silicon photon modulators using PN junctions, lithium niobate modulators change 

the refractive index through the 𝜒2 Pockels effect that occurs in non-centrosymmetric material. 

 

6.4.1 Modulator Design and Measurement 

In contrast with the earlier bonding studies between unpatterned LN and Si, [159]–[161] 

the approach we and others have used is to perform bonding after the waveguiding features have 

been fabricated, i.e., a silicon die with waveguides was fabricated through a silicon photonic 

foundry process, over which SiO2 is deposited, and planarization is performed using a chemical-

mechanical polishing (CMP) process. We are able to bond over a large reticle-sized area (several 

square centimeters). [9], [125], [162] (Hybrid LN-Si microring resonators can use a much smaller 



93 

 

bonded area.33) In our approach, once the bonding of the LN film is complete, no further 

processing of the LN film is performed. In particular, there was no etching of LN which is 

performed in some approaches [127], [163]–[166] or sawing of the LN,36 or deposition and 

patterning of additional layers for optical waveguiding [129].   

 

Figure 6.8: (a) Wafer CMP oxide height map extrapolated from measurements. (b) Microscope image of a 

hybrid Si/TFLN chip using the cross-section shown in Fig. 1. Insets show the traveling-wave electrode 

structures for a Mach-Zehnder modulator. (c) Measured S parameters up to 118 GHz (d) A representative 

plot of an inferred microwave refractive index (solid blue line) compared to the optical group index (dashed 

black line). 

 

Design of modulator begins with identifying the height of the layers in the initial passive 

150 nm-thick silicon, as shown in Fig. 6.8 (a), where the CMP oxide thickness was measured by 

ellipsometry.  In a traditional high-speed LN modulator with diffused waveguieds and co-planar 

waveguide RF electrodes, the microwave index is slightly greater than 4, which is much larger 

than the typical value of the optical refractive index, which is around 2.2. The thicknesses of the 
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oxide buffer layer under the electrodes, and of the electrodes themselves, are increased, which 

increases the capacitance of the RF transmission line and decreases the microwave index, nm. 

Increasing the buffer thickness draws the RF field out of LN and into the buffer layer, which has 

a lower dielectric constant. Increasing the electrode’s thickness pushes the RF field out of the 

buffer layer into air, increasing the effective area of the capacitor that is formed between the edges 

of the electrodes. While these effects improve the index matching, the modulator becomes less 

efficient.  A traditional high-bandwidth LN MZI modulator can use gold electrode thicknesses of 

up to 19 μm, and only a few reports of such EOM’s have demonstrated a 3-dB electrical bandwidth 

more than 50 GHz. In the hybrid modulator, like the thin-film LN modulator without the bonded 

Si rib waveguide [167] the situation is reversed: the microwave index is lower than the optical 

group index. With the inclusion of the Si rib waveguide, in particular, there is a relatively simple 

way of matching the indices. We defined the waveguiding features in the Si layer alone, with the 

only variations occuring in the width of the Si rib, and with no etching or patterning of the LN 

layer. In our test wafers, the Si layer thickness of 150 nm was achieved by thickness reduction 

from the original crystalline Si layer thickness of 230 nm in the starting SOI wafer, but could 

alternatively be achieved over specific sites by etching. Waveguide features were patterned by 

conventional Si processing, followed by oxide deposition and subsequent chemical mechanical 

polishing (CMP) and oxide thinning by a timed wet etch (diluted hydrofluoric acid) process. These 

are important steps in our hybrid integration process which is based on room-temperature oxide 

bonding (as contrasted, for example, with polymer adhesive bonding [128]). 

 Simulation results, run in MATLAB, to capture the frequency response of the traveling 

wave MZM with conventional CPW (non-segmented) electrodes are shown in Fig. 6.8 (a).  The 

model extracts the simulated RF mode’s index, losses from a 2D mode simulation and scales it 
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with the square root of the frequency, uses the extracted characteristic impendence from the 2D 

simulation, and plugs the numbers into the relations developed in [168], to give an estimate of the 

frequency roll off.  The measured response of a modulator fabricated in this process with CPW 

electrodes is shown in Fig. 6.9 (b).  3D field propagating simulations necessary for the segmented 

electrodes pictured in Fig. 6.7 and the modulator used in Chapter 7 are not the subject of this 

dissertation and the segmented designs will not be discussed here. 

 

Figure 6.9: (a) Simulation of Electro-optic response for a hybrid lithium niobate MZM with CPW electrodes 

with an analytical formula written in MATLAB taking into the parameters simulated by 2D Lumerical 

simulations. (b) Electro-optic response of the hybrid lithium niobate MZM with CPW electrodes from 

sideband OSA measurements. (c) Eye diagram for 20 Gbit/s data modulation using a pseudorandom binary 

sequence. Modulation eye diagrams of large-signal RF sinusoidal modulation at increasingly high 

frequencies, (d) 40 GHz, (e) 90 GHz, and (f) 102 GHz. The vertical axis is in arbitrary units, proportional 

to optical power, with about 1000 points resolving the full scale. The offset of the horizontal time axis is 

arbitrary, with reference to a stable sampling clock at 80 MHz used in the sampling oscilloscope 

instrumentation. 

 

The measurements on conventional CPW electrodes (not segmented) are also shown in 

Fig. 6.9 (b)-(f). We summarize some of the aspects of the basic characterization of the hybrid 

MZM which support the direct high-frequency measurements presented here [9].  From the 
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measured S-parameters, the microwave refractive index, nm, and the characteristic impedance, Zc, 

were calculated, using standard algebraic transformations and lossy transmission line circuit 

analysis [169]. A rf refractive index of 2.25 and characteristic impedence varied between 53.4 and 

55.1 Ω from dc to 110 GHz are inferred from the data. If both index and impedance were perfectly 

matched (not true in the current designs), the RF-loss limited bandwidth would result in a 3-dB 

point of αm(f3dB,el).L = 6.4 dB. Our modulators which achieve greater than 100 GHz 3-dB electrical 

bandwidth have L = 0.5 cm. If we require that the 3-dB electrical frequency f3dB,el ≥ 100 GHz, 

then, we would need αm(100 GHz) ≤ 12.8 dB cm−1. Measurements of the CPW showed αm(100 

GHz) = 7.7 dB cm−1, which is well under the limit. Thus, even with a small deviation from perfect 

index and impedance matching, RF losses in our devices using thin aluminum electrodes are not a 

limitation to achieve higher than 100 GHz 3-dB electrical bandwidths. 

To show the time-domain modulation patterns, the drive voltage has to be a larger fraction 

of the half-wave voltage in order to result in open “eye” diagrams. We show these eye diagrams 

captured using a sampling optical oscilloscope. In Fig. 6.8(c), we show a modest-speed eye 

diagram (20 Gbit/s) using on-off keying (OOK) modulation, generated using off-the-shelf optical 

communications test equipment, with an arbitrary waveform generator (AWG) generating a 

pseudorandom binary sequence (PRBS) digital data sequence. No probe, cable or detector 

compensation, or pre-emphasis was applied in this measurement. In Figs. 6.9(d)–(f), we show the 

measured modulation patterns when driving the EOM with a sinusoidal waves of increasingly high 

frequency, extending beyond 100 GHz, which is well beyond the analog bandwidth of the 

arbitrary-waveform generators available today (Keysight M8194A, 45 GHz). At these extremely 

high frequencies, we used millimeter-wave discrete components to generate an RF modulation 

tone. Thus, these ultra-high-frequency eye diagrams lack the 0-level and 1-level traces (i.e., the 
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top and bottom parts of the eye), unlike the eye diagram in Fig. 6.9(c), but still reveal parametric 

information about the signal crossings, over- and undershoot, skew or asymmetry, and the opening. 

Although the eye opening gradually closes with increasing frequency, as expected, no skew, tilt, 

or vertical imbalance in the crossing point was evidenced. The extinction measured through a laser 

sweep to show DC transmission showed about 30 dB of extinction. 

The microwave signal was generated from a swept-frequency microwave CW oscillator 

(Anritsu). For generating RF frequencies up to 40 GHz, an RF amplifier (MITEQ) which was band 

limited to between 26 GHz and 40 GHz was used. For generation of RF frequencies greater than 

40 GHz, a multiplier chain was used, which consisted of an RF synthesizer, 6× multiplier (AMC10, 

Millitech) which covers the frequency range 75 GHz–110 GHz (approximately), and GaAs and 

GaN amplifiers. The noise of these amplifiers is seen in the measured modulated waveforms, 

although the eye opening is still clearly visible at beyond 100 GHz. The output of the amplifier 

chain was coupled to a WR-10 waveguide, which was adapted to a 1.0 mm RF cable, incurring 

some loss in the signal power. The millimeter-wave signal was incident on the modulator 

microchip using 50 Ω ground-signal-ground (GSG) probes rated to 110 GHz. Calibration up to 

110 GHz was performed using a high-frequency RF power sensor and calibration substrates. We 

report measurements at the discrete modulation frequencies available in these experiments which 

were determined by the band-selective RF amplifiers. 

 



98 

 

 

Figure 6.10: (a) Extinction ratio vs modulation frequency for beyond small-signal analog modulation at 

discrete frequencies up to 105 GHz. Available frequencies were determined by the band limitations of the 

RF and millimeter-wave amplifiers. (b) The Electro-Optic Response (EOR), defined in the text, which 

characterizes the response of the hybrid modulator. The black line is a single-pole, low-pass filter fit to the 

data, which indicates a 3-dB cutoff frequency of 141 GHz. 

 

The signal to noise ratio (Q) of the modulation pattern diagrams is calculated to be 12.5 dB 

at 40 GHz, 7.4 dB at 90 GHz, and 6.1 dB at 102 GHz. Although the eye diagram closes somewhat 

at 100 GHz in comparison to lower frequencies, the opening shown here is significantly greater 

than in 100 Gbit/s (70 GHz analog bandwidth, Vπ = 7.4 V) etched and bonded thin-film LN 

MZM’s [128]. 

The measured modulated waveforms were computationally processed to infer the EOM 

characteristics. First, a nonlinear least-squares fit to each of the modulated traces was performed 

using a raised-cosine function [170], with an initial seed value for the fitting parameters (frequency 

and amplitude) obtained from a Fourier transform of the data. In Fig. 6.10(a), the vertical axis, 

labeled the extinction ratio, is defined as the ratio of the maximum to the minimum optical power 

of the modulation. Optical power was calculated by converting the number of counts to energy 

a

b
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and dividing by the collection time. Differences in the output of the RF amplifiers at different 

frequencies were accounted by measuring the RF power before the probe pads. 

Separately, the instrument response function (IRF), i.e., the impulse response of the 

detector apparatus, was measured and fitted to an exponentially modified Gaussian function whose 

full-width at half-maximum was tFWHM = 6.3 ps. The IRF is a jitterlike (zero-mean, finite-variance) 

noise contribution which results in spreading out the measured time-domain waveforms, i.e., an 

ideal delta-function-like sharp temporal response becomes spread laterally to neighboring time 

bins, and is reduced in amplitude at the peak time bin. Thus, the IRF results in reducing the 

amplitude measured in each temporal slice of the eye patterns shown in Fig. 6.10, compared to the 

“true” response of the device. We did not deconvolve the IRF in the modulation eye diagrams 

shown in Fig. 6.10, in order to show the raw measurements similar to the conventional oscilloscope 

(Agilent DCA-X), but in order to characterize the EOM response correctly, a correction factor is 

needed. The fitted amplitude of each sine wave was multiplied by a correction factor, whose value 

was calculated from the convolution between the fitted raised-cosine function and the measured 

IRF, with the latter being normalized to its probability density function. The correction factors 

were calculated to be (0.203)−1, (0.22)−1, (0.30)−1, (0.77)−1, and (0.85)−1 for RF frequencies of 105 

GHz, 102 GHz, 90 GHz, 40 GHz, and 32 GHz, respectively. 

The electro-optic response (EOR) is defined as EOR = OMA(fRF)/OMA(DC), where 

OMA(fRF) is the Optical Modulation Amplitude at the RF frequency (e.g., fRF = 32, 40, …, 105 

GHz), and OMA(DC) is its value at the DC voltage applied to the electro-optic modulator (the so-

called biasing curve). The OMA is the defined in terms of the eye diagram (as usual) as the 

difference between the “1” and “0” power levels in Watts. Note that if the average power level 

varies between measurements (which is typical of using band-selective RF amplifiers to achieve 
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large-signal modulation), the inferred OMA will be mathematically different even if the modulator 

achieves the same extinction ratio (ER, defined as the numerical ratio between the “1” and “0” 

power levels). Thus, we recorded the drive voltage at each frequency at which these measurements 

were performed and used it to renormalize the OMA. To be fair, we normalized all the 

measurements to the “worst-case” measurement which took the longest measurement time 

(unsurprisingly, at the highest modulation frequency limited by the available equipment, 104.88 

GHz) for which the peak-to-peak voltage applied to the MZM electrodes was 4.45 V. (For 

comparison, the peak-to-peak voltage for most of the range of the modulated-sideband 

measurement was between 0.7 V and 1 V.) 

Once this renormalization is performed, ER then has a one-to-one mapping with the OMA 

so that the OMA used in the final EOR calculation is correctly referenced to a constant average 

power, and the frequency roll-off can be only then be correctly extrapolated. We fitted a single-

pole low-pass response to the data, as shown in Fig. 6.9(b), which indicated in a 3-dB (electrical) 

roll-off at f3dB(E) = 141 GHz. This is qualitatively consistent with the RF modulated-sideband 

measurements reported earlier, which indicated a 3-dB roll-off at frequencies well beyond 105 

GHz. 
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OpenAI DALL-E’s interpretation of “Spectral Shaping of Photon Pairs on a Single Chip with 110 

GHz Modulators and High Q Resonators”, courtesy of Luke Schiefelbein. 
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The chip chip described in this chapter combines devices from a standard 300mm-wafer 

silicon foundry and TFLN, without etching features in the thin film lithium niobate. This work 

enables on-chip electronic programmability and tunability of the pulsed light pumping the 

parametric sources from c.w. lasers, which have already been integrated with silicon photonics 

and has been recently produced industrially in large scale.  It brings together the best-in-class 

devices: high speed modulators capable of high extinction and low loss, where the phase 

modulation is not coupled to loss modulation, unlike high speed modulators in III-V and organic 

material [171], [172], with silicon photon pair sources  high performing quantum properties, a 

material that has demonstrated some of the largest reconfigurable quantum processors to date 

[173].  The ability of silicon foundry processes to create large scale circuits with precision 

fabrication has also led to the demonstration of novel paradigms quantum optics and 

demonstrations such as recent work in topologically protected biphoton states and quantum light 

in silicon photonics[174], [175].   

The results of this work on bonded thin film lithium niobate with silicon photonic quantum 

devices is a timely demonstration of how hybrid integration approaches ( in this context meaning 

bonding, used in addition to common terminology that also encompasses transfer printing and 

pick-and-place [176] ) presents a viable roadmap towards scalable quantum photonics and new 

avenues for wavelength-shifting of photons and quantum pulse gate operations [177].   

 

 

7.1 Background: Spectral Purity of SFWM Microring Sources 
 

This section describes the models used to compare the theoretical joint spectral intensities 

of the photon pairs from the microring resonator with the measured results.  A microring resonator 

under cavity enhanced SFWM generates a biphoton state of the form 
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|𝜓⟩ =  |0⟩ +  𝜉 ∬𝑑 𝑠𝑑 𝑖 Φ( 𝑠,  𝑠)| ⟩𝑠| ⟩𝑖    (7.1) 

where 𝜉 is a scaling factor accounting for the photon-pair flux,  |Φ( 𝑠,  𝑠)|
2  is the joint spectral 

intensity and for which, Φ( 𝑠,  𝑠), the joint spectral amplitude, is 

Φ( 𝑠,  𝑠) = ∫𝑑 𝑠𝑑 𝑖 𝛼( 𝑝)𝛼( 𝑝 + 𝑝 −  𝑝)𝑙( 𝑝)𝑙( 𝑝 +  𝑝 −  𝑝)𝑙( 𝑠)𝑙( 𝑖) 

(7.2) 

where 𝛼( ) represents the pump laser’s Gaussian mode spectral distribution and 𝑙( ) is the 

Lorentzian spectra of the microring resonator [155], [178], [179].  The function for 𝑙( ) used here 

span across the free spectral ranges covering the signal, pump, and idler wavelengths of interest, 

arising from the intracavity field, 

𝑙( ) =
𝑎2 (1−𝑡2)

1+𝑎2𝑡2−2𝑎𝑡 cos(
2𝜋𝑛𝑒𝑓𝑓(𝜔)

𝜆𝐿
)
     (7.3) 

where 𝑎 is the round-trip field attenuation, 𝑡 is the self-coupling coefficient, 𝑛𝑒𝑓𝑓( ), is the 

wavelength dependent effective mode index, and 𝐿 is the optical pathlength.  Φ( 𝑠,  𝑠) can also 

be written as  

Φ( 𝑠,  𝑖) = ∑ 𝜆𝑘Ψ𝑠,𝑘( 𝑠)Ψ𝑖,𝑘𝑘 ( 𝑖)    (7.4) 

decomposing the biphoton joint spectrum into orthonormal sets of signal and idler wavepacket 

modes, and the 𝜆𝑘’s are called the Schmidt coefficients, where their square can be interpreted as 

the generation of a photon pair in mode 𝑘.  If there are many non-zero 𝜆𝑘, then there is a large 

degree of spectral entanglement, low purity, and hence low separability. Fig. XXa shows 

theoretical joint spectral intensities  
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Figure 7.1: (a)-(d) Simulated plots of the joint spectral intensity, from CW (a), 560 ps (b), 320 ps (c), and 

80 ps (d).  (e) Purity extracted from the JSI pots.) 

 

As noted in the form above, the separability of a biphoton state can be determined by 

performing a Schmidt decomposition on the joint spectral amplitude [180]–[183], treated here as 

the square root of the measured joint spectral intensity under an assumption of a flat spectral phase. 

Numerically, we take a singular-value decomposition (SVD) of the matrix of optical power values 

shown in the plot of Fig. 7.1 (a)-(d).  A commonly used figure of merit describing the degree of 

entanglement and purity is the cooperativity or Schmidt number, 𝐾, where 

𝐾 ≡ 
1

∑𝜆𝑛
2 ≡

1

𝑇𝑟(�̂�𝑠
2)
 =

1

𝑇𝑟(𝑇𝑟𝑖(�̂�Π̂)
2
)
     (7.5) 

and where the Schmidt coefficients, 𝜆𝑛, are the eigenvalues of the reduced density matrix of the 

state space.  It is equal to inverse of the purity, which defined as is a trace over the squared density 

operator for the signal channel, �̂�𝑠
2.  The quantum state �̂�𝑠 heralded by the idler channel is 

equivalent to the partial trace, 𝑇𝑟𝑖, over the trigger idler mode ; �̂� is the density operator describing 

the biphoton state, and Π̂ is the measurement operator describing the trigger-photon detection 

process of the single photon detector.  𝐾 takes the value of 1 for the perfectly unentangled pure 

state. From the density matrix perspective, 𝐾 =   means that tracing over the idler photon’s state 

a b c d

e



105 

 

space does not decrease the information about the signal photon. On the other hand, a biphoton 

state with a non-circular diagonal joint spectrum measurement will be projected by the 

measurement operator Π̂ into a mixed state.  Performing ( eq K ) on the theoretical JSI’s from (Fig  

) leads to ( Fig.. ) from which (Main article fig.  ) is constructed, showing the increase in purity as 

the pulse width approaches the photon lifetime of the microring resonator used to generate the 

photon-pair, reaching the theoretical maximum of ≈92% purity. 

 

 

7.2 Chip Design 
 

The starting silicon die was fabricated from a 300mm silicon-on-insulator wafer from 

Sandia National laboratories, where a final CMP process thinned the oxide layer between the 

silicon waveguide and thin film lithium niobate. Ellipsometry data collected over the wafer is 

shown in Fig. 7.2 (a), showing the oxide height map.  The oxide height for the selected die, shown 

by the dotted rectangles, is used to simulate the RF modes for the Mach-Zehnder modulator 

designs. 
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Figure 7.2: (a) CMP oxide height map. (b) Picture of hybrid LN-Si photonic chip, showing the regions of 

high-speed modulators and conventional silicon photonics. (c) Cartoon cross section of material layers. (d) 

Cartoon drawing of layout of the chip. 

 

Fig. 7.2(b). shows a picture taken of the selected die. The yellow arrows mark the regions 

where the laser propagates from the into the hybrid LN-Si region and is modulated, back into the 

silicon waveguide regions, and into the area of the die where the conventional silicon photonic 

devices were designed.  As shown in the cartoon in Fig. 7.2(d)., the laser propagates through a 

region with some test ports and into the ring designed for photon-pair generation and exits the chip 

through fiber couplers. 

There are two distinct material regions.  The first is where phase shift, modulation, and 

active voltage control of light is needed, the chip layer stack consists of materials shown in the last 

chapter by the cross section in Fig. 6.1(d), labeled as “cross section C”. The second is where optical 

routing, splitting, filtering, and parametric generation of photons, here from spontaneous four-

wave-mixing (SFWM), is performed, and the chip layer stack consists of materials shown by the 

cross section in Fig. 6.1(b), labeled as “cross section A”.    In both cross sections, only silicon is 

etched, but in cross section C, a die of thin-film lithium niobate (here 600nm thin) is bonded on 

Au Au Au
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Si
SiO2
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top regions where it is needed (after the wafer silicon processing was completed) through a direct 

bonding process (described in our prior work [10]) to define the hybrid silicon-lithium niobate 

mode. 

 Metal electrodes deposited on top of the cross section C region are used for applying 

voltage to control the optical phase.   A microscope image of the high speed electrodes used for 

this chip is in Fig. 7.3(b), showing the segmented traveling wave electrodes for the Mach-Zehnder 

modulator (MZM). The control of the RF mode provided by the segmented electrode allows close 

matching of the RF phase and optical group velocities, while improving the modulation efficiency 

from our prior work—here the VpiL was measured to be 3.2 Vcm.  About 85% of the mode area 

in this hybrid mode is in lithium niobate.  Fig. 7.3(e) shows high speed measurements showing the 

3 dB electro-optic frequency response of the modulator, showing a 3 dBe bandwidth of about 110 

GHz.  The frequency response was measured by a high resolution optical spectrum analyzer.  The 

extinction ratio of the MZM was about 20 db. 
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Figure 7.3: (a) Optical image of the chip under test.  (b) Microscope picture zoom in of the electrodes. (c) 

Passive conventional silicon region. (d) Zoom in on the microring used for pair generation. (e) Plot of 

electro-optic response of modulator, measured from a high resolution optical spectrum analyzer. (f) RF 

refractive index vs. frequency. 

 

 To transition from regions of cross section B to cross section A and vice versa, low loss 

tapers of about 300 um are used to convert between the first order transverse electric (TE) 150nm 

thick, 650 nm wide silicon in region B to the first order hybrid rib loaded TE mode with 600 nm 

thick TFLN slab over the 150 nm thick, 275 nm wide silicon strip, separated by a thin oxide layer 

of about 50 nm.  After the hybrid silicon-TFLN MZM carves the CW laser light into pulses, the 

pulsed light is routed back into the single mode TE waveguide in 150nm thick, 650 nm wide silicon 

with only oxide above and no TFLN, where high performance angled-sidewall silicon MMI’s 

couple the light into a single mode waveguide that connects to a silicon ring resonator for SFWM, 

shown in Fig. 7.3(d).    
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7.3 Experimental Results 
 

7.3.1 Setup of Experiment 
 

A method to measure JSI called stimulated emission tomography was developed in [184], 

where it was proven that the stimulated four wave mixing spectrum shares the same joint spectral 

amplitude of photon pairs in the spontaneous four wave mixing case, and has become a dominant 

method to characterize spontaneous parametric sources [185]–[187].  The  measured JSI was 

acquired by performing stimulated emission tomography by coupling a CW laser at the pump 

wavelength and a CW laser at the idler wavelength into the chip through silicon photonic edge 

couplers, after amplifying with a polarization maintaining erbium doped fiber amplifier (EDFA), 

as shown in Fig. 7.4 .  

 

 
Figure 7.4: Experimental setup for measuring the joint spectral intensity. 

 

The CW pump and idler are coupled into the microchip with a polarization maintaining lens-

tapered-fiber into the first silicon waveguide region without lithium niobate (the long feeder silicon 

waveguides) and into a Mach Zehnder structure through silicon multimode-interferometers, and 
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carved into pulses by the modulator.  A series of experimental measurements were performed to 

demonstrate the tuning of the joint spectrum by programming an electrical waveform, varying the 

pulse, until an 80ps (full-width-half-max) pulse is generated to match the lifetime of the microring 

resonator.  An arbitrary waveform generator ( Tektronix AWG70000 series) was controlled 

through a computer in step with the pump and idler lasers, to generate the electrical pulse, and 

amplified by a high speed RF amplifier and high speed bias T, so that the full Vπ of the modulator 

could be reached.  The RF output was connected to the chip through high speed coaxial cables, 

contacting the GSG pads on the chip through 110 GHz GSG probes ( i110, FormFactor Infinity 

probe).  The stimulated four-wave-mixing light at the idler wavelength was coupled out of the chip 

onto lensed tapered fibers and into a high resolution optical spectrum analyzer ( Finisar 

WaveAnalyzer) with a 20 MHz spectral resolution. 

 The idler laser was stepped in wavelength through a span of 0.2nm accumulating a total of 

41 spectral measurements on the OSA for each pulse width. The OSA was set to collect across a 

40 nm wavelength span, capturing all wavelengths across the signal, pump, and idler, as shown in 

the inset in Figure 7.4. A high resolution scan over a shorter 2 nm range was then collected for 

each step.  During each measurement, the spectrum of the modulated pump laser was inspected to 

check if the modulator was biased correctly, and the high-speed bias T after the RF amplifier was 

adjusted to correct for modulator drifts, requiring a small range of about 0.5 V in adjustment to the 

DC bias during the span of the experimental measurement time. 

 

 

7.3.2 Analysis and Data Processing 
 

Raw data collected from two different measurements steps on the high resolution optical 

spectrum analyzer at the signal wavelength, generated by the pump and seed through stimulated 
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four-wave-mixing, is shown in Fig. 7.5 (d) and (e), for the 80 ps pulse measurement.  A total of 

forty one measurements of these “slices”, for each figure in Fig. 7.5(a)-(c), are collected, spanning 

0.2 nm around the microring’s resonance closest to the generated signal wavelength, and used to 

construct the two dimensional image of the raw measured joint spectral intensity of Fig.7.5(a)-(c).   

The power is normalized to the maximum signal optical peak power measured across all 

measurements. 

 

Figure 7.5: (a) raw data collected from the 80 ps pulse measurement. (b) raw data from the 320 ps pulse 

measurement. (c) raw data from the 560 ps pulse measurement. (d) a single measurement step slice collected 

from optical spectrum analyzer for the 90 ps pulse measurement, when the laser is far from any ring 

resonances. (e) a single spectrum slice for the 90 ps pulse measurement when the laser wavelength is at the 

resonance wavelength of the ring. 

 

Due to the test ports in this device, containing long input waveguides (more than 2000 microns) 

for testing multiple device across the large die, there is a measurement artifact, the long diagonal 

stripe marked as “A”, coming from the FWM outside the modulator and ring, determined to be 

generated by the CW light in the long input waveguide.  This artifact exists for this particular 

diagnostic measurement method and test device and would not arise in the lower power regime of 

degenerate SFWM during pair generation.   
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To determine the appropriate method of artifact removal, a maximum-likelihood-

estimation (MLE) model is created to estimate the possible contributions to the result measured 

from the optical spectrum analyzer.  The parameters of interest are the contribution to the measured 

result from the CW laser light in the long input test waveguide, and the contribution from the 

pulsed laser light in the microring resonator.  The model is 

𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑(𝜆) = 𝑎1𝑃𝐶𝑊(𝜆) + 𝑃𝑆𝑆( (𝜆, 𝑎2))    (7.6) 

where 𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 , the measured optical power spectrum on the optical spectrum analyzer, is given 

as a sum of a CW interferer at the signal wavelength, 𝑃𝐶𝑊, with a parameter 𝑎1 denoting the relative 

contribution of the CW interferer to the maximum power measured on the spectrum analyzer, and 

a spread spectrum signal at the signal wavelength, 𝑃𝑆𝑆, which is a function of the pulsed light   

entering the microring resonator, parameterized by 𝑎2, denoting the lowest optical power of the 

pulsed light, and gives the extinction ratio of the pulse  .  We assume 𝑎1 and 𝑎2 are not wavelength 

dependent (the model examines only a short span of wavelengths). Thus, this model tests whether 

the artifact comes from 𝑃𝐶𝑊 or 𝑃𝑆𝑆 and quantifies the likelihood of case 1: low extinction pulses 

with a large CW component circulating in the microring contributing to the diagonal artifact, 

versus case 2: a strong linear contribution of CW light in the long test waveguide and high 

extinction pulses with very little CW component circulating in the microring resonator.   

 Specifically for the stimulated four-wave-mixing case,  𝑃𝐶𝑊 and, 𝑃𝑆𝑆 can be written, 

respectively, as Fourier transformations  

ℱ {𝑆𝐶𝑊,2𝜔𝑝−𝜔𝑖[𝐸𝜔𝑝𝑒
𝑗𝜔𝑝𝑡, 𝐸𝜔𝑖𝑒

𝑗𝜔𝑖𝑡]}     (7.7) 
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ℱ {𝑆𝑆𝑆,2𝜔𝑝−𝜔𝑖[ 𝐻𝑟𝑖𝑛𝑔,𝜔𝑟,𝑝(𝐸1,𝜔𝑝𝑒
𝑗𝜔𝑝𝑡−𝑗𝑘𝑝𝑝(𝜔𝑅𝐹,𝑡) +

𝐸2,𝜔𝑝𝑒
𝑗𝜔𝑝𝑡−𝑗(𝑘𝑝𝑝(𝜔𝑅𝐹,𝑡)+∆𝜙1) ,    𝐻𝑟𝑖𝑛𝑔,𝜔𝑟,𝑖(𝐸1,𝜔𝑖𝑒

𝑗𝜔𝑖𝑡−𝑗𝑘𝑖𝑝(𝜔𝑅𝐹,𝑡) +

𝐸2,𝜔𝑖𝑒
𝑗𝜔𝑖𝑡−𝑗(𝑘𝑖𝑝(𝜔𝑅𝐹,𝑡)+∆𝜙2) ] }                

(7.8) 

where 𝑆𝐶𝑊,2𝜔𝑝−𝜔𝑖 is the generated light at the signal frequency dependent on CW stimulated four-

wave-mixing E-field terms 𝐸𝜔𝑝𝑒
𝑗𝜔𝑝𝑡 and 𝐸𝜔𝑖𝑒

𝑗𝜔𝑖𝑡 at the pump and idler frequencies respectively, 

and 𝑆𝑆𝑆,2𝜔𝑝−𝜔𝑖 is the “spread-spectrum” light generated by stimulated four-wave-mixing inside 

the microring at resonance  𝑟, with circulating field function 𝐻𝑟𝑖𝑛𝑔,𝜔𝑟 dependent on pulsed 

stimulated four-wave mixing and a function of E-field terms 𝐸1,𝜔𝑝, 𝐸2,𝜔𝑝, 𝐸1,𝜔𝑖, 𝐸2,𝜔𝑖, inside the 

Mach-Zehnder modulator arms at the pump and idler frequencies respectively.      ( 𝑅𝐹, 𝑡) is the 

pulsed RF waveform at RF frequency  𝑅𝐹, 𝑡 is time,  𝑘𝑝 and 𝑘𝑖 are the wavevectors at pump and 

idler, and ∆𝜙1and ∆𝜙2 are the phase offsets in the modulator arms at the pump and idler, 

respectively. Differences between 𝐸1,𝜔𝑝, 𝐸2,𝜔𝑝, 𝐸1,𝜔𝑖, 𝐸2,𝜔𝑖, ∆𝜙1and ∆𝜙2  lead to finite extinction, 

and can be parameterized by 𝑎2, leading to a simplified form  

ℱ {𝑆𝑆𝑆,2𝜔𝑝−𝜔𝑖[ 𝑃𝑟,𝑝(𝑎2) , 𝑃𝑟,𝑖(𝑎2)] }      (7.9)  

where 𝑃𝑟,𝑝 and 𝑃𝑟,𝑖 are the pulse amplitude of finite extinction  0𝑙 𝑔 0(𝑎2) inside the resonator 

at the pump and idler frequencies. 

 The joint spectrum generation process using MATLAB described in section 7.1 is used to 

simulate a SFWM model of the form of eq (7.2).  A pulse train with 80 ps pulse width at the pump 

wavelength plus a CW laser at the pump wavelength are added as inputs into the model. The 

extinction of the input pulse train is parameterized by the variable 𝑎2, and the power in the CW 
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laser is parameterized by the variable 𝑎1. With the pump fixed at a constant wavelength, the idler 

and signal spectrum is plotted across a wavelength of .02 nm, and the resultant simulated 𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 

is recorded for a specific pair of parameters  𝑎1 and  𝑎2. A representative spectrum for the case of 

high extinction pulses in the microring and large contributions to generated signal from the CW 

light in the input feeder waveguide is shown in Fig. 7.6(a), while a representative spectrum for the 

case of very low extinction pulses in the microring and very low contribution to the generated 

signal from the input feeder waveguide is shown in Fig. 7.6(b)., with both spectra regridded and 

interpolated into a coarser grid matching the measurement resolution. 

 

Figure 7.6: (a) a representative simulation of a set of parameters showing a high ER pulse, along with a 

large CW contribution outside of the microring. (b) a representative simulation with a low ER pulse 

pumped into the microring. 

 

 The maximum-likelihood estimation consists of a likelihood function ℒ, 

ℒ(𝜃 |𝑥 ) =   𝜃(𝑥1, 𝑥2, … 𝑥𝑛)      (7.10) 

𝜃 =  𝑎𝑟𝑔𝑚𝑎𝑥𝜃 ℒ(𝜃 |𝑥)      (7.11) 

where ℒ is a function of the parameter 𝜃, for a given set of data 𝑥𝑖, equal to the distribution  𝜃 for 

a specific 𝜃.  We seek to find the maximum likelihood estimator 𝜃, the parameter set that 

maximizes ℒ over all parameter space, given 𝑥 , the measurements made, [188].  For the model 

a b
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discussed earlier, the likelihood function can be expressed as a function of the two parameters we 

seek to estimate,  

ℒ(𝑎1, 𝑎2 | 1,  2, 𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑) =   𝑎1,𝑎2( 1,𝑖,  2,𝑖, 𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑)   (7.12) 

where   is a noisy distribution from which the optical power is drawn out of the optical spectrum 

analyzer, for a given pair of parameters 𝑎1, 𝑎2 that form of the 2D parameter space, of which ℒ is 

a function of to be maximized, and  1,  2, 𝑃𝐶𝑊, 𝑃𝑆𝑆 are the observed data.  Thus for the problem 

represented by model eq. (7.6), we sweep parameters 𝑎1and 𝑎2 by varying the simulated pulse 

extinction and CW laser in waveguide contribution power and estimate the likelihood that the 

actual measured data comes from a distribution of parameters 𝑎1and 𝑎2, for each step of the 

parameter sweep.   

One common way of comparing the similarity of spectral data to a baseline spectrum is 

by taking a cross-correlation between the two spectrums [189]. We perform the cross-correlation  

�̂�𝑥𝑦(𝑚) = {
∑ 𝑥𝑤+𝑚
𝑊−𝑚−1
𝑤=0 𝑦𝑤

∗ , 𝑚 ≥ 0

�̂�𝑥𝑦
∗ (𝑚), 𝑚 < 0

     (7.13) 

where 𝑊 is the total number of wavelengths in one spectrum, 𝑤 enumerates the wavelength shift 

step in the cross correlation between single spectrum, and 𝑚 ranges from 1 to 2𝑊 −  . The 

maximal correlation coefficient is taken for each measurement step, and normalized to the square 

root of the product of autocorrelations of 𝑥and 𝑦. 

 Since the measurement noise in measurements drawn from the optical spectrum analzyer 

is approximately flat and white, a joint likelihood distribution of the gaussian form  

ℒ(𝑢 |𝑥 ) = ∏ (
1

√2𝜋𝜎2
)  𝑒𝑥 {

−[𝑥𝑖−𝑢]
2

2𝜎2
}𝑛

𝑖=1       (7.14) 

can be formed for all the measurements, where 𝜎2 is the variance and 𝑢 is a parameter model of 

the system.  A relation between cross-relation functions on multiple spectral data and the likelihood 
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function of the form in eq (7.14) was derived in [190] for maximum-likelihood estimators to detect 

extrasolar star systems given a spectral template.  From [190], a likelihood function for observed 

spectral data, 𝑓𝑛, and template spectral data, 𝑔𝑛, can be formulated similarly to eq (7.14)  as  

ℒ(𝑢 |𝑥 ) =  ∏  (
1

√2𝜋𝜎2
)  𝑒𝑥 {

−[𝑓𝑛(𝑥𝑖)−𝑎𝑔𝑛(𝑥𝑖−𝑢)]
2

2𝜎2
}𝑛     (7.15) 

where it was shown that cross-correlations of all measurements with a template (or the 

parameterized simulation, in our case) can be combined into an effective correlation value that is 

equivalent to a likelihood function across all data measurements as 

ℒ�̂�𝑥𝑦,𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒
2 (𝑎1, 𝑎2 |𝑥 ) =   − {∏ ( − �̂�𝑥𝑦𝑖

2
(𝑎1, 𝑎2)) 

𝑛
𝑖=1 }

1/𝑛

   (7.16) 

where �̂�𝑥𝑦𝑖
2
 is the cross-correlation between the spectrum collected by  th measurement step on the 

OSA for a JSI measurement and the simulated spectrum with parameters 𝑎1 and 𝑎2, and 𝑥  is the 

measurement data,  1,𝑖,  2,𝑖, and 𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑.  The maximum likelihood estimator is then found by 

simulating   ℒ�̂�𝑥𝑦,𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒   over a two-dimensional parameter space represented by the 𝑎1  and 𝑎2 

axis, shown in Fig. 7.7 and calculating eq. (7.16) plotting the value of ℒ�̂�𝑥𝑦,𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒    for each (𝑎1, 

𝑎2) pair. The maximum-likelihood estimator is the red dot in Fig 7.7, showing through a high 𝑎1 

value that the CW component from the input feeder waveguide contributes strongly to the 

measured JSI, and that the extinction is very high (above 20 dB), given by a very low 𝑎2 value. 
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Figure 7.7: A plot of the likelihood function ℒ�̂�𝑥𝑦,𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒, with a1 and a2 parameters representing the 

relative power contributed from the CW laser in the feeder waveguide and pulse extinction, respectively. 

 

 Having established that the maximum-likelihood estimator gives a CW term that 

contributes linearly to the measurement, we remove the linear term, following standard CW 

interference rejection techniques in spread-spectrum systems [191]–[193], and subtract 𝑃𝐶𝑊.  

Figure 7.8 (a)-(c) shows the full process performed on simulated data, where the narrowband CW 

peak estimating the artifact the removed from all measurement slices (each spectrum from each 

step of an OSA measurement).  The peaks of the spectrum of the pulse train are interpolated to 

give the shape of the envelope.  Fig. 7.8 (d) shows the theoretical JSI from a single transform 

limited 80ps gaussian pulse, which compared the final envelope of the simulated JSI gridded at 

coarser resolution to match the settings of the OSA, is nearly identical. 
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Figure 7.8: (a) Simulated raw JSI with artifact coming from long straight waveguide. (b) Simulated JSI 

after artifact removal. (c) Simulated final JSI result after taking the envelope. (d) Comparison to analytical 

theory. (e) A slice of one measurement step, corresponding to the white box in (j) marked with “e”.  (f) A 

slice of one measurement step, corresponding to the white box in (j) marked with “f”. (g) A slice of one 

measurement step, corresponding to the white box in (k) marked with “g”, after artifact removal. (h) zoomed 

in view of spectrum analyzer measurement. (i) Result of envelope taken over the spectral lines. (j) Measured 

raw JSI of 80ps pulse. (k) Measured JSI of 80ps pulse after artifact removal. (l) Final measured JSI 

extraction. 

 

Fig. 7.8(e)-(i) show a slices of this process performed on a single measurement spectrum from 

laboratory data taken in the full experiment with the modulator pulses pumping the microring 

resonator, where the artifact estimation, subtraction, and enveloping is performed to give a final 

slice of the measured JSI in Fig. 7.8(i).  In the experiment, forty-one measurement steps were 

taken, and all measurements slices collectively contribute to the two dimensional plots shown in 

Fig. 7.8(j)-(l), where the same post-processing is performed to give the final two dimensional 

measured JSI of Fig. 7.8(l), on which Schmidt decomposition can be performed. 
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7.3.4 Experimental and Theoretical Purity 
 

The process described in the prior section is performed on all experimental data, and a 

Schmidt decomposition performed on the joint spectrum to determine the cooperativity K.  The 

purity, which is the inverse of cooperativity, is plotted in Fig. 7.9. for experimental results from 

pulses of width 560ps to 80ps, along with an unmodulated CW measurement result. 

 

Figure 7.9: Comparison of measured JSI to simulated JSI. 

 

The simulated theoretical purity is also plotted with the measured data and shows close agreement. 

Fig 7.9 a shows that the theoretical purity for the single bus microring resonator here saturates 

around 92%, marked by the thick grey dashed line.  Both simulation and measurement agree with 

the limits discussed in Section 7.1. 
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7.3 Summary and Outlook 
 

We designed and fabricated the first monolithic chip with 110 GHz-bandwidth hybrid thin-

film lithium niobate Mach-Zehnder modulators and high-Q silicon microring resonators and 

silicon photonic circuits—using it to control the joint spectrum of room-temperature photon-pair 

generation at 1550 nm and reaching the maximum theoretical purity. The theoretical 92% limit in 

purity in the current demonstration can be overcome by modifications which can be incorporated 

entirely within the foundry compatible designs on this platform—identified in recent work in 

parametric sources of quantum light   demonstrating several paths to achieving near unity purity. 

They include:  phase matching and dispersion engineering in both SWFM sources [155], [194], 

[195] and SPDC sources [155], and pump manipulation  [196], [197], which can benefit from high 

bandwidth pulse generation.  Common to all these demonstrations is the pulsed pump source, of 

different types depending on the spectral requirement of the parametric material and architecture, 

and which so far has been mostly complex laboratory table-top mode locked lasers.  The low loss, 

high bandwidth pump manipulation capabilities in the hybrid silicon-lithium niobate platform we 

present in this work offers a path in which these advances towards unity purity can be integrated 

with high performance modulators and high quality chip scale CW lasers [4], [198].  Concurrently, 

multi-photon sources and higher dimensional entanglement on chip has also progressed: recent 

chip scale demonstrations of multi-photon entanglement and chip-to-chip quantum teleportation 

with  single coupling point silicon microring sources have shown that complex quantum 

information processing functions are possible on silicon photonic foundry processes[33].  

Moreover, ongoing development in classical photonics demonstrating the largest interconnect and 

switch fabric capabilities to date continue to compliment broader abilities in quantum photonics 

from these material [199]–[201]. 
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In summary, we have designed and fabricated the first demonstration of electronically 

tunable spectral shaping in a single photonic chip.  We use foundry level silicon photon pair 

sources integrated with 110 GHz class thin-film lithium niobate without etching or creating 

features in the lithium niobate thin film.  Our work bridges a high speed, high extinction, and low 

loss platform with a silicon CMOS compatible foundry process for quantum optics, at room 

temperature and wavelengths that are compatible with widely available commercial 

telecommunication products.  It combines state of the art performance advances from recent 

material developments in thin film lithium niobate  [9], [121], [123], [125], [126], [128], [202], 

which has increasingly shown record setting results from  nonlinear  and spontaneous parametric 

down conversion[203], [204] to frequency comb generation [128], [205],  with a foundry process 

in silicon that leverages a promising path to scalability [206], [207], and has also led to novel 

physical phenomena enabled by precision engineering of large area photonic integrated circuits  

[174, p.], [175], [208].  We demonstrate programmability of a class of room temperature 

parametric photon sources, reaching the theoretical limit of purity—a timely field of development 

that has seen parallel advances from the latest demonstrations in on demand quantum sources in 

optical gain material platforms  [20], [31], [209]. We believe the methods we have described in 

this work offers a path for synergistic advancement in hybrid development for quantum optics, 

combining best in class demonstrations from different material.  This complimentary approach is 

promising for a wide range of photonic functions from wavelength-shifting of photons and 

quantum pulse gate operations [177], [210]–[212] to frequency-domain quantum computing and 

quantum interconnects [17], [213], and can enable scale-up to high dimensionality and complex 

quantum information processing. 
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Chapter 8  

Switching Single Photons at High Temporal 

Resolutions 
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8.1 Fast and Compact Silicon Photonic Switching of Single Photons 

with Low Loss 

 

Microchip platforms that generate, control, and route single photons are increasingly 

benefitting the development of versatile quantum technology platforms [201], [214], [215]. Optical 

switches are an important building block of these platforms and are often used in communication 

networks within classical optical applications, but have been limited to slower thermo-optical or 

microelectromechanical switching [216], [217] in quantum optic demonstrations. Quantum optic 

applications often require a switch that is low loss and imparts little noise on the desired photon 

states. As quantum networks grow larger in size [12], fast and low loss switches need to scale to 

more nodes. Additionally, for quantum photons in microchip platforms, a switch that is 

simultaneously fast and low loss can reduce the cycle time of time-bin based quantum information 

processing, for example, by improving the success rate of two-photon quantum communication 

protocols [218].  

We demonstrate here a resonant silicon photonic based switch that targets 10 GHz clock 

rate time bins with sub-50 ps time scale switching speeds with low insertion loss. While silicon 

photonic modulators with tens of GHz bandwidth have been continually developed over the last 

decade for classical communications [219], for quantum optics, the optimization of device design 

and performance needs to be investigated in the context of single and entangled photons.  Within 

standard silicon photonic platforms, the refractive index and optical absorption can be controlled 

by the local density of electronic carriers [47], [220] or using all-optical methods [221]. The former 

approach is more likely to be suitable in the single-photon regime, due to scattering from strong 

optical pump beams in the latter case.   
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In the electronic carrier-driven optical modulation category, there are mainly two types of 

electronic carrier-driven optical modulation methods which are supported on multi-project wafer 

platforms: those based on carrier injection in a p-i-n junction and those based on carrier-depletion 

in a p-n junction. Carrier injection switches and modulators have a waveguide core that is mainly 

composed of intrinsic (undoped) silicon, which can have low optical loss. However, the speed of 

such devices is limited by the recombination time of electrons and holes and is limited to below 1 

GHz [222]. Faster devices require higher levels of doping, which can increase the optical 

absorption.  Carrier depletion modulators can be inherently faster than carrier injection modulators, 

and can achieve speeds of several tens of GHz without preemphasis. Since reverse bias junction 

depletion width based changes to the refractive index have a weaker effect on the light, resonant 

devices are often used to enhance the effect and fold the optical path length into a more compact 

footprint [51].    

Here, we show that resonant carrier depletion based modulators can be well matched to the 

photon lifetime of typical photons generated through spontaneous four-wave mixing (SFWM) in 

silicon photonics and can achieve fast tuning speeds with 10%-90% rise times of 48 ps and with 

10%-90% fall time of 34 ps.  We show that this performance is possible with optical insertion 

losses of 0.27 dB for the through port and 0.44 dB for the drop port, measured at the single photon 

regime.  We demonstrate through two-photon interferometric experiments that entanglement is 

preserved when one of the entangled photon pair is switched through the device, and that the noise 

measured through single photon coincidence measurements is negligible between the two 

switching ports. We also analytically investigate the optimization and tradeoffs at the device level 

within the context of switch fabrics and networks. 
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8.1.1 Device Design 
 

Fig. 1 shows a cartoon of the four port switch device with two bus waveguides loading a 

resonator. The bus waveguides are strip waveguides in silicon that support a single transverse-

electric (TE) polarization mode. The resonator is a silicon disc, with an narrow strip in the central 

portion of the silicon etched away in order to suppress higher order modes, leaving a single 

whispering gallery mode in the disc resonator. The disc is doped with a vertical PN junction 

operated in reverse bias, with areas near the coupling areas of the bus waveguide to disc free of 

dopants.   Application of voltages V1 at -6.5 volts and voltage V2 at -0.5 volts, leads to the resonant 

transmission at two different wavelengths as shown from theory in Fig. 8(b).  The shift in 

wavelength is from the differences in modal effective index, at different depletion widths of the 

two different voltages applied to the reverse biased PN junction.  A 2D slice from a 3D drift-

diffusion charge solver simulation is shown in Fig 8.1(c). The simulated capacitance for the device 

was 7 fF. 

  

Figure 8.1:  a) Drawing of add-drop switch architecture and associated ports. b) Transmission of through 

and drop port from theory (1D simulation). c) Carrier concentration density plots from 2D slice of 3D drift-

diffusion charge simulation at 0.5 V. d) Carrier concentration density plots from 2D slice of 3D drift-

diffusion charge simulation at 6.5 V. 

 

The device was fabricated on a 300m silicon photonic process at Sandia National Labs,  

and has a diameter of  4 um and a height of 230 nm.  The n-type dopant (Arsenic, 4×1013 cm−2, 70 

keV) implantation   is performed before the p-type dopant (Boron, 4×1013 cm−2, 380 keV) 
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implantation, and is situated below the p-type. Metal contacts are formed towards the center of the 

disk away from the optical mode, with low-resistance ohmic contact made from tungsten vias to 

more heavily p-n doped regions under the contacts. 

 The resonant device’s switching speed is influenced by a combination of the round trip loss 

in the resonator, the coupling, and the electrical bandwidth from the resistance and capacitance. 

The device’s loss through the drop port and through port is also determined from a combination 

of these parameters. However, when operating the device as a switch, routing a photon at a specific 

wavelength through the different ports, the loss at the through port is determined additionally by 

the wavelength shift from the magnitude of difference in carrier dispersion at the different voltages 

used for the cross and bar states.  

 An overlap of the results from carrier concentration simulations shown in Fig 8.1(c). with 

the bent waveguide mode solved in a 2D eigenmode solver (and verified with the whispering 

gallery mode solution from 3D FDTD) give the shift in effective index and loss at each reverse 

bias voltage, and is plotted in Fig 8.2(a).  The remaining parameter that determines the through 

and drop transmission is the coupling strength from the bus waveguides to the disc, kappa, assumed 

for simplicity here to be symmetric.  As opposed to single bus coupled resonators, for a double 

bus coupled add drop resonator with any amount of loss, increasing the coupling strength will keep 

increasing the resonant extinction of the through port and increase the transmission at the resonant 

peak wavelength of the drop port response. However, as Fig 8.2(d)-(e). show, the full-width-half-

max (FWHM)) of the transmission peaks and valleys will increase, broadening the resonance 

(lower quality factor, Q), and as will be discussed next, a tradeoff must be made with the amount 

of wavelength shift that the difference between the two operating voltages is able to provide. 
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Figure 8.2:  (a) Effective index shift from 3D device simulation. (b) Optical loss of the optical mode versus 

reverse bias voltage at the PN junction.  (c) Insertion losses at the through (bar) and drop (cross) ports from 

loss and index shift simulations with the cross state at 9 V and bar state at 0 V. Points d-f represent the 

losses calculated at the operating points for different coupling strengths  

 

8.1.2 Optimizing For Drop and Through Insertion Losses 
 

For an add drop resonator cross bar switch, the cross (drop) port insertion loss improves as 

the coupling strength is increased.  For a given dopant setting, since only the coupling is changed, 

the wavelength shift from the plasma carrier dispersion remains the same, and the wavelength at 

which the drop port is resonant, and maximum, will have more insertion loss going out the bar 

(through) port.  There is a value of κ for which the bar and cross ports are equal—e.g., the label 

“g” in Fig. 8.2(c). marks the insertion loss point where both the drop and through losses are < 1dB.  

Regimes of κ less than it’s value at “g” will have lower bar (through) port insertion losses than 

cross (drop) port insertion losses, while to the right, where values of κ are greater than it’s value 

at “g”, the bar port will sharply decline. The insertion loss of the cross port will gradually improve. 

Often, the insertion losses of different ports (and paths) need to equalized.  For single photon 

transmissions without amplification, the lower loss paths will need to be attenuated to equal the 

worst case loss path. For a single crossbar switch, the point at which the cross port insertion loss 
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equals the bar port insertion loss may be used as the optimal worst case loss. Other cases, e.g. in a 

fabric of many crossbar switches or a network, will be considered in section VII. 

 

Figure 8.3:  (a) The change in the off-resonance through-port insertion loss vs. on resonance drop-port 

insertion loss, calculated for microring resonators with different radii, normalized to their values for a radius 

of 42 um. (b) The absolute insertion losses for the simulated microdisc resonator at different radius, (c) 

Insertion losses for which cross and bar state insertion losses are equal (represented by the point “g” in Fig. 

2 c) for different size microdiscs. 

 

Small diameter resonant switches typically have lower capacitance and RC time constants 

for high speed modulators and wider free spectral range.  However, it is necessary to consider also 

the insertion loss tradeoffs of resonant switches of different sizes when used as single photon 

switches. A numerical calculation of the switching behavior of a ring resonator, with parameters 

extractd from a 3D PN junction simulation, showing the tradeoff in the insertion losses between 

the through (ILBar) and the drop(ILDrop) is plotted in Fig. 8.3(a).—each point represents 

calculations of ILBar and ILDrop for a chosen value of the resonator radius R and doping 
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parameters. Different colors are used to indicate different values of R; the range of doping 

variations considered here only result in a small spread of the points. The reference point, (0;0), is 

taken as the calculated (ILBar;ILDrop) values for R = 42 µm so that the improvement or penalty 

for other values of R can be directly read off the graph. These results show that resonators with a 

small radius can achieve a large improvement in ILBar with a small penalty in ILDrop. 

 

Figure 8.4: (a) Diagram of the experimental setup to measure CAR. (b) Cartoon of setup used to measure 

the two-photon interferometric visibility using a Franson interferometer. (c) Experimental setup used to 

measure the time domain response for calculating the rise-fall times at the single photon level. 

 

To determine the tradeoff of insertion losses for the disc modulator with a vertical PN 

junction, which can made with a very small radius, the changes in insertion loss and effective index 

experience by the disc’s whispering gallery mode from 3D device solver simulations are used to 

calculate the insertion loss, scaling the overlap of the 2D mode and 2D slice of the 3D device 

simulation with optical path length (round trip circumference).  Fig. 8.3(b) shows the simulated 

insertion losses for a device with a constant Q factor, the target of which should result in a spectrum 

that is broader than the bandwidth of the SWFM single photon, and allow fast enough switching 

speeds.  The trend of Fig 8.3(a)’s numerical theory is verified by the trend of Fig 8.3(b)’s 3D 

simulation with the device designed, showing the improvement in the off resonance insertion loss 

at the through port while trading off drop port insertion loss, while keeping both insertion losses < 

1 dB.  Furthermore, Fig 8.3(c). shows the insertion loss across different radii at which both drop 
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and through port losses are equal, as was illustrated visually by the point “g” in Fig 8.2(c)., for the 

results from simulation, while letting the optical Q factor vary. While the insertion loss at which 

drop and through losses are equal improves a little at the smaller radius, the Q factor is significantly 

lower, and can allow for faster switching and handling more optically broadband photons.   

 

8.1.3 Experimental Setup 
 

To study the resonant switch while actively switching single photons coming from an 

entangled photon pair source, we used our previously studied source devices [133], [153] to allow 

a full characterization of the switch at the single photon level and with entanglement.  This kind 

of SFWM source can be easily integrated on the same microchip as the switch.   

Fig. 8.4 (a) shows the experimental setup used to perform the first set of experiments to 

characterize the coincidences-to-accidentals ratio (CAR) for the cross and bar states. This 

experiment is performed in order to show that the switch adds negligible noise and that there is 

still high temporal correlation between the switched photon from the photon pair and the other 

photon in the pair, used as a timing reference. 

First, a CW laser at the pump wavelength around 1560.5 nm was fiber coupled into the 

entangled photon pair source microchip to generate entangled photons at 1550.5 nm (signal) and 

1570.5 nm (idler).  These photons were fiber coupled out of the entangled photon pair source 

microchip, demultiplexed, and filtered by narrowband optical filters to suppress laser amplified 

spontaneous emission noise.  Signal photons were fiber coupled and sent through the switch chip, 

whereas the idler photon bypassed the switch chip for the following two-photon measurements. 

Detection was performed using efficient and low-jitter cryogenically-cooled superconducting 

single-photon detectors (SNSPD) with cryogenic amplifiers. The time stamps were then recorded 
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by a time-to-digital converter. Digitally-generated electronic control signals generated by an 

arbitrary waveform generator (AWG) drive the switch between cross and bar states with about 6V 

voltage swing in the reverse-biased regime, without significant current flow. No pre-emphasis was 

used. 

Fig. 8.4(b) shows the experimental setup used to perform the second set of experiments to 

show that entanglement is preserved through the different ports of the switch chip. A two-photon 

interference measurement using a Franson interferometer is set up by sending the C band signal 

photon coming out from the switch chip through a delay-line interferometer (DLI) with voltage 

controlled phase tuning and detected by one single photon detector.  The L band reference photon 

is coupled into a second DLI identical in pathlength to the first DLI, and detected by a second 

single photon detector. Both photons are time-tagged by a high resolution time-to-digital converter 

that records the time of arrival. 

Fig. 8.4(c) shows the experimental setup used to perform a third set of experiments to 

characterize the switching speed of the resonant disc cross-bar switch.  For this experiment, the 

single photons of about 80ps were obtained from heavily attenuating modulated pulses from a CW 

laser, to reduce the source jitter in order to characterize switching speeds below 50 ps. Enough 

attenuation was used to ensure that multi-photon probability per pulse was less than 3%.  An 

electrical control signal generated by a high speed AWG also served as a reference trigger for the 

time to digital converter, and only one single photon detector was used to detect the switching 

waveform from the stream of single photons coming from the switch chip. Single photon time 

domain oscilloscopy was used to perform high timing resolution measurements of the switch speed 

at the single photon level [223]. 
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8.1.4 Experimental Results 
 

From the experimental setup described in Fig 8.4 (a), a series of histograms is recorded for 

varying optical powers. Fig. 8.5(a) shows the CAR calculated from each power level, 

corresponding to the single photon count rates in the x-axis of the plot. We find high CAR rates, 

scaling across increasing power following conventional trends described elsewhere [224]. Both 

cross and bar states show high CAR with similar trends, and negligible difference. 

The results of the two-photon interference measurement taken from the experimental setup 

described in Fig. 8.4(b) is shown in Fig. 8.5(b). The lower panel verifies that the singles counts 

from both channels were stationary as the phase of the Franson interferometer was scanned by 

stepping the voltage on the DLI [142]. The two-photon coincidence counts as a function of the 

scanned phase are shown in the upper panel. The data visibility was 99%, and the fitted (R2=0.83) 

visibility was 92% (well above the Bell-Clauser-Shimony non-classical limit ~71% for both cases) 

establishing the entanglement of the light switched by the device.   

 

Figure 8.5: (a) CAR measured for switched signal photons collected from the Bar (Thru) and Cross (Drop) 

port, with the idler photons. (b). Two-photon coincidence interferometry in an (unfolded) Franson 

interferometer; The visibility is 99% (92%) for raw data (fitted).   (c). Time stamped histogram showing 

three peaks in the time-resolved measurement at two phase settings. 

 

Figure 8.6. shows the 10%-90% rise and fall times of the switch, measured at the single 

photon level with the experimental setup described in Figure 8.4(c).  The rise time was measured 

a b c
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to be 48 ps and the fall time was measured to be 34 ps. The asymmetry is expected from the carrier 

dynamics at the reverse bias voltage—for nominal time bins of 100ps, the switch will be fully 

transitioned by the time that the single photon is expected to be switched through the device. 

 

Figure 8.6: (a) Single-photon transmission measured in start-stop mode in response to voltage pulses, 

indicating the 10% and 90% levels for the rise time. (b) Fall time measurement 10% and 90% levels. 

 

8.1.5 Insertion Loss Characterization 
 

The scaling of electro-optic switch device to larger number of cascaded switches depends 

on the insertion loss of the switch in both the cross and bar states.  To characterize the insertion 

loss of the switch through both ports accurately at the single photon level, a test device is designed 

to loop the drop port back into the disc resonator, allowing storage of the single photon inside this 

loop.  Fig. 8.7(a) shows a diagram of the loss measurement loop, where a control voltage pulse 

from the AWG captures a photon from the bus waveguide into the storage loop.  After a 

programmable delay, a second electrical voltage pulse releases the stored photon from the loop to 

the output port.  The photon recirculates in the loop with gradual loss from absorption, through 

port, and drop port insertion losses.  The loop storage time was about 100ps. Here, pulses were 

a

c

a b
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carved with an external high extinction ratio (29 dB) modulator, with a repetition rate of 10 MHz 

and a pulse duration ( full-width at half-maximum, FWHM) of 80 ps. 

 

Figure 8.7: (a) A diagram of the loop structure used to measure insertion loss. (b) Data after baseline 

subtraction for storage times of 200 ps, 400 ps, 600 ps, 800 ps, 1 ns and 1.2 ns. For clarity, traces are offset 

vertically and multiplied by the indicated integer. (d) The peak amplitudes are plotted versus the 

programmed delay. 

 

Fig. 8.7(b) shows a series of photon storage and release events at different storage times 

up to over 1 ns. The photons released after the variable programmed delays are detected on a single 

photon detector.  Because there is an electrical reference trigger with every store and release pulse, 

setting the start-top times to the differences between the reference trigger and single photon 

detection even will results in a histogram of peaks corresponding to the release of stored single 

photons. It should be noted that although the histogram is a collection of many photons over 

minutes, the attenuation of the laser ( -91.6 dBm average power into the microdisc ) ensures that 

there is only one photon per loop in each store and release measurement. Post processing the 
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histogram peaks from the time-tag data gives a set of decay per loop round trip.  There is an initial 

peak marked as “Precursor”—due to the deviation from perfect coupling of the photons into the 

disk. This deviation from critical coupling causes the light that did not make it through the disk to 

show up on the single photon detectors, resulting in an initial peak.  However, the photons that 

contribute to this initial peak do not physically affect any of the photons circulating in the disk and 

can be factored out by taking a base line histogram.and subtracting it from the subsequent store 

and release histograms. 

Fig. 8.7(c) shows a plot of the magnitudes of the peaks from the histograms collected in 

the set of measurements with varied hold time delays.  The initial data point is excluded from the 

fit due to the dominant contribution of the input light leaking directly to the detector without 

entering the loop.  A fit to round trip loss gives 0.72 dB per round trip.  A previously calibrated 

loss coefficient for the passive waveguide gives 0.45 dB, giving a bar state switch loss of 0.27 dB, 

and 0.44 dB in the cross state. 

 

8.1.6 Optimizing The Device Across Switch Fabrics And Networks 
 

Basic components of Quantum optical networks can include Nx1, 1xN, and NxN switches 

connecting and rerouting input ports to output ports—with increasingly larger port counts as 

quantum networks increase in node size and span further distances [225], [226]. Cascades of 

crossbar switches and can be used as basic elements to construct these types of network topologies 

and fabrics [199], [227], [228]. While channel equalization is common in classical channels and 

can be achieved through a combination of amplification to make up for loss and variable 

attenuation to fine tune the power equalization, Quantum optical signals propagating in these 

networks cannot be amplified in the way that classical optical signals can. Unequal path losses can 
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be equalized through attenuation to avoid higher accidental counts (noise). In these circumstances, 

optimizing across the worst case paths rather than the single switch device needs to be considered 

more carefully.  At the single switch device level, there is an operating and design point where the 

insertion losses through both ports are equal—but when cascaded or arranged in a switch fabric or 

network where multiple devices define a path, a device design where the losses through both ports 

are not equal may result in a lower worst case path loss. 

 

Figure 8.8: A diagram of the loop structure used to measure insertion loss. (b) A diagram of a single crossbar 

switch, with port names labeled. (c) A colormap showing all possible sixteen paths that can be taken and 

their respective transmissions ( i.e. “P16” is the worst case path with lowest transmission), chosen for a κ2 

that is set to equalize cross and bar insertion losses. (d) A colormap showing all possible sixteen paths for 

a different κ2 that does not equalize cross and bar insertion losses, but instead minimizes the worst case path 

loss. (e) An equivalent NxN without waveguide crossings, which is not strictly non-blocking. 

 

In this section, we first examine the path losses of a NxN strictly non-blocking Benes 

microresonator switch architecture, studied in the context of classical optics in prior work [229, 

p.].  A diagram of a 4x4 version of this switch is shown in Fig. 8.8(a).  In this all-to-all switch, 

each input has a set of N microresonator crossbar switches. To route the input to a specific output, 

only the wavelength selective microresonator crossbar switch that maps to the desired output is 

tuned so that it’s resonant wavelength matches the wavelength of the input light. In this switch 

topology the insertion loss of the bar port, ILBar, has a larger impact on the total loss of the paths 
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the light can take in this switch fabric.  Note that the possible path losses incurred by this strictly 

non-blocking all-to-all switch is the same as a switch topology with reduced switch count, that is 

not strictly non-blocking, shown in Fig. 8.8(e), in the limit of very low waveguide crossing losses. 

The topology in Fig. 8.8(e) is blocking—however, when the switch speed is much faster than the 

average rate photon arrivals, fixed timing schedules [230] can be implemented to address input 

blocking issues. 

To plot the insertion losses through the different paths from inputs to outputs as device 

parameters are varied, a cascade the transmission relations of a single crossbar element through 

the sixteen possible paths in the example 4x4 switch is taken, where the outputs at the cross and 

bar ports PCross,out and PBar,out (labeled in Fig 8.8(b)) are 

(

 

𝑃1,𝑜𝑢𝑡
𝑃𝐵𝑎𝑟,𝑜𝑢𝑡
𝑃𝐶𝑟𝑜𝑠𝑠,𝑜𝑢𝑡
𝑃4,𝑜𝑢𝑡 )

 = (

𝑆  𝑆 2 𝑆  𝑆  
𝑆2 𝑆22 𝑆2 𝑆2 
𝑆  𝑆 2 𝑆  𝑆  
𝑆  𝑆 2 𝑆  𝑆  

)

⏟                
M

(

𝑃𝑖𝑛
0
0
0

)    (8.1) 

 

where 𝑆2  is the power transmission from the input port “1” to the through (bar) port “2”, and 𝑆   

is the power transmission from the input port “1” to the drop (cross) port “3”.  Ignoring reflections 

and waveguide crossing losses for simplicity of analysis here where switch loss dominates, all 

other elements in M are set to zero, and the sixteen possible paths formed through selecting the 

appropriate cross or bar paths with 

𝐵 = (

0  0 0
0 0 0 0
0 0 0 0
0 0 0 0

)  ,  𝐶 = (

0 0  0
0 0 0 0
0 0 0 0
0 0 0 0

)    (8.2) 

selecting the bar or cross state, so that, for example, the path “P16” in Fig. 8 (a) is given as 
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𝑃 6 =

(

 

𝑃16,1,𝑜𝑢𝑡
𝑃16,𝐵𝑎𝑟,𝑜𝑢𝑡
𝑃16,𝐶𝑟𝑜𝑠𝑠,𝑜𝑢𝑡
𝑃16,4,𝑜𝑢𝑡 )

 = 𝑀𝑂𝑢𝑡4𝑀𝐼𝑛4(

𝑃𝑖𝑛
0
0
0

)     (8.3) 

where MIn4 and MOut4 are the input stage for the fourth input  “In 4” and the fourth output “Out 4” 

in Fig. 8(a), where 

 

     𝑀𝐼𝑛4 = 𝐶𝑀𝐵𝑀𝐵𝑀𝐵𝑀     (8.4) 

     𝑀𝑂𝑢𝑡4 = 𝐵𝑀𝐵𝑀𝐵𝑀𝐶𝑀           (8.5) 

so that the total path transmission through all the insertion losses occurred is 

                                  𝑃16,𝐵𝑎𝑟,𝑜𝑢𝑡 = 𝑆  
2𝑆2 6      (8.6) 

Fig. 8 (c) and (d) show the transmission for each of the sixteen paths, for when the coupling 

constant κ2 is set at equal cross and bar insertion loss in (c), and for when κ2 is set to minimize 

the worst-case insertion loss for the worst case path (“P16”) in (d).  This shows that the worst-case 

insertion loss can be improved by setting κ2 to a different value than the value at which cross and 

bar insertion losses are the same, at the expense of lowering the best-case insertion loss, but 

simultaneously making path losses more equal. 

 To examine the regimes of different insertion loss, κ2 is swept and the results 

through each path plotted versus κ2. Fig. 9 (a) shows the transmission (equivalent to the snapshot 

at specific κ2 in Fig. 8 (c)-(d)), of the sixteen possible paths. Note that there are less than sixteen 

unique combinations of loss (as can be seen by the colormap in Fig. 8), so only a subset of unique 

values is plotted. 
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Figure 8.9: (a) A plot of the unique set of path insertion losses in the NxN topology, across varying coupling 

parameter, κ2.  Solid black vertical line indicates the coupling parameter that gives identical cross and bar 

state insertion losses.  Dashed black vertical line indicates the lower bound on the value so that the single 

phoon photon lifetime is matched to the switch.  (b) Data from each curve in plot (a) is normalized to each 

of its value at which it intersects the solid black line, positive y-values indicate improvement in insertion 

loss, while negative y-values indicate worse insertion loss. 

 

 Each path has a slightly different κ2 value that results in the lowest insertion loss. 

The plots of Fig. 9 (a) shows that the global worse-case insertion loss is determined by path “P16”, 

denoted by the dashed blue line. For this worst-case path, designing for a κ2 value lower than that 

which equalizes the cross and bar losses especially improves the insertion loss. As Fig. 9 (b) shows, 

by normalizing the loss through the paths to the equal cross and bar loss point, the worst-case path 

stands to benefit the most by moving the κ2 value in this direction, by an improvement of 1.7 dB 

in the case of the 4x4 switch.  One can keep lowering the κ2 value to improve the loss through the 

bar state, at the expense of switching speed, but for switching the single photons, as noted earlier, 

we also desire a switch transmission spectrum that is broader than the bandwidth of the SWFM 

single photon. For the SWFM photons in this case, the lowermost limit of the κ2 that we are 

bounded by is around 0.67% for Q’s of about 11000.  The change in the κ2 is from the original 

value of 0.97% to 0.67%, giving an improvement in the worst-case simulated path insertion loss 

of about 1.5 dB.  The measured values from the fabricated single switch device, in which the bar 

state loss is 0.27 dB, and the cross state loss is 0.44 dB, show that the measured device’s κ2 values 

are also in the regime lower than for which the cross and bar state losses are equal.  The lower bar 
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state loss would result in a better worst-case path insertion loss for the NxN switches as predicted 

in the analysis here.  While the target regime is achieved in this study, further design iterations on 

the specific dopant concentration deviations can provide insight on simulation differences in future 

studies. 

 

8.1.6 Summary 
 

 

We show the first voltage-driven, entanglement-preserving cross-bar switching element 

(the foundation of scalable networks [231]) in integrated photonics which is fast enough to achieve 

reconfigurability of each single photon and addressing of each time bin up to 10 GHz clock rates, 

four orders of magnitude faster than thermo-optics or MEMS switches. Entanglement is verified 

through two-photon interferometry experiments through single photon detection, showing high 

visibility.  We find low bar and cross port losses of 0.27 dB and 0.44 dB respectively, and analyze 

the differences in device level design parameters within the context of switch fabrics.  The 

microchip was made entirely in silicon photonics which is a wafer-scale manufacturable 

technology [232] and was operated at room-temperature. This result enables high-throughput, 

high-speed programmable quantum circuits, avoiding long and lossy delays required by slow 

switches [233]. 
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Chapter 9   

An Oscilloscopic Method of Capturing greater-than-

100 GHz, Ultra-weak optical waveforms enabled by 

Integrated Electro-Optic Devices 
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While the generation, spectral manipulation, switching, and detection of single and 

entangled photons of sub-Poissonian fields were described in the previous chapters, this sub-

chapter will describe a novel measurement setup for capturing fast (>100 GHz modulation 

bandwidth) optical signals in the femtowatt power regime (-100 dBm, approximately) directly in 

the time domain which can be a useful tool for capturing ultra-fast classical lightwave signals as 

well.  Capturing fast signals at very low power is fundamentally challenging due to the proportional 

scaling of detectivity with bandwidth. The minimum power of a signal that can be acquired by a 

state-of-the-art 110 GHz analog bandwidth oscilloscope is about -48 dBm after extensive 

averaging is performed [234]. For capturing modulated optical signals, the photodiodes which 

support 100 GHz modulation bandwidth require milliwatt power levels [235],  and since electrical 

power generated by a linear photodiode bears a quadratic relationship to optical power, there is a 

steep roll-off in performance with decreasing average optical powers. Avalanche photodiodes can 

have a high gain-bandwidth product, but do not scale to such high bandwidths.  Further 

improvements in optical oscilloscope technology, even with the aid of sophistical electronic signal 

processing, are expected to be extremely challenging [236], [237].   

Here, we show a different approach to capturing modulated optical waveforms capable of 

scaling to very low power levels, down to a single photon detection event per cycle of a 

measurement clock, which is typically 80 MHz range in our experiment, but could be faster or 

slower depending on the input power level and the detector characteristics, as described below. 

Here, we use recently-developed electro-optic modulators, superconducting nanowire single 

photon detectors (SNSPDs) and time-correlated single photon counting (TCSPC) electronics, to 

perform time-domain waveform capture of optical signals at a wavelength of 1550 nm in the 

femtowatt (approximately 64 fW) average power regime and analog bandwidths exceeding 100 
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GHz. Generally, TCSPC techniques [238], due to their relative simplicity, reasonable cost, and 

calibration-free nature, are often used in applications such as spectroscopy, ranging, and imaging 

[239]–[241]. Over the past decade, measurement of signals with up to about 1-10 GHz effective 

measurement bandwidth has been achieved using available components [234], [242], [243], which 

is substantially improved upon here by using newly designed and fabricated electro-optic 

components (Mach-Zehnder modulators and SNSPDs). 

 

 

Figure 9.1:  Experimental setup and working principle. The optical power after the modulator was heavily 

attenuated so that the detector detected, on average, less than one photon per clocking window. Detected 

single photons started the time interval recorded on the TCSPC card until the next trigger pulse from the 

“Clock” stopped the time interval.  The time interval was saved into a list of start-stop time lengths, time-

tagging each photon detection event. This list of time-tags was used to build a histogram, which directly 

reconstructs the modulated waveform.   

 

9.1 High Speed Waveform Sampling By Photon Counting 
 

 

The instrumentation described here is shown schematically in Fig. 10. Light from a 

continuous-wave laser was modulated using an electro-optic modulator, which was driven by high-

frequency RF signals, which could be either sinusoidal waves or data waveforms depending on 

the application. For testing purposes, the modulated lightwave signal was attenuated down to an 



145 

 

average power level around -100 dBm, and was detected using a single-pixel superconducting 

nanowire single-photon detector (SNSPD). Each photon detected by the SNSPD generated a 

“start” pulse for a TCSPC card. A periodic electrical clock (here, at 80 MHz) was sent to one of 

the electrical inputs of the TCSPC card, and generated the trigger of the “stop” signal. The clock 

frequency should be chosen so that there is no more than one detection event in each clock cycle. 

Thus, a faster clock cycle is required for handling higher input powers by this technique, while 

keeping in mind that single-photon detectors have a reset time before they are able to detect another 

photons. On the other hand, it is not a problem to have many time bins with no detection events; 

these do not contribute to the digital data bandwidth handled by the card. The start-stop time 

difference ∆tBin, was acquired repeatedly (N1, N2, … labels the time bins) over about 2 minutes, 

and the resulting histogram reproduced the waveform to be measured. In these experiments, each 

photon detection event was also time-stamped, in order to characterize the build-up of the 

histogram over time; however, this is not required in routine operation. 

Each event building up the start-stop histogram can be viewed as having been caused, under 

the correct operating conditions, by a randomly selected photon with uniform probability from the 

entire waveform. Since the random selection of a Poisson process is itself a Poisson process, the 

entire waveform should get “fair sampled” over time - without truncation, omission or bias towards 

either the head or tail of the message. 
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Figure 9.2:  (a) Bit sequence detected by a 20 GHz photodiode (optical module in a conventional sampling 

oscilloscope) at -7 dBm received power.  (b) Same bit sequence detected by the single photon TCSPC 

oscilloscope method after 105 dB additional attenuation. (c) Overlay of the same bit sequence under the 

two different methods showing high fidelity. (d) Quantitative comparison showing accuracy of replicas.  

 

Fig. 8.11 reports on an experiment demonstrating the concept using standard, commercially 

available instruments: a conventional 10 Gbit/s lithium niobate electro-optic modulator (EOM), 

tungsten silicide (WSi) SNSPD and TCSPC card. Here the waveform was measured with a 

(relatively coarse) resolution of about 25 ps, in order to capture a long end-to-end measurement 

window.  Fig. 8.11(d) compares the detection of a non-return-to-zero (NRZ) message using both 

a conventional sampling oscilloscope and the start-stop technique. The measurements demonstrate 

that the individual bits as well as the entire bit pattern were captured with high fidelity, as 

quantified by the high degree of correlation over both narrow and wide time bases, and without 

bias, tilt or errors. The average optical power at the detector input of the conventional sampling 

oscilloscope was -7 dBm (200 μW), whereas it was only -112 dBm (6.3 fW) for our scheme.  
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Figure 9.3: (a) The instrument response function (IRF) for the data reported in Fig. 8.10 was measured 

using a mode-locked fiber laser at 1550 nm wavelength, with a nominal output optical pulse width of 0.5 

ps. (b) The raw data, with the mean-value (in time) subtracted out, was fit to an exponentially modified 

Gaussian function. The fitted value of the full width at half-maximum (FWHM) is 6.32 ps. 

 

To study the modulation traces of the highest RF frequencies that could be captured, the 

EOM device used in the results reported in Fig. 8.12 was a research-grade hybrid EOM device, in 

which unetched thin-film lithium niobate was oxide-bonded to silicon photonic waveguides [244], 

achieving phase-matched operation with >140 GHz 3-dB electrical modulation bandwidth.  The 

modulated optical signals were detected using a low-jitter niobium nitride SNSPD with cryogenic 

amplification of the detector signal [245], and a customized, high-resolution, low-jitter TCSPC 

card was used (currently, the highest-reported photon timing resolution, 200 fs). The combination 

of the SNSPD, amplifier and (room temperature) TCSPC card was measured to have an instrument 

response function (IRF) of 6.3 ps full-width at half-maximum at 1550 nm as shown in Fig. 8.12, 

which improves upon previous results.   
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Figure 9.4: (a) Signal to noise ratio (SNR) calculated from the acquired data, captured at an input average 

optical power of 64 fW and an acquisition time of 120 s in each case, versus various modulation frequencies 

from 32 GHz to 102 GHz. (b)-(e) Eye diagrams were constructed from the waveforms, with a calculated 

SNR of 13.2 dB at 32 GHz, 12.5 dB at 40 GHz, 7.36 dB at 90 GHz, 6.13 dB at 102 GHz. 

 

In Fig. 8.13, a resolution of 200 fs was used in the (short time-base) experiments which 

study the highest frequency (102 GHz) that we can presently capture at 1550 nm wavelengths at 

the single-photon levels. These modulation frequencies are far higher than the analog bandwidth 

of commercially available arbitrary waveform generators (approximately 45 GHz), and hence, the 

test modulation patterns are sinusoidal waves generated from millimeter-wave RF oscillators 

rather than binary digital data patterns as in Fig. 8.11. 

 

9.2 Experimental Details 
 

In the first lower speed experimental setup, used to compare the fidelity across 100 dBm 
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differences in optical power, a commercial 10 Gbit/s lithium niobate (LN) electro-optic modulator 

(Optilab) was used to modulate the light at 1550 nm from an external-cavity tunable single-mode 

semiconductor laser. The data signal was generated by an arbitrary waveform generator 

(Keysight), under computer control. After suitable attenuation, the optical waveform was detected 

using a conventional sampling oscilloscope (DCA-X, Keysight) with a single-mode fiber coupled 

optical front-end module, and using the readout of a WSi SNSPDs operated in a cryostat at 0.8K 

(PhotonSpot Inc.) and acquired using a TCSPC card (TimeHarp 260, PicoQuant GmbH) used in a 

computer workstation. The fiber-coupled, free-running WSi SNSPD has a system detection 

efficiency, SDE > 90% (due to a resonant cavity design) for 1550 nm and the jitter was estimated 

to be about 70 ps. The TCSPC card performs, effectively, a 15-bit time-to-amplitude conversion, 

and has a dead time of 25 ns when used with a time bin resolution of 25 ps. The dead time (25 ns) 

is therefore substantially smaller than the time window that is captured. 

In the second, high speed, experimental setup, a beyond-110 GHz (3 dB electrical) 

bandwidth electro-optic modulator was used, which was realized using oxide-bonded thin-film 

hybrid silicon (Si)-LN waveguide technology in the Mach-Zehnder configuration (Vπ = 6.5V). 

Optical input and output coupling was achieved using tapered single-mode, polarization-

maintaining fibers, and multi-axis nano-positioning stages.  

The microwave signal was generated directly, for frequencies up to 40 GHz, from a swept-

frequency microwave CW oscillator (Anritsu), with a Rubidium clock reference signal at 10 MHz. 

For generating RF frequencies from 32 GHz - 40 GHz, an RF amplifier (MITEQ) bandlimited to 

about 26 GHz – 40 GHz was used.  For generation of RF frequencies greater than 40 GHz, a 

multiplier chain was used, consisting of an RF synthesizer, 6x multiplier (AMC10, Millitech) 

covering the frequency range 75 GHz – 110 GHz (approximately), along with GaAs and GaN 
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amplifiers. The output of the amplifier chain was coupled to a WR-10 waveguide, which was 

adapted to a 1.0 mm RF cable (for reasons of compatibility with the test station). The RF swept-

frequency source also provided a 10 MHz reference, which was used by an arbitrary waveform 

generator (AWG5202, Tektronix) to generate a steep-transition output trigger at 80 MHz. The mm-

wave signal was incident on the modulator microchip using 50-Ω GSG probes rated to 110 GHz. 

Calibration of the signal pathway was performed using a high-frequency RF power sensor and 

calibration substrates. The generated signal showed a 50% power drop from 102 GHz to 104.88 

GHz and 98% power drop beyond 104.88 GHz; thus, the latter number (approximately 105 GHz) 

was the highest frequency used in this experiment. 

The histogram was captured in the reverse start-stop mode. A free-running NbN SNSPD 

with negligible after-pulsing and low dark counts (<50 Hz) was used to generate the ‘start’ signals, 

whereas the ‘stop’ signal was generated by a conventional electronic clocking waveform, derived 

from a stable rubidium time source as described earlier. The SNSPD was cooled below 1K using 

a closed-cycle Helium-4 sorption refrigerator. Light was coupled onto the detector through free-

space windows and filters, using a lens located outside the cryostat.  The Instrument Response 

Function (IRF), from the SNSPD jitter and TCSPC instrumental broadening, was measured to be 

6.3 ps full-width at half-maximum, at 1550 nm. An additional, though minor, contribution to the 

system jitter was the jitter (1.5 ps) measured between the trigger signal and the RF signal driving 

the modulator. Critical to achieving high resolution is achieving a short and stable rise time (tR) 

of the SNSPD signal, which is given by the ratio of the kinetic inductance (Lk~ 80 nH) and the 

sum of the normal domain resistance R_N~ 1 kΩ and load resistance R_L ~50 Ω, thus achieving 

tR ~80 ps. Low-noise RF amplifiers (CITLF1, Cosmic Microwave Technology) were used to 
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readout the SNSPD signal and were placed on the 4 Kelvin stage of the cryostat. The bandwidth 

of the RF signal transmitted to the room-temperature electronics card was about 3 GHz.   

The output of the RF amplifiers was captured using a PCIe TCSPC module (SPC-150NXX, 

Becker and Hickl) in a computer workstation. By increasing the TAC transfer ratio (time-to-

voltage ratio), a minimum time channel width of 204 fs was obtained, as well as reduced TAC 

readout noise.  High-frequency cables and connectors were not required between the amplifier and 

the TCSPC board. The electronics converted the time interval between the detection event and the 

clock signal to a voltage using a calibrated time-to-amplitude converter (TAC) circuit, and the 

voltage signal was read out by a high-resolution analog to digital converter (ADC). The ADC was 

not required to operate at the Nyquist bandwidth of the optical signal, since it is only the jitter in 

the interval between the start-stop events, corresponding to an imprecision in incrementing the 

appropriate histogram bin, which eventually imposes the effective bandwidth limitation. 

Increasing the trigger rates in reverse start-stop counting cards can mitigate pileup; here the trigger 

frequency was set to 80 MHz giving a 12.5 ns period (TTrigger = 12.5 ns). The TCSPC card used 

in Figs. 8.10, 8.13 and 8.14 required Tdead = 100 ns dead time (regardless of the computer speed), 

which imposed a limit on the maximum count rate in thse experiments. Future improvements in 

the dead time of the card would allow higher count rate detectors to be used. 
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9.3 Signal Extraction and Reconstruction 
 

 

Figure 9.5: (a) Raw waveform prior to phase drift correction.  (b) The drift between the trigger and the 

signal was dominated by a slow variation of the phase over the span of the collection time, with 0.19 radians 

root-mean-squared (r.m.s.) amplitude. The drift was extracted by sliding a 10 second window by 0.1 second 

increments over the time-tagged dataset and creating a histogram of the counts in each window, which was 

then fit to a raised-cosine function.  The window was large enough so that a fit could be extracted giving a 

phase estimate with a 95% confidence interval and standard error smaller than the maximum slope of the 

phase change per time-step. The phase drift of the 102 GHz signal is shown here.  (c) Segment of phase 

drift corrected waveform. (d) Overlaid waveforms. 

 

In our proof of principle demonstrations, thermal drift of the devices was not stabilized and 

a slow phase drive in the optical waveform out of the modulator was observed as Fig. 8.14 shows. 

To correct for the phase drift in the high-speed experiments of Fig. 8.13, the raw measured time-

tags of the photon detection events acquired over a typical experimental run of 120 seconds were 

assembled into 10 second blocks in increments of 0.1 seconds. Each segment was fitted with a 

raised-cosine function, in accord with the sinusoidal modulation imposed on the thin-film hybrid 

silicon (Si)-LN electro-optic modulator, using a nonlinear least-squares algorithm. The blocks 

were chosen to be large enough so that the standard error of the fit was smaller than the slope of 
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the largest phase drift per unit time. The fitted phase-offset term is plotted over the (120 seconds) 

measurement time in Fig. 8.14, and was seen to vary slowly and by a relatively small amount, less 

than 0.19 radian root-mean-square of drift. Such slow phase drifts can be due to the lack of bias-

point stabilization on the research-grade electro-optic modulator microchip, the noise picked up in 

the RF cables, or a slow rotation in the state of polarization of the laser light incident on the 

modulator, which was also not feedback-stabilized.  

 

Figure 9.6: (a)  The SNR of the frequency-domain peak, identifying the frequency of the sinusoidal wave 

from the calculated Fourier transform of the measured data, was calculated from snapshots of the data 

acquired as the measurement gradually progressed. (b)  Acquisition time to reach SNR = 5, an arbitrarily-

chosen representative value, versus the modulation frequency.  (c)-(d)  Calculated power spectral densities 

for 40 GHz modulation at (c) SNR=3, and (d) SNR = 5, showing that the signal peak has been detected and 

remains the same, whereas the noise floor decreases.  (e)-(f)  Calculated power spectral densities for 102 

GHz modulation at (e) SNR=3, and (f) SNR = 5, showing a similar behavior. 

 

The traces shown in Fig. 4, and those that were processed for the generation of Fig. 8.15, 

have had this slow phase drift removed from the raw data.  The differences between the waveforms 

before and after phase drift correction are minor, as shown visually, but the waveform with the 
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phase drift removed leads to a more accurate calculation of Signal-to-Noise Ratio (SNR) between 

different measurements. Fig. 8.13(a) reports the calculation of a figure-of-merit, labeled SNR, 

defined as the ratio of the mean signal power over twice the standard deviation of the noise power.  

The SNR was calculated across the entire Nyquist bandwidth of the effective sampling frequency, 

determined by the duration (200 fs) of a single time bin. The noise signal was computed by the 

subtraction of the measured data points from a raised-cosine fit to the data (nonlinear least-squares 

fitting procedure).  The fit was performed after phase-drift removal and correcting for time-bin 

nonlinearity across the measurement epoch (4096 bins cumulatively addressing 0.8 ns). It was 

verified that a subtraction of the raw data from the line of best-fit did not result in any observable 

periodicity or identifiable skew in the residual trace, which was therefore, taken as a noise signal 

for purposes of calculating the SNR. The eye diagram reconstructions were performed by folding 

over successive segments of the processed waveform onto the same horizontal time base, and are 

shown in Fig 8.12(b)-(f).  In this comparative SNR calculation by successive segmentation in the 

time domain, the deviation from the raised cosine fit or higher harmonics was not considered, nor 

was the error margin, and so the SNR here is a lower bound. 

 

9.3 Frequency Domain Characterization 
 

 

Fig. 8.15 reports the SNR as a function of the number of detected photons, at various RF 

frequencies. In the frequency domain, SNR is defined differently than in the time-domain traces 

studied in Fig. 8.13. Here, the SNR is defined in terms of the power spectral density in the 

frequency domain (consistent with the definition of SNR usually used in the calculation of the 

effective number of bits, ENOB), and was calculated as the ratio of the signal power to the 

integrated noise power across the 200 picosecond sampling bandwidth. To calculate the power 
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spectral density, a fast-Fourier-transform was performed on the entire measurement set of the full 

acquisition time of the phase-drift-corrected time-domain waveform of whose length was 

approximately 4096 time-bin samples (minus an appropriate number of time bins to make the data 

periodic prior to windowing). To estimate the power density spectrum as a Fourier-transform of 

the autocorrelation function, the accumulated photon counts are first converted to units of power 

on a linear scale (Watts) by accounting for the acquisition time. This approximates the mean power 

and a fast-Fourier-transform on the measurement set gives the power spectrum.  The noise 

bandwidth was then taken to be the entire Nyquist-sampling range (i.e., the inverse of the temporal 

duration of the single bin width, 200 fs), minus a number of frequency bins around the signal equal 

to one-half of the signal bandwidth. The noise power was estimated by summing these noise bins 

across the noise bandwidth and weighting the average by a fourth-order central moment of the 

distribution of noise bins. For a Poisson distribution, the fourth-order central moment was taken 

as the mean plus three times the square of the mean. With the assumption that the noise floor is 

spectrally flat, the fourth order central moment was multiplied by a weight term and added to the 

variance such that the noise floor was taken to be four standard deviations away from the mean.  

Since the noise floor has a distribution about the average of the noise bins, this weights the upper 

tail of the noise floor more (decreases the estimated SNR).  Finally, the peak value of the signal 

power spectral density was multiplied by the same number of noise bins as used in the noise 

bandwidth calculation, and was then divided by the noise power.  This approximates the definition 

of Optical Signal-to-Noise ratio (OSNR) typically used in optical spectrum analyzers to estimate 

the ratio of peak signal power to the noise floor by taking the data points representing the noise 

floor a specific bandwidth away from the signal, as in a dense-wavelength-division-multiplexing 

communication channel. 
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The capture time, expressed as the number of photons needed to reach a target SNR, is 

studied in Fig. 8.15. As shown in Fig. 8.15(a), SNR improves in all cases with increased acquisition 

time. The maximum achievable dynamic range is ultimately limited to about 60 dB, based on the 

ratio of the maximum count rates achievable from the SNSPD detector (a few million counts per 

second) to the dark count rate (a few counts per second). Figure 8.15(b) shows the time needed to 

reach a threshold SNR that is acceptable for identification of the signal from its (Fourier) spectrum. 

For simplicity, we take the threshold to be SNR=5 dB.  Fig. 8.15(b) shows that, at an incident 

photon rate of about 0.5 MHz, detection of photons over about 6 milliseconds is adequate at fRF 

= 40 GHz, and the required acquisition time increases to about 150 milliseconds for fRF >100 

GHz. Figs. 8.15(c)-(d) show representative examples of the power spectrum of the waveform, 

identifying the carrier frequency above the noise floor at capture times well short of 120 seconds. 

 

9.4 Summary and Outlook 
 

 

It should be noted that SNSPDs themselves, like many other single-photon detectors, 

require time for reset after each detection event; here, the SNSPD reset time was 10 ns but due to 

AC coupling of the cryogenic amplifier, at least 100 ns was required to avoid detector re-biasing. 

The average reset time was smaller than the average inter-arrival time of detected photons 

(approximately 1 μs in Fig. 8.1, and 10 μs in Fig. 8.11) in order to avoid pile-up [246].   

Additionally, the combination of multiple detectors addressed through temporal segmentation, 

along with increased memory, may enable long continuous sequences of data to be acquired. 

Single-chip-based multi-channel time-to-digital converter systems with adequately-low jitter have 

been developed [247], which could reduce the cost of a multi-channel system and enable simpler 

synchronization in the future. The acquisition time can be decreased and seamless coverage of the 
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temporal window can be achieved by simply parallelizing the TCSPC electronics and using 

multiple detectors. Although the SNSPD detector is cryogenically cooled, the cost and complexity 

of closed-cycle cryocoolers is rapidly dropping, and more than a dozen detectors can be housed in 

a single system. The method described here avoids the Nyquist requirement, i.e., does not require 

generation or propagation of a signal at twice fRF (i.e., at 210 GHz) anywhere in the 

instrumentation. Nyquist-rate filtering or scan synchronization is very challenging at these 

millimeter-wave frequencies, and our method also does not require the RF cabling or connectors 

to support such a high bandwidth, which would be costly, and difficult to operate and calibrate. 

In summary, we have demonstrated, for the first time, the eye-diagram capture of ultra-

broadband (greater than 100 GHz bandwidth) modulated optical waveforms at a wavelength of 

1550 nm at ultra-low (less than -100 dBm) average power. Achieving these results required the 

design, fabrication and operation of the broad-band electro-optic modulator, the low-jitter SNSPD 

detector, and the high-resolution TCSPC card. Building upon our demonstration, we believe that 

the technology exists today to use state-of-the-art ultra-high-bandwidth electro-optic modulators, 

low-jitter single-photon detectors, and commercially available electronics to achieve breakthrough 

performance in sampling oscilloscope technology. Although conventional oscilloscopes may 

continue to be the most widely used waveform capture modality for routine usage, and sampling 

or nonlinear based optical oscilloscopes are useful in certain applications, when the input power is 

relatively high, this complementary technology may be highly attractive when capturing ultra-high 

bandwidth optical modulated waveforms at very weak signal levels without directly being subject 

to conventional limitations. 
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