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Superconducting Shuttle-Flux Shift Register for
Race Logic and its Applications

Meriam Gay Bautista, Member, IEEE, Patricia Gonzalez-Guerrero, Member, IEEE, Darren Lyles, Member, IEEE,
and George Michelogiannakis, Senior Member, IEEE

Abstract—This paper presents a superconducting,
magnetically-coupled, shuttle-flux shift register (SF-SR)
that stores single flux quantum (SFQ) pulses. This shift register
has a DC bias operating margin of ±34% at 10 GHz, with
a power dissipation of 3.6µW and 38% fewer Josephson
junctions (JJs) when scaled up to multiple stages compared to
a data flip-flop (DFF) based shift register. The clock input is
inductively coupled and is independent from the data input.
We then present three applications for our SF-SR. In the first
application, we add two non-destructive readout (NDRO) cells
to construct a buffer that temporarily stores the temporal
information of a series of race logic (RL) pulses. The second
application is a pseudo-random number generator based on a
linear function shift register (LFSR). The third application is N
parallel SF-SRs that can act similar to a deserializer or instead
can emulate a single SF-SR of N times higher clock frequency.
These three applications motivate deep shift registers with many
shifting intervals, which our SF-SR can implement with fewer
JJs and lower power consumption compared to DFF-based shift
registers.

Index Terms—Buffer, Pseudo-Random Number Generator,
Race Logic, Shift Register, Shuttle Flux, Superconducting Circuit.

I. INTRODUCTION

SUPERCONDUCTING digital computing is a promising
alternative to preserve performance scaling after tradi-

tional complementary metal oxide semiconductor (CMOS)
scaling ends [2], [3]. Superconductors exhibit 0Ω resistance
when cooled below their critical temperature (Tc), which is
usually a few degrees Kelvin. Therefore, energy dissipation of
superconductors is drastically lower compared to traditional
CMOS technology even after accounting for cooling [3], [4].
Superconducting circuits were shown to reach up to seven
orders of magnitude higher energy efficiency [5], [6].

Superconducting digital circuits are typically based on the
single flux quantum (SFQ) logic family [7], [8], where the
presence of a picosecond-duration pulse encodes the value
of 1 and the absence of a pulse encodes the value 0. The
Josephson junction (JJ) is the fundamental building block
for superconducting digital computing. A JJ is made up of
two superconductors sandwiching a thin non-superconducting
barrier such that electrons can tunnel through the barrier.
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SFQ is a current-based technology. The JJ switches from a
superconducting state to a resistive state when the current
flowing through the JJ exceeds its critical current (Ic). A
superconducting loop containing a pair of JJs is known as
a superconducting quantum interference device (SQUID). A
SQUID is the basic SFQ element that stores a magnetic flux
quantum. When the input current plus the bias current exceeds
the JJ critical current (|Iin + Ibias| > Ic), the JJ produces an
SFQ pulse.

Circuits based on the rapid single flux quantum (RSFQ)
logic family, currently the most popular SFQ variant, have
become popular due to their ability to transfer SFQ pulses
with low latency and energy [9]. RSFQ circuits are a po-
tential game-changer compared to traditional CMOS due to
their high-speed operation and low dynamic power consump-
tion. Several SFQ logic cells have been demonstrated such
as set-reset (SR) latches, toggle flip-flops (TFFs), D flip-
flops (DFFs), multipliers, multiplexers, demultiplexers [7], and
analog-to-digital converters [10]. In addition, shift registers
(SRs) have been used for temporary data storage, data trans-
fer, data manipulation, time delay, synchronization between
clock domains, and conversion between serial and parallel
data representations (e.g., demultiplexers for communication
lines) [11]–[13].

Recent work proposed race logic (RL) in RSFQ to miti-
gate the tight area constraints of modern RSFQ chips [14],
because superconducting device technology is three orders
of magnitude less dense than state-of-the-art CMOS [3]. RL
assigns values to each pulse based on the pulse’s delay from a
reference pulse. Time is divided into what we refer to as “time
slots” to assign discrete values. For example, as illustrated in
Fig. 1, suppose a time slot duration is set to 10ps. In this
scenario, a pulse arriving at 25ps after the reference signal
is in the third time slot and thus it is interpreted as the
value 2 (assuming the first time slot encodes the value 0).
A pre-defined number of time slots defines an epoch, after
which the reference pulse arrives again in order to reset the
values. The number of time slots in an epoch defines the
range of possible values each pulse can encode. RL in RSFQ
has demonstrated higher performance [14]–[16] and thus is a
promising computational model for future RSFQ circuits.

Storing or buffering RL pulses is challenging because doing
so must preserve each pulse’s delay relative to the reference
signal. In other words, storing an RL-encoded pulse requires
releasing it in the same time slot of a future epoch. Using a
single DFF would discard the temporal information. Instead,
we can use a shift register with as many stages as time
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Fig. 1. Race logic (RL) data representation: In the example above, we have a
data range of zero to seven (equivalent to 3 bits in binary), which is equivalent
to eight time slots in RL. A pulse arriving during time slot number 2 encodes
the value of 2.

slots in an epoch. However, this requires many JJs if we use
conventional shift registers that use one DFF that consists of
six JJs per stage [7], [17].

In addition to RL, other computational models such as
spiking neural networks that interpret values by the number
of incoming pulses [18], digital signal processing (DSP) [19],
and NoCs (Networks-on-Chip) [15], [20], also motivate shift
registers that are used as storage or buffers. In those applica-
tions, scaling up computation or the range of data values that
each operand can represent requires deep shift registers, up to
hundreds or thousands of stages; this would quickly become
impractical with DFF-based shift registers.

To that end, we consider various shift register implementa-
tions based on RSFQ [11], [12], [21], quantum flux parametric
(QFP) [22], and shuttle flux [23]–[26]. Among those three
designs, shuttle flux-based designs have demonstrated a larger
operating margin for each shifting operation [27]. Based on
this exploration, we propose a shuttle-flux shift register (SF-
SR) design based on scalable magnetically-coupled shuttle flux
SQUIDs. The master cell that is the first stage of the SF-
SR has only four JJs; each extended slave cell uses only one
JJ per shifting interval (stage). The delays between different
shifting intervals are configurable by three clock inputs. One
advantage of the SF-SR is that the input clock pulse train can
be applied to a long shuttle via the three series of clock control
lines. Also, our SF-SR does not need an additional bias current
compared to other shift registers that require a clock tree bias,
which would require an additional four JJs [12].

Based on our SF-SR, we then propose a buffer (storage) for
RL-encoded pulses that includes control inputs to determine
when to store and release pulses, implemented by adding non-
destructive read-out (NDRO) cells. Our buffer can store RL
pulses for any number of epochs while preserving their value
(i.e., releasing them in the same time slot during a future
epoch) [14]. This can enable practical area-efficient storage
for computing accelerators or networks that use RL. A second
practical application is a pseudo-random number generator. In
this application, our SF-SR replaces the typical chain of DFFs
used to implement the linear feedback shift register (LFSR).
Finally, the third application is a single-input delay element
that consists of a set of parallel SF-SRs that can either produce
multiple outputs in parallel and thus act as a deserializer or

Fig. 2. Transient current-voltage (IV) curve of a Josephson junction (JJ) with
Ic = 250µA. The gap voltage of the junction is 2.5mV.

instead produce a single output and behave similarly to a single
SF-SR that is clocked at an N higher frequency than each of
the N parallel SF-SRs can support. The latter is useful in cases
where we want to emulate a single SF-SR that is clocked at a
frequency that violates a single SF-SR’s timing constraints. In
all three applications, our SF-SR has the lowest area overhead
per stage and low power consumption compared to the state-
of-the-art.

II. BACKGROUND

A. Josephson Junction

A Josephson junction (JJ) is a device that consists of two
superconducting materials weakly coupled by an insulating
barrier [28]. Two equations characterize the JJ: the current
across the JJ I = Icsin(δ) and the voltage across the JJ V =
(Φ0/2π)δ; δ is the superconducting phase difference across
the JJ, Ic is the critical current, and the flux quantum is Φ =
2x10−15 Weber. To evaluate the transport properties of a JJ,
we plot the current-voltage (IV) curve of a JJ with critical
current Ic = 250µA, as shown in Fig. 2.

The JJ is at a superconducting state when I = 0 or
I < Ic. As we increase the critical current Ic, the JJ is
trapped at a fixed value of superconducting gap δ ( few
millivolts) without changing the voltage potential across the JJ.
As we further increase the bias current, the JJ voltage slowly
increases. As the current flowing through the JJ exceeds the
critical current value Ic, the tunneling junction switches from
a superconducting state to a resistive state. As we increase the
bias current beyond that point, the JJ voltage increases linearly.
It has been shown that the damping of the JJ and the sweep
rate of bias current influence the shape of the IV curve [29].

B. Superconducting Circuits

An SFQ pulse is produced when the magnetic flux ϕ in
a superconducting loop of inductance L that contains a JJ
changes by one flux quantum as a result of the JJ switching. A
SQUID is a basic SFQ cell and consists of a superconducting
loop with two JJs. The physical representation of information
is based on the quantization of magnetic flux. The magnetic
flux inside the SQUID can be expressed as ϕ = h/2e, where
e is energy approximately equal to 2x10−19 J at T = 4K.
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Fig. 3. Shuttle flux line. (a) Current Ic (data pulse) is applied at J1. The
current flows sequentially from left to right to change the phase by π/4. The
blue arrows represent the superconducting current loop (vortex). (b) Direct
bias current Ib is applied at J2 to shift the flux by 2π to the next vortex. (c)
An interferometer is a series structure of SQUIDs inductively coupled to one
of the control lines.

C. SFQ Switching Energy

Based on thermodynamics entropy and the Shannon-Von
Neumann-Landauer limit, the energy spent to switch one bit
from a 0 to a 1 is Ebit = 4 x 10−21 J at T = 300◦ K [30].
In CMOS, the energy required for reliable data transmission
is about ECMOS = 106 × Ebit, while in superconducting
SFQ technology, the energy required to transfer SFQ pulses
is approximately ESFQ = 103 × Ebit J at T = 4 K.
This makes SFQ an attractive alternative to conventional
CMOS technology [30], [31] even after considering the power
required for cryo-cooling that can result in a power penalty of
300× to 400× [32], [33].

D. SFQ Shuttle Flux

A shuttle flux JJ shift register was initially proposed by
Anderson [24]. His work shows that the superconducting
pairs of conductors through an insulating barrier could have
a tunnel effect, also known as the Josephson effect [34]. The
superconducting current equation is Is = Ii sin ϕ, where Ii
is the input current and ϕ is the difference between the phases
of the electron pair’s “wave function” of the two isolated
superconductors. The phase difference is related to the energy
E = −Et cos ϕ. It was demonstrated that if the phase is
time-independent, the supercurrent flows have no voltage drop
across the superconducting JJ [24] [35]. However, an applied
external current can alter the circuit’s phase to be unequal.

As illustrated in Fig. 3, a guided motion of the magnetic
flux quanta (blue circulating arrow) is also known as a vortex,
where a meta-stable persistent current loop is present between
two JJs coupled by an inductor. The vortex consists of a
localized loop of Kx fed by JJx, which will induce a
magnetic-self flux Φ = Φ0 in a thin surface layer of thickness
λ, the penetration depth. The position of the vortex can be
shifted by applying current or a magnetic field. The potential
energy stored in the vortex is given by equation [23]:

E0 =
4

π
Φ0 λj Jc (1)

The energy required to move the vortex is [23]:

E = E0

√
(a− V 2

I2c
) (2)

To transfer the vortex to the next superconducting loop,
current Ic is applied to J1, as shown in Fig. 3(a). A new
vortex would then be formed repeatedly, where the JJ will
undergo a transition from 0 (state 0) to V + (state 1). The
equivalent of the trapped vortex is a current loop concentrated
primarily between the two adjacent JJs. Subsequently, the
current applied sequentially moves the vortices over a JJ in
the direction of the current I . In addition, the phase ϕ moves
by about π

4 . To change the phase from π
4 to 2π, a bias current

or magnetic field is applied alternately at every other JJ, as
shown in Fig. 3(b). At this stage, the magnetic self-flux is
Φ = Φ0 and the phase increases by 2π. The input voltage
pulse will decrease the flux of inductor L1 and increase that
of inductor L2, allowing the vortex to transfer to the next loop.
The current pulse Ic that induces the shift must last a time ∆t
enough to accomplish the shifting.

One bit of information is represented as a flux quantum
vortex [23]. In this manner, an ordered array of vortices
represents a binary number. This operation can carry a shifting
process simultaneously in parallel for all vortices, making it
attractive for a shift register (SR) application.

A shuttle-flux shift register (SF-SR) was demonstrated
in [27]. This circuit consists of three interferometers with three
loops per bit. Another implementation of an SF-SR was de-
scribed in [36], shown in Fig. 6(a). This circuit comprises two
loops with a master and a slave JJ. A shuttle flux circuit has the
potential advantage of high-speed operation and low energy
dissipation of the switching operation over conventional shift
registers based on data flip-flops (DFFs) [23].

III. CIRCUIT DESIGN DESCRIPTION

A. Implementation of Single-Stage Shuttle Flux Shift Register

Our implementation of a single-stage SF-SR extends prior
art [23], [25], [27], [36] and is illustrated in Fig. 4. For
our implementation, we use MIT-LL SFQ5ee [37] technology
library and simulate using WRSPICE. As illustrated in Fig. 4,
our SF-SR consists of the following four stages:

Input stage: The input DC pulse that carries incoming data
is converted into an SFQ pulse using a DC-to-SFQ converter
circuit adapted from [7] and illustrated in Fig. 4(a). The
purpose of this circuit is to produce a controlled number of
SFQ pulses by changing the pulsating DC current applied at
the input.
N shifting stages: The master cell consists of three

magnetically-coupled interferometers, as shown in Fig. 4(b),
where R1, R2, and R3 are the bias resistors connected to the
three-phase input clock pulses [27]. An interferometer is a
series structure of SQUIDs inductively coupled to one of the
control lines [25]. This structure has three three-phase input
clock currents (P1, P2, and P3) that determine the shifting
direction. The magnetic flux quanta from the DC-SFQ input
stage will circulate at the first SQUID storage loop at J1, L1,
and J2, respectively. The clock pulse P1 will induce current
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Fig. 4. (a) DC-to-SFQ conversion circuit. (b) A three-stage shuttle flux shift register cell: Reading the content of each stage (readouts) can be obtained from
JJs using a JTL or a coupling inductor. (c) Simulation waveform. Inputs are shown in red. In this case, the only input is the DC input pulse signal. Pin is
shown in blue and is the SFQ pulse generated from the DC−SFQ circuit. Pulses at V (N1, N2, N3) are the shifted pulses for each of the three shifting
stages. In this example, the shifting interval (delay per stage) is set to 200ps, (full shift at node J4) and a 100ps mid−interval at J3.

Fig. 5. Clock tuning method. (a) Uniform interval: the three clocks have a uniform delay between them. The delays between clocks are set to 50ps and the
period is set to 150ps. (b) Overlapping clocks: clock pulses overlap, resulting in a distorted output signal. Overlapping clocks is an invalid configuration. (c)
Un-even clock delays result in uneven shifting. In this example, CLK2 is delayed by 30ps and CLK3 is delayed by 100ps in reference to CLK1.

(Ibias) across R1. The inductively-coupled inductors L1 and
Lm1 have a coupling coefficient of K. The sum of the current
from the first storage loop and Ic will exceed the critical or
threshold current, which switches J2 and shifts J2’s phase
to ϕ = 2π. The flux quanta will continue to move to the
subsequent storage loop L2 or L3 by applying current in P2
or P3, respectively. The shifting stage easily scales to multiple
stages, as shown in Fig. 6 and discussed in detail later. We
refer to one cell with three JJs as a full shift, whereas a pair
of JJs and two coupled inductors is referred to as a half shift.

Readout stage: The shifted pulses can be read at the
common node connection between the vortices, the coupled
inductors, and the JJ (for instance, J3 and J4), as shown in
Fig. 4(b). The shift interval is set by tuning the phase of the
three input clock pulses. In our example, we use the common
node at J2 and J3 for our readouts, R01 at the first full shift,
R02 at the mid-shift, and R03 at the second stage, as shown
in Fig. 4(c). For our implementation, we have two readouts
for every stage, though each readout is optional. An inductor
or a Josephson transmission line (JTL) can be used for signal
amplification at the readouts.

Terminating stage: The terminating stage consists of the last
storage loop and a coupled inductor (JJlastterm). The pulse is
terminated using a load damping resistor at the last JJ (Rtf ).

B. Clock Tuning Method

Our SF-SR has three clock inputs, P1, P2, and P3. In this
work, we use external bias clock inputs. The delays of the
three clock pulses set the time interval between shifting (i.e.,
the delay of each shifting stage).

Fig. 5 shows three scenarios for tuning the input clocks.
CLK1, CLK2, and CLK3 are the input clocks, respectively.
IN is the data input signal to the DC-SFQ and produces
an SFQ pulse Pin, which is then the input to the SF-SR.
Shifts 1-to-3 are shifted versions of input pulses after each
SF-SR stage. Fig. 5(a) shows that the three clocks have a
constant delay relative to each other. Here we have a 50ps
delay (refer to ∆t(CLK1 − CLK2), ∆t(CLK2 − CLK3)
and therefore a full shift of 150ps. The period of each clock
is what we refer to as full shifting. Fig. 5(b) shows that when
the clock pulses overlap, the result is distorted and interrupts
the shifting of the pulse. Therefore, overlapping clocks is
an invalid configuration. Finally, Fig. 5(c) shows an uneven
delay interval between clocks with mixed frequency clocks.
By tuning the clock delays, the SF-SR can have a non-uniform
shift interval. Here, we can use CLK2 and CLK3 to adjust the
mid-intervals (i.e. 20ps and 80ps mid-shift at 150ps full-shift).
This interval remains throughout the shuttle. This scenario can
be useful to applications that require uneven shifting.



5

TABLE I
TIME DELAY EVALUATION OF OUR SINGLE-STAGE

SHUTTLE FLUX SHIFT REGISTER.

Period Freq At node j2 At node j3 At node j4
50 ps 20 GHz 3 ps 3 ps 3 ps
200 ps 5 GHZ 5 ps 2 ps 3 ps

1000 ps 1 GHz 5 ps 3 ps 3 ps

TABLE II
TIME DELAY EVALUATION OF OUR MULTI-STAGE SHUTTLE FLUX SHIFT

REGISTER. WE EVALUATE A 7−STAGE−SR COMPOSED OF ONE MASTER
CELL AND SIX SLAVE CELLS.

Shifting stages (delay in ps)
Time Freq 1 2 3 4 5 6 7
500ps 20 GHZ 2 2.5 2.6 2.6 2.8 2.8 2.9

5ns 200 MHz 1 2.5 2.6 2.6 3 3 3.1

We refer to mid-interval as the delay difference from CLK2
and CLK3 in reference to CLK1. Setting a mid-interval is
one of the advantages of using three clock inputs because we
can set up more fine-grain delays than just for one stage. For
instance, for a two-stage SF-SR with 8 JJs, we can configure
two 300ps shift intervals or six 100ps using the same number
of JJs. This is how we can double the number of RL time
slots (SF-SR stages) without doubling the number of JJs, thus
reducing the number of JJs per stage. This reduces the area
overhead of storing long pulse trains or long collections of RL
pulses.

C. Implementation of a Multiple-Stage Shift Register

To allow our shift register to scale to an arbitrary number
of shifting stages, we adapt the master-slave design of [27],
shown in Fig. 6. We do not need an extra current bias
connection to the slave cell because the clock bias is connected
in series. To implement multiple stages, a set of interferom-
eters (slave cells) is connected in series to the last JJ of the
master shift register cell. Also, the coupled clock inductors
are connected in series to the clock inductors that are also
magnetically coupled with mutual inductance m.

We compare the JJ count of a three-stage shift register
(shown in Fig. 9) based on our SF-SR design and a conven-
tional DFF-based shift register (shown in Fig. 10) in Table IV.
Our SF-SR has 38% fewer JJs. Even though the DFF-based
shift register only requires one clock input, a higher number
of stages would require more splitters in the clock line, as
projected in Fig. 11. In RL, one DFF corresponds to a one-time
slot. However, our SF-SR cell can be configured to contain
two or three time slots (as long as there is no more than

TABLE III
INPUT−TO−OUTPUT DELAY VARIABILITY (DELAY DIFFERENCE
COMPARED TO EXPECTED DELAY) OF OUR SHUTTLE FLUX SHIFT

REGISTER (SF−SR).
Clkw : CLOCK PULSE WIDTH, SD: STANDARD DEVIATION.

Order of arrival of pulse in sequence
Clkw 1st 5th 10th 15th 20th 25th 30th SD

5ps 0.6ps 0.4ps 0.5ps 0.9ps 0.7ps 1ps 0.5ps 0.22
10ps 1ps 6ps 2ps 2.2ps 1.7ps 1.5ps 2.5ps 1.65

TABLE IV
JJ COUNT BREAKDOWN FOR THREE-STAGE SHIFT REGISTERS (SRS).

Our design DFF-based
SR (4 JJs per stage × 3) 12 SR (5 JJs per DFF × 3) 15

DC-SFQ 4 DC-SFQ 4
Terminating stage 1 Clk line splitters (3x) 9

Total count 17 28

one pulse per cell), which provides more favorable scaling
characteristics.

Table V compares our SF-SR against other shuttle flux-
based shift registers from literature, implemented in RSFQ,
QFP, and using shuttle flux.

D. Delay Evaluation

We evaluate input-to-output delays using WRSPICE for our
single-stage shift register (i.e., a single SF-SR cell) with clock
periods of 50ps, 200ps, and 1000ps, as shown in Table I.
In reference to Fig. 4, the next shifted pulse at node J3 is
evaluated without connecting to a JTL at the readout stage.
However, for node J4, we use a JTL at the read-out at node j4
to evaluate the effect of having a load connection. We also
evaluate the delay per stage with respect to the clock for
a seven-stage SF-SR (composed of one master cell and six
slave cells), as shown in Table II. Similarly, we evaluate the
variability of our SF-SR with respect to the delay between the
input and output nodes. For this experiment, we run multiple
input pulses and record the difference between expected and
measured input-to-output shift delays for 5ps and 10ps clock
pulse widths, as shown in Table III. The numbers shown are
not the absolute delay values but rather the variability from
the expected delay based on the SF-SR’s configuration. Fine-
tuning the clock pulse width to 5ps results in lower variability
and higher accuracy as compared to a 10ps pulse width.

IV. APPLICATION I: STORAGE BUFFER FOR RACE LOGIC

To store pulses encoded in RL, the shift register must have
as many stages as time slots in an epoch. While this is feasible
with a shift register implemented by DFFs in series that are
clocked with a period equal to a time slot duration, the result
is a large per-stage number of JJs. Therefore, as the first
application, we use our proposed SF-SR to implement an area-
efficient storage buffer capable of preserving the temporal
information of RL pulses it contains, thus preserving their
value. This requires a shift interval equal to the number of
time slots in an epoch, as shown in Fig. 13. For example, an
epoch with eight time slots needs eight shift stages. However,
as we scale the number of bits of the equivalent binary
representation, the number of time slots and thus shift stages
scales at a rate equal to 2N where N is the number of bits.
With a DFF-based shift register, the JJ count may quickly grow
to impractical numbers.

In order to allow pulses to loop back from the shift register’s
output back to its input, we implement a simple ring counter
based on a shift register, as illustrated in Fig. 12(a). Here, the
output of the last readout node is connected back to the input
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Fig. 6. (a) Master-slave based shift register [27]. (b) We adopt the master-slave design to implement multiple stages in our shuttle flux shift register.

Fig. 7. Circuit schematic: (a) A splitter produces a pulse at both outputs for each input pulse (implements fan-out). (b) A merger produces a pulse at the
output for a pulse at either input (implements fan-in). (c) Non-destructive read-out (NDRO) cell: Input pulses arriving to the READ input propagate to output
Q1 if NDRO is in a “set” state.

Fig. 8. Simulation waveform: (a) DC-SFQ: The incoming DC pulse is converted to an SFQ pulse with a picosecond pulse width, (b) Splitter: An incoming
pulse produces a pulse at both outputs. (c) Merger: An incoming pulse at either input produces a pulse at the output. (d) NDRO: the arrival of the epoch
pulse to the SET input activates the “set” state and allows the propagation of subsequent READ pulses. A pulse at the RESET input clears the state. Thus,
the NDRO acts as a filter. It returns to the “set” state at the arrival of the next epoch.

Fig. 9. Three-stage shift register: (a) Shuttle-flux based. (b) DFF-based.

using a merger. A ring counter generates an accurately-timed
sequence of pulses. A merger is illustrated in Fig. 7(b) [7] and
allows SFQ pulses from either input IN1 or IN2 to propagate
to a single output OUT1.

Inspired from our ring counter, we design a storage buffer

Fig. 10. Data flip-flop (DFF) circuit schematic and simulation waveform.

that stores pulses and preserves their temporal information in
RL (i.e., the delay from the start of the epoch) for any number
of epochs as dictated by control inputs using our SF-SR, as
illustrated in Fig. 12(b). In order words, this circuit can store
RL pulses for any number of epochs, and release the pulse
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TABLE V
A COMPARISON OF DIFFERENT SHIFT REGISTERS AS REPORTED IN THE LITERATURE.

Reference Circuit structure JJ count per cell Power Operating margin Frequency Technology
[27] Shuttle-flux 5 JJ 70uW +/-10 10 GHz Nb/Al2O3/Nb
[36] Shuttle-flux 4 JJ 9uW +/- 19− 24% 2 GHz 200nm YBCO
[11] RSFQ 9 JJ 4uW +/- 15% 12 GHz HYPES 10-level-niobium
[21] RSFQ 8 JJ 1mW +/- 14% 20 GHz Nb/AlO3/Nb
[22] QFP 8 JJ 10nW +/- 32% 10 GHz Nb/Al2O3/Nb

Our Design Shuttle-flux 4 JJ 3.6uW +/- 34% 10 GHz MITLL SFQ5ee

Fig. 11. Area evaluation: Number of JJs for a different number of stages.

in the same time slot of a future epoch, as determined by
control inputs. The SF-SR can store multiple RL pulses as
long as one cell contains at most one pulse. To that end, we
add a nondestructive read-out (NDRO) “feedback” cell in the
feedback loop to control the propagation of data pulses from
the SF-SR’s output back to its input. This NDRO controls
whether pulses reaching the output of the SF-SR are looped
back to the input in order to re-enter the SF-SR and thus
remain stored. The circuit schematic of an NDRO is shown
in Fig. 7(c). The NDRO’s input ports are READ, SET, and
RESET. The READ input comes from the SF-SR’s output and
carries data pulses back to the SF-SR’s input. The NDRO’s
SET input enables this feedback loop by setting the NDRO to
propagate any future pulses from its READ input to its output
(OUT). The NDRO’s RESET input reverts the NDRO back to
its cleared state, where data pulses that arrive at the READ
input port do not get propagated to the NDRO’s output. This
effectively disables the feedback loop so that pulses departing
the SF-SR do not re-enter the SF-SR. SET and RESET are
control inputs.

At the SF-SR’s output we add a splitter (Fig. 7(a)) and
another “output” NDRO in order to control when pulses in
the SF-SR propagate to the final output after they traverse
the last stage of the shift register. Using these two NDROs,
our shift register can hold its contents in a loop, output its
contents to the output, or both. When pulses remain in the
loop, the relative delay between pulses is preserved. Also,
since control signals setting or resetting the two NDROs arrive
at the beginning of the epoch, we also preserve the relative
timing of pulses in relation to the beginning of the epoch.
Therefore, our buffer can store RL pulses for any number of
epochs while preserving each pulse’s value in RL.

To drain pulses stored in the SF-SR, we reset the feedback
NDRO and set the draining NDRO at the arrival of the next
epoch. In the latter case, any pulses exit the SF-SR from left

to right while maintaining their RL timing T, as shown in
Fig. 14. In contrast, when we want the buffer to preserve the
pulses in the SF-SR, we reset the output NDRO and select the
feedback NDRO. In that case, the SF-SR is essentially part of
a loop that keeps pulses going around.

To provide a concrete comparison, we define an RL epoch
that consists of 32 time slots (5 bits of an equivalent binary
representation), as shown in Fig. 12(c). Therefore, each pulse
can represent a value from 0 to 31. We can divide one epoch
into 32 RL time slots of 100ps each for a total epoch duration
of 3200ps. Each epoch holds one RL pulse, allowing us to
configure the SF-SR with a single cell. In Fig. 14 and in order
to reduce area, we configure our SF-SR to have four shift
stages set at 100ps each. To be able to hold the 3200ps-long
epoch, the SF-SR loops back 7 times. It is important to note
that the feedback pulse should not overlap with the previous
pulse to avoid collisions and maintain the shift interval as
the pulse loops back. We need a four-stage DFF-based shift
register to implement the same specifications using DFFs.
However, our SF-SR for this example only requires a pair of
JJs and coupled inductors per shifting interval, which results
in 20% fewer JJs than the DFF-based shift register.

The restriction of only one pulse per epoch stems from
configuring an SR ring counter with one cell. Instead, we can
configure our SF-SR to have as many stages as time slots in an
RL epoch. This allows the buffer to store multiple RL pulses
per epoch, up to one pulse per time slot. This way, we can
store multiple RL pulses without having them interact. We
can also store pulse trains that typically consist of multiple
pulses or even a serialized binary representation. While this
requires more stages, our SF-SR makes this approach much
more practical because of its favorable scaling characteristics
compared to a DFF-based shift register.

A. Shift Buffer Evaluation

Our ring-based, SF-SR RL buffer is particularly useful to
temporarily store information in RL without resorting to ex-
pensive conversions to and from binary representation. Using a
single DFF per epoch would discard the temporal information
that RL relies on to represent values [14]. Our ring counter
based on our SF-SR is the most area-efficient way to store
RL pulses and preserve their temporal information since the
number of time slots in an RL epoch is proportional to the
number of shifting intervals in the shift register. Therefore,
using prior-art shift registers would require more JJs. A
projection graph is shown in Fig. 15. The shift buffer circuit
of Fig. 12(b) has a total JJ count of 56 JJs for a four-stage
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Fig. 12. (a) A simple ring counter based on a shift register (SR). (b) A storage
buffer for RL pulses based on our shift register (SF-SR). (c) An RL epoch
with 32 RL time slots.

Fig. 13. Simulation waveform of the SF-SR-based buffer (Fig. 12). Input
pulses are shown in blue. One pulse arrives at time slot L after time T from
the beginning of the epoch. The number of shifting stages is equal to the
number of time slots in an epoch. The last stage of the SF-SR routes the
output pulse that will arrive at the same time slot in the next epoch, thus
preserving the input pulse’s value in RL.

SF-SR. Finally, Table VI, summarizes the JJ counts of each
building block used to construct the SF-SR-based buffer. If we
scale to 1024 stages, our SF-SR would have 4096 JJs, while
a DFF-based shift register would have 6656 JJs. This means
38% fewer JJs for our shift register-based buffer.

TABLE VI
FOUR-STAGE SR JJ COUNT BREAKDOWN BY SUBCIRCUIT.

*SHUTTLE-FLUX SHIFT REGISTER

Sub-circuit *SF-SR based DFF-based
Shift register 12 24

DC-SFQ 4 8
Mergers 5 5

JTL 4 21
NDROs 28 28
Splitters 3 30

Total JJs 56 97
Power µW 38 144

Fig. 14. Simulation waveform of the SF-SR-based buffer with feedback
control using a four-stage SR. The input pulse is shown in green and arrives
time T after the beginning of the epoch. The shifted pulses corresponding to
the four stages of the SF-SR are S1, S2, S3, and S4. The shifting interval is
set at 100ps and the loop-back delay for the four-stage shifting is 400ps. The
SF-SR acts as a circulating counter. The feedback NDRO in Fig. 12 controls
the number of pulses that loop back to the SF-SR’s input. In this example, the
loop-back NDRO is reset at the beginning of the next epoch (arrival of the
epoch pulse) while the draining NDRO is set. Therefore, the draining NDRO
propagates pulses from the SF-SR’s output to the overall buffer circuit’s output
(OUT).

Fig. 15. Analytically-derived JJ counts for a variable number of shifting
stages. The blue line is the number of JJs for our shuttle-flux shift register
(SF-SR). The orange line is for a DFF-based shift register’s data path, the
gray line for the clock distribution lines and splitters of the DFF-based shift
register, and the yellow line is the DFF shift register’s total JJ count (DFF(JJ)
+ Clk line).

V. APPLICATION II: PSEUDO-RANDOM NUMBER
GENERATOR

A pseudo-random number generator (PRNG) produces a
sequence of pseudo-random numbers suitable for applications
where random numbers are required in a deterministic or
non-deterministic manner. Such applications include Monte
Carlo analysis [38], test pattern generation for ASIC testing,
and modeling [39]. A characteristic of a PRNG is that it
can efficiently produce pseudo-random numbers in a short
time. In addition, it is deterministic, where a given sequence
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of numbers can be produced at any time and are easy to
replay. Finally, a PRNG is periodic, meaning that the sequence
eventually repeats.

One popular method to implement a PRNG is a linear-
feedback shift register (LFSR) whose input bit is a linear
function of its previous state [40]–[42]. Some of the output
bits are combined in an exclusive-OR (XOR) gate to form a
feedback mechanism, as shown in Fig. 16. The only periodic
signal necessary to generate the test pattern is a clock. The
LFSR produces a maximum number of 2n−1 pseudo-random
possible patterns, where n is the number of shift register stages.

Our LFSR implementation is based on our SF-SR. The input
is a DC signal that is then converted to an SFQ pulse through
a DC-SFQ converter circuit. The SFQ input pulse and the
XOR’ed feedback pulse are the two inputs to a merger. The
output of the merger is the input to the N-stage SF-SR. The
output of the shift register is routed to a splitter, where one
output is the input to the feedback XOR and the other output is
the next pulse in the sequence of pseudo-randomly-generated
output pulses. The simulation from Fig. 16 is shown in Fig. 17.

An example of a DFF-based PRNG is presented in [43].
In that implementation, input pulses to the DFF-based shift
register are routed to the data input “D-line” and the clock
input to the input “C-line”. Clock and data pulses propagate
through the shift register. Each D-line and C-line uses a resistor
bias. When we scale up the circuit, this bias will likely have
a higher power consumption compared to our SF-SR, where
the bias resistor is only at the three clock lines. The number
of resistors is only three in our implementation while in a
DFF-based shift register the number of resistors scales up
proportionally to the number of stages. Table VII shows that
the JJ count of a PRNG with a four-stage LFSR using our
proposed SF-SR is 55% lower in comparison to a DFF-based
design.

Fig. 16. Block diagram of a linear feedback shift register (LSFR) used to
implement a pseudo-random number generator (PRNG). The XOR acts as the
mixing element. The two inputs to the XOR are from the last and intermediate
registers, respectively. The XOR’s output (XORout) is connected to the SF-
SR’s input to form a feedback loop.

VI. APPLICATION III: DELAY ELEMENT WITH PARALLEL
SF-SRS

The simple structure of shift registers and low JJ counts of
our SF-SR motivate designing further memory elements for
temporary data storage at high speeds. However, shift register-
based memories such as those based on DFFs traditionally
suffer from large area overheads.

For instance, a data-driven self-timed (DDST) shift register
presented in [44] uses a D3 flip-flop (D3FF) where each

Fig. 17. Simulation waveform of a pseudo-random number generator (PRNG)
using our shuttle-flux shift register (SF-SR) as an LSFR. IN is the input pulse
converted from DC-SFQ. The mixing element’s (XOR’s) inputs are from the
intermediate register X and the last register OUT. The signal XOROUT is
the output from the XOR that is connected back to the first stage via a merger
to form a feedback loop. OUT is the generated random sequence ([OUT =
001011100101111.....]).

TABLE VII
JJ COUNT AND POWER DISSIPATION (STATIC + DYNAMIC) COMPARISON
FOR A PRNG WITH A FOUR-STAGE LSFR. POWER IS CALCULATED BY

MEASURING CURRENT DRAW IN WRSPICE.

Sub-circuit SF-SR-based DFF-based [43]
SR 12 24 32

DC-SFQ 4 8 5
Merger 5 5 -
XOR 9 9 9

Splitter 3 30 30
JTL 2 2 6

Total JJs 35 78 82
Power (µW ) 35 106 120

module has dual-rail inputs and outputs. The D3FF is a
non-destructive memory cell that is a modified version of a
D2FF [45]. It has two data inputs, a clock input, and an output.
The D3FF has 11 JJs, while a typical DFF has 5 JJs.

Another example of a memory-based shift register is pre-
sented in [11], [12]. Its implementation is based on a shift
register cell that consists of a pair of JJs, as well as storage, and
non-storage inductors. The cells are adjacent to each other, and
the clock traverses a series of JTLs and a resistor to provide
a delay to each shifting cell. The drawback of this structure
is the presence of a resistive delay element that increases its
power consumption.

Along similar lines, here we implement two variations of a
delay element that consists of an array of N SF-SRs in parallel
of M stages each. In the first variation of Fig. 18(a), input
data pulses are routed to each shift register using a balancer
tree [15] that distributes input pulses from its single input to
all its outputs in a round-robin manner. For our demonstration,
we use a TFF3-based balancer tree (three outputs). Therefore,
incoming pulses are distributed evenly among the three parallel
SF-SRs. On the output side, a merger tree is used to drain
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Fig. 18. (a) Block diagram of a delay element that functions as a First-in-first-
out (FIFO) shift register. Each SF-SR holds a train of pulses. At the input, a
balancer (TFF3) distributes incoming pulses among the parallel SF-SRs. The
output is accumulated by a merger tree. (b) Block diagram of a delay element
that functions as a serial-in-parallel-out shift register. Similarly, a balancer
(TFF3) distributes the incoming pulses. Each shift register can be configured
to output their pulses at the same or different times.

the data output pulses from each parallel SF-SR. With this
arrangement, the circuit is functionally equivalent to a single
SF-SR (first-in-first-out order of pulses) clocked at N times
higher frequency than each of the N parallel SF-SRs. This
way, we can achieve the functional equivalent of SF-SRs that is
clocked faster than what a single SF-SR can correctly operate
at.

In Fig. 18(b), we implement a serial-in parallel-out (SIPO)
shift register. Similarly, the TFF3-based balancer tree dis-
tributes pulses from its single input across all its outputs in a
round-robin manner. We can configure a different delay for the
second and third SF-SR or clock all three SF-SRs at the same
time after each SF-SR has a chance to receive an input pulse.
In that case, the parallel SF-SRs produce output pulses at the
same time. This circuit can therefore function as a deserializer
that converts a serial train of pulses to an equivalent parallel
representation. Additionally, this circuit can also be used as
a data alignment unit (DAU) that forwards data to multiple
processing elements (PEs) at the same or other pre-defined
times. In the latter case, the parallel SF-SR can have different
delay lengths. DAUs are useful for applications with systolic
array networks and 2D-convolutional operations.

In future implementations, we can consider a demultiplexer
instead of a balancer to enable flexible addressing that allows
the circuit to operate as addressable memory. Since our SF-
SR only uses three bias resistors at the clock, it has a lower
power consumption at every stage than [11], [12] and fewer
JJs than [45].

Fig. 19. Simulation waveform of the shift register-based delay element
with parallel SF-SRs. (a) Shows a waveform that corresponds to Fig. 18(a).
Incoming pulses from input IN are distributed to each shift register (T1, T2,
and T3). Pulses departing any of the three parallel SF-SRs are routed to the
output (OUT) through the merger tree. (b) This waveform corresponds to
Fig. 18(b), where there is no merger tree. Thus, each SF-SR directly drives
its own output. In this example, the three SF-SRs are configured to have
different shifting lengths allowing the pulses to arrive simultaneously.

VII. AREA AND POWER EVALUATION

Table VIII shows an area and power evaluation of the build-
ing block circuits used to implement the three applications we
previously described. Power is separated in static and dynamic.
For dynamic power, we assume that each JJ switches every
time slot. Static power is mostly dissipated at the bias resistors
and can be calculated as Ps = Ib ∗Vb, where Ib is the current
across the bias resistor, and Vb is the voltage input. Dynamic
power is due to the switching of the JJs and can be calculated
as Pd = fΦ0Ic, where f is the switching frequency, Ic is the
critical current and Φ0 is the quantum flux constant.

RSFQ circuits have lower switching energy compared to
CMOS. However, RSFQ circuits dissipate higher static power.
In RSFQ, most of the static power is dissipated at the bias
resistors because of the constant power drawn through them,
while dynamic power is typically in the order of nanowatts
and is dissipated during switching across JJs. An alternative
approach to eliminate the static power dissipated in bias
resistors is to use ERSFQ [46] or eSFQ [47] instead of RSFQ.
In ERSFQ and eSFQ, the DC bias is preserved, while bias
resistors are replaced with series inductors and JJs that regulate
the DC bias current into the rest of the circuit [48]. However,
both eSFQ and ERSFQ impose an area penalty due to the
additional JJs and inductors in the biasing network.

We evaluate area in terms of the number of JJs. Using a
modern SFQ process JJ model, we estimate the area of each
JJ as a function of its critical current that is determined by
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the relationship Ic = Jc ∗ Aj , where Aj is the area of the JJ
and Jc is the critical current density which is determined by
the fabrication process. We also consider the area of the shunt
resistance ARsh, thus JJarea = Aj + ARsh. The inductor’s
physical size is not included in this area estimate. With this
methodology, the single-stage SF-SR has an estimated area of
123µm2. The shift buffer (Section IV) occupies 778.57µm2,
the PRNG (Section V) 546µm2, and the delay element with
three parallel SF-SRs and a merger (Section VI) approximately
1060µm2.

TABLE VIII
METRIC EVALUATION OF INDIVIDUAL BUILDING BLOCK CIRCUITS.

No. of Delay Static Dynamic
Circuit JJs (ps) Power (µW ) Power (µW )

JTL 2 4 3.4 0.01
Merger 5 8 5.0 0.024
Splitter 3 2 5.66 0.01
Inverter 8 8 7.77 0.04
NDRO 10 9.5 7.62 0.04
DFF 6 4 3.68 0.02

DC-SFQ 4 - 3.7 0.0153
SR (cell) 5 8 3 0.072

XOR 9 8 1.74 0.036
TFF3 14 4 14 0.059

VIII. CONCLUSION

Temporal data encodings such as RL can mitigate the
stringent area constraints of modern superconducting device
technologies. In RL, information is encoded as a delay from a
reference signal. Computation is performed by observing the
relative propagation times of signals injected into a circuit.
This paper presents a shuttle flux-based shift register (SF-
SR) used to construct a storage buffer that correctly stores
RL-encoded pulses by preserving each pulse’s delay from
a reference signal. By adding two non-destructive read-out
(NDRO) cells, this SF-SR can preserve indefinitely RL pulses
as well as pulses encoded differently, such as pulse trains
for spiking neural networks. Based on our SF-SR, we also
design a pseudo-random number generator (PNRG) and a
delay element with parallel SF-SRs. Our SF-SR is more area
efficient than state-of-the-art, thus making long RL epochs or
storing long pulse trains practical.
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