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ABSTRACT OF THE DISSERTATION 

 

Clinical Decision Support: Design Strategies and Quality Outcomes in Primary Care 

 

by 

 

Julian William Maxwell Brunner 

Doctor of Philosophy in Health Policy and Management 

University of California, Los Angeles, 2018 

Professor Emmeline Chuang, Chair 

 

In medicine, computers are increasingly used not only to document patient care, but to support 

clinical decisions with relevant medical knowledge and patient information. This function is 

referred to as clinical decision support (CDS). Decades of scholarship have focused on 

evaluating CDS effectiveness, with promising but highly variable results. Having established that 

CDS can be useful, many have turned to more complex questions: what factors make CDS more 

effective and better-received by its users? How does CDS fit in with other strategies meant to 

ensure that clinical decisions are informed by current medical knowledge? When CDS works 

well, why and how does it do so? These are particularly important questions within the 

Department of Veterans Affairs (VA), which has a long history of using CDS, and has a massive 

scale that can enable CDS improvements to affect millions of patients. In this dissertation, I 

explore the use of CDS in VA primary care clinics. In study 1, I use VA-wide survey data to 

evaluate "user-centered design" strategies intended to make CDS easier to use and more 
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effective. In study 2, I link that survey data with administrative records on colorectal cancer 

screening to examine CDS as one of several strategies for implementing evidence-based 

practices. In study 3, I use data from semi-structured interviews with primary care providers at 

VA clinics around Los Angeles to understand how CDS works for a specific clinical decision 

(prostate cancer screening). 

I find that “analysis of impact on performance improvement” is positively associated with 

perceived utility of CDS, but no association is evident for the other three user-centered design 

strategies examined. In assessing CDS efficacy alongside other strategies to support colorectal 

cancer screening, I find that neither CDS, nor any other implementation strategy examined, is 

associated with screening. In the qualitative study, I identify key factors in the effectiveness and 

acceptability of CDS for prostate cancer screening, including: workflow compatibility, the use of 

a trusted clinical guideline, and consultation with the intended users of CDS as part of its 

implementation. 

Conclusion. Judicious implementation and governance of CDS are important determinants of its 

usefulness. 
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Dissertation Introduction 

Clinical decision support (CDS) systems can serve several functions but are best known for their 

ability to identify and disseminate organizational priorities for preventive care, and make 

evidence-based practice more convenient to implement. However, there is substantial variability 

in the outcomes of CDS (1), and the literature is rife with reports of ineffective implementations, 

unintended consequences and even harms (2-5).  

Prior research has attempted to explain variability in CDS outcomes and identify factors 

associated with successful CDS. A systematic review of studies evaluating the ability of CDS to 

improve clinical practice identified 12 different studies that emphasized the importance of 

engaging local users in CDS development (6). Many investigators have attempted to integrate a 

user-centered design approach to developing and implementing CDS – testing CDS before and 

after it is deployed, getting feedback on its usability and effectiveness – similar to the techniques 

that software developers have used for many years to make their products more reliable and 

easier to use (7). These strategies also fit into a tradition of quality improvement (QI) in health 

care, which emphasizes iterative testing, workflow analysis and redesign, and involvement of 

clinical stakeholders in the development and implementation of innovations (8).  

Research on the application of these approaches to CDS, and on CDS in general has been 

hampered by some key limitations, discussed below. The most important and novel contributions 

of this dissertation to the CDS literature are: a) a national scope in evaluating user-centered 

design strategies, b) the inclusion of an array of contextual factors that operate alongside CDS to 

support evidence-based practice, and c) an emphasis on the understudied post-implementation 

phase of CDS use. 
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National-level data on user-centered design for CDS 

User-centered design strategies for CDS have mostly been investigated at one or two facilities 

(9), but have not been explored across a large number of facilities, and, for this reason, have not 

typically taken other organizational factors into account such as IT resources and clinic policies, 

procedures, and culture (10). This dissertation examined user-centered design strategies using a 

national sample of VA primary care clinics, and accounts for multiple relevant organizational 

factors. To complement this quantitative analysis, the dissertation also includes qualitative 

interviews that apply a user-centered design approach to a clinical alert. 

Organizational context of CDS 

Numerous studies have linked CDS use with quality of care outcomes, but controls for other 

organizational factors related to the implementation of evidence-based practice are sparsely 

included in those studies, and interrelationships with those other factors (e.g. performance 

feedback, incentives, clinical champions, dedicated disease management) are underexplored. A 

2014 systematic review (10) concluded that “the most important improvement that can be made 

in health IT evaluations is increased measurement, analysis, and reporting of the effects of 

contextual and implementation factors.” The VA is an excellent setting for this research because 

these contextual and implementation factors within VA clinics have been extensively 

characterized. This dissertation evaluated links between CDS and quality of care – in particular, 

the use of evidence-based preventive practices – while accounting for a rich array of contextual 

(organizational) factors. 
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Post-Implementation Setting 

Studies of CDS have frequently focused on summative evaluations of the adoption of CDS 

systems (1, 11), and have given insufficient attention to the continuous process of updating those 

systems to keep pace with medical knowledge while mitigating unintended consequences (12). 

Now that a substantial number of health care organizations already have electronic health records 

systems with CDS functionality in place (13), the relative lack of research focusing on the “post 

implementation” phase is an increasingly important problem. The VA is a particularly suitable 

setting for exploring the ongoing improvement and updating of CDS because it has had an 

electronic health record with CDS in place since the 1990’s (14).  

Research objectives 

This dissertation included three distinct studies, and used both quantitative and qualitative 

methods to analyze the use of CDS at VA primary care clinics.  

The first study used national surveys of leadership in 250 VA facilities to assess which user-

centered design strategies work best to ensure that CDS supports its users and accomplishes its 

stated goals. Namely, it considered: pilot testing CDS, assessing provider satisfaction, assessing 

usability, and analyzing CDS impact on performance. The study examined the association 

between each of these strategies and the perceived utility of CDS as a tool to disseminate 

evidence-based practices. The hypothesis was that each of four strategies would be associated 

with higher CDS utility. 

The second study used data from the surveys in the first study, linked with quality measures. 

These data were used to evaluate the relationship between CDS and quality of care, as 

exemplified by a measure of colorectal cancer screening. This study sought to help distinguish 
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CDS as a substitute or complement to other tools for supporting evidence-based practice, and 

included patient-level and site-level analyses. The hypothesis was that use of CDS would be 

associated with higher levels of recommended colorectal cancer screening. 

The third study used qualitative interviews with providers to understand the clinical context for a 

specific instance of CDS: an electronic alert about prostate-specific antigen (PSA) screening. 

This study represented an application of user-centered design principles to identify facilitators 

and barriers to evidence-based screening decisions. 

Together, these three studies provide a nuanced view of the role that CDS plays in implementing 

evidence-based practices in primary care. The design and integration of these studies was guided 

by a theory-based conceptual model, described below. 

Conceptual Framework 

Study activities were informed by a conceptual model that built on user-centered design 

principles while still reflecting the clinical and organization context of CDS use: Sittig and 

Singh’s sociotechnical model of safe and effective HIT use in complex adaptive healthcare 

systems (15). The sociotechnical model draws on principles of user-centered design, models of 

human-computer interaction, research in complex adaptive systems, and frameworks designed to 

explore unintended consequences of HIT (2) and determinants of patient safety (16, 17), and 

adds to these models additional detail about the user interface, clinical content, and technological 

infrastructure of the HIT being studied. 

In contrast to models designed to study the dissemination and implementation of innovations, the 

sociotechnical model is particularly well suited to study the use of CDS after the overall CDS 

system has been implemented – i.e. the continuous process of turning clinical practice guidelines 
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into computerized tools that facilitate evidence-based practice, while minimizing potential 

negative impacts of this process on efficiency, communication, provider autonomy, and 

satisfaction. Moreover, the model lent itself to this dissertation because its development was 

informed by analyses of health IT interventions within the VA and it has been used in several 

analyses of CDS implementation and use (18-21).  

The dimensions of the sociotechnical model are described in Table 1, and the operationalization 

of each is summarized in the methods sections below. The dimension “internal organizational 

features” has been modified from its original conceptualization as “internal organizational 

policies, procedures, and culture” to also include structural features of the organization. 

Table 1. Sociotechnical Model 

Sociotechnical Model 

Dimension 

Definition* 

System Measurement & 

Monitoring 

This dimension includes: i) measuring the effect of the HIT intervention on healthcare 

delivery, ii) identifying unintended consequences, iii) measurements of system 

downtime/availability, and iv) actual use of the system (e.g. rates of overriding alerts). 

 

Internal Organizational 

Features 

This dimension includes both structural features of a clinic setting (e.g. its size, types 

of services offered) as well as its policies, procedures and culture. 

 

 

People This dimension includes the users of HIT systems as well as those who design, 

implement, and optimize those systems, and is in part a function of the knowledge, 

skills and training of these individuals. 

 

Hardware and Software  This is a purely technical dimension referring to physical devices and the software that 

keeps those devices running. 
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Human-Computer 

Interface 

This describes the visual presentation of information in a HIT system and the ways 

that users interact with the system. 

  

Clinical Content This might represent the controlled clinical vocabularies that HIT systems reference or 

the clinical guidelines or pathways that they help to operationalize. 

 

Workflow and 

Communication 

This dimension represents the actions that providers and staff take in caring for 

patients and collaborating to support that care. Effective HIT use typically requires a 

balance of the HIT intervention being tailored to accommodate the clinical workflow 

and the workflow being tailored to accommodate the intervention. 

 

External Rules, 

Regulations and 

Pressures 

This dimension refers to the laws, incentives, and regulatory requirements governing 

the use of HIT and the practice of medicine in general. These pressures may emphasize 

particular quality goals, or may dictate the ways that patient information can be used 

and shared. 

 

*Definitions adapted from Sittig and Singh, 2010 

 

Each of the three studies in this dissertation were informed by key dimensions from the 

sociotechnical model. As illustrated in Figure 1, the first and second studies emphasized effects 

of i) system measurement and monitoring, ii) internal organizational features, iii) people, and iv) 

hardware and software computing infrastructure, and examined their relationship with quality of 

care and CDS use. The third study focused on i) the human-computer interface, ii) clinical 

content, iii) workflow and communication, and iv) external rules, regulations and pressures. 
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Figure 1. Conceptual Model 

 

Policy Significance 

By examining CDS from multiple perspectives, the studies in this dissertation should help 

administrators understand the factors that foster successful CDS. In doing so, the findings may 

help health care systems balance the often-competing goals of providing needed services (e.g. 

appropriate preventive care) more consistently, reducing harmful and wasteful overutilization, 

and conserving providers’ time and attention so that they can focus on patients instead of 

computers. 
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Study 1: User-Centered Design to Improve CDS at VA Primary Care Clinics 

Introduction  

Background 

User-centered design draws on cognitive science, psychology, and computer science to make 

information systems more useful and easier to use (1). Though user-centered design has been 

applied to a range of clinical and operational processes, researchers have found it particularly 

relevant to clinical decision support (CDS), the tools that make evidence-based medical 

knowledge accessible and salient (2). There are good reasons for this: CDS can be highly 

effective, but there is substantial variability in the usability, efficacy, and even safety of CDS (3–

6), and user-centered design offers a way to identify and respond to these potential deficiencies 

(7). 

A growing body of literature on user-centered design has helped to disseminate and refine user-

centered design practices and has uncovered important lessons about the application of user-

centered design in a clinical context (8). This research often takes the form of papers that 

propose new approaches to user-centered design or that describe the application of these 

approaches in a clinical setting. However, user-centered design in these studies has often been 

directed or heavily influenced by informatics researchers. This involvement increases the 

possibility that results may differ in settings that do not benefit from the expertise and regular 

participation of experts in informatics whose work is frequently supported by a research grant. In 

addition, most studies on user-centered design of clinical decision support have necessarily been 

conducted within an individual clinical site or a small network of sites (9). There remains an 

opportunity to study user-centered design across many sites with different users, different 

structural characteristics, and different resources, policies, and challenges. These contextual 
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factors have been underexplored not only in studies of user-centered design but in studies of 

health IT in general, with one systematic review noting that “the most important improvement 

that can be made in health IT evaluations is increased measurement, analysis, and reporting of 

the effects of contextual and implementation factors.”(10) 

In this study, we seek to fill these gaps in the literature by analyzing national survey data from a 

census of Veterans Healthcare Administration (VA) health care facilities with large primary care 

caseloads. The survey data provide information about user-centered design practices and the 

perceived utility of CDS. 

We examine user-centered design practices through the lens of organizational behavior and 

implementation science, and this lens informs the type of outcome we evaluate and the types of 

contextual information we consider. We analyze reports of CDS utility from the primary care 

director at each clinic. In VA health systems, the primary care director is responsible for 

supporting population health and evidence-based decision-making across the clinic. These 

reports represent a unique perspective focused on organizational priorities. We also account for 

clinics' resources, implementation climate, and structural characteristics – factors that are 

routinely incorporated in organizational behavior studies, but are rarely represented in studies of 

user-centered design. We take advantage of the variability in clinical practice and organizational 

strategies within the VA (11) which provides study sites that are comparable in many respects 

(e.g. general structure, overall payment model, national leadership) but that differ in meaningful 

and well-documented ways (12). In addition, we present rarely-accessible information about 

user-centered design practices that are not necessarily led by informatics researchers. 
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With these data, we assess which of four user-centered design practices work best to ensure that 

CDS accomplishes its stated goals. Namely, we consider four practices that are recommended by 

multiple guidelines for user-centered design (13–15): 1) pilot testing CDS, 2) assessing provider 

satisfaction, 3) assessing usability, and 4) analyzing the impact of CDS on performance 

improvement. We examine the association between each of these practices and the perceived 

utility of CDS. Each of these practices were hypothesized to be associated with higher perceived 

utility of CDS. 

User-Centered Design Practices 

All four of the user-centered design practices we examined are intended to improve the 

formatting and framing of CDS, and optimize its fit within the clinical workflow. They are also 

designed to help determine which applications of CDS should be retained and which should be 

discarded. The goals and processes of each user-centered design practice are elaborated below: 

Pilot testing is a foundational aspect of software design, human factors, ergonomics, quality 

improvement, and nearly all frameworks for managing change within a complex system (7,16–

18). Published guidance on user-centered design of CDS recommends not only pilot testing but 

iterative testing (13,14); however the limited time and resources available to local clinical 

informatics teams may preclude highly iterative processes. In this analysis, we examined pilot 

testing, a practice that is arguably a bare minimum for user-centered design. 

Provider satisfaction assessment is a modest step toward usability testing: it serves as a rough 

gauge of the acceptability of clinical decision support. In the parlance of quality improvement, 

provider satisfaction assessment functions as a “balancing measure,” (18) that helps to 

determine whether short-term gains in technical quality of care come at the expense of provider 
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and staff well-being. Reduced provider satisfaction is by no means the only potential 

unintended consequence of CDS but it is among the easiest to anticipate and can function as a 

proxy for other important organizational factors associated with care quality (19,20). 

Formal usability assessment is the practice that is perhaps most emblematic of user-centered 

design. It often involves some combination of interviews, focus groups, questionnaires, and 

analysis of clinical artifacts in the name of evaluating the three dimensions of usability defined 

by the International Organization for Standardization (ISO): effectiveness, efficiency, and user 

satisfaction (2,21). These dimensions are evaluated as properties of the interaction between a 

user (e.g. a provider) and the product (CDS) and not as inherent properties of the CDS itself. 

Analyzing the impact of CDS on performance improvement helps to keep CDS goal-oriented, 

and can provide evidence as to whether CDS efforts are helping clinics meet quality targets. It 

is particularly germane at the VA because of the VA’s substantial infrastructure for measuring 

performance at multiple levels of the organization and targeting improvement efforts on the 

basis of those measures. For example, the VA’s External Peer Review Program (EPRP) defines 

clinical quality measures at a national level but delegates most development of computerized 

clinical reminders and disease-specific templates to individual VA medical centers (22). The 

specific measures within EPRP have changed over time to reflect changing goals within the 

VA and new medical evidence, but have consistently included information about preventive 

care (e.g. the provision of important vaccinations and screenings), and other high-value 

practices in both inpatient and outpatient settings. This program is one of several performance 

improvement programs within the VA, with others focusing on, for example, patient 

experience of care (23), patient safety (24), and overutilization (25). 
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These four practices do not reflect the entirety of user-centered design, but are commonly-

recommended, readily-implementable strategies for improving the utility of CDS. As illustrated 

in Table 2, each of the four user-centered design practices studied was explicitly recommended 

by the Healthcare Information and Management Systems Society (HIMSS) toolkit “Improving 

Outcomes with Clinical Decision Support: An Implementer’s Guide” (13) and by the United 

States Department of Health and Human Services (HHS)-funded technical report on “Advancing 

Clinical Decision Support” (14) – resources that are specifically targeted at user-centered design 

of CDS for the purpose of local improvement. The practices are also consistent with the Rapid 

Assessment Process (RAP), a methodological approach that is geared toward understanding how 

and why health IT systems succeed or fail while providing “actionable information” to 

organizations about their health IT systems. Two of the four practices are explicitly 

recommended within the RAP framework and all four are consistent with the RAP approach 

(15,26,27). 

Table 2. User-Centered Design Practices for Clinical Decision Support 

User-Centered Design Practice Survey Item Recommended By 

 Which mechanisms are usually used to develop computerized clinical 

reminders and/or disease-specific templates?: 

 

Pilot testing Test piloting reminders prior to full scale implementation HIMSS; A-CDS; 

RAP 

Provider satisfaction assessment Post implementation assessment of provider satisfaction HIMSS; A-CDS; 

RAP 

Formal usability assessment Formal evaluation of reminder usability (human factors or usability 

assessment) 

HIMSS; A-CDS 

Analysis of impact on 

performance improvement 

Analysis of reminder impact on performance improvement HIMSS; A-CDS 

HIMSS = Improving Outcomes with Clinical Decision Support: An Implementer’s Guide; A-CDS = “Advancing Clinical 

Decision Support” Technical Report; RAP = Rapid Assessment Process 
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Methods 

Setting and Sample 

The VA is the largest integrated healthcare delivery system in the United States, with hospital 

and community-based clinics that span all 50 states. By the end of 1999, when electronic health 

record systems were sparsely adopted across the US, all VA facilities had implemented an EHR, 

on a common platform, with computerized provider order entry and integrated CDS (28). The 

VA’s early adoption of health IT makes it a particularly informative setting for this research: in 

2006, the VA was at the stage of CDS use that many other health care systems have yet to begin: 

the stage of continuously updating and improving the medical knowledge and user interface of a 

system that is already in place. 

VA facilities are organized into VA medical centers, typically anchored at a hospital. Most VA 

medical centers are affiliated with multiple primary care clinics – usually one clinic based at a 

hospital and multiple clinics based in the community. 

The survey data we use, the Clinical Practice Organizational Survey (CPOS) (29), was 

developed by VA investigators to study organizational influences on quality of care including 

but not limited to health information technology. The content of the survey is based on input 

from a steering committee comprised of representatives from several research and operational 

offices within the VA, as well the National Committee for Quality Assurance and the Kaiser 

Health Institute. The CPOS encompasses over 1,000 variables addressing processes and tools for 

the management of clinical operations, resource sufficiency, and barriers to quality improvement. 

The survey has an emphasis on primary care, but includes inpatient care as well. The team that 

developed the survey used pilot testing and cognitive interviewing to verify that VA clinical and 

managerial leaders interpreted items as intended (30).  
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To facilitate the study’s emphasis on clinic-level factors, and to put the investigation into the 

broader context of research on strategies to support implementing evidence-based practice, we 

grouped measures according to domains from organizational behavior and implementation 

research (31). The use of these domains helps reflect the depth of available information about 

clinics’ structural characteristics, implementation climate, and available resources. 

Data for this study were drawn from two modules of the CPOS administered in 2006-2007: a 

chief of staff survey and a primary care director survey. The primary care director survey (the 

clinic-level survey) includes data from 250 clinics, which represents a 90% response rate. The 

VA medical center chief of staff survey includes data from 111 respondents, representing an 

86% response rate (29). Each chief of staff reported on the use of user-centered design practices 

for his or her entire VA medical center, and these responses were attributed to all primary care 

clinics under their control, an average of two clinics for each chief of staff. 

Data from the two survey modules were merged, which resulted in a sample of 193 clinics with 

data from both modules. Because our analyses require data from both modules, clinics with data 

from only one module were not included. None of the 193 clinics were missing observations of 

the outcome (perceived CDS utility), but 23 were missing at least one observation of a covariate, 

which resulted in a final analytic sample of 170 clinics. We examined characteristics of the 

omitted clinics, and confirmed that they did not systematically differ from clinics with complete 

data, with the exception of two variables: clinics excluded because of missing data were less 

likely to report that they conduct analyses of provider satisfaction after implementing CDS (35% 

vs 62%), and scored lower on a measure of CDS customization by roughly half a point on a 4-

level Likert scale. We also ran a model excluding the 4 variables that most contribute to 
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missingness, which yielded a sample size of 185; the coefficient estimates in this model were 

similar to the estimates in the primary analysis. Our secondary analysis of data was approved by 

the Institutional Review Boards at the VA and the University of California, Los Angeles. 

Measures 

Perceived utility of CDS 

Perceived utility of CDS was operationalized as a 3-item measure (⍺ = .77) reflecting the key 

intended benefits of CDS: improving the dissemination of new information (e.g. new medical 

evidence), reducing medical errors, and supporting the clinical decision-making process (32). 

This measure was drawn from the primary care director survey module, i.e. was collected 

directly at the clinic level. A table illustrating the full model specification is available in the 

appendix.  

User-centered design practices 

User-centered design practices are represented by four yes/no questions following the prompt: 

“Which mechanisms are usually used to develop computerized clinical reminders and/or disease-

specific templates?”: 1) test piloting reminders prior to full scale implementation; 2) post 

implementation assessment of provider satisfaction; 3) formal evaluation of reminder usability 

(human factors or usability assessment); 4) analysis of reminder impact on performance 

improvement. The use of these practices is reported by the VA medical center chief of staff, and 

in most cases applies to multiple primary care clinics affiliated with each VA medical center. 

These indicators were selected because they embody the principles of user-centered design that 

pertain most directly to the use of CDS and could be ascertained from the Clinical Practice 

Organizational Survey. 
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Additional covariates were chosen on the basis of their theoretical or empirical associations with: 

a) the effective implementation and use of CDS, or b) clinic directors’ perceptions about 

computer-based approaches to improve the quality of care. This includes clinics’ structural 

characteristics, implementation climate, and available resources. Constructs with ⍺ > .7 were 

represented in the model as a mean across items; otherwise, items were specified separately. 

Structural Characteristics 

We included three measures of the structural characteristics of each primary care clinic: its 

“type” (i.e. whether it is a hospital-based clinic or a community-based outpatient center), its size 

as measured by the number of unique patients (in 1,000s) seen at the primary care clinic in the 

year the survey was administered, and its academic affiliation status (i.e. whether the clinic has a 

primary care training program) (11,33). 

Implementation Climate 

Studies of the implementation of innovations in health care organizations have operationalized 

implementation climate in a number of ways; the construct is typically innovation-specific, in 

that items that describe it refer to the innovation itself (34). The measures of implementation 

climate we included describe the implementation of evidence-based practices, as opposed to the 

implementation of CDS itself. We chose this approach because the study is focused on the role 

of CDS in supporting evidence-based practice and performance improvement. 

The analysis incorporated 7 different measures of implementation climate. We included a 

measure indicating whether primary care providers are required to observe explicit practice 

guidelines, and a measure indicating whether providers sometimes turn guideline prompts off. 

The latter was included because turning guideline prompts off may suggest that providers are 
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customizing the CDS system to reduce alert fatigue, or, alternatively, may suggest that there are 

fewer opportunities for CDS to play a role in clinical decisions (35). This variable was reported 

at the VA medical center level because it was unavailable at the clinic level. Two items 

representing competing demands were included: one represents difficulty making changes in the 

practice because providers and staff are busy seeing patients; the other describes the extent to 

which competing demands across initiatives are a barrier to improving performance. Items 

representing resistance to performance improvement were also included: resistance from primary 

care providers, from local managers, and from local support staff.  

Available Resources 

Three measures of available resources previously shown to affect implementation and perceived 

efficacy of health information technology were included (31, 36- 38): A measure of IT staff 

sufficiency included both technical staff (e.g. Information Resource Management) and the staff 

in charge of maintaining the clinical content of the electronic record system (⍺ = .80). A measure 

of the adequacy of health IT training was also included (⍺ = .88), along with a single-item 

measure of access to medical informatics expertise, specified at the VA medical center level.  

 

Statistical Analysis 

We examined descriptive statistics for the sample, as well as for excluded observations to 

determine whether missing observations were missing at random. We also examined correlations 

among independent variables to identify potential collinearity. Only two pairs of items had 

correlations greater than 0.5: clinic type (hospital-based vs community-based) was correlated 

with clinic size (r = .589), and resistance to performance improvement from support staff was 
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correlated with resistance to performance improvement from local managers (r=.592). No 

changes were made to the primary model on the basis of these correlations, but a sensitivity test 

examined a model excluding clinic size and resistance from local managers. Statistical analyses 

were conducted with Stata 13 (36). 

Primary Analysis 

A random intercept model was used to account for clustering of clinics within VA medical 

centers, while permitting examination of cluster-invariant factors (user-centered design practices 

reported at the medical center level). In initial analyses, a fully unconditional random intercept 

model had an ICC of 0.243. We also examined a model with random slopes and intercepts, but a 

likelihood ratio test did not support the addition of random slopes (p = .981). Because the 

outcome was the mean of three Likert items, with several non-integer values, we treated it as 

continuous. We also evaluated square root and natural log transformations of the outcome, and 

neither transformation improved the normality of the distribution. In addition, we examined 

results stratified by clinic type (hospital-based vs. community-based) to determine whether 

associations were similar across settings. 

Sensitivity Analyses 

We conducted several sensitivity analyses to evaluate the robustness of our findings: we 

examined each of the 3 outcome items in separate models to determine whether there were 

different associations with different aspects of perceived CDS utility. We also tested different 

modeling approaches to evaluate model fit statistics and to verify that results were consistent 

across model specifications: we tested a naïve regression model, a clustered regression model 

with robust standard errors, and a generalized estimating equation model. We excluded some 
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potentially relevant variables in our primary model in order to avoid overfitting, but as a 

sensitivity test we also evaluated a model with those covariates included – namely, measures of 

the extensiveness of CDS use at each clinic, a measure of clinic complexity developed by VA 

researchers (33), a measure of the primary care director’s authority over operational changes 

within the clinic, and a measure of the sufficiency of available computers. To further protect 

against overfitting, we examined the sequential inclusion of each domain of covariates, with and 

without the primary regressor. 

 

Results 

Descriptive Results 

Perceived CDS utility was relatively high overall, with a mean of 4.17 (+/- .67) out of 5 on the 

composite measure. The distribution of the items that comprise perceived CDS utility are shown 

in Figure 2. 

Figure 2. CDS Utility Rated by Primary Care Directors (n = 193) 
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Some user-centered design practices were much more common than others: analysis of reminder 

impact on performance improvement was reported at 79% of clinics, while formal usability 

assessment was reported at 36% (Table 3). There was substantial variability in clinics’ structural 

characteristics, and measures of implementation climate and of available resources were fairly 

moderate, with average scores falling near the middle of the 5- and 4-level scales. 

Table 3. Characteristics of VA Primary Care Clinics (n = 170) 

Clinic Characteristics Mean (or %) SD 

Perceived CDS utility 4.42 0.68 

User-centered design practices   

      Pilot testing CDS (%) 73.5  

      Assessing provider satisfaction after implementation (%) 62.4  

      Formal usability assessment (%) 35.9  

      Analysis of CDS impact on performance improvement (%) 79.4  

Structural Characteristics   

      Community-based clinic (vs. hospital-based) (%) 52.9  

      Academic affiliate (%) 50.6  

      Unique patients at the clinic (thousands) 28.0 19.4 

Implementation Climate   

      Required guideline use (%) 42.4  

      Health IT use / customization (1-5) 2.88 1.09 

      Competing demands (1-5) 3.46 0.71 

      Hard to make changes because busy seeing patients (1-5) 3.67 1.04 

      PCP Resistance to Performance Improvement (1-4) 2.11 0.75 

      Local Manager Resistance to Performance Improvement (1-4) 1.74 0.76 

      Support Staff Resistance to Performance Improvement (1-4) 2.05 0.84 

Available Resources   

      IT staff sufficiency (1-5) 2.91 1.13 

      Access to medical informatics expertise (1-5) 3.44 1.06 

      Health IT training adequacy (1-5) 2.69 0.92 

CDS = Clinical Decision Support; IT = Information Technology; PCP = Primary Care Provider 



23 

 

Regression model results 

We hypothesized that each of the four user-centered design practices would be associated with 

perceived CDS utility. One of the four practices (analysis of CDS impact on performance 

improvement) had a significant association, b =.47 (p<.001), controlling for other variables in the 

model and adjusted for clustering (Table 4). A subgroup analysis showed that the association is 

present in hospital-based clinics, b =.34 (p<.05), but is stronger at community-based clinics, b 

=.61 (p<.001). There was no observed association for the other three user-centered design 

practices we examined. 

None of the additional explanatory variables had a statistically significant association with the 

outcome. The statistical significance of the explanatory variables of interest (the user-centered 

design strategies) was consistent across all sensitivity analyses. In addition, the direction and 

approximate magnitude of the statistically significant association was similar across all analyses.  

Table 4. Multilevel Model of Perceived Utility of CDS 

Domains Explanatory Variables Model 

Coefficient 

User-Centered 

Design Practices 

 

Test piloting reminders -0.19 

Assessments of provider satisfaction after implementation 

 

-0.11 

Formal usability assessment 

 

0.00 

Analysis of reminder impact on performance improvement 

 

0.47*** 

Structural 

Characteristics 

Community-based clinic (vs. hospital-based) 0.20 

Academic affiliate 0.12 

Unique patients at the clinic (1000s) 0.00 

Implementation 

Climate 

Required guideline use 0.16 

Providers sometimes turn guideline prompts off -0.02 

Hard to make changes because busy seeing patients -0.07 



24 

 

Competing demands across too many initiatives  -0.05 

PCP resistance to performance improvement 0.05 

Local manager resistance to performance improvement 0.03 

Local support staff resistance to performance improvement 0.00 

Available 

Resources 

IT staff sufficiency 0.02 

Access to medical informatics expertise -0.03 

Health IT training adequacy 0.05 

 Constant 4.03 

*p< .05 **p<.01 ***p<.001; PCP = Primary Care Provider; IT = Information Technology 

 

Discussion 

This study is one of the first to examine user-centered design practices for CDS across more than 

a handful of clinics. We identified widespread adoption of user-centered design practices with 

the exception of formal usability assessment, which was reported at only 36% of clinics. Our 

analyses also revealed high ratings of CDS utility, with the majority of respondents agreeing that 

CDS is useful, but also identified some variation in these ratings. 

The results are highly supportive of the practice of analyzing the impact of CDS on performance 

improvement. To understand the implications of this finding, it is helpful to understand its 

context: performance measures are analyzed in multiple ways at multiple levels of the VA. 

Perhaps most relevant is that site leaders, including primary care directors, are accountable for 

quality measures, and these measures are monitored regularly by regional and national 

leadership. At many clinics, individual provider-level measures are also tracked and in some 

cases presented to providers (37). Given this robust and long-standing system of performance 

measurement, it is intuitive that a mechanism linking CDS to these measures would be helpful. 
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The results of this study also suggest that analyzing the impact of CDS on performance 

improvement, though related to user-centered design, is distinct from other user-centered design 

practices, and may have a different type of influence on the effectiveness of CDS. These other 

user-centered design practices (pilot testing CDS, assessing provider satisfaction, formal 

usability assessment), which have been shown to be important and meaningful in other studies 

(38,39), may be inseparable from the implementation climate and the organizational resources 

that enable them to take place. However, aspects of the study design (described in section 4.1) 

may bias results toward the null, so the absence of observed associations must be interpreted 

with caution. 

Study Design and Setting 

Our use of two separate surveys, with separate groups of participants, is an important asset to the 

study. A handicap for a great deal of survey-based research is that it frequently relies on a single 

person to report both the outcome and explanatory variables. This is a particular concern when 

the relevant survey items are at all subjective: perhaps administrators who think that their clinic’s 

activities qualify as “user-centered design" are also more likely to have a charitable opinion of 

CDS - either because they have a more positive disposition, or because they themselves oversaw 

these user-centered design practices, and would like to believe that those practices have been 

effective. This study overcomes that common limitation by linking two surveys together, with 

one survey providing the explanatory variables of interest, and the other survey providing the 

outcome and covariates. This design adds to the credibility of the statistically significant 

findings, but also merits particular caution in the interpretation of the null findings, especially 

because of the “one to many” linking of the two surveys - i.e. a single VA medical center chief 

of staff reporting the user-centered design practices on behalf of multiple clinics.  
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The study also benefited from its inclusion of sites regardless of their funding for informatics 

research or involvement of informatics researchers in user-centered design, thereby better 

reflecting user-centered design “in the wild.” This does not mean that sites with informatics 

research funding were excluded (we do not have data that would permit such an analysis), but it 

means that the study was able to take a wider, more representative view of user-centered design 

practices. 

The timing of the data collection is also meaningful for the interpretation of the results: data were 

collected after all sites had been using some version of CDS for at least 8 years (28), so this 

study contributes to the body of research on the ongoing improvement and maintenance of CDS, 

which is a much less studied period of time than the years immediately following the new 

implementation of a clinical decision support system. As the number of organizations using CDS 

grows, the assessment processes surrounding new CDS “rules” (i.e. new decision support) for 

existing CDS systems will become increasingly important. There are changes that have occurred 

within the VA since these surveys were fielded in 2006-07, but the timing actually improves the 

study’s relevance to clinics outside the VA with much shorter histories of CDS use. 

The data were also collected before the passage of the Health Information Technology for 

Economic and Clinical Health (HITECH) Act that dramatically altered health IT in the private 

sector of the United States (40). In some ways, the “meaningful use” provisions of the HITECH 

act served to make the environment in the private sector more similar to the environment within 

the VA: well before the HITECH Act, the VA had fostered the adoption of CDS by a) 

developing CDS for some conditions at a national level, and rolling it out to VA facilities across 

the country, and b) holding VA medical centers and regional networks accountable for health 
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care quality indicators, and encouraging those medical centers to develop CDS related to those 

indicators. The HITECH Act provided the federal government with a less-direct mechanism for 

encouraging the effective use of CDS in the private sector: namely, adjustments to 

reimbursement from Medicare and Medicaid. But because most care within the VA is paid for by 

the VA itself, and not by Medicare or Medicaid, HITECH’s influence on the VA was modest. 

This study is among the many health informatics studies conducted at large healthcare systems 

with homegrown information systems. This category of research can provide insights into what 

is possible with sufficient flexibility and control of a system, and helps identify some of the 

negative implications of systems that do not permit health care organizations to make changes on 

the basis of their own investigations. The vendor-developed (3rd party) EHR systems and CDS 

systems in use at an increasing number of hospitals are often criticized for lacking this flexibility 

(41). 

The VA’s capacity for performance measurement is also a factor in the interpretation of this 

analysis. Outside the VA, most health systems have a much smaller infrastructure for 

performance measurement, and have likely placed relatively less emphasis on those activities in 

the past. This difference may be diminishing as payers increasingly shift to value-based payment 

systems (e.g., Medicare's Merit-based Incentive Payment System), thereby placing pressure on 

primary care practices to invest in such an infrastructure. Still, the nature of performance 

measurement remains different at the VA, which has measured and reported its performance to 

Congress for decades. 
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Study Outcome 

There are inherent limitations in the use of a subjective measure of CDS utility, and utility from 

the perspective of primary care clinic directors may diverge from the utility perceived by other 

clinicians who use the system on a regular basis for patient care. However, supporting clinical 

decision-making, disseminating information about medical best practices, and reducing medical 

errors are among the central responsibilities of primary care directors at the VA, which makes 

them well-positioned to assess the usefulness of CDS in supporting these aims. Evaluations of 

health IT systems frequently use clinical or operational data from the systems being evaluated, 

e.g. clinical quality measures, orders placed, clicks recorded, etc. But qualitative research on 

health IT implementation supports the notion that a good way to assess whether a health IT 

system is functioning well is to ask a person who depends on that system (2). 

The outcome measure was also bolstered by sensitivity analyses. These analyses, beyond 

illustrating that the findings were robust, show that the findings are consistent across each of the 

3 aspects of perceived CDS utility: supporting clinical decisions, improving the dissemination of 

new information, and reducing medical errors. 

Measures of User-Centered Design 

Our findings are best understood in the context of a growing awareness of usability issues and 

the potential value of user-centered design for CDS: of 120 usability studies published in the last 

25 years, 88% were published in the last 10 years (42). These studies occur at several phases of 

system development and deployment (requirements/development, prototyping, etc.), but the 

majority are implementation / post-implementation evaluations, and our analyses shed light on 

this important subset of user-centered design. 
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The survey data we use are highly informative but are not a comprehensive representation of 

user-centered design. The research team that developed the survey conducted cognitive 

interviews and pilot tests to ensure consistent interpretations of survey questions; however, as 

with all surveys, some variability in how respondents interpreted questions may have persisted 

and contributed to measurement error.  

Conclusions 

The first implication of these findings is that analyzing the impact of CDS on performance 

improvement appears to be important and useful, and should be done more consistently. The 

practice was significantly associated with the perceived utility of CDS across all model 

specifications adjusting for a wide range of other factors, and indeed it was the only practice to 

show an association with perceived utility of CDS in this study. This finding provides 

quantitative support to qualitative work conducted in diverse practice settings that similarly 

highlighted the value of linking CDS to quality goals and performance improvement (26). The 

association does not necessarily mean that VA medical centers that already analyze the impact of 

CDS on performance improvement should do so more often, or more extensively; we could not 

evaluate a “dose-response” relationship. However, the study did find that the association was 

particularly strong for community-based clinics, which further supports the value of this practice 

as a way to improve CDS at clinics that are less connected to VA medical center resources, and 

have fewer opportunities to be influenced by the culture of improvement that can be fostered at a 

large academic medical center. 

The process of evaluating the impact of CDS on performance measures is not costless: it requires 

an investment of time and resources, and we were not able to evaluate these investments in this 
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study. Indeed, this is true for all four of the user-centered design practices we examined: we 

sought to evaluate their potential benefit, but a description of the costs of these practices was 

beyond the scope of the study. In addition, the over-application of performance measurement has 

the potential for unintended consequences, particularly at organizations that have already 

achieved high levels of performance (43), but this analysis helps identify an underappreciated 

way that performance measurement can be constructive. 

Research on clinical decision support has often highlighted the impact of factors that are 

extremely difficult to change such as provider workload and time constraints (44). This study 

took structural characteristics and implementation climate into account, but explicitly examined 

individual practices that can be adopted fairly readily. Given the VA’s infrastructure for 

performance measurement and improvement, drawing connections between these measures and 

CDS is a highly feasible step that facilities can take to improve CDS (45,46). These findings 

have the most direct relevance within the VA, which has a long history of performance 

improvement and of CDS, but clinics outside the VA increasingly face similar performance 

improvement imperatives, and are rapidly adopting CDS systems that mirror the ones the VA has 

used for years (47). 

In many respects, CDS is emblematic of the many changes that accompany the transition from 

volume to value: it has the potential to transform the practice of medicine, but its effectiveness is 

highly dependent on the way it is implemented and maintained. Our analysis identifies high 

average levels of perceived CDS utility, but also points toward informative variability. In doing 

so, the study represents a step toward understanding the mutable factors that distinguish the 

clinics most successful in using CDS. 
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Study 2: CDS for Colorectal Cancer Screening 

 

Introduction 

A wealth of evidence supports the efficacy of screening for colorectal cancer (CRC), but 

substantial variability exists in screening rates (1). The Veterans Health Administration (VA) has 

achieved relatively high rates of screening – aided by a range of programs focused on systems 

and providers (2). However, screening rates still vary across VA clinics (3). 

Research on barriers and facilitators to CRC screening has examined patient-level factors as well 

as provider- and organization-level factors (4–6). A substantial body of research has 

characterized racial/ethnic disparities in screening and has sought to explain and mitigate those 

disparities, along with other demographic factors associated with screening (7,8). However the 

largest and most consistent predictor of screening is a provider’s recommendation (4,9–11), 

which has led researchers to consider organizational factors that encourage providers to facilitate 

appropriate screening (3,7,12).  

Previous VA-based research has explored organizational factors associated with screening rates, 

and identified the importance of clinic leaders’ autonomy over the internal structure of care 

delivery, and “clinical support arrangements” for screening (e.g., computers, appropriate 

equipment, patient education space) (12). This research has been complemented by qualitative 

work seeking to identify more granular practice-based factors that might support CRC screening: 

in a series of interviews with providers, Rosenwasser et al (13) identified a “lack of effective 

reminder systems” as a prominent practice-related barrier to appropriate screening. Such 

“reminder systems” belong to the larger category of clinical decision support (CDS), which 
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includes electronic health record system-based reminders and disease-specific templates, and a 

host of other electronic tools to help support clinical decisions and to make medical knowledge 

more accessible and salient. However, the role of CDS in supporting CRC screening remains 

underexplored. 

The objective of this analysis is to evaluate the relationship between CDS and CRC screening 

while accounting for other organizational characteristics. An important strength of earlier VA-

based research on CRC screening is that it has operationalized and measured the organizational 

context within which screening decisions and CDS take place. Characterizing these contextual 

factors was highlighted by systematic review as “the most important improvement that can be 

made in health IT evaluations.” (14) An understanding of the role of CDS in the context of other 

tools to support screening will allow CDS to be to be deployed more strategically and 

effectively. Our hypothesis is that CDS will be associated with higher CRC screening rates. 

Methods 

Data for this aim are drawn from an organizational survey and from linked quality measures of 

42,098 patients from the VA’s External Peer Review Program (EPRP). The conceptual 

constructs and corresponding measures we used are listed in Appendix A. 

Data Source for Quality Measures: 

EPRP captures measures related to primary and specialty care, extracted via chart review of a 

sample from each clinic in 2007-08. EPRP measures are defined by a group within the VA that 

prioritizes evidence-based practices from clinical practice guidelines and develops detailed VA-

relevant definitions and exclusion criteria for each measure, as illustrated in Appendix B. 
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Survey Data: 

This study uses data the primary care director module of the VA’s Clinical Practice 

Organizational Survey (CPOS) (3) administered in 2006-2007. This survey module includes 

responses from 250 clinics, which represents a 90% response rate (3). 

Measures 

Primary outcome 

This study’s primary outcome measure is CRC screening. This measure is analyzed at the 

individual patient level (dichotomous) and at the clinic level (% of eligible patients screened).  

The definition of the measure is described in detail in Appendix B, and follows the VA’s 

External Peer Review Program (EPRP) that adapts measure specifications from clinical practice 

guidelines for use in the VA. The measure indicates which participants, out of those who are 51-

80 years old at the time of a visit, have documentation of at least one of the following: Fecal 

occult blood test (FOBT) during the past year, flexible sigmoidoscopy during the past 5 years, 

colonoscopy during the past 10 years, or double contrast/air contrast barium enema during the 

past 5 years. 

Primary regressors 

Use of CDS is represented by two dichotomous variables indicating whether the clinic uses 

either a computerized reminder or a specialized template to promote that preventive practice, as 

reported by the primary care director. While “clinical decision support” can also refer to other 

tools such as dashboards with feedback on quality indicators, or information retrieval 

mechanisms embedded within an electronic health record system (15), this project focuses on 

reminders and templates because they can directly reflect organizational priorities for 

performance yet are distinct from population-level quality measurement and feedback, and their 

role in the clinical workflow gives rise to unique challenges and opportunities (16,17). 
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Covariates 

Other factors to be considered for inclusion in models for this analysis were identified on the 

basis of studies identifying organizational predictors of CRC screening. The clinic-level and 

patient-level covariates listed below were each identified as significant predictors of colorectal 

cancer screening within the VA (12). 

Other Tools to Support CRC Screening: we included covariates that are specific to CRC 

screening, including: performance profiling and feedback to providers, incentives, use of a 

designated local clinical champion, use of a delegated RN, and provider education. 

Other clinic characteristics: we included measures of the size of the practice, the primary care 

director’s authority over clinical protocols, and the sufficiency of clinical support arrangements. 

Patient characteristics (for patient-level analyses): we incorporated measures of age, gender, 

income, and each patient’s number of visits in the prior year. The operationalization of these 

variables is further described in an earlier VA study on predictors of colorectal cancer screening 

(12). While race/ethnicity is an important factor in CRC screening, this variable was not 

available for the majority of our sample. An analysis including patient race/ethnicity was 

conducted as a sensitivity test, with listwise deletion of observations that have no race/ethnicity 

information available, but the primary analysis does not include this variable. 

The internal consistency of multi-item scales was evaluated, and scales with low Cronbach’s 

alpha values were disaggregated. Also, the distribution of each of the covariates was examined 

and the variables were parameterized accordingly. 
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Statistical Analyses 

We evaluated the relationship between CDS and CRC screening at two different levels of 

analysis. A patient-level analysis adjusted for patient-specific covariates that might be related to 

CRC screening (in addition to site-level covariates), with each individual patient’s screening 

status as the outcome. A site-level analysis focused on the clinic characteristics that might be 

predictive of screening, with the outcome defined as the proportion of eligible patients screened. 

Patient-Level Analysis: 

We examined the distributions of the sample of eligible patients screened and not screened, and 

compared the groups using chi-square tests for categorical variables and t-tests for continuous 

variables. 

To evaluate the association between CDS and CRC screening, we used a generalized estimating 

equation (GEE) model – an approach that has been used in previous studies using EPRP data 

(18). The model uses a logit link to reflect the binary outcomes and an exchangeable working 

correlation matrix to account for clustering at the clinic level. Such a model assumes the same 

correlation among all units within a cluster, and provides estimates of marginal effects. The 

relatively large number of clusters (250 clinics) also makes this an appropriate analytic approach. 

The primary model includes all of the theoretically-derived covariates. We examined the patterns 

of missing data to identify potential threats to the validity. We also performed additional patient-

level analyses to determine the robustness of our findings: 

Subgroup Analyses: we examined results in community-based outpatient clinics and hospital-

based primary care clinics separately, as well as analyses stratified by patient gender (19). 
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We also conducted an analysis that included race/ethnicity as a covariate; this analysis was 

only possible to conduct in the relatively small subgroup of participants for whom 

race/ethnicity is known. 

Logistic regression with cluster-robust standard errors: An alternative model analyzed the 

data using traditional multivariate logistic regression techniques with robust standard errors 

that take into account clustering at the clinic level. This conservative approach provides 

another test to help evaluate the robustness of the results. 

2-level and 3-level models: we also used a 2-level model with a random intercept specified at 

the clinic level, and a 3-level model with random intercepts at the clinic and VA medical 

center levels. These models provide an alternative way to account for the clustering of 

patients within clinics and within VA medical centers. 

Clinic-Level Analysis: 

We also analyzed predictors of the proportion of eligible patients screened for CRC at each clinic 

using logistic regression. Though logistic regression techniques are commonly applied to 

dichotomous outcomes, they are also useful for analyzing continuous outcomes bounded by 0 

and 1. We excluded patient-level variables from the primary clinic-level analysis, but, as a 

sensitivity test, we also analyzed a version of the model that included the mean levels of patient 

characteristics in the clinic. 
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Results 

Descriptives 

The overall proportion of patients screened was 78%. Clinic-level screening rates ranged from 

54% to 95%, but the vast majority of clinics screened between 70% and 90% of eligible patients 

(Figure 3). 

Figure 3. Clinic-Level Screening Rates 

 

95% of patients were seen at clinics that use electronic reminders for CRC screening and 40% 

were seen at clinics that use an electronic template for colorectal cancer screening. 

 

 

 

0
1

0
2

0
3

0
4

0
5

0

C
lin

ic
s

.5 .6 .7 .8 .9
Proportion Screened for CRC



42 

 

Table 5. Patient and Clinic Characteristics by CRC Screening Status 

Variable Not Screened  

(n = 9,137) 

Screened 

(n= 32,961) 

p-value 

Primary Predictors 

Reminders 94.5% 95.1% .01 

Templates 40.2% 39.2% .08 

Other Tools to Support CRC Screening 

Profiling and feedback 60.2% 59.5% .23 

Incentives 23.8% 22.9% .05 

Clinical champion 27.4% 27.5% .92 

RN disease manager 7.3% 8.2% .01 

Provider education 40.7% 42.2% .01 

Other clinic-level covariates  

Clinic size (Unique patients, in 1,000s) 36.45 (SD:20.85) 35.62 (SD: 20.23) <.001 

Community-Based Outpatient Clinic 31.2% 31.9% .20 

Local authority over clinical protocols (1-4) 2.98 (SD: 0.70) 2.99 (SD: 0.69) .49 

Sufficiency of clinical support arrangements (1-

5) 

3.56 (SD:0.74) 3.58 (SD: 0.73) .02 

Patient-level covariates  

Age   <.001 

50-65 66.1% 51.5%  

65-75 20.6% 28.1%  

75+ 13.3% 20.4%  

Female 3.1% 2.8% .09 

Income   <.001 

<10k/year 30.3% 27.8%  

$10-19k/year 28.2% 25.6%  

$20-29k/year 20.2% 20.3%  
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$30k+ / year 21.3% 26.3%  

Race / ethnicity   <.001 

White 69.7% 75.8%  

Black 21.6% 17.6%  

Other Race* 8.8% 6.7%  

Number of visits (In the past 12 months):   <.001 

<6 38.8% 33.7%  

6-10 38.3% 41.0%  

11+ 22.9% 25.2%  

*Combines Hispanic White, Asian, and other race/ethnicity categories 

CRC = Colorectal Cancer; RN = Registered Nurse 

 

Unadjusted differences in the clinic characteristics of those screened and those not screened were 

modest: none of the variables differed by more than two percentage points (Table 5). Though the 

magnitude of the differences were small, several of them were statistically significant: the use of 

reminders, the presence of an RN disease manager for CRC, and the use of provider education on 

CRC were all more common at the clinics of patients who were screened; these clinics were also 

on average slightly larger in size. 

Patients who received screening differed from unscreened patients in substantial ways. Screened 

patients tended on average to be older, higher-income, and more likely to be white. Patients who 

had visited more often were also more likely to have been screened. 

Adjusted patient-level analyses 

Patient-level analyses are shown in Table 6. None of the clinic-level predictors were associated 

with screening status at the individual level. As in the unadjusted associations, patient age, 
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number of visits, and income were each positively associated with screening. The associations 

with patient-level factors (and lack of observed associations with clinic-level factors) persisted 

across all alternative model specifications. The analysis of the subsample with available 

information about race/ethnicity also showed similar results, and suggested an adjusted 

association between race/ethnicity and screening, with “other race/ethnicity” patients and black 

patients each significantly less likely to be screened. 

Some differences emerged from subgroup analyses. At VA medical center sites, there was a 

modest positive association between reminders and screening (OR = 1.3, p = .05), and at 

community-based outpatient clinics a trend toward a negative association (OR = 0.8. p = .09). 

The association between income and screening observed in the full sample was not evident 

among women veterans. Otherwise, the statistical significance and direction of associations in 

subgroup analyses were similar to the primary analysis. 

Table 6. Adjusted Associations with CRC Screening (Patient-Level Analysis) 

 OR 95% CI 

Primary Predictors   

Reminders 1.04 (0.85,1.27) 

Templates 0.96 (0.86,1.07) 

Other tools to support CRC screening   

Profiling and feedback 0.98 (0.87,1.09) 

Incentives 0.99 (0.88,1.12) 

Clinical champion 0.97 (0.87,1.09) 

RN disease manager 1.12 (0.94,1.34) 

Provider education 1.07 (0.96,1.19) 

Other clinic-level covariates   

Community-based outpatient clinic 1.00 (0.89,1.12) 

Local authority over clinical protocols (1-4) 1.00 (0.93,1.06) 

Sufficiency of clinical support arrangements (1-5) 1.02 (0.95,1.08) 

Clinic size (Unique patients, in 1,000s) 1.00 (1.00,1.00) 

Patient-level covariates   

Female 0.98 (0.86,1.13) 

Age (Ref: 50-65)   

   65-75 1.77*** (1.67,1.87) 
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   75+ 2.00*** (1.86,2.14) 

Number of Visits (past 12 months) (Ref: <6)   

   6-10 1.32*** (1.25,1.39) 

   11+ 1.43*** (1.34,1.53) 

Income (Ref: <10k/year)   

   $10-19k/year 0.99 (0.93,1.05) 

   $20-29k/year 1.11** (1.04,1.19) 

   $30k+ / year 1.32*** (1.24,1.41) 

Observations 42,098  
* p < 0.05, ** p < 0.01, *** p < 0.001;      CRC = Colorectal Cancer; RN = Registered Nurse 

 

Adjusted clinic-level analyses 

None of the clinic-level factors we examined were associated with clinics’ screening rates – 

neither in the primary analysis, nor in the sensitivity analysis that included clinic means of 

patient variables in the model. 

Table 7. Adjusted Associations with CRC Screening (Clinic-Level Analysis) 

 OR 95% CI 

Primary Predictors   

Reminders 0.98 (0.24,4.02) 

Templates 0.98 (0.46,2.08) 

Other tools to support CRC screening   

Profiling and feedback 0.96 (0.43,2.12) 

Incentives 1.00 (0.41,2.42) 

Clinical champion 1.00 (0.43,2.32) 

RN disease manager 1.15 (0.33,3.99) 

Provider education 1.05 (0.50,2.20) 

Other clinic-level covariates   
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Community-based outpatient clinic 1.02 (0.46,2.28) 

Local authority over clinical protocols (1-4) 1.00 (0.63,1.58) 

Sufficiency of clinical support arrangements (1-5) 1.04 (0.66,1.66) 

Clinic size (Unique patients, in 1,000s) 1.00 (0.98,1.02) 

Observations 222  

CRC = Colorectal Cancer; RN = Registered Nurse 

Discussion 

This analysis did not identify associations between clinical decision support and CRC screening. 

In fact, no clinic-level factors were associated with CRC screening, a result which diverges from 

previous studies (3). Patient-level associations were observed in the expected direction, with 

older patients and white patients more likely to be screened, as well as those who had visited the 

clinic more often and higher-income patients more likely to be screened. 

The lack of an observed association with CDS, alongside the lack of observed associations with 

other tools intended to support CRC screening, may indicate that further provider-focused efforts 

for improving screening yield diminishing returns. The relatively high screening rates at the VA 

may be attributable to national-level factors affecting all of the clinics in this study: in January of 

2007, a national VA directive mandated that eligible veterans at “average or high risk for CRC” 

must be offered CRC screening. Therefore, one interpretation of this study’s findings is that after 

the national VA mandate, most of the remaining variability in screening rates is attributable to 

differences in patient preferences rather than differences in clinics’ offering CRC screening. The 

fact that only patient-level factors were found to be associated with CRC screening is consistent 

with this interpretation. This would also help to explain the divergence between this study’s 

findings and previous studies that used 1998 VA data from before the mandate. 
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The national VA mandate for offering CRC screening may have crowded out the potential 

effects of other strategies intended to improve CRC screening. However, as demonstrated by the 

observed variability in clinics’ screening rates of eligible patients, the presence of a mandate 

does not guarantee uniform performance. The roles of various strategies for putting mandates 

into practice remain worthy objects of study. 

There were also some limitations to the available data: we did not have access to information 

about whether CRC screening was offered but refused. Several other studies have examined 

compared the provider’s role with the patient’s role in screening, which is why this study sought 

to focus on provider-facing factors. If data were available on whether CRC screening was 

offered, this information would provide a compelling alternative outcome. However, CRC 

mortality depends on screening, not on the mere offer of screening, and paying attention only to 

the “offer” would obscure the important and difficult work of educating and counseling patients 

about CRC screening, addressing potential fears about the screening procedures, identifying a 

modality acceptable to the patient, and facilitating the screening itself. 

The way that care is organized and paid for in the VA helps to mitigate the potential confounding 

effects of insurance coverage and provider reimbursement for CRC screening (7,20); however 

the VA is also somewhat unique in its ability to mandate certain medical practices. This ability 

may limit the generalizability of findings that may be closely tied to the mandate. 

The results of this study are consistent with research documenting “ceiling effects” that limit the 

influence of tools intended to support appropriate screening and other preventive practices (21). 

In a 2014 study, 80% of VA primary care providers identified the “volume of clinical 

reminders,” as “moderately-to-extremely challenging” – the highest proportion among 48 
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different challenges identified by national VA primary care leaders (22). The present study 

suggests that provider-facing CDS may be most effective when targeted at clinical decisions that 

have not already been made highly salient to providers. This study helps to illustrate the principle 

that CDS should be carefully considered and continuously reevaluated in order to have the 

greatest impact. 
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Study 3: Primary Care Provider Perspectives on Clinical Decision Support for Prostate 

Cancer Screening 

Introduction 

In study 3, rather than isolating CDS, we sought to understand its context in substantial depth by 

examining the use of a single alert in the Greater Los Angeles VA’s healthcare system. We used 

qualitative methods to richly characterize the underlying clinical decision targeted by the alert, 

primary care providers’ (PCPs') reasoning about that clinical decision, the 

organizational/workflow context in which the decision occurs, and the role that the alert plays in 

the decision. Because the alert operationalizes clinical practice guideline recommendations, we 

also sought to understand PCPs' perspectives on relevant guidelines. Finally, because the alert is 

but one example of CDS, and its reception and effectiveness may be influenced by the CDS 

ecosystem in which it resides, we also explored PCPs' perspectives on alerts and reminders 

beyond the one that was the focus of our study. 

An alert to reduce unnecessary prostate cancer screening 

Screening for prostate cancer is controversial even for men in the age group (age 55-69) most 

likely to benefit. Some organizations recommend against it altogether, and others advise caution 

and shared decision-making (1-3). However, the modest and contested benefits of screening in 

this optimal age group are virtually absent among men 70 and older, while the potential harms of 

screening are substantial: false-positives and over-diagnosis – whereby men are correctly 

diagnosed with a disease that would never cause symptoms or death – frequently lead to invasive 

and harmful treatment (1). 
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African American men and men with a family history of prostate cancer are at elevated risk for 

prostate cancer (4, 5), which in theory means that patients between 50 and 69 who have those 

risk factors may benefit from screening more than average-risk patients would. Of particular 

relevance to the VA, Agent Orange exposure has been proposed as an additional risk factor (6), 

though the validity of this evidence has been called into question (7). However, even in high-risk 

groups, screening is not recommended for patients above 70, on the basis of evidence from 

randomized controlled trials that show little benefit and significant risks (1). 

To date, most research on prostate cancer screening decisions has been quantitative, and has 

focused on provider characteristics associated with screening rates, or on tools to aid 

communication with patients (8, 9). Only two qualitative studies, both conducted in Australia, 

have explored providers’ approaches to prostate cancer screening. One study distinguished 

between “proactive screeners,” who offer screening routinely, and “reactive screeners,” who 

offer screening only at patients’ request (10). Another study was centered around providers’ 

attitudes toward over-diagnosis, i.e. correctly diagnosing a disease that would never cause 

symptoms or death, and under-diagnosis, i.e. the threat of missing potentially fatal cancer (11). 

That study described four patterns (‘heuristics’) in providers’ reasoning: 1) some are chiefly 

concerned about under-diagnosis, 2) some are chiefly concerned about over-diagnosis, 3) some 

make highly individualized decisions for every patient, and 4) some do not think about over- or 

under-diagnosis at all. However, these studies have not examined providers’ reasoning about 

older men – a population for whom screening is much less controversial, and who represent a 

much clearer gap between evidence and practice. 
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In an effort to reduce unnecessary screening, a team of physicians in the Greater Los Angeles 

VA developed an electronic alert (Figure 4) that notifies doctors when ordering a potentially 

unnecessary prostate cancer screening test. A key feature of this alert is its sensitivity: it relies on 

an extensive list of exclusion criteria to minimize the number of times it appears unnecessarily, 

and it exempts patients between 70 and 74 in order to focus on the elderly population for whom 

there is maximum agreement across otherwise-conflicting guidelines. An evaluation in 2015 

showed that the alert was associated with a reduction in unnecessary screening (12), but the 

alert’s role in clinical decision-making has not been explored. In our study, we endeavored to 

build on the quantitative evaluation of the alert by interviewing primary care providers to better 

understand the alert’s context, as well as how and why the alert works. In doing so, we sought to 

identify principles of CDS design, implementation and governance that may help explain the 

alert’s effectiveness and positive reception, as well as its limitations. 

Figure 4. Screenshot of Alert 

 

Research on CDS 

To study a given example of CDS in context is to study a great many things at once: it is the 

study of a medical decision, a study of communication between patient and provider, of 
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providers' relationship with and receptivity to medical evidence in an organizational context, of 

the implementation and governance of an intervention to change provider behavior, and of a 

computer system and its place in medicine. A vast array of theoretical traditions (e.g. socio-

behavioral science, organizational behavior, implementation science) are applicable to each of 

these phenomena, but none capture them all. However, researchers have developed health IT-

specific models that unite diverse theoretical perspectives with empirical evidence from CDS 

implementation and experiential insights from practitioners (13-16). 

One widely-used model, the sociotechnical model for health IT (see Figure 1 of the dissertation 

introduction), identifies eight dimensions that merit consideration in both development and 

evaluation of CDS. A key feature of this model is that it conceptualizes health information 

technology as inseparable from its context, with the computer and its social/organizational 

environment collectively forming a "sociotechnical system." These systems have dynamic 

interdependencies and emergent properties that tend to limit the usefulness of static causal 

models. For this reason, the sociotechnical model does not make casual predictions. Instead, it 

identifies the dimensions of the sociotechnical system that interact to contribute to the success, 

failure, or limitations of health IT interventions. 

This model is complemented by more specific and prescriptive frameworks for CDS, including a 

widely-cited 2003 list of "10 commandments" for effective CDS (13), a 2012 set of interface 

design principles for CDS (14), and a 2018 checklist (“GUIDES”) that offers advice to CDS 

implementers (16). In contrast to the sociotechnical model, which simply identifies important 

dimensions, these prescriptive frameworks – or "process models" as defined by Nilsen (17) – 

make specific recommendations for ways to improve the development, implementation, and 
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governance of CDS. As explained in greater detail in the methods section, these prescriptive 

frameworks best represent the backdrop of evidence about CDS to which this study contributes, 

even though the study is not designed to test hypotheses about these models, one of which was 

published while this study was underway. 

The current study builds on this literature in the following ways: first, this study offers evidence 

about an alert that aims to discourage an unhelpful practice rather than encourage a helpful one – 

i.e. de-implementation as opposed to implementation (18). Although CDS has been studied as a 

tool for de-implementation, it has been primarily used in the context of advanced diagnostic 

imaging(19, 20), leaving the role of CDS in de-implementation of other unproductive practices 

under-developed. Second, the majority of empirical evidence about CDS – about 

implementation, de-implementation, or other types of decisions – is derived from CDS that was 

designed to guide medication ordering or diagnostic imaging decisions, but research on CDS to 

guide decisions about cancer screening – a complex, preference-sensitive, and anxiety-

provoking clinical topic – is also under-represented (16, 21, 22). Third, a growing evidence base 

supports the efficacy of CDS tools that involve “hard stops” – i.e. CDS that makes non-preferred 

choices highly inconvenient (e.g. requiring approval from an authority), but there is less evidence 

available about the efficacy of CDS tools that rely instead on “soft stops” like the one examined 

in this study (22). Particularly in light of the unintended consequences that have been linked to 

hard stops (23), we aim to add to the evidence base for soft stops – i.e. CDS that helps to make a 

clinical practice guideline recommendation accessible and salient while minimizing its 

“footprint” on the clinical workflow. 
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Methods  

We developed an interview guide using the sociotechnical model for health IT (15), also drawing 

on principles for CDS (13, 14) and previous research on cancer screening in older adults (24). Of 

the 8 dimensions of the sociotechnical model (described in the dissertation introduction, p. 7.) we 

developed the interview guide to elicit the most information about the two dimensions that we 

expected to be especially important determinants of the alert’s efficacy and acceptability: the 

clinical content and the human-computer interface. We also sought contextual information 

related to other dimensions of the model, e.g. internal organizational features, external pressures, 

and workflow and communication. After developing an initial version of the guide, we refined it 

iteratively based on pilot tests with providers and feedback from a panel of health services 

researchers. In the interviews, the guide was used to elicit information about 4 topics: 1) 

approaches to PSA screening for older vs. younger patients (include the workflow context for 

screening), 2) perspectives on the electronic alert for PSA screening, 3) perspectives on the VA’s 

electronic alerts and reminders in general, and 4) perspectives on guidelines for PSA screening 

and education about new medical knowledge. The interview guide is shown in Table 8.  

Table 8. Interview Guide 

Topic Questions and probes 

Screening 

Context 
• Can you think back on the last few times you’ve ordered a PSA screening test? 

o Is the veteran always in the room with you? (i.e. is PSA screening ordered 

during the visit itself or is it sometimes done beforehand or afterwards?) 

• Are you always the one who places the order? 

• What is the main reason for the visit most of the time when you order PSA-based 

screening? 

 

Screening 

Decision 
• What are some of the things you take into consideration when you’re deciding 

whether to order PSA-based screening?  

o What about for older patients? 

• How do you talk to patients about the screening? 
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o In what circumstances would you make a recommendation? 

 

Sample  

Screening 

Scenarios 

• You are evaluating a 76 year old African American man who has type two 

diabetes and glaucoma. Would you offer him PSA-based prostate cancer 

screening if he never brought it up? 

o [If no]: If he asks about it? 

o Why? 

• You are seeing a 41 year old white man for an annual exam. His only medical 

problem is mildly high cholesterol. During your evaluation he indicates that his 

father died of prostate cancer at age 66. Would you offer him PSA-based 

screening for prostate cancer? 

o [If no]: Would you offer screening in the future? At what age? 

o Why? 

 

Alert • Have there been times when an alert has appeared in [the VA’s electronic health 

record system] asking you to reconsider a PSA order that you’re placing? 

o Do you find the alert to be helpful sometimes?  

▪ What’s helpful about it? 

▪ Does it ever change your mind about an order? 

o Is there anything you do not like about the alert? 

• What changes do you think would make the alert system more effective? [not 

limited to PSA screening] 

 

Guidelines • Which guidelines about PSA screening are you most familiar with, if any? 

• Of the guidelines you are familiar with, which do you trust more? Why? 

• What are some of the ways that you learn about new guidelines or best practices? 

 

Conclusion • Is there anything we did not touch on that you think is important? 

 

 

We also used clinical scenarios to identify revealed decisional factors in addition to the factors 

explicitly stated by providers. These scenarios were designed using recommendations for the use 

of clinical scenarios in research (25). In contrast to the scenarios often used in survey research, 

the scenarios in our study were not designed to provide a controlled test of a hypothesis about 

clinical decision-making. Instead, they served to make interview questions about clinical 
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decision-making less abstract, and to present a clinical decision-making context that is more 

familiar to providers, in order to revealing underlying perspectives. 

Sample and Recruitment 

We recruited primary care providers from VA primary care clinics across the greater Los 

Angeles area. This included physicians, physician’s assistants, and nurse practitioners – all of 

whom might be responsible for ordering PSA screening. We focused on primary care providers 

because they have primary responsibility for overseeing patients’ screening, while other 

specialties are more likely to use PSA tests for disease surveillance, or other uses outside the 

scope of this investigation. 

In order to ensure that interviews were conducted with providers who are faced with decisions 

about PSA screening, we restricted the sample to primary care providers who had ordered at least 

1 PSA test in a year-long period before recruitment. 

Potential participants received an email introduction to the study and a request for their 

participation, along with information explaining the voluntary nature of participation. If 

participants did not respond to the email, we made up to a total of four contact attempts via 

email, phone, or instant message. 

Of 121 eligible providers we contacted 51 to invite them to participate. We used purposeful 

sampling to ensure adequate variation in clinic type and PSA order volume. Of the 51 we invited 

to participate, we interviewed 25 (49%). Of the invited non-participants, 9 declined to be 

interviewed, and 16 did not respond. Per VA policy, no compensation was offered. Of the 

participating providers, 15 work at a VA medical center, and 10 work at a community-based 

outpatient center. 
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Interviews 

Interviews were conducted by phone. The study was approved by the VA and University of 

California, Los Angeles (UCLA) Institutional Review Boards. Interviews were audio-recorded, 

professionally transcribed and spot-checked for accuracy. 

Analysis 

We conducted thematic analysis of the interview transcripts using a combination of deductive 

and inductive techniques (26); a coding manual based on the interview guide served as a starting 

point. We modified the manual to incorporate themes noted during interviews, then further 

adapted it to incorporate themes identified from the transcripts. The lead author (JB) coded each 

transcript, and a second reviewer (EC) coded a subset (1 in 5) and discussed and reconciled 

discrepancies in coding. 

Results 

Our results are organized to reflect the order in which the topics were discussed in interviews: 

first focusing on the PSA screening decision itself (for older vs. younger men), then discussing 

the alert intended to support that decision, then broadening the scope to consider alerts and 

reminders in general, and finally discussing guidelines and education. To promote ease of 

interpretation, we present provider reports at face value (e.g. “providers differed” instead of 

“providers reported differences”). 

PSA screening decision  

To reflect the different evidentiary landscapes about PSA screening for older vs. younger men, 

we discuss our findings separately according to patient age groups. Providers’ perspectives on 

screening older men are most relevant to understand the role of the electronic alert, because that 

is the population targeted by the alert. In contrast, their perspectives on screening younger men 
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better reveal their clinical reasoning because those decisions are more complex and the evidence 

less decisive. We observed modest diversity in providers’ approaches to screening older men, 

and substantial diversity in approaches for younger men. None of the observed variation in 

perspectives coincided with differences in clinic type or PSA order volume. Within each of the 

two age categories, we present general perspectives, then examples from clinical scenarios. 

PSA screening for older men 

The vast majority of providers mostly avoid PSA screening for prostate cancer in patients older 

than 70 or 75. “We're not going to do anything for the prostate cancer after a certain age. As we 

tell patients: the prostate cancer's not going to be what kills you” [025]. Most providers viewed 

age 70 or 75 as a key turning point in their approach for PSA screening, with a roughly even split 

between age 70 and 75. Some focus on life expectancy (at any age) rather than age itself, “I 

would tend to use 75 as a cutoff or a reasonable life expectancy of at least 10 years as a cutoff” 

[043], but the majority focus on age directly. Some consider life expectancy indirectly: they 

primarily use an age cutoff, but make exceptions for veterans who are in exceptional health. 

Only one provider indicated routinely screening above age 75. That participant described 

ordering a screening PSA for patients every 2 years, without discussion, until age 80. 

In older patients, the majority of providers do not discuss PSA screening, mostly to avoid over-

testing, (“I think generally if they’re outside of the guidelines, I try not to bring it up because — 

everybody comes in wanting the ‘cancer test,’ whatever that might be. So just to avoid over-

testing, if it’s somebody that’s older, I won’t necessarily bring it up” [002]). A few providers, 

however, discuss the screening with patients but discourage it. Nearly all providers screen older 

patients who demand or request it, but these requests are infrequent, (“pretty rare, maybe less 
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than 5% does that ever happen” [027]; “maybe a couple of times a year someone will absolutely 

insist that it gets ordered regardless of their age”[062]). 

Clinical scenario: older patient 

The first clinical scenario we presented to participants, in which we asked whether they would 

offer PSA screening to a 76-year old African American man with type II diabetes and glaucoma, 

helped clarify participants’ perspectives about screening older men. USPSTF guidelines do not 

recommend screening such a patient, and most participants indicated that they would not offer 

screening. Of those who would offer screening, most would leave the decision to the patient 

without making a strong recommendation for or against screening: 

“I would discuss it with him but I wouldn't strongly recommend it. [I would tell him] ‘It's 

very controversial especially in your age group, but I want you to know it's available. If 

it's positive it can lead us to a whole group of evaluations that can have their own 

problems’” [029] 

“I would just have that frank discussion that there's no real [age] cutoff that everybody 

agrees to” [045] 

Most also expressed ambivalence about the appropriateness of screening for this patient, and 

noted the wider range of considerations that might influence the decision, including overall 

health, potential agent orange exposure, and the availability of previous PSA results: 

 “There’s such variation of these patients that we see. Sometimes you’ll see a 76-year-old 

guy with an A1c of 6, exercises every day, and for a guy like that, I would consider 

screening. If you have a guy that comes in and he’s had an A1c of 12 for five years and 

he’s in end-stage renal or something like that, then maybe I’m not.” [002] 

“If he’s here and he’s a Veteran, he may have been exposed to agent orange. So someone 

like that I may consider if he’s never had one. It wouldn’t be such a bad idea because a 

lot of people who were exposed to agent orange, especially African-Americans, seem to 

have prostate cancer.” [027] 

“If his PSA's were always low, then I would follow the guideline on that… …[But if] his 

PSA's up to that point, at age 75, were borderline, it would make me discuss it more with 

him, to say that it's not indicated, that it hasn't been shown to decrease mortality and 
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there's risk for morbidity. We may have a longer discussion about it, [if] his PSA's were 

high over the years. But if it's been low, I probably would not pursue it.” [090] 

A small number indicated that they would recommend or automatically order screening – in one 

case without specific justification, and in other cases because of potential risk factors: 

“Yes, I would. It would just be part of the screening process. If it's a new patient then I 

would definitely order it. If it's a follow up patient I would look at the labs the last time it 

was performed, and if it was not then I would order it.” [097] 

“I would [offer screening, because] being African American I think makes me a little 

more concerned about his risk.” [014] 

 “If he was a Vietnam Veteran, yes I would, [because of] potential exposure to agent 

orange, although I don't remember if prostate cancer is an agent orange condition.” [100] 

 

PSA screening for younger men 

The “initiation age” at which providers begin to recommend PSA screening varied from 40 to 59, 

with age 50 as the most common initiation age. A few providers tailor the initiation age based on 

patient risk factors. For patients in the optimal age range (as perceived by providers), most 

providers discuss the option to screen, along with the pro’s and con’s. But even in the subset of 

providers who have this discussion, there was considerable variation in the provider’s role in the 

decision. A few only make a recommendation regarding screening if pressed for one by the 

patient, a few recommend the screening but leave it open for discussion, and a few discourage 

the screening but leave it open for discussion. Some tailor their level of involvement in the 

decision based on the patient’s risk profile (e.g. race, family history): 

“I go through the whole risk versus benefit thing upfront and I always tell them it’s their 

decision. And you know, there’s not a right or a wrong decision. So I kind of put it back 

on them unless they’re at higher-risk. Those are the only people that I say, yeah, I do 

recommend this. Or with males between the age of 40 and 60, especially if they’re 
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functioning really well, if they’re worried I might say, ‘You know, you might want to do 

this, just because you would be in the age group that would most benefit from treatment, 

but I don’t strongly recommend it. You know, it’s really your choice. We don’t have an 

exact answer.’” [124] 

Several providers order PSA for some or all “appropriately-aged” patients automatically, without 

discussion, treating it as one of the routine lab tests. 

“I mean from the age of 50 to 80 it's just every two years for me.” [097] 

 

“Within the 40-60 [age] range… …I just add it as part of their screening labs just like I 

would check their cholesterol and check them for diabetes.” [025] 

 

“Whenever their one year is up, I always make sure I order the whole lab screen 

including the PSA if they’re a candidate.” [027] 

Some avoid bringing it up, and offer it only if a patient is at unusually high risk, or demands it, 

or if other, more pressing clinical priorities have been addressed. 

“If the patient does not bring it up, I will bring it up when I think the patient might be at 

higher risk for prostate cancer.” [120] 

“I adhere to the recommendation from the USPSTF which advises that it not be done. 

Much like many other things that shouldn’t be done, we shouldn’t be randomly bringing 

them up just to tell patients that we’re not going to do it” [043] 

“If they have no risk factors and no symptoms, then the topic does not usually come up 

unless I'm done with everything else under the sun with them. That's very seldom. And 

there's always other things to do and bigger fish to fry in terms of screening, so much 

discussion and sort of cajoling that has to be done with things like colonoscopies and a 

bunch of the different vaccines that have come out, and actually counseling about risks 

and benefits of vaccines, counseling about risks and benefits of colonoscopy and that sort 
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of thing, it takes quite a bit of time. Counseling about diet, exercise, sleep, stress 

management.” [107] 

Finally, some providers described instances in which patients, when offered a choice about 

screening, turn the decision back to the provider: 

“Actually probably about 60% [of patients] say, ‘Hey, I'm not the doctor. You're my 

doctor. Anything you say, anything you may know, I totally trust you.’ About 60% of the 

patient's go like that.” [006] 

Clinical scenario: younger man with family history  

The second clinical scenario that we presented to participants provided additional insight about 

their perspectives toward screening younger men. In this scenario, we asked participants whether 

they would offer PSA screening to a 41-year-old white man whose father died of prostate cancer 

at age 66. Despite the elevated risk implied by this family history, USPSTF guidance would not 

recommend PSA screening for such a patient. 

The majority of providers would offer screening to this patient. Of those who would not screen 

the patient at 41, most indicated that they would instead begin recommending screening at age 45 

or 50. Responses illustrated the providers’ ambivalence about the decision, and other factors that 

might influence the decision, including evolving evidence, the patient’s willingness to undergo 

digital rectal examination, and the way that the test will be interpreted: 

 “I do go ahead and do a [digital rectal examination] as recommended and if they 

[decline] it, then I will order the PSA.” [073] 

 “By the time he turns 45, the guidelines may change… …we'll have another discussion 

based on what the new evidence shows.” [107] 

“I would get a baseline and then I would tell him he could skip a year until he hits 50 and 

then we’ll do it every year. But I would get at least a baseline one, because I think that 

prostate cancer, they look at a trend and if suddenly you pop up like two points, that’s 

concerning. So I think it’s good to have a baseline.” [027] 

“I will probably tell him to start at age 50, but if he really wants to start early, I’m okay 

with that too.” [053] 
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This clinical scenario also revealed the variety of ways that risk factors are considered. For some, 

the presence of a family history of prostate cancer was automatic grounds for screening earlier 

than would otherwise be recommended: 

“Absolutely, I start screening at 40 [if there is a] family history.” [054] 

“He has a family history, so he needs it done.” [049] 

“Usually we start talking about screening at 50, but if there's a family history or if they 

are in a higher risk group then you could start screening like ten years earlier. So he 

would fit in that category.” [014] 

For others, the increased risk merited consideration, but did not necessarily warrant screening: 

“Based on evidence, that person would be a higher risk, but what that risk is I don't know. 

I can't tell that person what it is – just that it's greater.” [045] 

 “A subset of prostate cancers will be more aggressive and will be life-limiting but it is 

impossible to predict who will be among that small minority and I don’t believe that that 

kind of family history is a very strong predictor. I don’t think that the family history 

improves the incredibly poor test characteristics of the PSA or will be at all predictive at 

age 41 or 51 for someone who will develop prostate cancer in their 60s or 70s.” [043] 

For one participant, the level of detail about the family history was insufficient: 

“I would recommend screening no later than ten years before his father was diagnosed as 

opposed to having died from it. I would want to find out when he was diagnosed with it.” 

[100] 

 

Organizational context 

A common barrier to CDS is that “point of care” tools are not always used at the point of care. 

For this reason, we sought to understand how orders for screening PSA tests fit within the 

clinical workflow. In the process, we discovered a number of workflow and organizational 

factors that influence screening. 
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We found that providers typically order PSA screening during a visit, with the patient in front of 

them, or sometimes immediately following a visit. However, there were a few providers who 

tend to place orders in advance of a visit, so that their results can be discussed in person: 

“We order the lab tests—including PSA and other lab tests—a week before, so when the 

patient comes, we have his or her labs ahead of time, rather than doing it the same day or 

the day after.” [073] 

Participants, all of whom were VA employees, also described the influence of providers outside 

the VA: 

“It doesn't happen all the time, but probably every couple weeks I'll get something for an 

outsider provider with a list of labs that they want the patient to get. And I don't know if 

the patient has said, "Hey, I get my labs with VA, give me an order," or I don't know how 

that happens, but I just put the orders in if an outside provider has requested them.” [062] 

“I had some coming from private practice, who come in, demanding [PSA screening]. 

Usually I try to get them away from it. But if they want it from outside, I tell them go get 

screened outside, if you want.” [054] 

They also described ways in which the Veteran population might have a different risk profile (in 

addition to the previously-discussed agent orange exposure), or ways that practices at their 

medical center could change the risk/benefit ratio: 

“I just want to make sure I can give them a complete evaluation. I just think that Veterans 

are the zebras of healthcare. There's always something unusual that’s found in Veterans is 

just my general impression. If it's skin lesion, looks normal for somebody else, well, it 

turns out it's a rare kind of melanoma in a Veteran. So I've come across a lot of those kind 

of zebras and I don't want to be caught off guard.” [100] 

“The VA, at least our educational venues from urology, has suggested that Veterans are 

generally at a higher risk, for whatever reason. We had stopped screening for a while, 

when the USPSTF came out with the D recommendation, and then urology kind of 

fought back and had several lectures given by some urology attendings and a couple of 

researchers, to suggest that that was a problem, because they are a population with a 

higher risk than the general population.” [090] 

“The department of urology here has a fairly conservative approach, a non-aggressive 

approach, so the likelihood that they are going to get unnecessary morbidity is low, lower 

than probably the studies that were done previously.” [085] 
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Clinical Decision Support for PSA Screening 

A substantial portion of the interviews concerned the electronic alert itself. We found surprising 

levels of agreement about the overall acceptability of the PSA screening alert, and starkly 

different examples of ways in which the alert is regarded as helpful. 

Usefulness 

Most of the participants said they consider the PSA screening alert useful, and about half said 

that the alert has sometimes made them decide against placing an order that they would have 

placed otherwise. 

“It's definitely helpful because I have a couple of patients that are over 80 and for them it 

has popped up because by default I click on it and it tells me: ‘do you really need this?’… 

…It's pretty informative. I mean, like I said, when I see it I react to it, so yes, it's actually 

good.” [097] 

“It wants you to wake up and think what you're doing… … you forget the age and then 

you just—yeah. I mean these reminders are many times very helpful because, you know, 

when you're very busy and you are considering multiple things going on. [It] just keeps 

things on track. So if you're asking me if that's a good thing to have there, yes, I think it 

is.” [084] 

A small minority find the alert unhelpful and would prefer that it was not there. 

“I already know this and if I order it, it's for some reason rather than screening, or the 

patient is insisting.” [042] 

A few did not recall seeing the alert at all. 

“I probably blew right past it. So if it did happen I probably didn't notice it, because my 

mind has probably already been made up. So I don't know if it's affecting how I practice” 

[029] 

Several said the alert was unnecessary for them because they are already aware of and adherent 

to guidelines for PSA screening, but they appreciated its value for other providers. 
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“I don't think it has been helpful because we kind of know the screening guidelines. But 

maybe for new providers that may be helpful.” [073] 

“It's not very helpful for providers who do not routinely order PSA like me. [It’s more 

useful] for providers who are more inclined to order screening PSA for reasons such as 

they feel a liability issue” [053] 

The most persuasive indication that the alert was effective came from the several participants 

who mentioned the alert’s role in their decision-making process before they were asked about the 

alert itself. 

[Explaining her decision not to screen a hypothetical 76-year-old patient in a clinical 

scenario:] “mostly because we have a little thing that pops up that says ‘PSA screening 

after the age of 74 is not recommended.’” [105] 

Mechanisms of Alert Utility 

Perhaps the most surprising finding was the considerable variety of ways that the alert was 

interpreted and used. For several providers, the alert functioned as intended: as a reminder when 

they forget that a patient has aged out of the optimal range for PSA screening, or when they 

forget that evidence does not support screening for older patients. 

“You get used to just like clicking your normal labs and then when you get to that one, it 

will come up like, “Oh yeah, he just turned 75,” so then you take it—I take it off.” [027] 

“I think it's sometimes we have an automatic thing of ordering different things, so 

sometimes people order nonchalantly just as a regular test order. So it's helpful for us to 

get that quick reminder, oh by the way, we actually don't need it for this patient.” [054] 

By contrast, several providers said the alert is particularly useful as a tool to convince skeptical 

patients not to get screened. 

“I, personally, like having that alert because it puts on the screen in front of me 

something that I can verbally tell the patient.” [100] 

 “It doesn't bother me that it comes up because sometimes it convinces a patient that they 

don't really need to have it. Probably in a blue moon I might inadvertently order a PSA 

and didn't really mean to and it'll come up and I'll go, oh, okay, I don't need to do that. 

But that doesn't happen often. But I don't mind the alert being there and I might miss it if 

it were gone.” [105] 
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Some providers primarily viewed the alert as educational: it made them aware of the guideline in 

the first place, and changed their future ordering habits such that they rarely saw the alert again. 

Or, if they were already aware of the guideline, the alert served to communicate that the VA 

considers this guideline credible and important. 

“I'm trying to stay within the guidelines, so I guess the fact that it's there, I kind of know 

about it, so I'm more careful with what I order, at least I think that. But overall the fact 

that it's there has made me change my orders by knowing more about it.” [090] 

We were also surprised that providers had markedly different expectations about how the PSA 

alert functioned: because the alert mentions age (it recommends against “screening for prostate 

cancer in men 75 or older”), most providers understood that the alert was triggered in response to 

the patient’s age, and many understood that the alert was intended to target screening PSA tests. 

However, few seemed aware that the alert had been programmed to be “highly specific,” i.e. to 

avoid firing when previous test results or diagnoses suggest that the PSA order might be for 

surveillance or some other non-screening purpose. One provider explained: 

“I don’t feel like it ever pops up inappropriately. I think it just pops up based on the 

person’s age, to remind us of the guideline, but it’s not necessarily inappropriate. It 

would be inappropriate if we don’t order a test that we feel is clinically appropriate 

because of some indicator popping up.” [049]  

These statements taken together suggest that users may interpret alerts differently based on their 

assumptions about the sophistication of CDS. Conversely, some participants voiced support for 

alerts to incorporate a wider variety of patient information and medical evidence. 

“I mean, maybe if there was an alert that somehow factored in all the evidence and 

factored in all the risk factors of the patient and when I was about to do something else, 

you know, and finished the encounter and it showed me, ‘hold on a sec, do you want to 

consider screening this guy?’ Maybe that would be potentially more useful, but that 

would be hard.” [107]  
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Acceptability 

In addition to speaking to the alert’s utility, providers also explained their perspectives on its 

acceptability and convenience. They emphasized and responded positively to the fact that the 

alert takes only one click to dismiss, and requires no additional work on the part of the provider. 

“What we have in the [VA’s electronic health record system] is perfect. Number one, we don't 

have it as a mandatory check, which it should not be. It should only be with the discretion of the 

patient and the provider.” [006] In other words, the fact that the alert is a “soft stop” was 

highlighted as a factor in its acceptability. 

Most providers said they do not mind the interruption, and view it as an inconsequential amount 

of time and attention. “It's a good reminder. I don't mind it at all.” [042]; “It’s not bothersome or 

anything… …It doesn’t take any time out of our day or add any stress.” [049] 

Counter-intuitively, frustrations with other types of clinical decision support may actually make 

the PSA alert seem less cumbersome by comparison. For example, providers explained that 

alerts notifying them of test results can be particularly burdensome. “Every primary care 

provider's view alert box is filled, not just with all the tests you've ever ordered but all the tests 

that anyone has ever ordered for your patient.” [107]; “I spend all of my Thursday afternoons 

answering alerts and two hours a night at home answering alerts. Yeah, I wish there weren't so 

many of them” [105] 

Alerts and reminders beyond PSA 

Although discussing the example of the PSA alert helped elicit concrete feedback, we also 

discussed computerized alerts and reminders in general, beyond the PSA alert. As with the PSA 

alert, we were surprised by the overall positive regard for alerts and reminders, with a large 
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proportion or participants indicating approval, and some expressing particular appreciation for 

reminders related to needed preventive care, e.g. “that’s really helpful, reminding when to order 

mammogram or colon cancer screening or pap smear,” [049]. 

Despite this positive assessment of alerts and reminders, many discussed the importance and 

challenge of careful governance of the EHR system and the alerts and reminders therein. Some 

focused on the overall volume of alerts and reminders as indicative of insufficient governance of 

the system: “I think 90% of the alerts out there, there's no action needed and contributes to a lot 

of the alert fatigue and this really drowns out the 10% where something of importance comes 

up.” [120]; “If everything is important, nothing is important.” [100]. Others spoke about 

governance directly, “stewardship over the [VA’s EHR] system seems to be not the most 

rigorous,” [107] and one provider identified a successful example of governance that had 

occurred for a period of time, whereby a clinician who was in charge of the EHR system 

consulted with PCPs before implementing an alert or reminder in order to get feedback from 

them and to let them know of the purpose of the CDS. 

Providers also identified characteristics of alerts that improve their usefulness and acceptability. 

One provider emphasized that alerts should be well-targeted (i.e. highly specific, with minimal 

“misfires”), and must ensure that structured options are designed in a way that can accommodate 

complex and difficult-to-predict clinical scenarios: 

They should not pop up inappropriately. They should have ways of escaping them, so 

they shouldn’t force you to choose an answer that’s going to be a lie. That can be a 

common pitfall. Because if you have to click them away, that means you have to click a 

statement that may not be true. So they should be optional and they should cover all of 
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the possible decision-making, including checking off some reason why you’re not doing 

them. When these reminders are written, sometimes they’re written by people that aren’t 

thinking about all the possible clinical scenarios because maybe they haven’t been there.” 

[043] 

Providers also conveyed that alerts are most useful when they include a link to take the 

recommended action, e.g. “I appreciate alerts that have links to orders directly,” [002], or that 

link to relevant guidelines for more detailed information. However, providers also emphasized 

that guideline recommendations included in CDS must be kept current, again returning to the 

issue of governance and stewardship of CDS: “A busy primary care provider would rather have 

it where you have the option to click on the link if you want to see [the guideline], read more 

about it. But then that takes work to make sure links are still working and that they're up to 

date.” [045] Other providers suggested that alerts and reminders focus on new guideline 

recommendations, e.g. “when new things come out, it's always helpful in terms of guidelines to 

put the reminders there,” [084]. 

 

Guidelines and education 

Participants also offered insight into their perceptions of different guidelines about PSA 

screening, and the ways that they learn about guidelines and best practices in general. A central 

component of these conversations was a comparison of participants’ perspectives on guidelines 

from the United States Preventive Services Task Force (USPSTF) in comparison to guidelines 

from specialty societies, most notably the American Urological Association (AUA). A plurality 

of participants voiced the most support for, and familiarity with, guidelines from the USPSTF. 
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Those who place their trust in this guideline above others do so because it the most widely-

recognized, and because they view specialty societies as relatively more likely to be influenced 

by guild incentives (to protect their members’ financial interests).  

“The Task Force, what they do is they digest and dissect information over a long period 

time, and they normally get it from several sources, versus American Urological 

Association, a lot of times you kind of tell that there is a little bit of a component of their 

job security that they're looking into.” [006] 

One provider implied that primary care professional norms elevate the prominence of USPSTF 

guidance: “USPSTF [is what] you always go by, at the primary care level,” [110] and another 

suggested that the task force’s federal imprimatur gives it particular credence at the VA: “I'm a 

federal government employee and I work for a federal government hospital and so if I say I'm 

just using federal government guidelines here, most people accept that as a no-brainer.” 

A smaller group of providers prefer specialty society guidelines, in deference to urologists’ 

expertise in prostate cancer, or based on the perception that those guidelines better reflect 

practice norms outside the VA: 

I think I would want to do not just what the VA does, but what Joe Blow does when he 

goes to his private doctor across the street so that we all can agree to do it. Because I 

don't want him to go to his urologist and say, well, I'm doing this and it's different. So I'd 

like to be doing the same thing the guys in the community are doing. [029] 

For some providers, their personal perspectives about guidelines were less influential than 

organizational endorsement, “I think the [use of] guidelines should be based on what the chiefs 

of the department think are the most efficient and well-respected.” [027] Several noted that the 



74 

 

PSA alert made them more familiar with the USPSTF guideline, and conveyed that the VA 

considers that recommendation credible: “I usually stick with the VA guidelines. They're my 

employers so I go by their guidelines. [I find out about them] in the alerts. It says ‘For 

Continued Guidance...’” [100] This theme, of providers learning about guideline 

recommendations through the VA’s electronic health record system, extended beyond PSA 

screening, and was cited as a convenient source of learning in general, and highly salient for 

busy providers. “[Some alerts have a link:] ‘For Continued Guidance.’ Or if I go to the consult 

order menu, if I'm referring someone to urology for prostate cancer, there may be a link that 

says, okay, here are the guidelines for this.  Like microscopic hematuria, it'll say something like 

that.” [100] “I try to keep up with the diabetes stuff and the hypertension… that’s like the meat 

and potatoes of internal medicine but when you start getting into subspecialties or prostate and 

all that, I don’t keep up with all that.” [027]. 

However, the most frequently-cited source of information about guideline recommendations was 

the online service UpToDate, which compiles and distills medical knowledge from guidelines 

and primary research. “I follow what's in the UpToDate, which [I access] through the VA.” [073] 

More traditional pathways for ongoing medical education, such as journals and conferences were 

also mentioned, though less frequently. Notably, organizational sources (besides the computer 

system) were also identified as important sources of learning: 

“That’s one of the good things about working here is if there’s something that they really 

want us to do different, when there’s a major guideline change, we usually get an email 

about it... I don’t know where it originates but it’s things that we should know about, so 

they send it to us... And I actually think it’s helpful because it’s kind of hard to—
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especially in primary care, we’re responsible for so much information all the time. 

Everything has a guideline. So I’m not going to remember an individual guideline but it’s 

helpful to get those reminders when there’s something new, so you can kind of pull your 

head out of the sand like, “Okay, this is what I need to do different. This is a new thing 

coming down the pipeline.”” [049]  

Discussion 

Our study provides a rich contextual understanding of an alert to reduce unnecessary prostate 

cancer screening by elucidating providers’ reasoning about prostate cancer screening, its 

organizational context, and the role of the alert in their decisions, along with insight into 

providers’ perspectives on other CDS and on the guidelines that inform CDS. Below, we discuss 

the theoretical implications of our study for CDS by exploring connections between our findings 

and key CDS principles, and by examining the role of the sociotechnical model in our study. We 

also describe our study’s implications for scholarship on decision-making about prostate cancer 

screening specifically. 

Conceptual implications for CDS 

The dimensions of the sociotechnical model for health IT (15) adeptly represent the scope and 

salient features of our findings. The model was developed with a focus on patient safety and 

error prevention, and was most informed by the implementation of tools to support orders of 

medication or diagnostic imaging. Our study represents a useful application of the model in a 

study not explicitly focused on medical errors, instead focused on the ordering of a lab test for 

cancer screening – a different part of the clinical workflow, and a distinct type of clinical 

decision with complex, personal, preference-sensitive dimensions. 
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While the sociotechnical model primarily influenced our interview guide, CDS-specific 

prescriptive frameworks are even more helpful for contextualizing our findings. The frameworks 

outline a great many principles that contribute to successful CDS. Among these principles, there 

were some that were surprisingly not evident in our study as explanations for the alert’s 

effectiveness or acceptability. For example, Bates (13) asserts that “physicians will strongly 

resist stopping” and that “changing directions [i.e. accepting an alternative] is easier than 

stopping”. You might expect these factors to constrain the effectiveness of the alert we studied, 

which a) urged physicians to stop an order after they had decided to place it, and b) did not 

recommend an alternative. But these principles were not prominent themes in our interviews. 

Instead, our study identified three principles that were particularly operative in the context of an 

alert to reduce unnecessary prostate cancer screening: workflow, trust, and governance (Table 9). 

We did not design the study to test hypotheses about these principles, but they emerged as 

important concepts for understanding the alert’s effectiveness, its positive reception 

(acceptability), and its potential limitations. 

 

Table 9. Principles from Frameworks for Clinical Decision Support That Help Explain the 

Effectiveness, Acceptability and Limitations of an Alert to Reduce Unnecessary Screening 

for Prostate Cancer 

CDS 

Principle 

 

Bates 2003 Horsky 2012 GUIDES 2018 

Attend to 

workflow 

carefully 

Commandment 3: “Fit into the 

user’s workflow” 

 

Details: 

“Only after bringing the 

guideline to the user on a 

single screen at the time the 

clinician was in the process of 

ordering [the target of the 

CDS] did we see an impact. 

Understanding clinician 

workflow, particularly when 

Desirable system attribute: 

“Workflow integration” 

 

Related recommendations: 

“Appropriate sequence of 

screens, context, type and 

timing of advice by clinical 

task” 

 

 

 

Checklist item 1.4: “[ensure 

that] CDS can be added to the 

existing workload, workflows 

and systems” 

 

Related questions: 

- Is it feasible to introduce 

CDS, given the current 

workload and the usual work 

processes? 

- If necessary, can the 

workload or the work 
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designing applications for the 

outpatient setting, is critical.” 

processes be changed or can 

the CDS system 

improve the workload or work 

processes? 

 

Foster trust - Desirable system attribute: 

“Presentation of advice in a 

way that cultivates trust over 

time”  

 

Related recommendations: 

“Avoid black box advice, 

maintain high specificity, 

context, justification” 

 

Checklist item 2.1: “[ensure 

that] the content provides 

trustworthy evidence-based 

information” 

 

Related questions: 

- Do the organization(s) and 

people that developed the 

decision support have 

credibility? 

- Is the advice supported by 

up-to-date scientific evidence 

and is the type and quality of 

this evidence clear to the user? 

- Is the decision support clear 

on the benefits and harms of 

the different management 

options? 

 

Checklist item 2.2: “[ensure 

that] the decision support is 

relevant and accurate 

 

Related questions: 

- Does the decision support 

contain accurate information 

that is pertinent to the care of 

the patient? 

- Does the decision support 

address the information needs 

of the users? 

- Is it clear to the users why the 

decision support information is 

provided for a given patient? 

 

Maintain 

good 

governance 

Commandment 10: Manage 

and maintain your knowledge-

based systems 

 

Details: 

“It is also critical to keep up 

with the pace of change of 

medical knowledge. We have 

attempted to assign each area 

of decision support to an 

individual, and require the 

individual to assess their 

assignment periodically to 

ensure that the knowledge base 

remains applicable.” 

- Checklist item 4.4: 

“Governance of the CDS 

implementation is appropriate” 

 

Related questions: 

- Are all the key stakeholders 

involved in the planning and 

implementation of the system? 

- Is the CDS initiative 

governed in an efficient, 

sustainable and equitable way? 
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Workflow 

First among the principles that emerged as particularly salient was the importance of careful 

attention to workflow – a principle emphasized by all three CDS frameworks (Table 9). Alerts 

are frequently rendered ineffective when they cannot be easily integrated within the clinical 

workflow – for example, if providers postpone their computer-based documentation until after a 

patient visit, computer-based CDS cannot inform provider-patient interactions for that visit. 

Encouragingly, we found that the PSA alert is relatively well-integrated into the clinical 

workflow: most of the time, the alert is delivered to the provider (i.e. to the correct person, 

responsible for the decision), at a time when the provider can discuss prostate cancer screening 

with the patient. Only a small minority of participants reported placing PSA orders in advance of 

visits (so that results can be reviewed during the visit), and none reported a consistent pattern of 

postponing documentation until after a visit. These reports on whole suggest that the alert tends 

to reach the “right person and the right time” (27). 

 

Beyond its timing, there are multiple features of the alert that help promote its easy integration 

into the provider workflow. A large proportion of CDS reminds providers of needed preventive 

care that may otherwise be overlooked, i.e. CDS intended to implement under-used practices. 

This type of CDS can be helpful, but it necessarily adds to providers’ workload for many or most 

patients. By contrast, the PSA alert is intended to “de-implement” an unnecessary and potentially 

harmful practice. By its very nature, this type of CDS often has a smaller footprint on providers’ 

workload because it is only invoked in response to a PSA order with certain characteristics. The 
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alert’s workflow compatibility is also helped by its brevity: it presents a small amount of relevant 

information, and requires only one click to dismiss – features which several providers 

emphasized were critical to the alert’s acceptability. 

 

Trust 

The second principle that was highly operative in our study was the importance and challenge of 

fostering trust in the CDS system. Horsky et al (14) suggest building trust by avoiding “black 

box” advice, and by maintaining “high specificity, context, and justification.” The alert was 

indeed designed to be “highly specific” i.e. to only appear when the EHR has no accessible 

evidence that may suggest that a given PSA order might have been ordered for a purpose other 

than screening. Our findings validated the value of this approach. However, we found the 

approach to be incomplete: the alert still occasionally “misfires” when PSA orders are placed, 

e.g. in response to symptoms (i.e. not screening) that cannot be detected by the alert’s algorithm. 

The alert presents a succinct justification, but does not adequately convey its internal logic. For 

example, some participants assumed that the alert was not at all “context-sensitive” – i.e. that it 

appeared for every order for a patient over 74, without taking cancer diagnoses or previous 

elevated PSA levels into account. These provider impressions suggest that increased 

transparency could help foster greater trust in the alert, and deeper understanding of what it 

means when it appears. 

 

Trust is also a function of the source of a given recommendation and accompanying CDS. The 

GUIDES checklist emphasizes the provenance of CDS as a determinant of trust, noting that the 

organizations and people who develop the CDS must be credible to the CDS users (16). Our 
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findings about the USPSTF – the organization identified in the alert – speak to this concern. 

Trust in and preference for USPSTF above other groups that offer PSA guidelines was not 

universal but was notably high. This is another important factor in the alert’s effectiveness: 

providers view the USPSTF recommendations as well-researched and well-accepted by the 

primary care community. Beyond the organizational provenance, there’s also the question of the 

credibility of the recommendation itself, i.e. to refrain from PSA screening for older men. For 

some, the very presence of the alert helped support the credibility of that recommendation 

because it implied endorsement by the VA or by local clinical leadership. Similarly, it helped 

convey the legitimacy of the recommendation to patients by providing visual evidence that 

external authorities endorse it. 

Governance 

The third key principle – related to trust, but not entirely defined by it – was diligent governance 

of the CDS system. GUIDES operationalizes one part of governance as engaging key 

stakeholders in planning and implementing CDS (16). This concept was addressed implicitly in 

discussions of alert fatigue, and was even addressed explicitly by a participant who noted being 

more receptive to CDS when the CDS developers discuss new alerts or reminders with providers 

before implementation. 

 

Bates emphasizes another aspect of governance: the importance of keeping up with advancing 

medical knowledge (13). Participants articulated this need as well, and complained that some 

CDS rules reflect outdated guidelines. More broadly, some suggested that a particularly useful 

role for CDS would be to focus on new medical evidence, as opposed to the more typical focus 
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on relatively older, well-established medical evidence that is not universally recognized or acted 

upon. 

 

Implications for PSA decision-making 

In addition to the implications for CDS design and implementation, our study also sheds light on 

providers’ reasoning about PSA screening in general. Our findings add credence to a set of 

profiles or “heuristics” describing primary care providers’ reasoning about PSA screening, 

originally developed from interviews with general practitioners in Australia (11). Even though 

most providers tended to screen younger patients and avoid screening older patients, their 

membership in one of the four profiles defined by Pickles et al was relatively consistent: with 

rare exceptions, “avoids under-diagnosis,” “avoids over-diagnosis,” “doesn’t consider over- or 

under-diagnosis,” and “makes case-by-case decisions” were adequate descriptions of providers’ 

reasoning across patient age groups. These heuristics were developed in the context of screening 

mostly younger men, for whom the evidence on PSA screening is less definitive; our study 

extends those findings to the population of older men for whom PSA screening is most 

consistently recommended against. 

By contrast, Ilic’s categories (10) of “proactive screeners” (who tend to screen as a matter of 

course) and “reactive screeners” (who tend to screen only at patients’ request) had less 

explanatory power in our study. We observed substantial variation within these categories, e.g. in 

overall attitudes toward screening, locus of decision-making, and consideration of risk factors. 
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Conclusion 

Our sample included primary care providers with diverse perspectives about CDS and prostate 

cancer screening. Because participation in the study was voluntary, providers with stronger 

opinions may have been more likely to participate. Fortunately, recruitment materials 

emphasized the opportunity to improve the VA’s electronic health record system, and did not 

specify prostate cancer screening, which reduces the likelihood that participants with strong or 

unusual views about PSA screening were differentially included. 

Our qualitative study revealed the heterogeneity in PCPs’ approaches to PSA screening, 

including for older men who are highly unlikely to benefit from the screening. In doing so, it 

illustrated the continued need for CDS among several PCPs, who benefit from the alert in varied 

ways (e.g. as a reminder, as an educational tool). The study provides under-represented evidence 

on the use of CDS for lab-based cancer screening, for de-implementation, and using a “soft stop” 

approach. Even more importantly, the study identifies principles that help us understand why the 

alert has had its demonstrated effect: we found that attention to workflow (e.g. keeping it brief), 

fostering trust (e.g. citing trusted sources), and maintaining governance (e.g. engaging PCPs in 

implementation) were key principles that help explain its effectiveness and acceptability. 
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Dissertation Conclusion 

In this dissertation I examined clinical decision support in VA primary care clinics using survey 

data, clinical quality measures, and interviews with primary care providers. Because a wealth of 

information is already available about the average efficacy of CDS interventions (1-7), I instead 

studied factors that can improve CDS, with an eye towards the way that CDS is implemented, 

and a particular emphasis on user-centered design. 

In study 1, I examined the prevalence of four user-centered design strategies for CDS, and 

evaluated the association between those strategies and perceived utility of CDS. Of the 

strategies, I found that “analysis of impact on performance improvement” was the most common 

and was the only one statistically associated with perceived CDS utility. 

In study 2, I assessed the relationship between CDS and quality of care, using the example of 

colorectal cancer screening. This study provided an opportunity to examine CDS in the context 

of other tools for supporting evidence-based practice, and included patient-level and site-level 

analyses. In this study, I did not find associations between a clinic’s use of CDS for colorectal 

cancer screening and the clinic’s colorectal cancer screening rates. In fact, no clinic-level 

characteristics, including other tools to support evidence-based practice, were associated with 

screening rates, perhaps reflecting a “ceiling” effect of high observed rates of colorectal cancer 

screening, and a prior organization-wide mandate to perform such screening. 

In study 3, I explored primary care providers’ perspectives on an alert intended to reduce 

unnecessary prostate cancer screening, along with their approaches to the underlying clinical 

decision. I found diversity in providers’ approaches to prostate cancer screening, and high 

overall acceptance of the alert, with several different mechanisms of action for its influence on 
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screening decisions. I also identified factors that may explain the alert’s effectiveness and 

acceptability, including attention to workflow (e.g. keeping it brief), fostering trust (e.g. citing 

trusted sources), and maintaining governance (e.g. engaging PCPs in implementation). 

Conceptual and evidentiary landscape 

The dissertation was organized around the sociotechnical model for health IT (8), and the 

dissertation’s inclusion of multiple research modalities – of data from clinical records, surveys, 

and interviews – allowed the dissertation to more thoroughly span the 8 dimensions of the model. 

But health IT literature is growing and evolving quickly - so quickly, in fact, that novel 

frameworks have entered the literature while the dissertation was underway. A 2018 systematic 

review of factors promoting successful CDS interventions (9) helped produce a checklist for 

developing and implementing CDS (10), which joins a 2012 review with a narrower scope 

(focused on interface design) (11). These empirical studies and their accompanying 

recommendations add substantial detail that usefully complements the sociotechnical model, 

which was developed on the basis of diverse theoretical traditions but a narrower empirical base. 

For example, one of the dimensions of the sociotechnical model is "clinical content," which 

identifies underlying clinical knowledge or recommendations as an important factor in CDS. 

Recent frameworks supplement this dimension of the sociotechnical model by identifying 

specific, evidence-informed processes related to clinical content, e.g. ensuring that CDS content 

comes from sources credible to the user (10), making clear why CDS information is provided for 

a given patient (10), and "maintaining high specificity, context, and justification" (11). 

Thus, the dissertation was organized around the sociotechnical model, whose level of 

specification was ideal for spanning three studies and providing a well-rounded view of CDS, 
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but the dissertation findings are most instructive in the context of more prescriptive frameworks. 

Some of the dissertation's relevance to aspects of these frameworks are explicated in study 3, 

which identified the framework-derived themes of “attention to workflow” and “fostering trust” 

as explanations for the efficacy of a given CDS alert. But the aspect of the frameworks that is 

best represented across the dissertation is CDS governance: the process of prioritizing, 

sustaining, and maintaining CDS. 

CDS Governance 

CDS governance encompasses several important aspects of CDS that are each necessary but 

insufficient components of successful CDS. For example, CDS effectiveness is a central outcome 

in most evaluations for good reason, but exclusive focus on effectiveness neglects the unintended 

consequences of CDS. Similarly, CDS implementation is a common object of study, but an 

exclusive focus on implementation typically underrepresents the ongoing work that must occur 

after CDS has been implemented to ensure that it reflects recent clinical knowledge and 

continues to fit changing clinical workflows and organizational contexts. CDS governance is 

inclusive of CDS effectiveness and implementation, but also emphasizes the externalities of 

CDS, the engagement of its stakeholders, and the continuous process of prioritizing, sustaining, 

and maintaining CDS. 

CDS governance emerged as a consistent theme across the dissertation. This responsibility is an 

increasingly explicit, formal function, and some healthcare systems have convened committees 

to do away with existing alerts and reminders that are ineffective or insufficiently important, and 

to apply similar criteria to new proposals for CDS content. Each study in this dissertation is 

relevant to the decisions these groups must make, and each is instructive, in a different way, as to 
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how to balance the competing goals of encouraging certain clinical practices while minimizing 

burden and alert fatigue. Study 1 suggests that using an alert or reminder’s impact on 

performance measures could be a useful way to evaluate and prioritize instances of CDS. Study 2 

helps illustrate that CDS may not be necessary in the context of other strong incentives for a 

given clinical practice. Study 3 emphasizes the importance of engaging users in implementing 

CDS, and identifies CDS characteristics that may contribute to its success. Across studies, each 

of these implications are examples of CDS governance, and can be instructive for diverse CDS 

stakeholders, but especially those who are tasked with prioritizing across opportunities for CDS, 

maintaining and updating existing CDS, and implementing new CDS. 

Future work 

Each study illuminates an opportunity for related work - by extending my methods to additional 

clinical / operational areas, or building on my methods to support stronger inferences. For 

example, extending my approach to specialty care settings could bolster its generalizability, and 

could identify differences by setting. Similarly, extending my studies to clinical staff besides 

providers (e.g. nurses and other support personnel) could fill an important gap health IT research. 

Future work could build on the quantitative studies by including more direct measures of user 

acceptability, and could even draw on the growing discipline of "cognitive informatics" (12) that 

attends to the subtle thought processes and emotions elicited by technology, beyond simple 

measures of effectiveness. 

More-applied opportunities for future work are suggested by individual study findings. For 

example, study 3 identifies challenges with CDS, several of which may be in part attributable to 

the fact that CDS is typically deployed semi-permanently - i.e. once a CDS tool is implemented, 
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it often stays in place for a long, unpredictable amount of time. The long duration makes CDS 

more likely to accumulate to create alert fatigue and necessitates an unconstructively high bar for 

CDS, while the unpredictable duration makes the absence of CDS a difficult-to-interpret signal 

for clinicians. This dissertation suggests an opportunity for research on approaches that can 

overcome these challenges, for example, by experimenting with shorter-term deployments of 

CDS with predictable extinction schedules. 

In closing 

Taken together, this dissertation illustrates the promise of judiciously implemented CDS. It 

identifies factors that can constrain CDS’ usefulness, and points toward strategies for improving 

its impact. 
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Appendices 

Appendix 1: Constructs and Measures 

Domain Construct Source Measures 

Perceived 

Utility of CDS 

 

Perceived Utility 

of CDS 

Primary Care 

Clinic Director 

 Mean of 3 items:  

“CPRS improves dissemination of new information” 

“CPRS improves clinical decision support” 

“CPRS reduces medical errors” 

(1=strongly disagree, 5=strongly agree) 

 

User-Centered 

Design 

User-Centered 

Design Practices 

 

VA Medical 

Center Chief of 

Staff 

Four indicators:  

1) Test piloting reminders prior to full scale 

implementation 

2) Post implementation assessment of provider 

satisfaction 

3) Formal evaluation of reminder usability (human 

factors or usability assessment) 

4) Analysis of reminder impact on performance 

improvement 

(1=yes, 0=no) 

 

Structural 

Characteristics 

Clinic type Administrative 

Data 

1 = Community-Based Outpatient Center 

0 = VA Medical Center 

 
 Academic 

affiliate 

Administrative 

Data 

 

Presence of a primary care training program (1=yes, 

0=no) 

 
 Size Administrative 

Data 

 

Number of unique patients, in 1000’s 

Implementation 

Climate 

Required 

Guideline Use 

 

Primary Care 

Clinic Director 

PCPs required to observe explicit practice guidelines 

when ordering specified tests or procedures 

(1=yes, 0=no) 

 
 Health IT Use / 

Customization 

VA Medical 

Center Chief of 

Staff 

 

Providers sometimes turn guideline prompts off 

(1=yes, 0=no) 

 

 Competing 

demands 

Primary Care 

Clinic Director 

2 items: 

1) Hard to make any changes because so busy seeing 

patients 

2) Competing demands across too many initiatives 

[serve as a barrier to improving performance] 

(1=strongly disagree, 5=strongly agree) 

 
 Resistance to 

Performance 

Improvement 

Primary Care 

Clinic Director 

3 items: 

1) Resistance from PCPs 

2) Resistance from local managers 

3) Resistance among local support staff 

(1=not a barrier, 4=large barrier) 
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Available 

Resources 

IT staff 

sufficiency 

Primary Care 

Clinic Director 

Mean of 2 items:  

1) Sufficiency of IRM or CPRS technical staff 

2) Sufficiency of clinical application coordinators 

(1=not at all sufficient, 5=completely sufficient) 

 
 HIT Expertise VA Medical 

Center Chief of 

Staff 

 

Access to medical informatics expertise (e.g. 

informatics-trained clinicians) 

(1=never sufficient, 5=always sufficient) 

 
 HIT Training Primary Care 

Clinic Director 

Mean of 2 items: 

1) Adequate types of HIT training 

2) Adequate time for HIT training 

 (1=strongly disagree, 5=strongly agree) 

 

IRM = Information Resources Management; CPRS = Computerized Patient Record System; IT = Information 

Technology; CDS = Clinical Decision Support 
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Appendix 2-A: Study Constructs 

Construct Source Measures 

Outcomes   

Quality of Care 
 

Chart Review Receiving CRC screening 

 

Patient-level analysis: 

Dichotomous indicator (1=yes, 0=no) 

 

Clinic-level analysis: 

% of eligible patients at clinic screened 
 

Primary Predictors   

Reminders 
 

Primary Care Clinic 

Director 

Use of a computerized reminder to support CRC 

screening 

 

Dichotomous indicator (1=yes, 0=no) 
 

Templates Primary Care Clinic 

Director 
 

Use of a specialized CPRS template (eg pre-set 

standing orders or lab panel) to support CRC 

screening 

 

Dichotomous indicator (1=yes, 0=no) 
 

Other Tools to 

Support CRC 

Screening 

  

Profiling and 

feedback 

Primary Care Clinic 

Director 

Performance profiling and feedback to providers 

 

Dichotomous indicator (1=yes, 0=no) 
 

Incentives Primary Care Clinic 

Director 

Incentives (e.g. financial, protected time, perks, 

other) 

 

Dichotomous indicator (1=yes, 0=no) 
 

Clinical champion Primary Care Clinic 

Director 
 

Designated local clinical champion  

 

Dichotomous indicator (1=yes, 0=no) 
 

RN disease manager Primary Care Clinic 

Director 

Delegated RN for disease-specific management  

 

Dichotomous indicator (1=yes, 0=no) 
 

Provider education Primary Care Clinic 

Director 

Provider education (e.g. seminars, newsletters, 

pocket guides) 

 

Dichotomous indicator (1=yes, 0=no) 
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Other clinic-level 

covariates 

  

Clinic size Administrative Data Number of unique patients, in 1000’s 
 

Clinic type Administrative Data VA Medical Center (ref) vs. Community-Based 

Outpatient Center 

 

Dichotomous indicator 
 

Local authority over 

clinical protocols 

Primary Care Clinic 

Director 

Mean of 3 items: 

1) Establishing clinical procedures for PC 

2) Establishing guidelines pertinent to PC 

3) Implementing guidelines pertinent to PC 

 

Likert 1-4 (1=little or no authority, 4=complete 

authority) 
 

Sufficiency of 

clinical support 

arrangements 

Primary Care Clinic 

Director 
 

Mean of 4 items: 

 

1) Appropriately equipped examining rooms 

2) Appropriately equipped treatment rooms (e.g. 

sigmoidoscopy, podiatry and other procedures) 

3) Personal computers or workstations 

4) Patient education spaces 

 

Likert scale 1-5 (1=Not at all Sufficient, 

5=Completely Sufficient) 
 

Patient-level 

covariates 

  

Age Administrative Data 
 

Age 52-64 (ref); 65-74; or 75-85 
 

Gender Administrative Data 
 

Male (ref) or Female 
 

Income Administrative Data <$10k (ref); $10-19k; $20-29k; or $30k+ / year 
 

Race / ethnicity Administrative Data 
 

White (ref); Black; Other race* 
 

Number of visits Administrative Data (In the past 12 months): <6 (ref); 6-10; or more than 

10 PC visits 

*Combines Hispanic, Asian, and other race categories 

 

CPRS = Computerized Patient Record System; PC = Primary Care; RN = Registered Nurse; CDS = 

Clinical Decision Support 
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Appendix 2-B: CRC Screening Measure Inclusion / Exclusion Criteria1 

 

Summary: Percent of patients receiving appropriate colorectal cancer screening  

Numerator:  Patients receiving appropriate colorectal cancer screening 

Denominator:  Patients 51-80 years old at the time of the qualifying visit 

Exclusions:   

• Terminal illness as indicated by documented diagnosis of cancer of the esophagus, liver or 

pancreas 

• enrolled in a VHA or community-based hospice program 

• documented in the medical record as having a life expectancy of less than 6 months on the 

PROBLEM LIST or as a Health Factor in CPRS 

• diagnosis of colorectal cancer (ICD-9-CM Codes 153.x, 154.0, 154.1, 197.5, V10.05) or 

total colectomy (ICD-9-CM Code 45.8). 

Cohort:  Nexus clinic sample 

 

Definitions:      

Appropriate colorectal cancer screening consists of any of the following: 

• Fecal occult blood test (FOBT) during the past year; 

• Flexible sigmoidoscopy during the past 5 years;  

• Colonoscopy during the past 10 years;  

• Double contrast/air contrast barium enema during the past 5 years.  

Past year: Period starting the 12th month prior to the “study interval” extending to last day of 

the month under study. 

Past 5 years or past 10 years:  A notation in the medical record must include a date reference 

that meets the timeline.  

Fecal occult blood tests (FOBTs) must be noted in the medical record to be a screening test for 

colorectal cancer.  The tests should be a series of 3 samples and may be either guiac or 

immunochemical tests.  Laboratory report of fewer than 3 cards, tests from digital rectal exam, or 

tests performed for reasons other than CRC screening are not accepted as adequate colorectal 

cancer screening for purposes of this measure. 

Methodology:      

• Data origin & extraction:  EPRP from Medical Record 

• Time frame:  EPRP schedule, data collection monthly 

• Interval:  Compliance during the period beginning from the 1st day of the month of the study 

interval (month) and counted back to the stated interval prior to the ‘study interval’ beginning 

date and extending to the last day of the month under study.    

• Scoring logic: 

o If test was completed in the VAMC, test results must be documented in the medical 

record or lab package.  Where the returned FOBT cards are developed within the 

facility and results determined is not a factor for compliance in this measure (e.g. 

in AC as waived testing, satellite lab, main lab, etc).  The critical data element is 

the documentation of the 3 FOBT results in the medical record or lab package.  

                                                           
1 From EPRP Technical Manual 
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Facilities are encouraged to record results in the lab package regardless of where 

results are determined. 

o If completed in the private sector or another VAMC, there is documentation 

indicating a test was accomplished and the result recorded, e.g. normal, negative, 

or positive.  The date is documented closely enough to be able to determine if the 

test was accomplished within the acceptable time interval.   

o N / D * 100 = % 
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Appendix 2-C: Alternative Patient-Level Models of CRC Screening 

 A B C D 

 OR 

[95% CI] 

OR 

[95% CI] 

OR 

[95% CI] 

OR 

[95% CI] 

Primary Predictors     
Reminders 1.04 

[0.85,1.27] 

1.15 

[0.88,1.52] 

1.04 

[0.84,1.28] 

1.05 

[0.87,1.26] 

Templates 0.96 

[0.86,1.07] 

0.93 

[0.83,1.05] 

0.94 

[0.84,1.05] 

0.96 

[0.87,1.06] 

Other tools to support CRC screening     
Profiling and feedback 0.98 

[0.87,1.09] 

1.00 

[0.88,1.13] 

0.98 

[0.87,1.10] 

0.95 

[0.85,1.07] 

Incentives 0.99 

[0.88,1.12] 

0.96 

[0.85,1.09] 

1.00 

[0.88,1.14] 

1.00 

[0.89,1.13] 

Clinical champion 0.97 

[0.87,1.09] 

0.96 

[0.84,1.09] 

0.99 

[0.87,1.11] 

1.02 

[0.91,1.14] 

RN disease manager 1.12 

[0.94,1.34] 

1.14 

[0.96,1.36] 

1.14 

[0.95,1.37] 

1.22* 

[1.03,1.45] 

Provider education 1.07 

[0.96,1.19] 

1.08 

[0.96,1.21] 

1.05 

[0.95,1.17] 

0.97 

[0.87,1.07] 

Other clinic-level covariates     
Community-based outpatient clinic 1.00 

[0.89,1.12] 

0.99 

[0.88,1.11] 

1.01 

[0.90,1.13] 

1.03 

[0.92,1.14] 

Local authority over clinical protocols 

(1-4) 

1.00 

[0.93,1.06] 

1.02 

[0.95,1.09] 

1.00 

[0.93,1.07] 

0.99 

[0.93,1.05] 

Sufficiency of clinical support arrangements (1-5) 1.02 

[0.95,1.08] 

1.03 

[0.96,1.09] 

1.03 

[0.96,1.11] 

1.05 

[0.98,1.11] 

Clinic size (Unique patients, in 1,000s) 1.00 

[1.00,1.00] 

1.00 

[1.00,1.00] 

1.00 

[1.00,1.00] 

1.00 

[1.00,1.00] 

Patient-level covariates     
Female 0.98 

[0.86,1.13] 

0.99 

[0.86,1.13] 

0.98 

[0.86,1.13] 

0.98 

[0.85,1.13] 

Age (Ref: 50-65)     
   65-75 1.77*** 

[1.67,1.87] 

1.76*** 

[1.66,1.87] 

1.78*** 

[1.68,1.88] 

1.78*** 

[1.68,1.89] 

   75+ 2.00*** 

[1.86,2.14] 

1.99*** 

[1.85,2.15] 

2.01*** 

[1.88,2.15] 

2.01*** 

[1.88,2.16] 

Number of Visits (past 12 months) (Ref: <6)     
   6-10 1.32*** 

[1.25,1.39] 

1.30*** 

[1.22,1.37] 

1.32*** 

[1.25,1.40] 

1.33*** 

[1.26,1.40] 

   11+ 1.43*** 

[1.34,1.53] 

1.37*** 

[1.27,1.47] 

1.44*** 

[1.35,1.54] 

1.46*** 

[1.37,1.56] 

Income (Ref: <10k/year)     
   $10-19k/year 0.99 

[0.93,1.05] 

1.00 

[0.93,1.07] 

0.99 

[0.93,1.05] 

0.99 

[0.93,1.05] 

   $20-29k/year 1.11** 

[1.04,1.19] 

1.12** 

[1.04,1.21] 

1.11** 

[1.04,1.19] 

1.11** 

[1.04,1.19] 

   $30k+ / year 1.32*** 

[1.24,1.41] 

1.34*** 

[1.24,1.45] 

1.32*** 

[1.24,1.41] 

1.32*** 

[1.24,1.41] 

Observations 42,098 42,098 42,098 42,098 
* p < 0.05, ** p < 0.01, *** p < 0.001 

Models: 

A: Primary analysis (GEE) 

B: Logistic regression with cluster-robust standard errors 

C: 2-level random intercept model 

D: 3-level random intercept model 

(continued on next page) 
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 E F G H I 

 OR 

[95% CI] 

OR 

[95% CI] 

OR 

[95% CI] 

OR 

[95% CI] 

OR 

[95% CI] 

Primary Predictors      
Reminders 1.17 

[0.92,1.48] 

1.30* 

[1.01,1.69] 

0.77 

[0.56,1.04] 

1.03 

[0.84,1.26] 

1.39 

[0.79,2.45] 

Templates 0.96 

[0.85,1.09] 

0.96 

[0.84,1.10] 

0.97 

[0.82,1.15] 

0.95 

[0.86,1.06] 

1.09 

[0.79,1.50] 

Other tools to support CRC screening      
Profiling and feedback 0.92 

[0.80,1.05] 

0.99 

[0.86,1.15] 

0.92 

[0.78,1.10] 

0.97 

[0.87,1.09] 

1.11 

[0.77,1.61] 

Incentives 1.06 

[0.92,1.22] 

0.91 

[0.79,1.05] 

1.15 

[0.94,1.41] 

1.00 

[0.88,1.13] 

0.82 

[0.58,1.16] 

Clinical champion 0.97 

[0.85,1.11] 

0.93 

[0.81,1.06] 

1.08 

[0.89,1.33] 

0.98 

[0.87,1.10] 

0.81 

[0.58,1.14] 

RN disease manager 1.09 

[0.88,1.34] 

1.08 

[0.88,1.33] 

1.19 

[0.87,1.62] 

1.11 

[0.93,1.32] 

1.81* 

[1.02,3.22] 

Provider education 1.06 

[0.94,1.20] 

1.07 

[0.94,1.22] 

1.04 

[0.88,1.22] 

1.07 

[0.96,1.19] 

1.13 

[0.82,1.55] 

Other clinic-level covariates      
Community-based outpatient clinic 0.97 

[0.85,1.10] 

1.00 

[1.00,1.00] 

1.00 

[1.00,1.00] 

1.00 

[0.89,1.11] 

0.97 

[0.67,1.39] 

Local authority over clinical protocols 

(1-4) 

0.99 

[0.91,1.07] 

0.98 

[0.88,1.07] 

1.02 

[0.93,1.11] 

1.00 

[0.94,1.07] 

0.89 

[0.72,1.09] 

Sufficiency of clinical support arrangements 

(1-5) 

1.02 

[0.94,1.10] 

1.01 

[0.93,1.10] 

1.04 

[0.94,1.14] 

1.01 

[0.95,1.08] 

1.07 

[0.88,1.29] 

Clinic size (Unique patients, in 1,000s) 1.00 

[1.00,1.00] 

1.00 

[0.99,1.00] 

1.00 

[1.00,1.01] 

1.00 

[1.00,1.00] 

1.00 

[0.99,1.01] 

Patient-level covariates      
Female 1.05 

[0.87,1.27] 

0.99 

[0.84,1.16] 

0.98 

[0.76,1.27] 

- - 

Age (Ref: 50-65)      
   65-75 1.77*** 

[1.63,1.92] 

1.76*** 

[1.64,1.89] 

1.77*** 

[1.59,1.96] 

1.77*** 

[1.67,1.88] 

1.55* 

[1.06,2.26] 

   75+ 1.99*** 

[1.81,2.19] 

2.03*** 

[1.86,2.21] 

1.93*** 

[1.71,2.17] 

1.99*** 

[1.86,2.13] 

2.49** 

[1.38,4.47] 

Race / ethnicity (Ref: White)      
   Black 0.83*** 

[0.76,0.91] 

- - - - 

   Other Race 0.74*** 

[0.65,0.85] 

- - - - 

Number of Visits (past 12 months) (Ref: <6)      
   6-10 1.37*** 

[1.27,1.48] 

1.34*** 

[1.25,1.43] 

1.28*** 

[1.16,1.41] 

1.31*** 

[1.24,1.39] 

1.41* 

[1.02,1.95] 

   11+ 1.49*** 

[1.36,1.62] 

1.49*** 

[1.38,1.60] 

1.33*** 

[1.19,1.49] 

1.43*** 

[1.34,1.52] 

1.52* 

[1.07,2.16] 

Income (Ref: <10k/year)      
   $10-19k/year 1.07 

[0.98,1.17] 

1.03 

[0.95,1.11] 

0.92 

[0.82,1.03] 

0.99 

[0.93,1.06] 

0.95 

[0.66,1.36] 

   $20-29k/year 1.13** 

[1.03,1.24] 

1.14** 

[1.05,1.24] 

1.05 

[0.93,1.18] 

1.13*** 

[1.05,1.21] 

0.70 

[0.48,1.01] 

   $30k+ / year 1.36*** 

[1.23,1.50] 

1.32*** 

[1.22,1.43] 

1.33*** 

[1.18,1.49] 

1.33*** 

[1.25,1.43] 

0.96 

[0.65,1.43] 

Observations 20,847 28,715 13,383 40,895 1,203 
* p < 0.05, ** p < 0.01, *** p < 0.001 

 

Models: 

E: Subset with race/ethnicity information available;    F: VA medical center clinics; 

G: Community-based outpatient clinics;   H: Male patients;    I: Female patients 




