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ABSTRACT OF THE DISSERTATION

Bridging Gaps in Programmable Laboratories-on-a-chip Workflows
and

MediSyn: A Modular Pharmaceutical Discovery and Synthesis Framework

by

Tyson Lee Loveless

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, December 2022

Dr. Philip Brisk, Chairperson

Life scientists have a need for making their work more efficient, cost-effective, and

reproducible. The ongoing reproducibility crisis underscores the need for efforts to

improve and transform existing methods, and the normative 10-15 years and $2.6 billion

cost to develop new life-saving drugs is harrowing.

This dissertation consists of two parts that aim to partially address these concerns: the

first reviews programmable microfluidic labs-on-a-chip (pLoCs), which have been widely

promised to solve issues with human error and resource waste when used for biochemical

experimentation (assays). Despite touted advantages, existing pLoCs are unwieldy to

operate, requiring manual translation of assays to sequences of electrode actuations to

control their operation. Progress on high-level languages for pLoCs is encouraging, but

back-end compiler support is lacking. This part provides solutions to fill in gaps between

existing languages and pLoCs, allowing would-be adopters to translate their existing

workflows to utilize these devices. Namely, it details (1) abstractions necessary for

viii



translating and compiling assays featuring time-constrained reactions, (2) optimizations

that reduce waste, decrease latency, and—perhaps most importantly—enable targeting

the very small surfaces of existing devices, and (3) a strategy for statically compiling

and executing assays featuring pre-compiled functions, showcased on a real-world pLoC.

The second part introduces MediSyn, a pharmaceutical research framework providing

abstractions for building systems for discovering, synthesizing, and verifying safe drugs.

MediSyn implements a superoptimizing search utilizing a Markov chain Monte Carlo

strategy over a candidate space of drugs specified as a probabilistic context-free grammar

(PCFG). Back-end modules (for candidate synthesis and evaluation) provide abstractions

for connecting to remote cloud labs, local execution on pLoC(s), or manual entry when

work is carried out on a benchtop. A proof-of-concept is presented as PepSyn, which

implements two front-ends: (1) a regex-style domain-specific language (PepSketch) that

takes inspiration from sketch-based syntax-guided synthesis, and (2) a user-interface that

harnesses techniques used in natural language processing (PepGen) in the programming-

by-example paradigm.
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Introduction

Life scientists are burdened with the monumental task of understanding—and, by proxy,

caring for—living organisms. Their discoveries often lead to improving the quality

and standard of life and have far-reaching applications from healthcare and medicine

to agriculture and food production. Nevertheless, much of their work suffers from

inefficiencies, astronomical costs, or is difficult to reproduce. The ongoing reproducibility

crisis ([14]) reveals that much work is needed to improve, transform, or altogether displace

existing methods in biological and chemical sciences, and the normative 10-15 years and

upwards cost of $2.6 billion for pharmaceutical researchers to develop new life-saving

drugs ([169, 50]) suggests that the next pandemic might come before the current one is

over, mandating that we simply must do better.

In this dissertation, you will find two loosely related contributions pursuing the disruption

and transformation of existing workflows for life scientists concerned with analytical

biochemical protocols (or assays) and discovering promising new pharmaceuticals.

Part I discusses how programmable microfluidic laboratories-on-a-chip (pLoCs) can

overcome some of the aforementioned issues, and presents practical optimizations and

additions to workflows necessary for scientists to adopt existing and future devices. The

methods are showcased with an end-to-end workflow, where assays specified in a high-
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level domain-specific language are compiled to target an existing commercially-available

open-hardware pLoC, revealing that sharing of protocols (in the form of completely

specified executable assays or pre-compiled binaries) is tenable on these mediums.

Part II introducesMediSyn, a modular framework for pharmaceutical researchers to create

cyber-physical systems that can automate the discovery, synthesis, and evaluation of safe

de novo drugs. MediSyn aims to both reduce the exorbitant costs and the unreasonable

time-to-delivery associated with drug development. MediSyn’s utility is evaluated with

PepSyn a proof-of-concept implementation targeting pharmaceutical peptides. PepSyn

compares program synthesis-inspired approaches to defining and searching over the

space of peptide pharmaceuticals: PepSketch, a SKETCH -inspired[212] domain-specific-

language that specifies a domain of candidate peptides using inlined wildcards in a

peptide’s primary sequence, and PepGen, a front-end in the programming-by-example

(PBE) paradigm[107, 82, 188], which constructs a domain of interest using user-provided

example drugs and their efficacy against a target pathogen. A superoptimization approach

explores the peptide space using a Markov Chain Monte Carlo search [200, 4, 196]; the

resulting Markov chains characterize a domain of drugs of interest for further exploration

in a wet-lab environment.
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Part I

Bridging Gaps: Making pLoC

Workflows Practical
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Chapter 1

Introduction

The last two decades have witnessed the emergence of software-programmable, integrated

microscale machines capable of miniaturizing, automating, and accelerating fluidic bio-

chemical laboratory experimentation (assays). So-called programmable laboratories-on-a-

chip (pLoCs), these devices have promised to revolutionize biochemical experimentation

in the life sciences by reducing reagent waste, increasing safety, eliminating human error,

and increasing reproducibility. Despite researchers regularly validating these promises,

adoption of pLoCs is still in its infancy, partly due to their relative obscurity, and

to a greater extent due to their unwieldy operation. Commercially-available pLoCs

(OpenDrop, DropBot, etc.) for general-purpose lab use are currently operated manually,

or “programmed” through inefficient (and error-prone) processes akin to writing machine

code by hand, preventing many would-be adopters from integrating pLoCs into their

labs.
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While high level programming languages designed for specifying assays for execution

on pLoCs have made large strides in recent years, compiler support has lagged behind,

and there are currently no general-purpose runtimes capable of driving physical pLoCs

that utilize compiled assays written in a high level language. Additionally, though a

primary objective of executing assays on pLoCs is to provide reproducible results, there

is a present lack of any language or compiler support for implicit timing constraints.

This is concerning, as reagents can be extremely sensitive to temperature changes,

evaporation, and exposure to other reagents, particularly at sub-microliter volumes,

leading to inaccuracies in reporting or failure in the worst case.

The rest of this part discusses and presents practical solutions to gaps that exist in

the end-to-end workflow of assay specification, compilation, and execution on pLoCs.

After detailing necessary background material in Chapter 2, Chapter 3 discusses nec-

essary language and compiler additions that allow scientists to concisely express time

constraints and statically ensure the synthesized results will not fail due to missed

deadlines. Generalized syntactical constructs are presented that can be added to any

language, and a time- and resource-constrained scheduling problem is formalized and

solved using a new efficient heuristic and an optimal Integer Linear Programming (ILP)

formulation. Methods are demonstrated and evaluated by adding syntax to the BioScript

language [178] and compiling contrived time-constrained assay benchmarks, revealing

that existing scheduling methods are in general unable to properly schedule assays when

timing constraints are present.

Chapter 4 introduces necessary optimizations for successfully compiling assays onto

pLoCs with severely constrained spatial resources (a reality of existing devices), exploring

various ways of placing microfluidic operations with fluidic dependencies crossing basic
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blocks at a global scope. Further optimizations explore trade-offs between operation-level

parallelism and execution latency. In addition to accelerating benchmark assays (with

an average decrease in latency of 25%), the optimizations provided a 450% increase in

compilability when compiling onto severely spatially-constrained architectures.

Chapter 5 provides observations necessary for setting up, running, and tearing down

assay protocols specified using (possibly pre-compiled) functions. While the vast majority

of real-world assays that have been translated for execution on LoCs are easily specified

using straight-line code, scientists could benefit from utilizing functions to organize

complex protocols, defining repeatable operations with parameterized reagents, or the

ability to disseminate pre-compiled executable protocols. We introduce a split-technology

stack, which segregates the digital representation of a stack frame from physical droplets

requiring on-chip storage that lives across function calls, an idiosyncrasy that traditional

computing architectures need not consider. This chapter culminates by demonstrating

execution of various protocols on OpenDrop, a commercially-available open-source pLoC

device.
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Chapter 2

Background and Related Work

2.1 Background and Related Work

2.1.1 Analytical Biochemical Protocols (Assays)

An assay is a laboratory procedure that aims to assess the activity of a target entity, called

the analyte; as an over-generalization, we use the term assay to represent a biochemical

“algorithm” that will execute on an pLoC. Ideally, the (bio-)chemist of the future will

specify an assay using an appropriately designed high level domain-specific programming

language (DSL) meant for programmable chemistry. A number of domain-specific

programming languages have been proposed for pLoCs [230, 226, 6, 5, 40, 41, 178, 239]

(see Section 2.1.4); while most of these languages are tied to specific pLoC technologies,

any DSL compatible with DMFBs (see Section 2.1.2) could be used as a front-end for

the work presented here.
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Many assays are time-sensitive, although it may not always be obvious from the descrip-

tion. Reagents can be extremely sensitive to temperature changes, evaporation, and

exposure to other reagents, especially at sub-microliter volumes [51], and can lead to

inaccuracies in reporting or failure in the worst case. Benchtop-scale assays specified

either formally or informally without explicit statements of timing constraints can be

scheduled in a way that causes problems on a resource-constrained microfluidic format:

constrained resources may lead a scheduler to store time-sensitive interactions past their

usable lifespan. To mitigate these concerns, Chapter 3 introduces language constructs

and compiler support in order to support and enforce these constraints; it formalizes the

time- and resource-constrained scheduling problem for assays specified to run on pLoCs,

and implements an efficient heuristic and optimal Integer Linear Programming model for

solving the problem.

2.1.2 Digital Microfluidic Biochips (DMFBs)

The compiler described in this paper targets a class of pLoCs called Digital Microfluidic

Biochips (DMFBs), which manipulate discrete droplets of fluid using electrostatic actua-

tion [130, 168]. DMFBs exploit a physical phenomenon called electrowetting, shown in

Fig. 2.1: an electrostatic potential applied to a droplet at rest modifies its shape and

angle of contact with the surface, causing it to spread. DMFBs exploit this property

to facilitate programmable droplet manipulation: droplet transport can be achieved by

activating and deactivating adjacent electrodes in sequence, as shown in Fig. 2.2. An

optional top “ground electrode” reduces the voltage required to move a droplet and

improves the fidelity of on-chip operations.
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A DMFB is a programmable 2-dimensional array of individually addressable electrodes

(Fig. 2.3) which supports an instruction set consisting of five basic operations: store

(hold droplet at position (x, y), transport (move a droplet from position (x, y) to position

(x′, y′)), merge (combine two droplets), mix (combine two droplets and route them in a

rectangular motion), and split (separate a larger droplet into two roughly equal smaller

droplets) (Fig. 2.4) [187, 167, 75, 174, 86, 1]. An “executable program” is a sequence of

electrode activations supplied by a host PC or microcontroller. A compiler translates

a text-based assay specification into an executable program [41, 178]. A DMFB is

“reconfigurable” in the sense that each operation can be performed anywhere on the

electrode array and any given electrode may contribute to different operations at different

points in time during execution. A typical DMFB will integrate non-reconfigurable

resources such as I/O reservoirs on its perimeters, as well as heaters [137], sensors

[190, 140, 39, 223, 125, 206, 197, 121, 68, 199, 20, 170, 205, 126, 1], optical detectors

[218, 135, 136, 236], or online video monitoring [207, 16, 93, 65, 233, 127] into the array

itself.

Integration of sensors [190, 140, 39, 223, 125, 206, 197, 121, 68, 199, 20, 170, 205, 126, 1]

and online video monitoring [251, 138, 139, 92, 103, 2, 98, 99, 3, 184, 100, 127] allows a

host PC or microcontroller connected to a DMFB to obtain online feedback regarding

the state of the assay during execution, and facilitates cyber-physical control. At the

language design level, this provides targets for control flow: arbitrary computations can

be performed on acquired sensory data, including predicates that resolve conditions

at run-time [81, 41]. Feedback-control has been applied for precise droplet positioning

[206, 170, 20, 126, 16, 65, 93, 233, 127, 1], online error detection and recovery [251, 138,
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Figure 2.1: The electrowetting effect: applying an electrostatic potential to a droplet
modifies its contact angle [130, 168].

Figure 2.2: Droplet transport is achieved by activating and deactivating electrodes in
sequence.

Figure 2.3: A DMFB (left) comprises a 2D array of discrete electrodes, with an optional
ground electrode on top. A cyber-physical feedback loop to a microcontroller is enabled
by sensory feedback.

Figure 2.4: DMFB instruction set architecture (ISA).
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139, 92, 103, 2, 98, 99, 3, 184, 100, 127], and to provide control flow constructs at the

language syntax level [81, 40, 41, 178].

2.1.2.1 OpenDrop

OpenDrop (Figure 2.5a) is an open-source (hardware/software) DMFB that features

a modular cartridge design. Cartridge designs with integrated heaters are available,1

and custom cartridges supporting optical detection or varied electrode patterns for

application-specific usage have been demonstrated.2 OpenDrop is programmed through

an open-source graphical interface through which the user manually turns electrodes on

and off over time; an integrated joystick on the device allows for real-time user-control,

but can only actuate one electrode at a time. Chapter 5 utilizes OpenDrop’s electrode

layout for presenting technical concepts, and culminates with proof-of-concept execution

utilizing the methods presented throughout this part.

2.1.3 DMFB Compilation

Compilation of assays lacking control flow or timing deadlines is relatively mature. The

input is a fluidic variation of a directed acyclic dependency graph (DAG), where vertices

represent fluidic operations and edges represent “fluidic dependencies,” i.e., an edge

between vertices u and v indicates operation u produces a droplet that is consumed by

operation v. Figure 2.6 depicts the compilation path for a fluidic DAG, which must solve

three interdependent NP-complete sub-problems: scheduling of operations [52, 191, 221,

80, 176, 131], reconfigurable module placement [220, 245, 240, 241, 141, 129, 37, 142, 78],

and droplet routing [222, 24, 38, 246, 95, 194, 195, 112, 111].

1https://gaudishop.ch/index.php/product/opendrop-v4-cartridge-heated-pads/
2http://www.gaudi.ch/OpenDrop/?p=759, http://www.gaudi.ch/OpenDrop/?p=751
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(a)

(b)
Figure 2.5: (a) An OpenDrop DMFB device with a 8× 14 cartridge. (b) The virtual
representation of the OpenDrop’s electrode arrangement we use in this paper.

Figure 2.6: A DMFB compiler must determine when and where operations will be
performed, as well as how droplets will arrive at their destinations.
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The scheduler must determine exact times in which each operation starts and stops,

while observing fluidic dependency constraints within the dependency graph and physical

resource constraints associated with the target device. All five basic operations can

be performed at the same location as e.g., a heater (when off) or a detector; however,

heating and detection cannot be performed at any location on-chip. Thus, the compiler

must know the precise location of all I/O pads on the device perimeter and both the

location and function of all other integrated components. Once the DAG is scheduled,

the placer finds physical locations where each fluidic operation will be performed at each

time step. Droplet routing is tasked with transporting droplets to appropriate placed

locations at the appropriate times without inadvertently colliding with other live droplets.

If reagent residues may cause contamination of routing droplets, wash droplets may be

introduced by the router to prepare for subsequent routing [96, 249, 242].

While DAG-level compilation is mature, compiling more complex assays represented by a

Control Flow Graph (CFG) is still an active area of research. Early work in this context

targeted online error detection and recovery for the DAG compilation model described

above [251, 138, 139, 92, 103, 2, 98, 99, 3, 184, 100, 127]. With appropriate extensions to

handle CFGs, these techniques could be integrated into the runtime system that executes

assays compiled using the techniques described in this part on a DMFB, but is beyond

the scope of this work to design and evaluate such techniques. Two techniques have

been recently proposed for compiling CFGs: the first, which is orthogonal to what is

proposed here, is to interpret assays online, rather than compile them offline [81, 239].

During execution, the runtime analyzes sensory data to resolve conditionals and then

JIT-compiles each basic block, emphasizing compilation speed over solution quality. To

the best of our knowledge, prior work has not attempted to JIT-compile an assay on
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the granularity of the CFG; any such approach could build on the techniques used here,

noting that the runtime overhead of mix operation resizing may be prohibitive. Further,

there is a complex interplay between coalescing and module resizing (see Chapter 4),

as resizing may affect interferences across the CFG during rescheduling; hence, the

combination of these optimizations are not well-suited for online compilation.

The alternative approach, which we build upon in Chapter 4, statically compiles a CFG

by using any of the aforementioned scheduling, placement, and routing algorithms on

each individual basic blocks (fluidic DAGs), and stitches together the results afterward.

We build directly upon the work in [41], which described these techniques; it introduced

the hybrid computational-fluidic IR used herein, and demonstrated how to compile a

CFG: each basic block could be compiled individually, with additional droplet routes

inserted at control flow edges. These routes ensure that each basic block begins with its

incoming droplets at the same position regardless of which control path is taken leading

into that basic block. As basic blocks are considered in isolation, unnecessary droplet

transport operations are introduced, leading to increased reagent residue waste, longer

execution times, and possible failure to compile.

Previous microfluidic placement work has taken inspiration from spatial computing: [52,

241, 78] and have adapted algorithms originally introduced for dynamically reconfigurable

FPGAs [18] to the microfluidic context. These algorithms, while practical and useful, do

not assume that tasks compiled onto a dynamically reconfigurable FPGA communicate,

and are thus unable to effectively reduce or eliminate droplet transport latencies when

applied to a microfluidic context.
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The optimizations presented in Chapter 4 propose a compiler framework that take

principles from graph coloring register allocation [33, 32, 28, 70]: fluidic variables whose

lifetimes overlap “interfere,” and must therefore be placed at non-overlapping positions

on the spatial 2-dimensional array to prevent inadvertent mixing and cross-contamination.

Operations within basic blocks are defined atomically (i.e., an operation cannot start in

one basic block and finish in another); further, [41] splits fluidic variable live ranges at

basic block boundaries in accordance with the ϕ- and π-functions of the Static Single

Assignment (SSA) [42] and Static Single Information (SSI) [7, 208, 25] Forms, localizing

all interfering operations to isolated basic blocks, while ensuring a linearized def-use

chain over all variables. While [41] ensures that fully correct CFG compilation can

be achieved by considering basic blocks in isolation, and inserting inter-block routes

at control edge boundaries, producing a correct “executable program,” but, as noted

previously this does nothing to mitigate spurious droplet transport operations, and may

induce additional wash droplet requirements. By ensuring that fluidic operations oi and

oj having a non-interfering dependency edge (oi, oj) in the CFG are placed at the same

location, then otherwise necessary routing is eliminated entirely. This is identical, in

principle, to coalescing operations performed during register allocation; moreover, as

SSA(SSI) Form may introduce many copy operations at block boundaries, the techniques

can have significant effects on routing requirements between blocks.

In short, the strategies presented in Chapter 4 derive (both in principle and literally)

techniques from graph coalescing to minimize the number of transport operations that the

fluidic SSI Form from [41] inserts into the CFG. Additionally, when droplet transportation

requirements persist after placement, the placement mechanisms attempt to minimize

overall transport distances required by incorporating a static estimate of how critical

15



the transport operation is to overall assay execution time — i.e., by placing interfering,

but dependent, operations near one another, the transport routing can be effectively

minimized.

2.1.4 Language Design for Programmable Chemistry

Languages designed for programmable chemistry, including those intended for pro-

gramming DMFBs, can generally be classified into one of three categories: laboratory

automation, ontologies, or domain-specific languages. [198] provides a detailed review of

historical language development for programmable chemistry. The following is a brief

selection and description of some notable languages:

2.1.4.1 Ontologies

An ontology in synthetic biology and chemistry aims to standardize how scientists discuss

and disseminate information. Notable ontologies are the Synthetic Biology Open Language

(SBOL) [67] and EXACT [213]; by describing experiments and models in a common

language, scientists are able to concisely define properties and relations between concepts,

data, and entities involved in an experiment. Despite their aim, ontologies are unable to

directly execute experiments, and thus lack the ability to enforce reproducibility within

their design.

2.1.4.2 Laboratory Automation

Lab automation workflows aim to enforce reproducibility and remove human-error

by coupling standard inventories with formal/informal operational statements. [114]

specifies and composes processes from individual protocols, which are then parallelized

and scheduled on available laboratory equipment. In principle, inventories could be
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supplemented to include pLoCs programmed using available domain-specific languages.

Cloud-based automation provides scientists the ability to remotely execute assays in

laboratories controlled by robots over the Internet. Assays are specified using lab- and

domain-specific languages, such as Transcriptic’s Autoprotocol 3 or Synthace’s Antha 4.

Similar to [114], these processes could be extended to facilitate operation of pLoCs, yet

would still require interaction with an appropriate high-level language.

2.1.4.3 Domain-Specific Languages for pLoCs

BioStream [230, 226] targeted a pLoC designed primarily for serial dilution protocols,

which pair fluidic mixers with fluidic memories. Now defunct, BioStream promised ease of

use by abstracting away architecture-specific details from the programmer and including

a set of algorithms that would automatically generate the dilution protocols from a set

of user-set target concentrations.

Aquacore [6, 5] is a pLoC technology comprised of a collection of microvalve-based

components connected to a centralized control bus, and is programmed using the assembly-

like AquaCore Instruction Set (AIS). Other high-level languages could be adapted to

output AIS with compatibility with Aquacore’s components, but this is out of the scope

of this part.

Originally an ontology, BioCoder [8] was later extended to target pLoCs [150, 81, 40, 41].

While a significant first-of-its-kind proof-of-concept in the direction of providing high-level

access to programming LoCs, the syntax was not intuitive, and it lacked any formal

semantics.

3http://autoprotocol.org
4https://docs.antha.com
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Puddle [239], while not technically a domain-specific language, is an ongoing effort

to implement domain-specific APIs for read-eval-print-loop (REPL) programming of

a custom-designed pLoC. Puddle’s novelty is in its simplicity of interleaving fluidic

operations within a traditional language’s existing infrastructure through custom APIs.

As an API library, high-order concepts such as arrays, unbounded looping, and functions

using fluidic types are supported for free. Despite the relative simplicity of using, e.g.,

Python as a front-end, Puddle’s single-architecture target and choice to embrace complete

dynamism at the expense of static guarantees makes reasoning about fluidic types and

providing verifiable contracts (e.g., support for timing-constrained protocols) untenable.

BioScript [178] serves as a long-term replacement for BioCoder. It features a chemical

safety type system that warns programmers when potentially dangerous chemical reactions

may take place in a provided program, and formalizes its semantics for provably correct

operation. BioScript further shines in its syntactical constructs, where very-high-level

operations are specified in a cookbook style, enabling life scientists, who are not typically

trained in the idiosyncrasies of typical programming languages, to effortlessly and

concisely specify assays for use on pLoCs.

Work presented in this part leverages and builds upon BioScript for all proof-of-concept

implementations. Table 2.1 lists the operations BioScript supports and the corresponding

syntax, categorized by microfluidic technology complexity. The core of the language

consists of generic fluidic operations common to all LoCs, including declarations of fluidic

variables, mixing of fluids, and storage. Notably, to reduce the programming burden

and to keep the language small, certain constructs are omitted from the syntax that

can be directly inferred by the compiler or execution engine (transportation, storage).

BioScript enables programming control-flow constructs for pLoCs having integrated
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sensors with conditional branches and while loops, as well as DMFB-specific operations

for reading and writing to integrated modules (detect, heat) and droplet splitting. The

detect instruction abstracts the reading from the hardware implementation, and can

be used for various read tasks: e.g., measuring temperature, mass, or fluorescence, etc.

While declaration of (non-recursive) functions is supported, BioScript’s compiler inlines

all function calls due to the execution of functions on pLoCs being non-trivial (Chapter 5

addresses this).

Table 2.1: Operations supported by BioScript

Target Feature Syntax

Core

Material Decl
Input
Output
Mix
Transport
Store
Repeat

manifest A

a = dispense 5 units of A

drain ab

ab = mix a with 10 units of B for 10s

/* inferred through routing */

/* inferred through scheduling */

repeat n times { ... }

Control Flow
Branch
Loop

if (...) { ... } else { ... }

while (...) { ... }

DFMB
Detect
Heat
Split

detect temperature on ab

heat ab at 30c for 10s

x = split ab into 2

Figure 2.7 depicts a simple assay written in BioScript. The BioScript syntax allows the

programmer to specify the latency of assay operations (e.g., “. . . for 1m”), but not

timing constraints on the intermediate products (fluids) that are generated and later

consumed (Chapter 3 addresses this limitation). BioScript provides the programmer

with abstractions for acquiring sensory data from the DMFB, processing that data, and

making control flow decisions based on the result of the computation.
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1 /* inputs: sample, reagent */
2 analyte = mix sample with reagent for 1m
3 heat analyte at 80c for 2m
4 result = detect analyte for 30s
5 drain analyte

Figure 2.7: A simple assay written in BioScript.

2.1.5 Mixing Modules

Mixing fluids together is a common operation in any assay; the latency of mixing two

fluids depends on the number of electrodes that have been allocated to perform the

mixing and also the routing path that the droplet takes within the mixer [179] (see

Table 2.2). While larger mixers yield lower latency, they reduce the availability of spatial

parallelism on-chip. Several prior papers for single basic block compilation effectively

co-optimized scheduling and placement to account for different mixing latencies and their

associated resource consumption [240, 241, 141]. In contrast, the compiler additions

described in Chapter 4 includes a feedback loop that adjusts the size of different mixing

operations in order to optimize performance by exploring trade-offs between increasing

operation-level parallelism and/or reducing individual operation latencies. Although not

discussed, these techniques could be utilized in order to meet assay deadlines, as well

(see Chapter 3).

Table 2.2: Mixing module dimensions and their latencies [179].

Mixing Dimensions Mixing time (sec)

2× 2 9.95
2× 3 6.61
1× 4 4.6
2× 4 2.9
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Chapter 3

Language and Compiler Support

for Time-Constrained Chemistry

3.1 Introduction

Today’s programming languages and compilers support timed operations (e.g., mix or

heat for s seconds) but do not support timing constraints on the intermediate fluids

that are produced and subsequently consumed during assay execution; for example, it

may be necessary that a fluid generated at time t must be consumed before time t+∆ to

prevent spoilage. Existing compilers aim to minimize assay execution time [177], but do

not enforce timing constraints. When available on-chip resources are scant, the compiler

may temporarily store a time-sensitive intermediate product beyond its usable lifespan.

To address these concerns, this chapter makes the following contributions:
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• It introduces syntactical annotations that can be added to any microfluidic program-

ming language to allow specification of timing constraints for fluids; the annotations

are added to the BioScript language [178] as a proof-of-concept.

• It reformulates the resource-constrained scheduling problem for compilers targeting

Digital Microfluidic Biochips (DMFBs) and presents a new heuristic and an optimal

Integer Linear Programming (ILP) formulation to solve this problem.

• It presents two benchmark suites to evaluate a scheduler’s ability to solve the

updated scheduling problem, and compares existing scheduling methods against

those presented here, demonstrating their effectiveness

The remainder of this chapter is organized as follows: Section 3.2 describes the moti-

vation for timing constraints, and introduces syntactical annotations to associate them

with operations, culminating with a proof-of-concept implementation in BioScript.

Section 3.3 specifies the scheduling problem for DMFBs and introduces scheduling con-

straints; Section 3.4 presents heuristic and optimal algorithms to solve the scheduling

problem; Sections 3.5 and 3.6 summarizes the benchmarks used in our study and presents

an experimental evaluation of our proposed methods; finally, Section 3.7 concludes the

chapter and outlines potential directions for future research.

3.2 Timing Constraint Annotations

This section introduces and characterizes six types of timing constraints on the usage

of intermediate fluids that the designers of an assay may want to include in the assay’s

specification. To express these constraints, syntactic constructs are presented in the form
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of annotations. As a proof-of-concept, the annotations are added to the syntax of the

BioScript language.

Table 3.1: Time constraint variants on the intermediate fluid between operations u and
v, which is generated when u completes at time t; syntax associates a constraint with u,
applying it to all (u, v) dependencies

Constraint Description New Syntax

SLE ∆ v must begin no later than t+∆ @use.in ∆
SGE ∆ v must begin no earlier than t+∆ @use.after ∆
SEQ ∆ v must begin at t+∆ @use.at ∆
FLE ∆ v must complete no later than t+∆ @finish.in ∆
FGE ∆ v must complete no earlier than t+∆ @finish.after ∆
FEQ ∆ v must complete at t+∆ @finish.at ∆

3.2.1 Timing Constraints

Assays that feature time-sensitive reagents must include timing constraints to guarantee

correctness. The designer of such an assay must be able to specify these constraints

unambiguously in a manner that is both readable by humans and executable or inter-

pretable by machines. Table 3.1 summarizes six timing constraints that can be applied

to an intermediate fluid produced by operation u and consumed by operation v; these

constraints are associated with the edge (u, v) in the associated DAG.

Table 3.2: Fluidic operations and their associated latencies

Operation Latency (in t time-steps)

input 2
output 0
split,merge 2
heat, sense programmer-specified
mix programmer-specified†

† – Ref [179] associates a mixer’s dimensions with concrete
latencies for homogenization; Ref [133] adjusts specified
latencies based on the chosen module size.
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The constraints in Table 3.1 are categorized based on how they relate to the consumption

of the intermediate fluid; in each constraint ∆ is a non-negative value that represents

the amount of time specified in the constraint. Constraints starting with S (start) links

∆ to the start of the operation v consuming the droplet, while those starting with F

(finish) are associated with the completion of operation v. LE, GE, and EQ correspond

to the ≤,≥ and = comparison operators.

The full set of constraints can be expressed by either S or F groupings. For example, an

SLE constraint could enforce an FLE constraint by incorporating the latency of v into

the value of ∆.

The new syntax in the final column of Table 3.1 attaches an annotation to an operation

u which generates a droplet d; the associated constraint is then applied to edge (u, v)

where v is an operation that consumes d. Split operations may be inserted after u if

multiple operations will consume the fluid produced by u.

1 /* inputs: a, b, c, d, e */
2 @use.in 30s
3 ab = mix 1 units of a with 1 units of b for 15s
4 @finish.at 37s
5 cd = mix 1 units of c with 1 units of d for 10s
6
7 t_e = dispense 2 units of e
8 temp_e = split t_e into 2
9

10 @finish.in 15s
11 heat temp_e[0] at 30c for 15s
12
13 @finish.after 10s
14 heat cd at 90c for 35s
15
16 @use.at 5s
17 cde = mix cd with temp_e[0] for 5s
18
19 @use.after 5s
20 abcde = mix ab with cde for 10s
21
22 abcde = mix abcde with temp_e[1] for 5s
23
24 result = detect sensor on abcde for 5s
25
26 dispose abcde

Figure 3.1: A BioScript assay utilizing all six timing constraint variants.
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3.2.2 BioScript Example

The annotations introduced in the preceding section can be added to any language;

we add them to the BioScript language [178] as a proof of concept. BioScript’s

type system ensures that no fluidic variable is used more than once, enforcing the

semantic that variable uses are destructive. Figure 3.1 shows a toy example assay,

written in BioScript and featuring timing annotations: to attach a time constraint

to the intermediate fluid (u, v), an annotation is inserted in the program immediately

before operation u.

As described in Section 3.2.1, a timing constraint constrains the duration of time between

a pair of operations – e.g., the @use.in 30s annotation on line 2 in Fig. 3.1 indicates

there is a SLE constraint on the droplet referred to by ab with ∆ = 30s. The annotation

associates the constraint with the definition of ab on line 2 and the use of ab on line

20, specifying that operation abcde = . . . on line 20 must start within 30 seconds of

generating the droplet. It is the responsibility of the compiler–in particular, of the

scheduler–to ensure that this constraint is satisfied.

3.3 Scheduling Problem

This section reformulates the DMFB scheduling problem to support timing constraints.

Using this updated formulation, the following section will present new constraint-aware

scheduling algorithms that can be integrated into a compiler. Table 3.3 lists the notation

used throughout this section; Table 3.4 lists the constraints that characterize a problem

instance.
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The input is a DAG G = (V,E) and a description of the relevant physical parameters of

the DMFB architecture; details about the latter are deferred until Section 3.3.3. Each

operation u ∈ V has a latency L[u] ∈ Z+ (Table 3.2). The scheduler computes the

starting time of each operation S[u]. The objective is to minimize the latency of the

schedule, i.e.,

Objective : min

{
max
u∈V

F [u]

}
(3.1)

where F [u] is the finishing time of operation u:

F [u] = S[u] + L[u] (3.2)

3.3.1 Precedence Constraints

Precedence constraints are fundamental to scheduling. An edge (u, v) ∈ E means that

operation u produces a droplet that operation v will consume; v cannot commence until

u completes, i.e.:

S[v] ≥ F [u], ∀(u, v) ∈ E. (3.3)

3.3.2 Fluidic Identifiers (Types)

Scheduling is built on top of a set of identifiers, which we call types (not to be confused

with type systems [178]). Each operation u ∈ V has a type denoted T [u]. Likewise, each

physical resource in a DMFB can execute assay operations of at least one type.

Each input reservoir on the perimeter of a chip can supply one specific fluid; each output

reservoir collects one specific fluid. We treat each uniquely named fluid as its own type.

The sets of m and n input and output types are I = {i1, . . . , im} and O = {o1, . . . , on}.
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The electrode array on the DMFB surface performs a set of reconfigurable operation

types: R = {split, store,mix,merge} (Fig. 2.4); droplet transport is implicit, and is not

included as a type. Operations such as heat and sense that require external modules

can be treated as unique types as well.

T = R ∪ I ∪O ∪ {heat, sense} is the set of types. T can be extended, for example, if a

DMFB integrates multiple sensor types.

3.3.3 DMFB Architecture

Next, we describe our representation of the DMFB architecture. The number of reservoirs

(on the perimeter of the chip) of a given input type if or output type of are denoted as

Nif and Nof , respectively, where f is the type of the fluid. To ensure that the scheduling

problem is tractable, we employ a virtual topology (Fig. 3.2), which partitions the DMFB

into a set of N work modules based on its dimensions. Absent the virtual topology, the

scheduler must effectively solve placement (itself NP-complete) to determine if a schedule

is legal; the virtual topology enables schedule legality to be specified via integer linear

constraints.

All work modules can execute reconfigurable operations of type R. Work modules

overlapping regions of the chip featuring integrated sensors or heaters can additionally

perform operations of type sense and heat respectively; the number of work modules

having these capabilities are denoted Nsense ≤ N and Nheat ≤ N , respectively. A work

module can store up to k droplets, depending on its size; at most N × k droplets may be

stored at the same time on the chip.
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Figure 3.2: Virtual topology (VT): to ensure placing and routing feasibility, DMFB
resources are partitioned into a set of work modules capable of performing all instruction
in Fig. 2.4, with interference-free streets reserved for droplet transport. The VT for
this 11x8 DMFB exposes 4 work modules, with one capable of heating and one capable
of sensing. Interference regions completely surround each work module to prevent
inadvertent merging of droplets.
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3.3.4 Resource Constraints

Let X[j, t] be the number operations of type j ∈ T scheduled at time t. The following

resource constraints must be satisfied at each time-step t:

X[i, t] ≤ Ni ∀i ∈ I (3.4)

X[o, t] ≤ No ∀o ∈ O (3.5)

X[heat, t] ≤ Nheat (3.6)

X[sense, t] ≤ Nsense (3.7)

X[j, t] ≤ N ∗ k − 1 ∀j ∈ R ∪ {heat, sense} (3.8)

Equations (3.4) to (3.7) ensure that the number of scheduled operations at time t does

not exceed the number of available resources that can execute those operations; Eq. (3.8)

limits droplet storage to prevent deadlock [77].

3.3.5 Timing Constraints

Let C be the set of all timing constraint types listed in Table 3.1 and let Et ⊆ E be

the set of time-constrained edges. Each edge (u, v) ∈ Et is labeled with a constraint

pair {C[u, v], D[u, v]}, where C[u, v] ∈ C is the constraint type and D[u, v] ∈ Z≥0 is the

associated duration. Let SLE, SGE . . . be the subsets of edges in Et that have the
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associated time constraints. The timing constraints are as follows:

S[v]− F [u] ≤ D[u, v], ∀(u, v) ∈ SLE (3.9)

S[v]− F [u] ≥ D[u, v], ∀(u, v) ∈ SGE (3.10)

S[v]− F [u] = D[u, v], ∀(u, v) ∈ SEQ (3.11)

F [v]− F [u] ≤ D[u, v], ∀(u, v) ∈ FLE (3.12)

F [v]− F [u] ≥ D[u, v], ∀(u, v) ∈ FGE (3.13)

F [v]− F [u] = D[u, v], ∀(u, v) ∈ FEQ (3.14)

3.4 Scheduling Algorithms

As noted earlier, the DMFB scheduling problem comprises a DAG G = (V,E) specifying

the assay to perform, a subset of edges Et ⊆ E that feature timing constraints, and a

set of parameters characterizing the DMFB architecture (see Table 3.3). The scheduler

must compute the start times S[u]∀u ∈ V such that precedence, resource, and timing

constraints are satisfied (see Table 3.4).

Prior work on DMFB scheduling decomposes the schedule on the granularity of time-steps,

typically 1 second [221]; assay operations are integer multiples of the time-step. Droplet

transport times are assumed to be orders of magnitude faster than assay operations, and

are assumed to be zero during scheduling; transport times are computed directly by the

droplet router [222], which is beyond the scope of this paper.

This section presents two approaches to our updated variant of the scheduling problem.

The first is a heuristic, Relative Interval Scheduling, that converges quickly but is not

guaranteed to find legal or optimal solutions; the second is an Integer Linear Program
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will compute an optimal schedule, if one exists, but runs in exponential worst-case time

unless it is eventually proven that P = NP .

3.4.1 Relative Interval Scheduling

This section presents Relative Interval Scheduling (RIS), an efficient heuristic. Limited

pseudocode for RIS is available in Appendix C. RIS proceeds in two phases: the first

phase satisfies precedence and timing constraints, and the second satisfies resource

constraints. The scheduler fails if either phase cannot satisfy all constraints.

3.4.1.1 Phase 1 – Satisfying Precedence and Timing Constraints

The first phase of RIS produces an implicit schedule, which satisfies precedence (Sec-

tion 3.3.1) and timing (Section 3.3.5) constraints, but not resource constraints (Sec-

tion 3.3.4). This phase inserts storage operations into the DAG to ensure S[v] =

F [u],∀(u, v) ∈ E, ensuring that each droplet is either used or stored immediately after it

is produced.

For each edge (u, v) ∈ Et with constraint type C[u, v] and duration D[u, v] (see Sec-

tion 3.3.5), we consider three cases:

1 – Infeasible Edges: If C[u, v] ∈ {FLE,FEQ} ∧D[u, v] < L[v], then the constraint

cannot be satisfied; no legal schedule exists.

2 – Storage Node Insertion: If S[v] = F [u] violates a timing constraint, then a

storage operation s of appropriate duration is inserted into the DAG between u and v.

3 – Storage Windows: Let δ be the maximum value that can satisfy the constraint

should S[v] = F [u] + δ. To model this possibility, we associate a storage window
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W [u, v] = δ with edge (u, v) indicating that we can store the droplet produced by

u for up to δ time-steps while satisfying the timing constraint. Additionally, we set

W [u, v] =∞ for each unconstrained edge (u, v) ∈ E \ Et.

Storage Window Expansion: Storage operations can be inserted along DAG

edges where storage windows exist. Consider an edge (u, v) ∈ E with storage window

W [u, v] = δ > 0. We can expand W [u, v] by inserting a storage operation s with latency

λ ≤ δ, and then reducing W [u, v] by λ. If W [u, v] remains positive, then subsequent

expansions may be possible; with these limits, storage window expansion cannot induce

new timing constraint violations.

Path Length Equalization: A path P in G is a sequence of vertices that are connected

by edges. The latency of P , denoted L[P ], is the sum of the latencies of the vertices on

the path. Two paths P1 and P2 in a DAG are divergent-convergent if they share the same

initial vertex u and terminal vertex v, and no other vertices. Without loss of generality,

if L[P1] < L[P2], then one or more storage nodes totaling L[P2]− L[P1] time-steps will

need to be added to P1; this ensures that all droplets consumed by v will be present

at time-step S[v]. This can be accomplished by applying storage window expansion on

vertices in P1, stopping when L[P1] = L[P2]. If it is not possible to do so, then a legal

schedule does not exist. Equalizing the lengths of all divergent-convergent path pairs

ensures that S[v] = F [u],∀(u, v) ∈ E. We integrate path-length equalization with a call

to an algorithm that computes a latency-constrained schedule of the DAG, such as as As

Soon As Possible (ASAP) or As Late As Possible (ALAP) scheduling [153]; details are

omitted to conserve space. We abstract this process as a function Ω(G) which returns

an implicit schedule of operations in G, starting at time 0.
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3.4.1.2 Relative Interval Forest

The relative interval forest is a data structure that encodes the implicit schedule cor-

responding to Ω(G) in a way that provides an efficient mechanism to test for resource

constraint violations at any time-step of the schedule.

Droplet Lifetime: The lifetime of droplet d can be characterized by a path Pd =

⟨u1, u2, . . . , um⟩ where u1 is the operation that produces d and um is the operation that

consumes d. The operations that produce new droplets are inputs, mixes, merges, and the

immediate successors of splits; the operations that consume droplets are outputs, splits,

and the immediate predecessors of mixes or merges. Sensing and heating operations do

not consume or produce new droplets; a sensing operation produces data from a droplet,

while a heating operation changes a physical property of the droplet.

Relative Interval Tree: Path length equalization ensures that S[ui+1] = F [ui], 1 ≤

i ≤ m− 1. In other words, the lifetimes of the operations that comprise the lifetime of

d are a set of contiguous intervals [S[u1], F [u1])[F [u1], F [u2]) . . . [F [um−1], F [um]) with

no gaps between them. To evaluate resource constraints, the scheduler may ask if an

operation of type j is processing droplet d at time t. The answer is ‘yes’ if there exists an

operation ui ∈ Pd such that S[ui] ≤ t < F [ui] ∧ T [ui] = j and ‘no’ otherwise. This query

can be answered in O(m) time using a linear search of the intervals, or in O(logm) time

by representing the intervals with a balanced binary search tree, which we call a relative

interval tree. We employ the latter, omitting details to conserve space.
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(a) The DAG from Fig. 3.1

(b) Relative Interval Forest: droplet lifetimes are encoded as distinct interval trees within
the forest

(c) Phase II: storage windows are expanded to satisfy resource constraints
Figure 3.3: Relative Interval Scheduling (RIS): (a) is parsed by RIS in Phase I to impose
a schedule satisfying all timing constraints; given the architecture in Fig. 3.2, the Relative
Interval Forest (b) corresponding to the schedule found in Phase I exposes a resource
violation from [39, 49). During Phase II, RIS expands the storage window occurring at
[54,+inf), resolving this violation.
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A relative interval forest consists of a set of relative interval trees for all the variables in

a DAG. A query Q[j, t] on a relative interval forest returns the set of operations of type

j scheduled to execute at time t, i.e.,

Q[j, t] = {u ∈ V | S[u] ≤ t < F [u] ∧ T [u] = j}. (3.15)

By querying the relative interval forest, it is straightforward to determine whether any

of the resource constraints listed in Table 3.4 are violated at time t.

3.4.1.3 Phase 2 – Satisfying Resource Constraints

Phase 2 of RIS tries to resolve any resource constraint violations present in the implicit

schedule Ω(G). It first resolves all resource constraint violations in each connected

component γ ∈ G, as described next, then checks for violations when all γ are considered.

Violations existing across connected components are trivially resolved by shifting compo-

nents’ schedules in relation to each other; in the worst case, components are scheduled

in a way where none of them overlap, as timing constraints and fluidic dependencies are

absent between them. Ω(G) returns when all constraints are satisfied.

Resolving Resource Violations: Without loss of generality, suppose that one of

Eqs. (3.4) to (3.7) is not satisfied in a connected component. Let ⟨ti, ti+1, . . . ti+m⟩ be the

maximum-length contiguous sequence of time-steps where resource constraints for type j

are not satisfied, i.e., X[j, tα] > Nj , i ≤ α ≤ i+m. We say that a resource violation of

duration m exists between the set of droplets Θ that correspond to operations returned

by queries Q[j, tα], i ≤ α ≤ i+m.

The basic strategy is to expand storage windows between some of the operations in the

respective lifetimes of some of the droplets in Θ, adjusting the schedule in a manner that

37



satisfies one or more resource constraints (i.e., reducing the value of X[j, tα]); however,

doing so may introduce new resource violations in other parts of the DAG. Whenever

a storage window is expanded, RIS recomputes the relative interval forest, iteratively

lengthening the schedule until all resource constraints are satisfied. For each distinct

pair of droplets {d1, d2} ∈ Θ, we expand storage windows along particular paths in the

DAG to offset their relative positions by m; there are three cases to consider:

1 – Convergent (or Divergent) Paths: If d1 and d2 are on paths that converge (or

diverge), we expand storage windows that exist after(prior to) the operations involved

in the violation.

2 – Divergent-Convergent Paths: If d1 and d2 are on a pair of divergent-convergent

paths, we expand storage windows by an equal amount on opposite sides of the offending

operations.

3 – Descendant-Ancestor Paths: If d1 and d2 have descendants with a common

ancestor ûa that is not an ancestor of the operations that produce d1 and/or d2, then we

expand either of the paths between ûa and the associated descendant.

If a violation of Eq. (3.8) exists within any connected component, where all droplets are

related by the first two cases described above, then RIS aborts; in this case, expanding

any storage windows would not reduce the number of simultaneously scheduled droplets

below the threshold.
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3.4.1.4 RIS Example

Fig. 3.3a depicts the DAG corresponding to the BioScript assay shown in Fig. 3.1.

Phase 1 of RIS inserts storage operations and storage windows in the DAG, leading to

the construction of the relative interval forest on Ω(G) shown in Fig. 3.3b. For example,

the finish.after constraint with δ = D[u, v] = 10s on the edge (u, v) between the heat

(u) of variable cd and subsequent mix (v) of cd and e requires that F [v] ≥ F [u] + δ

(Section 3.2.1). As L[v] = 5 ̸≥ δ, phase one inserts a storage operation s into G with a

latency of δ − L[v] = 5 as described in Section 3.4.1.1. Additionally, as the constraint

allows v to finish at any time later than F [u] + δ, storage window W [s, v] = ∞ is

associated on (s, v). Phase 2 of RIS then finds the resource violation of the overlapping

heat operations over the interval [39, 49) shown in Fig. 3.3b and expands W [s, v] inserted

in phase 1 to resolve this constraint (Fig. 3.3c). In this state, the forest reveals that no

resource violations exist; hence, Ω(G) is a legal schedule of G on the given architecture.

3.4.2 Integer Linear Programming Formulation

We present an Integer Linear Programming (ILP) formulation of the DMFB scheduling

problem with timing constraints; an ILP solver can produce optimal solutions, but will

not be able to scale to large instances. The formulation derives from prior work ([177])

which does not support timing constraints.

The ILP scheduler first computes an upper bound B on the length of the schedule using

any efficient (and presumably suboptimal) heuristic [221, 177]. For each u ∈ V and

1 ≤ t ≤ B, we introduce a binary variable xu,t which is set to 1 if u is scheduled to start

at time t and 0 otherwise (Eq. (3.16)); the solver ensures that each operation is scheduled

to start at exactly one time-step (Eq. (3.17)) and determines the start time S[u] of each
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operation (Eq. (3.18)):

xu,t =


1, if operation u starts at time-step t

0, otherwise

(3.16)

B∑
t=1

xu,t = 1,∀u ∈ V (3.17)

S[u] = t|xu,t = 1 (3.18)

The scheduling objective, operation finish times, and precedence constraints are obtained

directly from Eqs. (3.1) to (3.3).

Resource constraints from Eqs. (3.4) to (3.8) are obtained directly after first counting

the number of operations of each type that are scheduled at each timestep; we compute

each count as follows:

X[τ, t] =
∑

u∈v|T [u]=τ

t∑
j=max{1,t−L[u]}

xu,j , ∀τ ∈ T (3.19)

Storage operations are inferred from the schedule. For each edge (u, v) ∈ E, variable

zu,v,t is set to 1 if the corresponding droplet is stored during time-step t, S[v] > t > F [u]

and 0 otherwise.

zu,v,t =

t−L(u)∑
k=1

xu,k −
t∑

k=0

xv,k ∀(u, v) ∈ E (3.20)

X[store, t] =
∑

(u,v)∈E

zu,v,t 1 ≤ t ≤ B (3.21)

Timing constraints described previously in Eqs. (3.9) to (3.14) are modeled directly for

all (u, v) ∈ Et.

We observed that the ILP-based scheduler led to an inordinate number of seemingly

unnecessary storage operations, which increased the amount of work being done by the
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placer and router downstream. To compensate, we introduced a secondary scheduling

objective to minimize the amount of allocated storage:

Minimize :
∑

X[store, t], 1 ≤ t ≤ B (3.22)

3.5 Benchmarks

To the best of our knowledge, benchmarks that presently exist for evaluation of mi-

crofluidic compilers and synthesis tools do not feature timing constraints akin to those

introduced in this paper. We created two sets of benchmarks by adding timing constraints

to existing benchmarks, all of which are DAGs. The original (unmodified) benchmarks

have been widely used in prior papers that evaluate DMFB scheduling [177] without

timing constraints.1

SLE-only consists of DAGs annotated with SLE constraints, serving to limit the amount

of time that a volatile reagent could be stored before spoilage occurs; all SLE constraints

were set with ∆ = 0 to maximally stress the schedulers. SLE-only is further separated

into three sections: the first (unnamed) section contains ELISA, an immunoassay that

detects various opiates in a sample, and the Polymerase Chain Reaction (PCR), which

amplifies DNA through replication. The Multiplexed section contains a multiplexed

version of PCR (with 4 targets to replicate), as well as 5 variants of an in vitro diagnostics

assay, where all combinations of the number of samples (s) and reagents (r) are evaluated.

Lastly, the ProteinSplit assays in the Split-Dilutes section employ high fan-out trees to

dilute a sample to varying concentrations.

1Listings of the benchmarks used here are available in Appendix B.2.
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Mixed category DAGs were synthetically generated to stress-test the scheduler’s ability

to satisfy different types of timing constraints. The two versions of all six utilize all

six timing constraints introduced in this paper, while all eq, all finish and all start

use only the types of constraints that match their names. The last benchmark has an

infeasible set of constraints; no legal schedule exists.

3.6 Evaluation

3.6.1 Setup

All experiments were performed on a mobile PC with an Intel® Core™ i9 processor, with

1TB SSD storage and 32GB DDR4 memory running macOS 10.15.6®. All assays were

written in BioScript [178] using the constraint annotations introduced in Section 3.2.

Each assay was compiled and passed to an open source cycle-accurate DMFB synthesis

simulation framework [79] for evaluation.

We compare against four baseline schedulers available within the framework that do

not account for timing constraints: List Scheduling (LS) [221], Force-directed List

Scheduling (FDLS) [177], Path Scheduling (PS) [177], and an ILP-based scheduler

[221, 177], which we rewrote to use the Gurobi optimizer2. We implemented Relative

Interval Scheduling (RIS) within the same framework and extended the ILP scheduler

to include timing constraints (ILP-T).

For SLE-only, we target a 15 × 19 DMFB architecture featuring input ports with a

2-second latency, output ports with zero latency, and 5 heating and sensing regions

2https://www.gurobi.com
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available. For Mixed, we target the same DMFB with a single heating region, similar to

the scheduling example with resource constraint violation in Fig. 3.3.

Table 3.5 reports the length of each schedule (in seconds) along with the execution time

of each algorithm. For each benchmark, the shortest obtained schedule that satisfies

all constraints is reported in bold; optimal solutions, as verified by the ILP solver, are

underlined. Table 3.5 also reports scheduling failures:

• The baseline heuristics and unmodified ILP may find schedules that satisfy resource

and precedence constraints, but not timing constraints; we report the number of

timing constraint violations as Fail(#)

• RIS may satisfy precedence and timing constraints, but not resource constraints;

when this occurs, we report Fail(R)

• We give ILP and ILP-T a 4-hour timeout; if a legal schedule is not found within 4

hours, we report Fail(T )

We only report the execution time of successful scheduling runs; if a scheduler is able

to determine that no legal schedule can be found that satisfies all timing constraints, it

aborts and reports “infeasibility” which we consider to be an optimal result.

3.6.2 Simulation Results: Schedule Length

LS, FDLS, and ILP found legal schedules for 3 of the 19 benchmarks, but failed to

satisfy at least one timing constraint for the others. On average, ILP generated schedules

with 23% and 22% fewer timing constraint violations than LS or FDLS. Results for LS
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and FDLS only differed for the 3 largest multiplexed In vitro benchmarks, with FDLS

having 24% fewer violations for them.

PS successfully scheduled 8 of the 19 benchmarks; it was more successful than FS, FDLS,

and ILP, especially in the Split-Dilutes subcategory, noting that PS was optimized for

DAGs with high fan-out [177]. ILP-T confirmed that PS’ schedules for ProteinSplit1-3

were suboptimal, but timed out for ProteinSplit4-5.

RIS succeeded in 15 of the 19 benchmarks, 10 of which were confirmed as optimal.

Notably, RIS produced a shorter schedule than PS for ProteinSplit1; however, its four

failures were for the larger ProteinSplit2-5 DAGs, which are all trees with high fan-out.

The failures occurred as a byproduct of the process for choosing storage windows to

expand when resource violations arise;determining better expansion orders is left open

for future work.

ILP-T reported the optimal time for 17 of the 19 benchmarks; the two failures are due

to timeout after 4 hours. In 5 of the 17 successful cases, ILP-T reported shorter schedules

than the best result obtained among the heuristics.

3.6.3 Execution Time

The four heuristics ran orders of magnitude faster than ILP or ILP-T. Among the

heuristics, RIS was a bit slower than LS or PS. The runtime of RIS was comparable to

FDLS for all but one benchmark (M-PCR), where FDLS ran orders of magnitude slower

(but still much faster than ILP or ILP-T). For the three benchmarks where ILP and

ILP-T found legal solutions, their runtimes were comparable for two, while ILP ran a bit

slower than ILP-T for the third (once again, M-PCR).
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If a legal schedule that satisfies timing constraints is desired, a good strategy might

first try scheduling using RIS, followed by scheduling using ILP-T. The good-quality

schedules produced by RIS will provide a reasonable lower-bound on the schedules that

can be achieved.

3.7 Conclusion

This chapter identified and provided solutions to an important problem for writing

and executing assays on programmable microfluidic biochips; the key insight is that

most real world assays have timing-sensitive reactions — whether listed explicitly or

implied — which are unable to be specified or enforced using existing languages and

compilers. Any language and compiler could adopt the methods presented here to

enable fine-tuned control over timing-constrained operations at the granularity of any

straight-line program with no branches or branch targets (i.e., a basic block). Future

work should investigate precise methods to schedule programs satisfying time constraints

across multiple execution paths.
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Chapter 4

Practical Compiler Optimizations

4.1 Introduction

The emergence of laboratory-on-a-chip technologies, enabled by technological advances in

microfabrication coupled with scientific understanding of microfluidics, have resulted in

many experimental laboratory procedures being miniaturized, accelerated, and automated.

While the bulk of microfluidic devices are essentially Application Specific Integrated

Circuits (ASICs), several programmable LoCs (pLoCs) have been demonstrated [187,

230, 6, 105, 63, 5].

While recent work on programming languages for pLoCs is promising [178], gaps still

exist in supporting existing architectures through compilation of programmed protocols;

namely, the severely constrained spatial resources of existing pLoCs lack supporting

compiler optimizations that are able to reduce latency requirements, increase operational

parallelism, or even successfully synthesize a result. To address these needs, this chapter

presents compiler optimizations that exploit the parallelism provided by the target
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platform to execute as many concurrent chemical operations as possible, when practical, or

enable compilation through module resizing when space is limited. Section 4.2 reviews the

workflow for specifying and executing assays on pLoCs. Section 4.3 presents an updated

formulation of the microfluidic compilation problems (scheduling, placement, and routing)

in the context of assays featuring control-flow, as opposed to assays that can be represented

by a single basic block. Of note, the placement problem formulation (Section 4.3.3)

borrows ideas from graph coloring register allocation and spatial/data flow compilation;

Section 4.3.3.1 details global placement as an optimization problem that is solved

using an evolutionary heuristic, while Section 4.3.3.2 presents a unified global placement

approach where a modified interference graph is placed, rather than individually scheduled

operations. Section 4.4 reviews algorithms implemented. Compiler optimizations are

empirically evaluated via simulation using a set of benchmark applications obtained from

the scientific literature; discussion of benchmarks and evaluation is found in Section 4.5.

Finally, Section 4.6 concludes the chapter and outlines directions for future work.

4.2 Overview

A basic pLoC workflow for executing assays (depicted in Fig. 4.1), consists of three

parts: a front-end language compiler, a device-specific code generator, and a runtime

environment. The assay is specified in an appropriate domain-specific language such

as BioCoder [41] or BioScript [178]1, that seamlessly interleaves fluidic operations with

computation. The target is a cyber-physical DMFB (Fig. 2.3) which provides sensory

feedback to the runtime software that manages the device. This enables the programmer

to specify assays featuring arbitrary control flow: the assay obtains sensory feedback

from the device and performs computations on the acquired data; the result of the

1We utilize BioScript for all proof-of-concept examples
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computation can be used as a condition which determines which fluidic operations to

execute next.

Figure 4.1: A front-end language compiler, code generator, and a cyber-physical runtime
form a pLoC workflow.

Our input language supports function calls, but does not support unbounded recursion.

The compiler’s preprocessor inlines all function calls, which converts the assay to one

procedure. The input language restricts all fluidic variables to be scalars; it does not

support fluidic arrays. We hope to relax these assumptions in the future.

Figure 4.2a depicts an assay specified in the BioScript language [178]. After semantic

parsing, we convert the assay to a hybrid computational-fluidic intermediate representa-

tion (IR) [41], as shown in Fig. 4.2b. This IR represents the assay as a Control Flow

Graph (CFG). Next, we convert both fluidic and computational variables to Static Single

Information (SSI) Form [7, 208, 25], whereby each definition of a variable dominates

each use, and each use of a variable post-dominates its definition, effectively linearizing

def-use chains. Each basic block is represented as a hybrid fluidic/data dependence

graph. Figures 4.2c and 4.2d respectively show the BioScript specification and hybrid-IR
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converted to SSI Form: in this case, π- and ϕ- functions2 are inserted for one fluidic

variable.

Once CFG construction and SSI transformation is complete, the code generator then

schedules, places, and routes each basic block in the CFG onto an abstract representation

of a provided architecture. A static code generator [41] inserts inter-block routes at

compile-time, while an online interpreter [81] JIT-compiles each block on demand (and

must communicate directly with the runtime environment. The cyber-physical runtime is

composed of the pLoC and a connected microcontroller, which processes sensory feedback

produced by the pLoC, enabling e.g., control flow decisions to be made at run-time, or

dynamic error detection and recovery [251, 138, 139, 92, 103, 2, 98, 99, 3, 184, 100, 127].

4.3 An Optimizing Compiler for Cyber-Physical DMFBs

Compilation begins with a typeable program, whose CFG, including fluidic variables,

has been converted to SSI Form, as described above. To conserve space, we assume that

the reader is familiar with SSI’s ϕ- and π-functions, which respectively split variable live

ranges at branch convergence and divergence points [42, 7, 208, 25].

4.3.1 Scheduling

The first step is to schedule assay operations. Each basic block is scheduled individually.

The scheduler ensures that each operation starts and finishes within the basic block

containing it to ensure atomicity. Referring back to Table 2.2, the scheduler assumes

2× 2 mixers with 9.95s latencies; this assumption is later relaxed during Rescheduling

2SSI’s π-function (sometimes σ-function) defines a split set for a variable at the end of some basic
blocks where control flow follows, allowing a unique identifier for each conditional usage of the variable
in a similar way that a ϕ-function provides a single definition point for each variable.
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1 dispense a
2 dispense b
3 dispense c
4 heat a
5 heat c
6 d = mix a with b
7 detect d
8 if (...)
9 dispense a

10 d = mix a with d
11 d = mix c with d
12 heat d
13 drain d

(a) (b)

1 dispense a0
2 dispense b0
3 dispense c0
4 a1 = heat a0
5 c1 = heat c0
6 d1 = mix a1 with b0
7 detect d1
8 d2, d3 = π(d1)
9 if (...)

10 dispense a2
11 d4 = mix a2 with d2
12 d5 = ϕ(d3, d4)
13 d6 = mix c1 with d5
14 d7 = heat d6
15 drain d7

(c) (d)
Figure 4.2: A simple assay written in BioScript (a) and the associated CFG (b) can be
augmented with SSI form’s ϕ and π nodes (c and d).
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1 dispense a0
2 dispense b0
3 dispense c0
4 a1 = heat a0
5 c1 = heat c0
6 d1 = mix a1 with b0
7 detect d1
8 c2 = store c1
9 d2, d3 = π(d1)

10 c3, c4 = π(c2)
11 if (...)
12 dispense a2
13 d4 = mix a2 with d2
14 c5 = store c3
15 d5 = ϕ(d3, d4)
16 c6 = ϕ(c4, c5
17 d6 = mix c6 with d5
18 d7 = heat d6
19 drain d7

(a) (b)
Figure 4.3: Our scheduler adds implicit store operations (a) and updates SSI form to
generate a schedule (b) that captures the linear def-use chain that SSI form provides.
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(Section 4.3.3.4). O’Neal et al. [177] present the problem formulation and survey many

scheduling heuristics that have been published to date.

The compiler infers droplet storage operations from the schedule and inserts them into

the IR. The IR treats storage as an explicit operation that uses (and consumes) its input

and defines a new output droplet. This may necessitate the insertion of additional π- and

ϕ- functions to maintain SSI Form, as shown in Figs. 4.3a and 4.3b. This representation

enables the placer (Section 4.3.3) to treat droplet storage the same as all other scheduled

assay operations.

The scheduler enforces resource constraints that conservatively over-approximate place-

ment. To simplify the discussion, we omit resource constraints involving I/O operations

(see Chapter 3 for more detail on resource-constrained scheduling). The scheduler par-

titions the DMFB into a virtual topology (VT) of N reconfigurable modules (Fig. 4.4)

based on a provided module size, providing deadlock free routing space around the work

modules. The VT provides several benefits to placement and routing (Sections 4.3.3

and 4.3.4); most important, a legal placement and route is guaranteed when using the

VT and supporting placement/routing algorithms. At any point in the schedule, a

reconfigurable module can perform one mix, split, or merge operation, or can store up

to k droplets, depending on its size. Any module that features an integrated heater

or sensor can perform a heating or sensing operation as well; let the number of such

modules be Nheat and Nsense respectively. Let rj(p) be the number of operations of

type j ∈ {mix, split,merge, store, heat, sense} scheduled at program point p. A legal

schedule must satisfy the following constraints for each program point p:
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Figure 4.4: Virtual Topology: a DMFB partitioned into a 2× 2 array of work modules
exposed to the scheduler, where one module has a heater and one has a sensor. The
topology is arranged to provide deadlock free routing around the modules.

rheat(p) ≤ Nheat (4.1)

rsense(p) ≤ Nsense (4.2)

rmix(p) + rsplit(p) + rmerge(p) +

⌈
rstore(p)

k

⌉
+ rheat(p) + rsense(p) ≤ N

(4.3)

Scheduling failures may occur and are unavoidable in the general case, even if the problem

is solved optimally. If scheduling fails, the only option is to switch to a larger DFMB

target, or rewrite the assay. During compilation, switching to larger and faster mixers

Table 2.2 increases the likelihood of failure, which is one reason why we default to the

smallest, slowest mixer for the initial scheduling step. Failures due to module sizes are

addressed in Section 4.3.3.4.
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4.3.2 Interference Graph

After scheduling, the compiler is able to construct a graph characterizing how operations

relate to one another, either with interference (i.e., they should not cross paths), or with

affinity (i.e., there is some dependency between operations). This section formally defines

the interference graph and describes how it is constructed.

4.3.2.1 Definitions and Properties

Let G = (V,E,A) be the interference graph [33, 32, 28]: V is the set of assay operations,

which have already been scheduled; thus, the lifetime of each operation in V , which is

contained wholly within each basic block, can be derived from the schedule. E is the set

of interference edges, and A is set of affinity edges that represent fluid transfers between

operations.

Let adj [vi] and aff [vi] denote the sets of interference and affinity neighbors of vi ∈ V ;

additionally, let adj ∗[vi] = adj [vi] ∪ {vi} and aff ∗[vi] = aff [vi] ∪ {vi}.

Each vertex is labeled with a type, denoted

type[vi] ∈ {mix , split ,merge, store, heat , sense}.

As shorthand, and albeit a slight abuse of notation, we define a meta-type, reconfig , as

the union of types mix , merge, split , or store.

The set of interference or affinity neighbors of type t are respectively denoted adjt [vi] =

{vj ∈ adj [vi] | type[vj ] = t} and afft [vi] = {vj ∈ aff [vi] | type[vj ] = t}; adjt∗[vi] and

afft
∗[vi] are defined analogously to adj ∗[vi] and aff ∗[vi].
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4.3.2.2 Construction

An interference edge is placed between two operations whose lifetimes overlap; in other

words, for each pair of fluidic variables or operations vi, vj ∈ V , interference edge

(vi, vj) ∈ E exists if and only if the lifetimes of vi and vj overlap; in other words, vi and

vj must be placed at different locations on the surface of the DMFB. Let qi = (xi, yi)

denote the location at which operation or fluidic variable vi is placed (for non-unit-size

operations, such as 3× 3 mixers, the location can be defined anywhere, e.g., upper-left

corner, center, etc., as long as the definition is applied consistently). Two operations

(and/or stored variables) are placed “legally” if they do not overlap and there is at

least one row of unused electrodes between them. For a more precise definition, refer to

[220, 41]; details are omitted to conserve space.

Affinity edges arise from fluidic dependencies in the IR, including those arising between

fluidic variables used and defined by the ϕ- and π-functions inserted during SSI con-

struction [41, 178]. Conceptually, for each pair of non-interfering fluidic variables or

operations vi, vk ∈ V , an affinity edge vi, vk ∈ A exists if a droplet must be transported

between the locations where vi and vk are placed; thus, it is possible to eliminate a

droplet transport operation by placing vi and vk at the same location. This occurs in

three situations: operation vi produces a fluid that is used by operation vk (or vice-versa)

as discussed earlier; there exists a ϕ-function dj,k ← ϕj(. . . , di,j , . . .); or there exists a

π-function (. . . , dj,k, . . .)← πj(di,j).

Affinity edges can only be inserted between “compatible” operations. For example, a

mix operation is compatible with a heat because a mix operation can be scheduled on

a DMFB module that includes an integrated heater (presumably turned off). On the
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(a) I/O interferences

(b) External module interferences

Figure 4.5: I/O & Module Interferences: All I/O reservoirs (a) are universal nodes; their
subgraph forms a clique. The subgraph of external modules (b) is a complete multipartite
graph, with each module type comprising a part.

other hand, heat and sense operations are incompatible: to date no DMFB devices has

integrated a heater and sensor at the same on-chip location.

The interference graph includes a complete multipartite gadget (Fig. 4.5b) to make

resource-related incompatibilities explicit. I/O operations bound to the same reservoir

cannot interfere, while I/O operations bound to different reservoirs explicitly interfere.
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Without loss of generality, a sensing operation cannot be bound to a region of a DMFB

that features an integrated heater, and vice-versa.

Figure 4.8a shows the interference graph corresponding to the assay in Fig. 4.2 after

scheduling and storage insertion, and assuming that the target DMFB has at least two

heaters. Instructions 1, 2, 3, 9, and 13 are statically bound to I/O reservoirs. Operation 5

(heat c) overlaps with operations 4, 6, and 7; droplet c is stored after operation 7 (detect

d) completes. To conserve space, the interference graph omits the interference edges

that belong to the gadget in resource-interferences between operation 7 (detect d) and

the three heat operations (4, 5, and 12). Fluidic dependencies result in affinity edges:

(v4, v6), (v6, v7), (v7, v10), (v5, v11), (v7, v11), (v10, v11), and (v11, v12).

4.3.3 Placing a CFG

The next step, which is a novel contribution of this work, is to perform “global” placement

in a manner that is cognizant of the CFG, as opposed to prior work [41], which limited

the scope of placement to individual basic blocks. As noted in Section 2.1.3, a fluidic

dependency (vi, vj) represents a droplet di,j that is produced by vi and consumed by vj ,

which necessitates fluid transport; however, if vi and vj are placed at the same location, or

at least nearby, the transport operation can be eliminated or shortened. When compiling

a CFG, this observation generalizes to dependencies that cross basic block boundaries.

In SSI Form, droplets that are stored across basic block boundaries are represented

explicitly by ϕ- and π-functions; prior work has introduced techniques to translate out of

fluidic SSI Form [41], but did not attempt to minimize droplet transport latencies while
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doing so; Figure 4.6 illustrates the different results that may occur depending on whether

the placer accounts for transport operations that occur due to ϕ- and π-functions.

The global placement problem shares many principle similarities to graph coloring register

allocation [33, 32, 70, 28], however there are significant and subtle differences. The first

is that global placement must account for both scheduled operations and fluidic variables

that are stored on-chip, as both compete for space on the surface of the DMFB. The

second is that operations and variables must be placed on a 2D surface, as opposed

to being allocated to registers; this requires an extension to the graph coloring model,

as simply assigning distinct integer “colors” to two concurrent mixing operations is

insufficient to describe where they are placed. The third and final difference is that

there is no off-chip fluidic memory, which means that “spilling” is not allowed; if a legal

placement cannot be found, then code generation fails, and a larger DMFB is needed.

4.3.3.1 Global Placement as an Optimization Problem

These observations allow us to define global placement as a constrained optimization

problem. Let G = (V,E,A) be the fluidic interference graph and Q = {qi|vi ∈ V } be the

set of locations at which each operation or fluidic variable is placed. A global placement

solution is legal if the placement for each interference edge (vi, vj) is legal. The objective

is to minimize an estimate of the total distance traveled by each droplet, e.g.:

T =
∑

(vi,vj)∈E D
′(vi, vj)

It is straightforward to generalize this objective, e.g., to add additional weight terms to

favor shorter estimated transport distances in deep loop nests.
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As an example, Figure 4.7a shows a scheduled basic block. Figure 4.7b shows the resulting

interference graph, which features three interference edges and one affinity edge (v1, v2).

Figure 4.7c shows a legal, but unoptimized placement, the places v1 and v2 at different

locations, thereby incurring the overhead of droplet transport. Figure 4.7d shows a legal

and optimized placement, where v1 and v2 are placed at the same location, thereby

eliminating the need to transport the droplet.

To solve the constrained global optimization placement problem (Section 4.3.3.1) in

practice, we used NSGA-II [47], a publicly available genetic algorithm3. As an iterative

improvement heuristic, NSGA-II produces locally optimal solutions, although the running

time and overall solution quality depend on a number of user-specified parameters. An

initial feasible solution is obtained using an efficient heuristic [78]. The solution is

encoded as binary variables of the form (xi, yi, vi, si), where vi and si are the orientation

and size of operation or stored variable vi; the number of bits required for xi and yi vary,

based on the maximum dimension of the architecture.

4.3.3.2 Adapting Graph Coalescing for CFG Placement

Alternatively, we can adapt the principles of graph coloring register allocation directly

to the placement problem. Here, we describe how coalescing the interference graph can

work toward a unified global placement solution, whereby (possibly coalesced) vertices

are placed, rather than discrete operations.

Coalescing merges non-interfering affinity-related vertices in the interference graph to

ensure that the corresponding operations are placed at the same on-chip location: this

eliminates the need to transport droplets, which can reduce the burden on placement and

3Source code available at: https://www.iitk.ac.in/kangal/codes.shtml
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routing (Sections 4.3.3 and 4.3.4), two NP-complete problems. Coalescing is implemented

as an affinity edge contraction operation [28, 70, 123, 109]: given an affinity edge

(vi, vj) ∈ A where (vi, vj) /∈ E, vertices vi and vj are merged to form new vertex

vij having interference and affinity neighbor sets adj [vij ] = (adj [vi] ∪ adj [vj ]) and

aff [vij ] = (aff [vi] ∪ aff [vj ]) \ {vi, vj}. Figure 4.8a shows the interference graph derived

from the scheduled CFG shown in Fig. 4.3b; Figs. 4.8b and 4.8c show two possible

coalescing outcomes. In this example, Fig. 4.8c has coalesced more affinity edges than

Fig. 4.8b. This, in turn, reduces the workload of the placer (Section 4.3.3) and router

(Section 4.3.4) downstream.

Coalescing here differs from register allocation in one key respect. Consider the example

shown in Fig. 4.9a: when coalescing (vi, vj) into vij , traditional mechanisms discard

(vi, vk), which may result in extended routes (Fig. 4.9b). We instead maintain the affinity,

allowing routes to be optimized by placing operations near each other (Fig. 4.9c).

When reconfigurable operations of different dimensions are coalesced, the coalesced

vertex is given the minimum rectangular dimension that can accommodate its constitu-

tions (see Fig. 4.10a). The type of a coalesced vertex has the most restrictive among

{reconfig , heat , sense}, as shown in Fig. 4.10b.

Next, we describe two important subroutines, followed by a description of two coalescing

heuristics adapted for our constraints. In the discussion that follows, we talk about

interference graph “vertices” rather than assay operations.
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(a) (b)

(c)
Figure 4.9: (a) vi has affinity with vj and vk, while vj and vk interfere; traditional
coalescing does not maintain the affinity edge when coalescing vij , which may result in
extended routes (b); by keeping the edge, we can optimize routes by placing dependent
operations near each other (c).
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Simplification is a subroutine commonly used during register allocation, which we

here adapt for our purposes. Any vertex that trivially satisfies the scheduling resource

constraints above, but is not affinity-adjacent to any other vertices can be removed from

the graph: the rationale is that a legal placement for the simplified vertex can always be

found regardless of where all of its neighboring vertices are placed. Removing simplified

vertices from the graph creates opportunities for new coalescing while also rendering

other vertices simplifiable. Following repeated rounds of simplification, all vertices in

the remaining graph can be placed. Simplified vertices can then be placed by processing

them in reverse order of their removal.

Conservative Coalescing Coalescing is conservative if the coalesced vertex vij and

its interference neighbors satisfy the scheduler’s resource constraints (Eqs. (4.1) to (4.3)),

i.e.:

|adjheat∗[vij ]| ≤ Nheat (4.4)

|adjsense∗[vij ]| ≤ Nsense (4.5)

|adjmix
∗[vij ]|+ |adjsplit∗[vij ]|+ |adjmerge

∗[vij ]|

+

⌈
|adjstore∗[vij ]|

k

⌉
+ |adjheat∗[vij ]|

+ |adjsense∗[vij ]| ≤ N

(4.6)

Coalescing Strategy Iterated Coalescing, depicted in Fig. 4.11, is adapted from

iterated register coalescing [70], but without spilling. The iterated coalescer simplifies the

interference graph until it is not possible to do so any further. It then applies conservative

coalescing; if coalescing occurs, further simplification is performed; otherwise, a low-

degree vertex with at least one incident affinity edge is “frozen” i.e., the coalescer gives up
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(a)

(b)
Figure 4.10: The rectangular dimensions of a coalesced vertex are the minimum dimen-
sions that can accommodate its constituent parts (a); a coalesced vertex takes on the
type of its most restrictive module (b).
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Figure 4.11: Phase ordering of Iterated Coalescing [70]

hope of coalescing its incident affinity edges, thereby allowing the vertex to be simplified.

Iterated coalescing terminates when all vertices have been removed via simplification.

The graph is then rebuilt and passed to the placer. Conservatism is guaranteed by the

observation that the initial interference graph, simplification process, and conservative

coalescing strategy ensure that the scheduler’s resource constraints are satisfied at each

step of the heuristic.

4.3.3.3 Optimized CFG Placement

While the optimization approach in Section 4.3.3.1 worked at the granularity of individual

basic blocks, and iteratively adjusted each basic block to try to find a converging (locally)

optimal global placement solution, the updated model shown in Fig. 4.12 is able to utilize

existing placement methods with adjustments for placing (possibly coalesced) graph

vertices, rather than discrete operations.
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As before, the placer determines the location on-chip where each assay operation will

execute. A legal placement satisfies the constraint that operations vi and vj are placed

at non-overlapping positions for each interference edge (vi, vj) ∈ E. In addition to

supporting the new NSGA-II placement algorithm, the updated version of our compiler

updates two distinct placement strategies that have been published elsewhere: Virtual

Topology with Left-Edge Binder (VT-LEB) [78] and Keep All Maximal Empty Rectangles

(KAMER) [18]. The Virtual Topology aspect of VT-LEB refers to the partitioning of the

DMFB that the scheduler performs as described in Section 4.3.1 (see Fig. 4.4). Prior work

implemented these heuristics in a manner similar to linear scan register allocation [185]:

starting with a scheduled basic block, the placer scans each program point in sequential

order: operations scheduled to complete at the previous time-step are removed from the

current placement, and operations scheduled to begin at the subsequent time-step are

added to the placement.

Our compiler uses modified versions of NSGA-II, VT-LEB and KAMER to perform

placement on a coalesced interference graph rather than a scheduled CFG; vertices are

processed one-by-one in a worklist sorted by the earliest time step.

When coalescing is performed, affinity relationships between interfering vertices may still

exist, indicating exactly which vertices should be placed near each other; hence, after

placing vi, if aff [vi ] ≠ ∅, we recursively process affinity neighbors prior to returning to

the sorted order (see Fig. 4.9c).

Let adj<[vi] be the set of vi’s interference neighbors that precede vi in the computed

order. Placement proceeds in a greedy fashion: operation vi can be placed at any position

that does not overlap the position(s) where operations in adj<[vi] have been placed. All
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vertices that have been coalesced with/into vi are placed at the same location. The

resulting placement is guaranteed to be legal as it ensures that vi’s position never overlaps

that of any vertices in adj[vi]. VT-LEB guarantees that a legal placement can be found

because it ensures that all placement decisions adhere to scheduling resource constraints.

4.3.3.4 Mix Operation Resizing and Rescheduling

The rescheduling loop in Fig. 4.12 enables the compiler to adjust the size of mixing

operations (Table 2.2) during placement to reduce assay execution time, enable valid

placement results, or increase available operation-level parallelism. The availability

of space to accommodate larger mixing operations is not known until placement; on

the other hand, the benefits of adjusting the latency of a mixing operation cannot be

ascertained without rescheduling, and the updated schedule may change which fluidic

variable live ranges overlap, thereby rendering the interference graph invalid. This

observation necessitates the rescheduling loop.

The compiler uses a local search, which converges to a locally optimal solution, to adjust

mixing operation sizes. When placing an interference graph, the first mixing operation

or coalesced vertex oi that contains at least one mix operation invokes Algorithm 1 to

select an appropriate mixer size. The heuristic relies on two subroutines:

1. MaxParallel applies Dilworth’s Theorem [49] to compute the width, i.e., the

maximum number of operations that could be scheduled concurrently, of the basic

block that contains oi; if oi contains multiple coalesced vertices, MaxParallel

returns the maximum width of among all the basic blocks containing them.
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2. CanFit computes the number of mixing modules of size s that can fit on a given

DMFB architecture. Referring back to Fig. 4.4, CanFit is effectively the same

subroutine that a scheduler would use to determine the resource constraints of the

target chip.

The heuristic first checks if oi’s scheduled module size CanFit MaxParallel operations.

If more parallelism is available than what is currently scheduled, it checks if smaller

modules CanFit more than those currently scheduled, and continues until it finds a

module size that CanFit up to MaxParallel operations.

The heuristic will increase oi’s size in two cases:

1. If the chip CanFit strictly fewer than MaxParallel operations, and the heuristic

is unable to increase the number of operations the chip CanFit by decreasing oi’s

module size, then it increases oi’s size as long as it does not further reduce the

number of operations that the chip CanFit.

2. If oi’s scheduled module size CanFit MaxParallel operations, then the heuristic

increases oi’s size to the largest point where MaxParallel operations CanFit

on the chip.

When the size of a mixing operation is updated, the size of any other mixing operations

that are coalesced with it are updated as well. If a mixing operation is updated during

placement, its latency is scaled as per Eq. (4.7) and the compiler loops back to scheduling:

t′ = t ∗ latencynew/latencyold (4.7)
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For example, if the compiler changes a 10 second mix operation’s given work module

from a 2 × 3 to a 2 × 4 module, then the compiler computes the new latency as

t′ = 10 ∗ 2.9/6.1 ≈ 4.76 seconds. The compiler rounds the new latency up to the next

millisecond. The termination criteria to continue on to droplet routing is either (1)

module sizes are not updated during placement, so rescheduling is unnecessary, or (2)

the loop taken during a rescheduling loop failed during scheduling or placement. In the

case of (2), we revert to the best legal schedule and placement found. The interested

reader can find an example of module resizing in Appendix A.

Algorithm 1 Resizing Heuristic

1: function ChooseModuleSize(Block(s) b, Vertex oi)
2: current← oi.size
3: choice← current
4: max← MaxParallel(b)
5: currNum← CanFit(current)
6: updated← False
7: if max > currNum then
8: chosenNum← currNum
9: smaller ← current

10: while smaller ̸= smallest do
11: smaller ← decrease(current)
12: check ← CanFit(smaller)
13: if check > chosenNum then
14: choice← smaller
15: updated← True
16: chosenNum← check
17: if chosenNum ≥ max then break

18: if updated = False then
19: larger ← decrease(current)
20: check ← CanFit(larger)
21: while check = currNum OR check ≥ max do
22: choice← larger
23: if larger = largest then break

24: larger ← increase(choice)
25: check ← CanFit(larger)

26: oi.size← choice
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4.3.4 Droplet Routing

Once a legal placement solution is obtained, each droplet must be routed from its source

to its destination; many papers published in the past 15 years have described routing

algorithms, and in principle any can be used [222, 24, 38, 246, 95, 194, 195, 112, 111]. The

most advanced routers also integrate washing operations to eliminate cross-contamination

[97, 250, 243]. The only additional requirement is that droplet routes must be inserted at

basic block boundaries; our compiler implements these routes as part of SSI elimination

[41].

4.4 Implementation

4.4.1 Overview

Our compiler targets an open-source cycle-accurate DMFB simulator [77, 79]; we modified

a back-end that can statically compile CFGs [41], and rely on the simulator to report

execution time. The simulator is primarily used for performance characterization under

idealized (i.e., fault-free) operating conditions.

As the simulator does not have access to physical sensors, it generates pseudo-random

numbers, constrained within realistic values, to represent sensor readings that are then

passed to the execution engine when confronted with a detect instruction. We used a

collection of benchmarks specified using the BioScript language, which is compatible

with the framework’s static compilation model [178].

Scheduling is performed block-by-block using a modified List Scheduling algorithm

[221, 78]. We construct the interference graph as detailed in Section 4.3.2 prior to
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performing placement, using our novel NSGA-II algorithm or modified versions of VT-

LEB [78] or KAMER [18]. Finally, all methods use a greedy, yet effective, droplet router

[194, 78].

The NSGA-II heuristic, in its basic form, does not utilize coalescing or module resizing;

the basic 3-step synthesis method (Fig. 2.6) is instead followed. We configured NSGA-

II to use a population size of 100 and to run for 250 iterations. The initial feasible

solution is implanted in the initial population, and additional solutions are generated

via mutation and crossover operations. After each generation, encoded solutions that

NSGA-II discovers via evolution are extracted and examined for legality; the objective is

computed for legal solutions. The constraints and objectives are returned to NSGA-II

for the subsequent evolution. We maintain a copy of the best solution(s) found thus

far. After the final generation, we return the best legal placement solution that was

discovered.

4.4.2 Modification of Placement Algorithms for Placing Interference

Graphs

The updates to the synthesis model for utilizing a (possibly coalesced) interference

graph for placement is evaluated with all three aforementioned placers, but as coalescing

is abstracted away from placement, any existing placement heuristic could be easily

modified to operate on a coalesced interference graph. Our coalescing model employs

the three placement strategies described in Section 4.3.3. The modifications required on

these algorithms to place a coalesced interference graph are summarized here:
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Virtual Topology with Left-Edge Binder (VT-LEB) [78]: We extended VT-LEB

to accept an interference graph as input and imposed the constraint that two operations

whose corresponding vertices are adjacent cannot be bound to the same work module,

which allowed our implementation of VT-LEB to be compatible with our proposed global

coalescing strategy: our updated VT-LEB binds vertices, rather than operations, to

available work modules; when a binding decision is made, all the operations that have

been coalesced into the interference graph vertex are bound to the same work module.

We added or modified 23 lines to the VT-LEB code to allow for VT-LEB to bind a

coalesced interference graph.

Keep All Maximal Empty Rectangles (KAMER) [18]: KAMER performs free

placement of operations for each time step in a given block one-by-one in an iterative

manner as follows:

1. the DMFB array is segmented into a set of maximum empty rectangles (MERs) –

the largest rectangles that do not have any placed operations

2. the operation oi being considered for placement then checks each MER to see

if it contains the appropriate resources required and has ample room to fit oi’s

dimensions.

3. the MER with the smallest area that fits oi is chosen for placement, and a module

is assigned to the location with oi’s scheduled time assigned to it

It is straightforward to modify KAMER to place an interference graph: when a vertex is

placed, all the operations that have been coalesced into that vertex are placed at the

same location. The size of the placed location of an individual operation or a coalesced
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operation is equal to the size of the largest operation that has been coalesced into the

vertex. KAMER’s underlying algorithmic details (how to select free space, and how to

update the data structure that represents free space) remain the same. We added or

modified 31 lines to the KAMER code to allow KAMER to place a coalesced interference

graph.

NSGA-II: Coalescing does not impact the NSGA-II problem formulation in the

slightest: when a vertex is placed, the space and location allocated is equal to that of the

largest operation that has been coalesced into the vertex. As described in Section 4.3.3.1,

NSGA-II can optimize the placement of interfering vertices that are also affinity-adjacent.

Since the vertices interfere, coalescing is not possible and the corresponding operations

cannot be placed at the same location; however, droplet routing paths can still be

shortened by placing them near one another. We added or modified 18 lines to our

NSGA-II interface to enable these changes.

4.4.3 Modification of Placement Algorithms for Mix Module Resizing

While rescheduling is abstracted away from placement, the resizing operations, by

necessity, must be performed during placement, which necessitates a more substantial

revamp of existing methods. Our current implementation is only compatible with placers

that place operations one-at-a-time in a greedy fashion.

As the work module size in a virtual topology is fixed (Fig. 4.4), and the VT-LEB relies

on the virtual topology for binding, it is not possible to resize mixing operations with the

LEB without larger adjustments to the underlying resource scheduler, which is outside

the scope of this work. Additionally, as the NSGA-II placer’s current implementation

relies on an initial seed into the population of a placement given from LEB, we did not
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implement resizing for the NSGA-II algorithm. Ostensibly, resizing with NSGA-II should

be possible; however, the heuristic used would be different. Specifically, as discussed

in [101, 46], optimizing for more than 2 objectives with NSGA-II not only results in

significantly longer computation, but also in poorer results. To encode NSGA-II with

the dual optimization criteria of parallelizing operations and reducing individual module

latencies on top of the current goal of reducing distances between affinity-adjacent

vertices would then likely not give much-improved results. We therefore leave for future

research the implementation of resizing optimizations using a different multi-objective

evolutionary algorithm that is well-suited for three or more optimization objectives.

As KAMER binds regions of the chip freely, we allow KAMER to dynamically adjust the

sizes of a module prior to it being bound using the method described in Section 4.3.3.4.

The application of Dilworth’s Theorem to find the maximum width of an assay is

accomplished through building a bipartite graph B from the block (where each part

of B = V , with edges from (u′, v′′) existing wherever u < v in the block), finding a

maximum matching M on B, and using M to partition the block into a minimal set of

w chains, the maximum number of parallel operations.

When an operation’s size as given from the scheduler is adjusted when placing a module,

we reschedule the assay using the updated module size. As the number of module sizes

we choose from is limited (Table 2.2), and the heuristic we use converges as a local search

(Algorithm 1), the number of times we might reschedule an assay is minimal. Module

resizing required more extensive modifications to the algorithm; around an additional

450 lines of code.
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4.5 Evaluation

Table 4.1: Compile time and simulated execution times

Benchmark Compilation
Time (sec)

Execution
Engine Time
(m:s:ms)

Execution
Time

Broad Spectrum Opiate [12, 146,
108]

0.011 0:18:55 0:23:21

Ciprofloxacin [108] 0.023 101:31:80 128:54:32
Diazepam [91] 0.024 96:48:13 121:01:39
Dilution [91] 0.014 0:21:05 0:26:33
Fentanyl [146] 0.018 126:32:40 158:10:80
Full Morphine [91] 0.048 127:16:78 159:06:17
Glucose Detection [6] 0.012 0:23:77 0:29:73
Heroine [91] 0.020 126:32:40 158:10:80
Image Probe Synthesis [6] 0.015 8:38:96 10:47:50
Morphine [91] 0.018 126:32:40 158:10:80
Oxycodone [12] 0.026 126:32:40 158:10:80
PCR [6] 0.032 11:16:12 14:36:29
Cancer-detection [210] 0.016 1920:08:01 N/A

Even though we support physical chips, the expense associated with their use is prohibitive

for evaluation purposes; hence, we evaluate our compiler through simulation-based empir-

ical studies on known real-world assays specified for execution on DMFBs. Specifically,

we aim to evaluate the impact of global placement on compilation and assay execution

time, along with the ability to successfully compile onto very-small architectures. We

compare the traditional 3-step synthesis method against our NSGA-II approach, as well

as the updated model with coalescing and mix operation resizing. All reported averages

use the geometric mean over the ratios of each benchmark to avoid providing too much

weight to longer- or shorter-running benchmarks [64].
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4.5.1 Experimental Setup

Experiments were performed on a 2.7 GHz Intel®; Core™ i7 processor, 8GB RAM,

machine running macOS®. We compare directly against a previously published compiler

[41] using an identical 15× 19 DMFB architecture. We also report results on 15× 15,

12× 12 and 8× 8 DMFBs to evaluate the impact of our mix operation resizing heuristic.

Reducing the amount of on-chip area and the number of heating and sensing models

allows exploration of trade offs between parallelism and operation latency.

4.5.2 Benchmarks

Our evaluation uses a set of DMFB benchmarks that were previously used to evaluate

the compiler that we use as a baseline for comparison. Ref. [41] specified them using a

variant of the BioCoder language, which is now deprecated; Ref. [178] translated these

into the BioScript language; listings of the benchmarks are given in Appendix B.1. Each

of these benchmarks were obtained by reading the scientific literature on DMFBs and

extracting specifications of assays that were used in practice by other research groups.

4.5.3 Compiler Configurations

The baseline DMFB compiler we compare against ([41]) does not employ coalescing or

mix operation resizing; it compiles a CFG one basic block at a time using the standard

VT-LEB algorithm for placement ([78]), eschewing optimizations across basic block

boundaries. The NSGA-II placer does not employ coalescing, but does attempt to

maximize the number of affinity-adjacent operations that are placed at the same location;

it also aims to place affinity-adjacent operations that cannot be placed at the same

location nearby one another to reduce the length of droplet routing paths. The Virtual
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Topology with Left-Edge Binder (VT-LEB) and KAMER placers are evaluated for their

ability to place a coalesced interference graph, and KAMER is additionally compared

while module resizing is enabled.

4.5.4 Results and Analysis

Table 4.2 compares simulated assay execution times previously reported for the baseline

compiler [41] to the five configurations of the compiler presented here: NSGA-II (N),

NSGA-II plus coalescing (NC), VT-LEB placement plus coalescing (VC), KAMER

placement plus coalescing (KC), and KAMER placement plus both coalescing and mix

operation resizing (KCR). On average, VC, KC, and KCR reduce assay execution time by

1.1%, 1.2%, and 25.0% respectively. These results are not surprising, as assay execution

time is known to be dominated by schedule latency, not droplet routing time [222]; as

optimizations, coalescing aims to reduce droplet routing overhead while mix operation

resizing can lead to shorter schedules. We observed that convergence typically occurs

after 2 iterations of rescheduling when resizing is enabled.

The improvements reported for VC and KC over Ref. [178] indicate situations where

coalescing turns out to be more effective than the NSGA-II placer; however, NSGA-II

may discover different (and possibly better) solutions if the random number seed and

other configuration parameters are varied. Future work may extend the NSGA-II placer

to utilize a coalesced interference graph; the amount of work required to extend the

NSGA-II placer with resizing capabilities (which would entail re-scheduling and re-placing

at every perturbation) is prohibitive, so we did not evaluate this option.
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The compiler described in Ref. [41] utilizes the same placer as VC, sans coalescing.

Adding coalescing capabilities yielded marginal improvements, due to the fact that

droplet routing does not dominate total assay execution time.

Mix operation resizing had a more profound impact on total assay execution time

than coalescing. Furthermore, Fig. 4.13 depicts an observed linear correlation between

the amount of time an assay is specified for mixing and the percentage decrease we

expect to achieve via resizing across DMFBs of varying size. At the smallest size,

8× 8 (Figure 4.13d), resizing allows us to compile several assays that failed to compile

successfully without this optimization turned on. Through inspection, we determined

that our resizing heuristic was able to avail the minimum required parallelism for these

assays by using a 1× 4 module size; the default 2× 2 mixer did not provide enough room

for a legal schedule.

Table 4.3 provides details into how coalescing impacts the placer’s workload and droplet

routing time. On average, coalescing reduces the number of operations that are placed

by 77%; this, in turn, reduces the amount of work that needs to be done during both

placement and routing. In terms of overall performance impact, the VC and KC placers

reduced droplet routing times by 9.4% and 8.6% compared to the baseline.

4.6 Conclusion

This chapter described the framework of an optimizing compiler that extends the scope

of programmable LoC compilation optimizations to the granularity of the CFG. The key

innovations were twofold: the formulation of the placement problem for CFGs that shares
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many principle similarities to register allocation [33, 32], and a mix operation resizing

and rescheduling loop. We presented a novel heuristic to solve the placement problem in

isolation, as well as a generalized update to the placement problem enabling the adaption

of a register coalescing technique [28, 70]; the coalescing technique provides an easy

path for existing placement methods to place CFG-level interference graphs, rather than

individual operations within a basic block, which reduces the burden of placement and

routing during synthesis and eliminates or reduces otherwise-spurious droplet routes. The

resizing and rescheduling operations effectively reduce scheduled latency while increasing

instruction-level parallelism or enabling synthesis onto architectures that are otherwise

useless due to their restricted size. While there is certainly room to investigate more

effective heuristics that solve the various problems within the compiler, we believe that

the general back-end framework presented here represents the correct way to model the

constituent optimization problems that must be solved, along with their interactions.

Moreover, we believe that the most important topics for future investigation start at the

programming language level; for example, determining how to support function calls,

fluidic arrays, and fluidic SIMD operations; additionally, there is need to port BioScript

(and/or other similar languages) to a variety of pLoC targets in addition to DMFBs.
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Chapter 5

Compiling Functions onto pLoCs

5.1 Introduction

This chapter describes the implementation for compiling function calls onto pLoCs, which

can be realized on a diverse array of devices, ranging from those that are microfluidic in

nature [1, 76, 86, 167, 174, 187] to pipetting robots [143, 23, 149] and cloud laboratories

[106, 35, 157].

While virtually all programming languages provide the programmer with syntactic con-

structs to specify functions/procedure calls, prior work on programming language and

compiler design for programmable chemistry has glossed over the issue, either providing

support exclusively for functions that can be inlined [178] or managing everything dy-

namically with a runtime interpreter [239]. This chapter provides a thorough treatment

of how to implement functions statically in the context of one specific microfluidic tech-

nology that shares many principles with spatial computing architectures; this treatment

is general enough to support functions that cannot be inlined, such as recursive functions
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and functions that are provided as pre-compiled binaries without source code or an

intermediate representation.

Supporting functions in this context does not create novel algorithmic challenges that

need to be solved, but involves a number of observations about how a system that

manipulates fluids, rather than bits, must behave. To the best of our knowledge, these

observations have not been disseminated previously. Just as an example, a chemical

program that calls a function may have defined fluidic variables that are not used by

the function but are live across the call; this necessitates the creation of a stack for

fluid storage which must be maintained on a microfluidic architecture that does not

have a clearly delineated memory subsystem or the possibility of off-chip storage. These

observations inform both the implementation of functions at the compiler level and the

extent to which a programmer can expect to write fluidic programs that make extensive

use of nested function calls.

This chapter makes the following contributions:

• It distinguishes the unique complexities involved in compiling and executing functions

on reconfigurable spatial architectures with extreme memory restrictions and possibly

requiring device support for externally-attached modules (i.e., heaters or sensors).

• It introduces a cyber-physical paradigm to model both data and fluidic values we call

a split-technology stack, enabling bookkeeping and control of live fluidic values outside

the scope of a function call during its execution.

• It provides solutions for static compilation of chemical languages containing function

calls from source code or library (pre-compiled) function specifications.
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• It implements our solutions in an open-source compiler for DMFBs, and provide

back-end support for OpenDrop, an open-hardware DMFB device.

The remainder of this chapter is organized as follows: Section 5.2 briefly presents

the various technological issues we must overcome to support functions these devices.

Section 5.3 presents an overview of how to address various difficulties when compiling

functions onto DMFBs. Finally, we present proof-of-concept evaluation in Section 5.4

using both cycle-accurate DMFB simulation and by direct execution using the open-

hardware OpenDrop device before concluding the chapter in Section 5.5 with directions

for future work.

5.2 Technology Issues

A DMFB has considerable more in common with spatial computing architectures (e.g.,

FPGAs) than CPUs; even so, important technology differences persist, and they inform

relevant aspects of this work. Semiconductor-based computing systems naturally separate

the physical resources used for logic (transistors), data transport (wires), and on-chip

storage (flip-flops, register files, caches); in contrast, a DMFB employs (groups) of

electrodes for all operations, noting that operations such as sensing or heating nonetheless

require a droplet be held in-place on a specific electrode. Second, most computing systems

employ some form of external storage such as EEPROM, DRAM, hard disk, or flash

memory, with greater density (e.g., bits stored per unit area/volume) than on-chip

storage; in contrast, DMFBs presently do not have external storage1, and, even if they

did, there would be no density advantage to storing 1µL of fluid on- or off-chip.

1This may change as liquid-handling robots [143, 23, 149] evolve; to date, external storage with fluidic
read/write functionality has not been demonstrated.
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5.3 Fluidic Functions

Functions are ubiquitous in modern programming languages. As languages for DMFBs

evolve, and programs grow in size and complexity, it makes sense to include functions as

a first-class syntactic construct. Our focus here is how a compiler targeting a DMFB can

implement functions; syntactic considerations and performance overhead are secondary

concerns.

Why Not Inline? BioScript’s syntax allows programmers to write non-recursive

functions, all of which were inlined by the compiler [178]. While aggressive inlining

can negatively impact instruction cache performance for CPUs [151], such concerns are

irrelevant to DMFBs. One justification against inlining is to support recursion. While

we are unaware of any fluidic algorithms that are naturally expressed recursively, we

prefer not to make decisions that restrict expressiveness of programs, given the ubiquity

of recursive programming in computing. A second justification is to support pre-compiled

binaries that can be linked (statically or dynamically) without providing direct access to

the source code or intermediate representation. While it is unclear if there is a practical

use case for pre-compiled binaries in microfluidic programming today, we prefer to eschew

engineering decisions that would preclude this possibility in the future.
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5.3.1 Function Definition

A function f is a mapping f : Dp → Dq, where p, q ∈ Z≥0 and Dp and Dq are ordered

sets containing p and q droplets respectively2. Let Din = ⟨I1, I2, . . . Ip⟩ ∈ Dp be the set

of input droplets (parameters) and Dout = ⟨O1,O2, . . .Oq⟩ ∈ Dq be the set of output

droplets produced by f . To simplify our initial presentation of key concepts, we will

assume that function f only applies the five operations shown in Figure 2.4; we will

add support for specialized operations, such as heating, and I/O operations that access

reservoirs on the DMFB’s perimeters, later in Sections 5.3.6 and 5.3.7.

5.3.2 Function Placement

Figure 5.1: A compiled function f requires an m×n region Rf . When compiling a caller
of f , the placer reserves an unoccupied region on the M ×N DMFB for Rf to use.

A DMFB is defined to be anM×N electrode grid with I/O reservoirs on the perimeter. A

function f can be compiled onto an m×n rectangular sub-region, denoted Rf , such that

m ≤M and n ≤ N ; existing DMFB compilation algorithms mentioned in Section 5.2 can

be adapted for this task. When compiling the caller, the placer allocates an unoccupied

m× n sub-region of the DMFB and places Rf there (Fig. 5.1).

2Groups of droplets (e.g., arrays, structs, unions, etc.) can be handled analogously, but are omitted
for brevity.
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Figure 5.2: A function’s virtual space is mapped to the chip’s physical space.

5.3.3 Coordinate Spaces

Function f can be compiled without knowing precisely where it will be placed on a

DMFB. Once compiled, f can be invoked at different call sites in the program and f can

be placed at a different physical location on the DMFB at each call site. To support

relocation, f is compiled using a virtual electrode coordinate space, whose origin and

dimensions are distinct from those of the physical electrode coordinate space corresponding

to a real-world DMFB target. Once f has been placed, each electrode activation in the

virtual electrode coordinate space must be translated to the physical electrode coordinate

space. As shown in Fig. 5.2, if Rf ’s origin is placed at coordinate (a, b), the electrode at

virtual coordinate (x, y) translates to physical coordinate (x+ a, y + b).

5.3.4 The Physical Function Prototype

Let Cin and Cout respectively denote the initial and final positions of the input parameter

droplets in Din and output droplets Dout. Cin and Cout are determined when f is

compiled, and typically will be locations on the perimeter of the m× n virtual electrode
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(a)

(b)

(c)
Figure 5.3: (a) The locations of all input and output droplets within a function prototype
Sf ; (b) when Rf is determined, the translated virtual coordinates are used for routing
input droplets prior to invoking f ; (c) f routes all output droplets to virtual output
coordinates prior to terminating.
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coordinate space. This information is provided as metadata, which we refer to as f ’s

Physical Function Prototype3: Sf = (m,n, p, q, Cin, Cout) (Fig. 5.3a). We will subsequently

augment the physical function prototype with additional metadata in Sections 5.3.6

and 5.3.7 as we relax some of our simplifying assumptions.

After placing Rf , the caller translates each virtual coordinate (xi, yi) ∈ Cin to physical

coordinate (xi + a, yi + b) and routes the corresponding droplet there (Fig. 5.3b). Once

all input droplets are routed, the caller cedes control to f . Prior to termination, f

must route each output droplet to virtual coordinate (xj , yj) ∈ Cout, which translates

to physical coordinate (xj + a, yj + b) (Fig. 5.3c). When f terminates, the caller knows

the coordinates of all output droplets, and can route them to appropriate locations for

subsequent processing.

5.3.5 Stack Management for Fluidic Variables

In traditional programming, variables that are live across a function called are pushed

onto a stack prior to function invocation, and popped from the stack when the function

terminates. The stack (Fig. 5.4a, right) is implemented in memory, and contains

bookkeeping information (e.g., return address, stack and frame pointers), stack-allocated

variables, along with variables that are live across the call. Each function only sees the

portion of the stack allocated to its frame.

In a fluidic program, droplets that are live across a call to function f must be stored on-

chip, and outside of the region Rf where f is placed, while any computational variables

3In traditional computer programming, a function’s prototype specifies its type signature. Fluidic
types [178] can and should be included in a fluidic function’s prototype, for example, to facilitate program
analyses, and type inference, but are not needed for function placement.
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1 function foo(float, droplet);
2
3 main {
4 A = dispense ...
5 B = dispense ...
6
7 x = detect fluorescence on A
8 y = detect fluorescence on B
9

10 C = foo(x, A)
11 dispose C
12 }

(a) A traditional computing platform manages data variables using a stack.

(b) The fluid “B” must be stored on the droplet stack, i.e., any unused surface of the
DMFB outside of function foo’s region for execution.

Figure 5.4: (a) A simple chemical program that features dispense statements (for fluidic
values) and detect statements (for data values); data variables are stored on a traditional
stack. For interleaving fluidic and data variables, we introduce a split-technology stack,
where data variables are traditionally stored, and fluidic variables are stored on the
surface DMFB prior to invoking a function (b).
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live across the call can be pushed onto the CPU’s stack. We refer to this paradigm —

where data values are maintained by a CPU controller and fluidic values are maintained

on the DMFB as split-technology stack (Fig. 5.4). The droplet stack (Fig. 5.4b) can be

implemented using any unused region outside of Rf ; it does not need to be contiguous

and droplets do not need to be stored in any specific order on-chip; this is to avoid

lengthy routing paths that may occur if the droplet stack was pre-allocated to a specific

region of the chip.

Let d /∈ Din be a droplet that is live at f ’s call site. The placer pushes d onto the droplet

stack by routing it to a position outside of Rf , as shown in Figs. 5.5a and 5.5b; this

ensures that d does not inadvertently mix with droplets created by or used locally by f

within Rf . If d resides outside of Rf , then the push operation is implicit, as routing is

unnecessary. As a performance optimization, pushing d can be performed concurrently

with input parameter droplet routing, as discussed in the preceding section. When

f terminates execution, the corresponding pop operation is implicit, as the callee has

immediate access to d wherever d resides.

5.3.6 External Devices

Additional care needs to be taken when compiling functions that feature operations such

as heating or optical detection that are performed by external devices that are located

at pre-specified locations on (or beneath) the DMFB surface. For brevity, we consider

heaters exclusively, recognizing that the same principle applies to other types of devices.

Heaters are often larger than one electrode; for example, OpenDrop offers a cartridge

featuring three 2× 1 heaters (Fig. 2.5b). To compile a function that features one or more
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Figure 5.6: The virtual coordinates of placed heat operations within a function f ’s
prototype are specified when the function is compiled (left). When placing f , the placer
must orient and place Rf in the physical coordinate system such that Sf ’s virtually-
bound heat operations align with heaters in the physical coordinate system (right).

heating operations, Rf must contain at least one virtual heater, and, Rf must be placed

in such a manner that its virtual heater aligns to a physical heater on the DMFB.

Let X be the set of operations in a fluidic program. For a given coordinate system,

mapping P : X → N2 that specifies the placement of each operation, and mapping

H : N2 → B establishes the positions of the heaters, i.e., H(x, y) = 1 if the DMFB

features a heater at coordinate (x, y), and 0 otherwise). If h is a heating operation placed

at coordinate P(h) = (xh, yh), the placer must ensure that H(P(h)) = 1.

We define Hp and Pp for the physical coordinate system and Hv and Pv for the virtual

coordinate system Rf . When f is compiled prior to distribution, each heating operation

h must be placed at position Pv(h) = (xh, yh) satisfying Hv(Pv(h)) = 1 in the virtual

coordinate system. When a program that calls f is compiled, the placer must satisfy

the constraint Hp(Pp(h)) = 1 (Fig. 5.6). To accommodate this constraint, the physical
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function prototype (Section 5.3.4) is extended to include the location of heaters within

the virtual coordinate system (Fig. 5.6, left); notation is omitted for brevity.

5.3.7 Droplet I/O

When function f is generated as a pre-compiled binary, the compiler cannot know the

precise locations of the physical I/O ports on the perimeter of the DMFB, and where Rf

will be placed on the DMFB relative to those I/O ports. This creates a number of subtle

challenges when compiling functions that perform I/O operations that require access to

the ports. When f is compiled offline, the compiler can select an appropriate location

on the perimeter of Rf for droplet entry and exit, and can compute routing paths from

the entry point to the droplet’s initial use point, and from the droplet’s final use point

to the exit respectively; the compiler cannot determine a routing pathway from/to the

appropriate I/O reservoir, nor can it know the precise latency of droplet transportation.

Fig. 5.8 illustrates the preceding issues: within f , the droplet routing pathway from

input coordinate I0 to output coordinate O0 within the virtual electrode coordinate

space is known, and can be translated to the physical electrode coordinate space, as

described in section Section 5.3.3. In contrast, the pathways from the input reservoir to

I0 and from O0 to the output reservoir are not known when f is compiled; they are only

known when a subsequent program that calls f is compiled.

The initial position of each input droplet and the final position of each output droplet

on the perimeter of Rf can be added to the physical function prototype Sf ; the simplest

option is to re-use the coordinates for input parameter and output droplets (Cin and

Cout, defined in Section 5.3.4), although there is no requirement to do so. Droplet routes
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(a)

(b) (c)
Figure 5.7: (a) A legal placement of Rf requires enough room around Rf so as to avoid
inadvertent mixing of fluids within Rf and any routing of droplets external to Rf . (b)
Blocking a required reservoir results in failure to route, unless the reservoir has a direct
path to the appropriate input at Rf (c)
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Figure 5.8: I/O droplets routed to/from a function f during execution require a coroutine
external to f ’s control; when droplets arrive at f ’s boundary, their control is ceded to f .

within Rf can be computed when the function is compiled; the routes between I/O

reservoirs and the initial/final position of each droplet, as per Sf , can only be determined

when the function that calls f is compiled.

Precisely how to implement the route between I/O reservoirs and the perimeter of Rf

is unclear. Clearly, the caller must ensure that the placement at the call site does not

block any of the required routes (Fig. 5.7). One possibility is to compile f with a stub

that represents the partial route, and have the caller complete the stub. Another is

to implement the route using a coroutine that executes concurrently with f (Fig. 5.8).

Neither the stub nor the coroutine mechanism would be exposed to the programmer,

as droplet routes are implicitly determined from dependencies between operations that

define and use droplets. We oped for the co-routine approach in our implementation.

It is important here to recognize that I/O operations within a function may depend on

control flow conditions that can only be resolved dynamically, so it is not possible, in

the general case, to statically determine precisely when I/O operations will be issued.

If the droplet route must satisfy timing constraints [134], then f can communicate these

constraints to the caller/compiler by including them as non-executable metadata with
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the pre-compiled binary. Without loss of generality, consider an input droplet whose

maximum allowable routing time is T . Let tf be the time spent routing the droplet from

the perimeter of Rf to the location within Rf where the droplet will be used. Then the

compiler must be able to route the droplet from the input reservoir to the perimeter of

Rf within time T − tf ; otherwise compilation will fail.

An additional requirement is that Rf cannot be placed in a manner that blocks all

possible routing pathways between I/O droplets and the physical I/O reservoirs on the

perimeter of the chip. Figure 5.7a depicts a legally placed function in which there is a

pathway from an input reservoir to position I0 for the droplet on the perimeter of Rf .

Figure 5.7b shows an illegal placement, under which the droplet cannot route from the

I/O reservoir to position I0 without entering Rf . Figure 5.7c depicts a legal placement

solution in which Rf still abuts the input reservoir, but is rotated such that the only

pathway from the input to Rf is through position I0; this rotation approach works in

this specific case, but may not generalize when Rf becomes larger and if the placement

abuts multiple I/O reservoirs.

5.3.8 Calling Context and Multiple Function Versions

Function f may be called from multiple sites in a program. At each call site, number of

droplets stored in the on-chip call stack will be equal to the number of droplets live across

all function calls in the chain leading to the current call site. The size of the on-chip

call stack determines the maximum available on-chip area to place Rf . Allocating more

space to a function will benefit its performance because: (1) more space means that

more fluidic operations can be scheduled concurrently (i.e., operation-level parallelism);

102



F
ig
u
re

5.
9:

A
co
ll
ec
ti
on

of
p
re
-c
om

p
il
ed

ve
rs
io
n
s
of

a
gi
ve
n
fu
n
ct
io
n
;
la
rg
er

ve
rs
io
n
s
m
ay

h
av
e
la
te
n
cy

ad
va
n
ta
ge
s
(e
.g
.,
in
cr
ea
se
d
p
ar
al
le
li
sm

),
w
h
il
e
sm

al
le
r
ve
rs
io
n
s
a
re

ab
le

to
b
e
le
g
al
ly

p
la
ce
d
w
h
en

a
ca
ll
in
g
co
n
te
x
t
li
m
it
s
fe
as
ib
le

p
la
ce
m
en
t.

103



(2) prior work has shown that allocating more on-chip space to mixing operations can

reduce mixing latency [180, 240, 241, 133].

If a single version of a function is provided, then it should be small enough to satisfy

the placement constraint at all call sites in the program; otherwise, compilation will fail;

however, better performance can be achieved at each call site (assuming that f exhibits

ample parallelism) by compiling a unique version of f that optimally uses the space

available.

If f is provided as a pre-compiled binary, then the calling context is not known when f

is compiled. While compiling f to be as small as possible will maximize the likelihood

that programs that call f can compile successfully; however,f will perform suboptimally

at call sites where more than the minimum amount of space is available.

One solution is to pre-compile multiple versions of f with different area constraints,

i.e., with different values of m and n (Fig. 5.9); while enumerating every admissible

combination of m ≤M and n ≤ N may be prohibitive, providing a few different versions

can create relatively low-cost opportunities for the compiler to optimize performance

by invoking a call to the best-performing implementation of f that satisfies placement

constraints at each call site.

5.3.9 Recursion

Recursive function calls create additional challenges. We start with the simple case: tail

recursion.
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Tail Recursion: We first consider tail recursive calls that do not increase the size of

the stack (e.g., Fig. 5.10). In this case, any legal placement of Rf will suffice, as all calls

to f will occupy the same region. As shown in Fig. 5.10b, prior to each recursive call, all

parameter droplets Din must be routed to their corresponding virtual coordinates Cin on

the perimeter of Rf ; and at each point where f may terminate, the compiler must route

the set of output droplets Dout to their corresponding virtual coordinates Cout on the

perimeter. Based on these assumptions, unwinding such a recursive call chain can be

handled without any intervention from the caller.

General Recursion: In the general case, recursive functions can be written that create

fluids that are live across each recursive call site, thereby increasing the size of the stack.

This means that each successive call will have less available area, and that the DMFB

will eventually run out of space after a statically-computable maximum call depth. Any

recursive call sequence that exceeds the maximum call depth will fail.

If source code or the intermediate representation is available, general recursion can

be implemented using an interpreter that performs Just-In-Time (JIT) compilation

(Fig. 5.11). At each recursive call site, the interpreter can JIT-compile the function using

fast-running SPR algorithms. The program terminates prior to completion if SPR fails

due to lack of space. If static compilation is preferred, the recursive calls can be inlined

up to the statically-computable maximum call depth, including termination criteria if

the maximum call depth is exceeded during execution.
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1 function f(I0) {
2 d1 = dispense ...
3 d2 = dispense ...
4 d3 = dispense ...
5 d4 = dispense ...
6 if (...) {
7 // I0, d2, d3, d4 all alive
8 ... = f(d1)
9 }

10 ...
11 }

(a)

(b)
Figure 5.12: (a) Pseudocode for a recursive function in which 4 droplets live across
recursive calls; (b) when using pre-compiled recursive functions, we compile to a maximum
call depth K (K = 4, here), where droplets live across a recursive call to f (i+1) from f (i)

are stored within Rf (i) .
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A pre-compiled binary implementation of a recursive function is somewhat more subtle.

Let K denote the maximum call depth. The compiler can generate a sequence of function

calls f (1), f (2), . . . , f (K), in which f (i) recursively calls f (i+1) with an appropriate decrease

in available space due to stack growth, i.e., Rf (1) > Rf (2) > . . . > Rf (K) (Fig. 5.12). The

compiler will need to augment f (K) with termination criteria to prevent recursive calls

beyond the maximum call depth. The precompiled binary would consist solely of f (1)

and its associated physical function prototype Sf (1) ; the subsequent recursive calls to

f (2), . . . , f (K) would be implementation choices that would not be exposed to the caller.

If desired, the compiler could generate multiple versions of f (1) with varying dimensions

m× n, and varying maximum call depths K, in accordance with the discussion in the

preceding section.

5.4 Evaluation

5.4.1 Implementation

We implemented the strategies discussed in the previous section within BioScript’s

compiler [178, 133, 134] and added syntactical constructs to BioScript’s grammar to

support loading pre-compiled libraries. We continue to inline (non-recursive) functions

where source code is available. We provided the compiler with an architecture specification

matching OpenDrop’s standard 8×14 cartridge with its four I/O reservoirs and 3 heating

regions as shown in Fig. 2.5b. As BioScript’s compiler does not support physical

execution (it only targets a simulator), we implemented a simple translator and execution

engine4 to serially communicate with OpenDrop. While OpenDrop provides real-time

capacitance measures that can be used for droplet tracking, volume estimation, and error

4Available at https://www.github.com/tlove004/MFSimToOpenDrop.

109

https://www.github.com/tlove004/MFSimToOpenDrop


1 function thermocycle3(sample, n_iter, temp1, time1, temp2,
time2, temp3, time3) {

2 repeat n_iter times {
3 heat sample at temp1 for time1
4 heat sample at temp2 for time2
5 heat sample at temp3 for time3
6 }
7 return sample
8 }

Figure 5.13: An example of a simple thermocycling function that accepts 3 time and
temperature pairs, in addition to a number of iterations to cycle. A droplet-replenishing
version (i.e., due to evaporation [104]) can be achieved by including a volume-sensing
operation that directs distilled water to be added to the sample as necessary.

detection/correction, we have not yet implemented these features as they are not needed

to support function calls.

We also ran each benchmark on BioScript’s cycle-accurate simulator using an abstract

DMFB with the same dimensions as OpenDrop. Some benchmarks require more I/O

than OpenDrop provides; these were evaluated using the simulator exclusively.

5.4.2 Benchmarks

To the best of our knowledge, prior benchmark programs for DMFBs were limited in scope

and did not utilize functions (e.g., see Refs [41, 178, 133, 134, 239]). We rewrote some of

these benchmarks to utilize functions, and also wrote several synthetic benchmarks that

were aimed specifically to elucidate the technical concepts presented in the preceding

sections. All of our benchmarks are specified using BioScript, and are available in

Appendix B.3.

When translating pre-existing benchmarks, we extracted sub-steps as functions that, in

our opinion, could reasonably generalize to other domains, and would represent candidates

for distribution as pre-compiled binaries. For example, we define a function for thermo-

cycling (Fig. 5.13, used in PCR benchmarks), a common sub-step in assays requiring
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DNA replication, where a DNA sample’s temperature is cycled between cooler/warmer

temperatures for a user-specified number of iterations.

5.4.3 Setup

When possible, we target the OpenDrop device depicted in Fig. 2.5 using alternating

current of 240 V at 1000 Hz5. When targeting OpenDrop, our primary concern is

the fidelity of the specification (e.g., droplet transport, mixing, etc., occurring as ex-

pected) as opposed to implementation and evaluation of chemical or biological reactions.

Experiments were performed using inert input fluids6 rather than chemical reagents.

5.4.4 Discussion

We assess our approach by comparing the loading and executing of pre-compiled functions

against equivalent programs where the same functions are inlined, and, for recursive

functions, by measuring the maximum call depth K we can statically compile. Tables 5.1

and 5.2 list the results for results obtained using a cycle-accurate DMFB simulator.

Non-recursive For each non-recursive benchmark in Table 5.1, we report a direct

comparison of inlined functions against loading equivalent pre-compiled libraries listing

the total routing times (in ms) execution times (in s). We observe an average ∼2%

increase in total execution times7 over inlining when source is available, but note that

these results have no comparison when only a pre-compiled library is at hand. As pre-

compiled functions are pre-determined, the time spent routing (outside of functions) is

5As suggested by OpenDrop.
6The clear, red, and blue fluids optimized for OpenDrop, available here.
7Using the geometric mean over ratios.
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Table 5.1: Results comparing execution of inlined vs. pre-compiled non-recursive functions
on a cycle-accurate DMFB simulator

Total Time

Name Execution−Type Routing (ms) Execution (s)

Synth1† Inlined 1150 18.1
Pre-compiled 710 19.2

PCR [6]
Inlined 410 590.5

Pre-compiled 100 590.5

DRPCR [104]
Inlined 410 592.5

Pre-compiled 100 593.5

avg-diff : 66.76% -2.04%

Table 5.2: Results for compiling recursive functions, where recursive calls may generate
additional droplets; a droplet-generation factor (DF) and maximum depth before failure
K is reported for compiling to an 8× 14 electrode grid.

Name DF K

SynthTail† 0 ∞
SynthHead† 1 3

ProteinSplit† [221] 2 1
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reduced by ∼66% on average, although the time spent routing is comparatively minimal

with respect to total execution times.

Recursive For the recursive benchmarks in Table 5.2, we report a droplet generating

factor DF (i.e., how many droplets are added to the droplet stack at a recursive call)

and maximal call depth K before failure. While benchmark SynthTail is able to execute

without fail to arbitrary call depth, the other two benchmarks unsurprisingly reach

maximum call depth quickly, as the 8 × 14 electrode grid quickly has its free regions

consumed. Execution and routing times are dependent upon the call depth; hence,

we omit their inclusion. Notably, we ran these benchmarks again after inlining K+1

recursive calls, and were also unable to compile at this depth; the restricted grid size

was untenable to find legal SPR results.

OpenDrop Benchmarks capable of executing on OpenDrop’s architecture are marked

with a †. For recursive functions, we statically compiled to the discovered maximum call

depth K. We were able to successfully compile electrode activations for all benchmarks

targeting OpenDrop, and used the translator/execution engine described in Section 5.4.1

to serially control the device.8 For control-decisions requiring sensory feedback, we simu-

late feedback data (using pseudo-random number generation within reasonable bounds)

as proof-of-concept modulo online monitoring equipment. All marked benchmarks suc-

8An example of execution is linked in Appendix B.3.
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cessfully transported droplets as expected; as far as we are aware, this is the first time a

high-level language has been compiled for direct execution on a commercially-available

DMFB.

5.5 Conclusion

In this chapter, we presented important advancements for the programmability of

DMFBs, enabling scientists to disseminate experimental chemical protocols in the form

of parameterized functions. Despite unique challenges in dealing with physical fluids

when setting up and executing a function call, we show that static compilation is tenable,

preserving strong guarantees of success that are important when expensive reagents

are in use. Proof-of-concept results show that our methods are applicable to real-world

architectures available for use today. While there is room to investigate further application

of our methods (e.g., to inherently dynamic programming models like Puddle’s), we

believe the contributions presented herein enable scientists to accelerate the sharing

of repeatable chemical experimentation on DMFBs, and can assist in overcoming the

ongoing repeatability crisis.
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Chapter 6

Conclusion

Programmable labs-on-a-chip (pLoCs) have promising benefits that could disrupt the

reproducibility crisis in the life sciences, while reducing costs, increasing safety, and

accelerating analytical results of biochemical assays. Despite the many promises that

pLoC devices offer, their unwieldy operation prevented them from being more widely

adopted. While languages and compilers for specifying and synthesizing assays have

reached a relative level of maturity, gaps between front and back-ends revealed that a

ready-to-adopt end-to-end workflow was out of reach. This part presented necessary

additions to the workflow to close these gaps, and demonstrated their utility by executing

assays on a readily available open source and open hardware pLoC. With identified gaps

closed, scientists have a more manageable path toward adopting these devices into their

workflows.
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Chapter 7

Introduction

With few exceptions, the process of discovering and developing a new drug takes anywhere

from 10-15 years and costs upwards of $2.6 billion US [169]. Despite this overhead,

modern medicine has increased the duration and improved the quality of life around

the globe, and has given rise to a $500 billion US pharmaceutical enterprise. In spite

of this, nine of the ten leading causes of death in the US are directly related to disease

[30]. Moreover, new disease-causing pathogens continue to emerge and wreak havoc on

humanity, triggering years-long searches for new drugs.

In this part, we adopt aspects of inductive program synthesis to the domain of drug

discovery, where input/output examples form a specification of drugs operating on target

pathogens, and programs are string representations of a drug’s primary structure.

Consider the problem of inductive program synthesis, where the goal is to find a program

conforming to a particular semantic and/or syntactic form that satisfies a specification
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given as input/output examples[107, 82, 188].1 Solutions typically rely on domain-specific

languages to constrain possible program spaces and employ various search strategies to

find a program satisfying a set of specifications.

Rather than considering candidates as satisfying the specification, we frame the goal as

a superoptimization task [200, 4, 196], where candidate programs are ranked, and the

result is a distribution of drugs of interest that can be further explored in a wet-lab

environment.

The rest of this part presents a new framework for the safe discovery and synthesis

of pharmaceutical drugs we call MediSyn. After reviewing preliminary background on

drug discovery and the various methods from superoptimization, program synthesis,

and language modeling we adopt in Chapter 8, Chapter 9 presents MediSyn’s modular

architecture. MediSyn provides a general-purpose superoptimizing search strategy

implemented using a Markov Chain Monte Carlo approach over a probabilistic context-

free grammar, leaving grammar specification, chemical synthesis, and evaluation routines

for users to define. As a proof-of-concept, Chapter 10 provides a prototype implementation

of MediSyn called PepSyn for the discovery of novel pharmaceutical peptides. PepSyn

introduces a domain-specific language called PepSketch for concise domain specification,

and a secondary process in the programming by example (PBE) paradigm we call PepGen

for generating a candidate domain from user-provided examples. An in silico technique for

estimating antimicrobial peptide activity is provided in order to drive the superoptimizing

search. Chapter 11 discusses results using the PepSyn implementation of MediSyn, with

focus on the expressiveness of the candidate spaces generated using both PepSketch

1This is in contrast to the corresponding machine learning task, where semantic/syntactic forms are
irrelevant to the solution.
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and PepGen approaches, and the potential for significant cost savings achievable by

utilizing statistical inference during optimization. Finally, Chapter 12 discusses some

loosely related work in grammar induction for bioinformantics tasks as well as machine

learning approaches to drug discovery before concluding with directions for future work

in Chapter 13.
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Chapter 8

Preliminaries

8.1 Drug Discovery and Development

The majority of the normative 10-15 year process of developing a drug before its sale

occurs at the beginning of the process, during discovery and development [169]. Figure 8.1

depicts an overview of the process: in the early stages, candidates are designed and tested

in controlled settings to determine mechanisms of action, dosage, potential toxicity, etc.

During this stage, pharmaceutical researchers typically employ high-throughput screening

to conduct millions of chemical experiments in parallel with the goal of finding candidate

compounds with interesting activity in relation to a target [29]. When interesting results

(hits) are identified, a process of optimization refines specific compounds (leads) for

further study. This process is both inefficient and costly, causing extended waits for

the creation of lifesaving new medicines, and significant chemical waste. The approach

presented in Chapters 9 and 10 posits that program synthesis techniques can efficiently
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guide these processes, significantly reducing the cost and time associated with early drug

development stages.

8.1.1 Antimicrobial Peptides

PepSyn (Chapter 10) synthesizes candidate programs as synthetic peptides.1 A peptide

is a short linear chain of amino acids – small organic compounds formed primarily from

nitrogen, carbon, hydrogren, and oxygen. As opposed to larger chemical structures (e.g.,

proteins, small molecules, or macromolecules), peptides are relatively simple, featuring up

to around 50 amino acids, and lacking a stable 3D structure [48].2 A peptide’s primary

sequence is a string consisting of single-character representations of its constituent amino

acids (see Table 8.1). Antimicrobial peptides (AMPs) are a class of naturally occurring

peptides whose mechanism of action targets a cell’s membrane, leading to cell death [74],

and have been shown to evade pathogenic bacteria’s ability to develop resistance [90].

Moreover, while AMPs have been observed for their antimicrobial affect (hence the name),

recent research has shown they have broad-spectrum application (i.e., against viruses,

cancers, etc.) [166], and searches for synthetic AMPs (i.e., not naturally occurring)

are ongoing [164]. AMP’s chemical simplicity, robustness against drug-resistance, and

potential for broad application make them compelling candidates for new drugs.

1An expanded discussion of peptides and their physical synthesis is available in Appendix D.
2There is no consensus on the exact number of amino acids that differentiates a peptide from a protein

[225]; the peptide classification (even for chains reaching > 50 amino acids) is used herein for consistency.
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Table 8.1: The 21 proteinogenic amino acids found in the genetic code for eukaryotic
organisms (including humans), and their single-letter abbreviations, organized by classifi-
cation.

Hydrophilic (Σζ)
[+]Arginine R [+]Histidine H
[+]Lysine K
[-]Aspartic Acid D [-]Glutamic Acid E
[0]Serine S [0]Threonine T
[0]Asparagine N [0]Glutamine Q

Hydrophobic (ΣΦ)
Alanine A Valine V
Isoleucine I Leucine L
Methionine M Phenylalanine F
Tyrosine Y Tryptophan W

Other (ΣO)
Cysteine C Selenocysteine U
Glycine G Proline P

[+]: Positive [-]: Negative [0]: Uncharged

8.1.2 Drug Efficacy Evaluation

The process of discovering, optimizing, and determining dosage of hits relies on various

target-specific evaluation experiments. For example, in determining hits, a target (i.e.,

virus, bacterium, cancer cells, etc.) is typically exposed to a drug candidate to observe

its effect on the target.

A primary metric utilized when determining hits and the dosage of a candidate drug

against bacteria of interest is minimum inhibitory concentration (MIC) [228]. A drug’s

MIC against a target bacterium is the minimum concentration (typically expressed in

µg/mL) required for a drug to visibly inhibit the growth of the target. The procedure

of determining MIC in vitro involves subjecting a cultured target bacteria to varied

dilutions of the candidate drug [237]. Chapter 10 discusses the use of user-provided

input/output examples of peptides and their MICs in relation to target bacteria in order

to generate a cost function to optimize over, in addition to constraining the program

space in the PepGen approach presented therein.
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8.1.3 Cost Considerations

Synthesizing and evaluating candidate drugs can be costly; for peptides, estimates range

from around $75-$600 per gram for small-scale operations [87, 27], with costs decreasing

as the bulk of product goes up [119]. Even with economies of scale, large pharmaceutical

companies, seeing flat revenues due to consistently high costs, are abandoning research

and development on pharmaceutical peptides [189]. We discuss cost estimates for fully

ex silico drug discovery using our methods in Chapter 11.

8.2 Superoptimization and Program Synthesis

Superoptimization tasks a code generator with automatically finding (near) optimal and

correct instructions for provided loop-free code. While the original formulation relied

on complete and exhaustive program enumeration ([148]), limiting the feasibility of the

technique’s application, subsequent work has expanded the scope (up to complete program

synthesis) through e.g., stochastic techniques [201, 4, 196] or aggregating hypotheses

[110, 224]. We take inspiration from Refs. [201, 4, 196] when implementing the optimizing

search process for PepSyn. The optimization process described in [201] aims to find an

optimized form of a provided loop-free sequence of instructions using a Markov Chain

Monte Carlo (MCMC) optimizing search. While superoptimization typically optimizes

over the length of a program, Chapter 10 provides a function that optimizes over a

peptide’s MIC against target pathogens. The MCMC implementation presented in

Chapter 9 closely resembles [196]’s approach, which, in a manner similar to [4], describes

a Metropolis-Hastings MCMC ([88]) technique on a prior distribution represented by a

probabilistic context-free-grammar (PCFG), and a jumping distribution on the parse tree

used to generate an expression from the PCFG. Ref. [71] provides further inspiration; it
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reveals an annealing method for MCMC that provides faster mixing (convergence to a

steady-state) times than a stock MCMC approach, by dynamically adjusting exploration

and exploitation via a tempering variable attached to the acceptance ratio.3

Automated code synthesis — in the context of alleviating the difficulty in programming

a particular task for an end-user — has evolved from the relatively simple loop-free

code optimizers (with goals similar to the superoptimizers discussed above), to the

burgeoning field of program synthesis, where a user provides a specification of what a

program is supposed to do, a search method to explore program candidates, and some

form of evaluation for a candidate’s efficacy. Recent algorithmic breakthroughs has

allowed larger program spaces to be explored, with space-constraining techniques such

as the SKETCH paradigm [212], and aggregating data structures such as version space

algebras [162, 117, 209], e-graphs or finite tree automatons [110, 235, 172, 238], or the

recent equality-constrained tree graphs [115] provide efficient means of representing and

searching/validating exponential equivalent specifications. Methods of searching the

program space has seen equal attention, with powerful deductive top-down approaches

[82, 188], type-directed methods [66, 186, 182, 85, 161, 115], and stochastic techniques

[4, 122, 21, 61, 152] providing state-of-the-art results.

PepSyn borrows ideas from sketch- [212] and template-based [219] program synthesis

directly in the design of the PepSketch approach for PepSyn (Section 10.1.1). Refs.

[212, 219] rely on syntactic biasing in their candidate specifications, where the program

synthesis job is to find correct programs by filling in holes – program points that are

intentionally left unspecified. With PepSketch, we provide programmers a straightforward

3While simulated annealing is itself an adaptation of the Metropolis-Hastings MCMC algorithm, the
way MediSyn utilizes the tempering principle is not with the acceptance of samples, but as an adjustment
to the jumping distribution’s domain.
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method to specify syntactic and semantic forms for correct peptide expressions, while

allowing the superoptimization process to fill in holes.

The PepGen approach, which generates a space of peptide candidates using input/output

examples (see Section 10.1.2) is inspired by the programming by example (PBE) paradigm

[82, 128, 60, 209, 160], where user intent is specified by the provided examples.

8.2.1 Probabilistic Context-Free Grammars

Enumeration of programs is a crucial element of the program synthesis paradigm;

statistical techniques relying on probabilistic models for suggesting programs with high

likelihood of satisfying specifications are gaining in popularity, as they have enabled

exponentially larger program spaces to be explored efficiently [122, 21, 61, 152, 15, 128].

Complete enumeration of the space of peptides is intractable (not to mention costly,

should physical synthesis be part of the loop); consequently, the specification a user

provides to PepSyn (either a PepSketch expression or through the PepGen UI) is

transformed into a probabilistic context-free grammar (PCFG) for generating peptide

candidates Sections 10.1.1 and 10.1.2. For the PepGen UI, the transformation process

relies on input/output examples for learning bias in the resulting PCFG, an approach

providing efficient state-of-the-art results [107, 122, 152, 182, 60, 85, 145, 161].

While the complexity of biological sequences include dependencies that would require

context-sensitive or even unrestricted grammars to fully capture, the most common

dependencies observed in peptides are limited nesting and/or branched dependencies, with

crossing (e.g., repetition, copying) dependencies only rarely occurring [203]. Although

crossing dependencies require the expressive power of at least context-sensitive grammars,

the expressive power of CFGs can model both the branched and nested dependencies
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commonly occurring in peptide sequences, so their modelling power is sufficient for our

candidate space.

A CFG precisely describes how to derive syntactically legal strings in its language; a PCFG

extends this capability with probabilities assigned to production rules. The objective of

PepSyn is to derive drug candidates with a higher likelihood of pharmaceutical activity.

We therefore adopt a PCFG as a baseline representation of a candidate search space,

where the initial distribution of candidates the grammar derives corresponds to their

pharmaceutical activity. For well-understood domains, the probability distributions may

be known; however, in the general case, it is necessary to determine the probabilities

empirically from data.

Formally, a PCFG is a tuple G = (N , Σ, S, R, P), where N = {N1, . . . , Nn} is a set of

n nonterminal symbols, Σ is an alphabet (i.e., a set of terminals), S ∈ N is the start

symbol, R is a set of production rules mapping each nonterminal N i ∈ N to ji ≥ 1

sequences of terminals (and/or nonterminals) of the form N i −→ ρij , where ρ
i
j is the jth

right-hand-side production rule associated with N i, and P : R −→ (0, 1] is a function

mapping production rules to continuous probabilities such that:

∑
ρ=ρij

P(N i −→ ρ) = 1, ∀N i ∈ N

Given a CFG, the probabilities associated with production rules can be estimated from

unlabeled data using the inside-outside algorithm [13]:

P : (N i −→ ρij) −→
Count(N i −→ ρij)

Count(N i)
, ∀N i −→ ρij ∈ R

Alternatively, if a grammar is not provided, a treebank, i.e., a corpus of parse trees

(typically annotated with part-of-speech tags) [147], can be used to obtain a PCFG
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by first extracting the underlying grammar (Fig. 8.2) before computing the maximum

likelihood of each rule. We generate a treebank in Section 10.1.2 from user-supplied

input/output examples for this purpose.

8.3 Word Embeddings and Semantic Clusters

In Section 10.1.2, we present a PBE-inspired approach to inducing a PCFG from example

peptides provided by a user. To do so, we rely on techniques that provide lexical and

relational semantic interpretation to generate a treebank for PCFG induction. Specifically,

we learn distributed representations of 3-mers — biological “words” consisting of 3 amino

acids — that embed pairwise similarity by proximity in the distributed space. These

representations are used to structurally tag unlabeled peptide sequences to form a

treebank for PCFG induction. We present a brief introduction here of the techniques we

adopt.

For the tasks of inferring lexical or relational semantics, researchers have by and large

abandoned statistical models in favor of neural networks, where previously complex or

manual laborious tasks (morphological segmentation, part-of-speech tagging, etc.) can be

inferred directly using unsupervised methods. A popular technique used for these tasks

is to construct word(sentence) embeddings from a neural network (word2vec, doc2vec,

fasttext) [154, 155, 156, 120, 26], which encode the semantics of similar words(sentences)

by a distributed representation of continuous vectors. The architecture of word2vec’s

skip-gram model is illustrated in Fig. 8.3a; given an input word, the network is optimized

for the classification of words within a windowed context. Figure 8.3b illustrates a

classic example of the semantic relationships that can be modeled using this approach for
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natural languages: linear regularity of semantics capturing both royalty and gender of

the underlying representations [156]. Word vectors exist as points in the n-dimensional

space determined by the trained weights in the hidden layer of the network; in general,

semantically similar words appear near each other in the n-dimensional space, leading to

a natural utilization of partitioning methods to discover e.g., semantic clusters [94, 234]

and protein family classification [11, 171].

Refs. [11, 113, 173] take inspiration from the word2vec and related algorithms for

biological sequences, showing that the underlying physicochemical semantics can also be

characterized for biological sequence data. Ref. [11] defines a method to split peptide

sequences into smaller biological “sentences” by splitting each sequence into 3 sequences

of overlapping biological “words” of length three (3-mers) prior to training a skip-gram

network (Fig. 8.3c). We combine Ref. [11]’s approach to training word vectors for peptide

sequences with an unsupervised clustering method to generate a treebank of interest to

induce a PCFG for the PepGen approach in PepSyn (Section 10.1.2). Additional related

work is discussed in Chapter 12.
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Chapter 9

Overview

MediSyn is a software framework for the safe discovery and synthesis of de novo pharma-

ceuticals. As shown in Figure 9.1, MediSyn provides a collection of interacting modules

for general-purpose use. PepSyn, a peptide-specific implementation within the MediSyn

framework, is presented in Chapter 10.

9.1 Modules

Front-end As the entry-point to the system, MediSyn’s front-end module deter-

mines a user interface that creates a candidate domain. A front-end module incorporates

domain-level knowledge regarding e.g., the specific class of drug a user wants to discover,

its structure, etc. While we provide a PCFG representation of a candidate domain (see

Section 9.2), different models can be specified.
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Gen Although exact search methods may vary, a common sub-task in optimizing

search problems is generating candidates, and various methods are applicable to multiple

search techniques. The gen module’s init and generate methods accomplish this by

clearly defining the process for generating candidates from the candidate space, and

works together with optional filter module(s) to provide preferred candidates to the

core. The gen module has a strict dependency on the front-end module – namely, the

candidate space that the front-end generates is the underlying domain the gen module

uses for candidate generation. The init method defines how to sample directly from

the underlying candidate space, while the generate method defines how to jump from

one candidate to another in the candidate space. The search method defined by the core

(discussed next) may utilize one or both of these methods; e.g., a Frequentist-inspired

search may randomly sample independent and identically distributed candidates utilizing

the init method alone, whereas a Bayesian approach will define a jumping distribution

using the generate method.

Core Domain knowledge, intuition, or a stochastic choice may lead a user to utilize a

particular optimization strategy, be it domain-tailored or a black-box approach. The

core module provides a user the flexibility to determine the search method employed

while being agnostic to the underlying candidate domain. The interface for a core

module is intentionally sparse: a user must define the run method, and has access to

candidate generation from the gen module and synthesis/evaluation routines from the

back-end module. By separating the generation process from the search method, users can

incrementally modify the search process to experiment with different, related techniques.

For example, the provided Metropolis-Hastings MCMC approach discussed in Section 9.2

utilizes the jumping distribution defined by the gen module’s generate method, and
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it is well known that the choice of jumping distribution can significantly impact an

MCMC algorithm’s convergence [73, 192]. Knowing this, users can utilize different gen

modules to implement different MCMC techniques; for example, including the concept

of momentum to the sampling technique, the jumping distribution can be modified to

resemble Hybrid Monte Carlo [56]. Alternatively, new search methods can utilize existing

candidate generation techniques where appropriate; e.g., in implementing or utilizing

a black-box evolutionary algorithm, users can reuse the candidate representation and

generation process to define mutation and/or crossover operations.

Filter The filter module allows the search to optionally reject syntactically legal

candidates from being synthesized and evaluated based on criteria specified by the user.

For example, the user may want to avoid synthesizing candidates with known or presumed

cytotoxic or hemolytic properties (e.g., see Section 10.2 and Fig. 10.1); likewise, the

user may want to filter candidates having a high likelihood of failure during synthesis to

reduce the likelihood of wasting costly chemical reagents [159]. The only requirement is

that the criteria for filtering be computational and decidable. MediSyn’s filter module

interface cooperates with a gen module in order to screen these undesirable candidates

prior to synthesis and evaluation.

Back-end Irrespective of the search method employed by the core, different problems

may require different evaluation methods. For example, chemically synthesizing and

evaluating candidates would require a human-in-the-loop or cyber-physical interface in

which computation (candidate proposals, optimization strategy) interacts directly with a

human-driven or automated-procedure to synthesize and characterize each candidate.

Moreover, different classes of molecular structure or pathogenic targets are likely to
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require different synthesis and evaluation approaches. On the other hand, users desiring in

silico approximation of their objectives (as in Chapter 10) can forego chemical synthesis,

while benefiting from the separation of the search method from the objective function and

candidate evaluation methods. To abstract these relationships between searching and

evaluation, MediSyn’s back-end module implements the synthesize and evaluate

methods. The synthesize method returns an identifier to a synthesized candidate

upon successful synthesis,1 while evaluate returns a continuous value in R+. Together

with the core module, a back-end completes a feedback loop that allows ground truth

evaluations of candidates to inform the search process.

9.2 Generalized Core, Gen, and Back-end Modules

MediSyn provides a default candidate space representation of a PCFG (Section 8.3),

allowing for generalized reuse in varied domains, as well as core and gen modules

implementing a Markov Chain Monte Carlo (MCMC) superoptimization technique taking

inspiration from [196, 71]. To ensure a relatively good starting state, we assume that

the PCFG represents a prior probability distribution of drugs of interest where strings

in the given language having higher likelihood occur in local minima in the posterior

distribution; by weighting initial samples from the PCFG, we obviate the need for

significant burn-in. To sample from the PCFG, we perform a leftmost derivation, where

for each nonterminal N i encountered, we randomly choose the rule to apply relative to

its probability mapping in P , s.t. N i yields ρj with probability P(N i −→ ρj). We denote

such a yield from N i to ρj as N i =⇒ ρj . A complete derivation of sample s from S is

denoted S
∗

=⇒ s.

1A reserved error code is returned upon failure; which directs the core to ignore the candidate.
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To initialize, gen.init performs weighted random sampling without replacement for

a given number n of initial samples
−→
Xt by deriving n strings from the PCFG, where

−→
Xt = {s ∈ Σ∗ : S ∗

=⇒ s}; note that, ∀s ∈
−→
Xt, P (s) > 0, as we are sampling directly

from the PCFG.

gen.generate selects proposal candidates
−→
X from Q(

−→
X |
−→
Y ), where Q is a symmetric

jumping distribution that suggests
−→
X given the previous sample

−→
Y . To generate a new

candidate x ∈ X, we can randomly select a node P̂ = P =⇒ yp from the derivation

tree S
∗

=⇒ y ∈
−→
Y , and recompute a leftmost derivation from this node, inserting the

newly-parsed sub-tree in place of P̂ .

As mentioned in Section 8.2, we take inspiration from [71]’s simulated annealing adapta-

tion to MCMC to encourage exploration of areas of interest, but rather than applying

the annealing principle to the acceptance of candidates, our adaptation dynamically

adjusts the way we select node P̂ from the derivation tree. The chosen height of P̂ is

directly correlated with how much
−→
X differs from

−→
Y . As P̂ is selected randomly, we can

perform weighted sampling that favors nodes closer to the leaves of the expression in

proportion to the tempering variable.

Given a proposal candidate x ∈ X—where x has never been seen—the core calls the

synthesize and evaluate methods from the back-end to retrieve its efficacy; in the

case where the proposed candidate has been seen before, a stored result is returned; for

simplicity, we denote this procedure as f(x).

The technique in Algorithm 2 implements MediSyn’s provided MCMC core module.

After initializing score and
−→
B , variables used to keep track of the optimal set of candidates,
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Algorithm 2 Population MCMC

1: procedure core.run(thresh, n, G, early)
2: t← 0
3: score← 0
4:

−→
B ← ∅

5:
−→
Xt ← gen.init()

6: while True do
7:

−→
X ′ ← gen.generate(

−→
Xt)

8:
−→
A ← {αi : αi = f(x′i)/f(x

′
t,i)} ∀x′i ∈

−→
X ′,∀xt,i ∈

−→
Xt

9: (score,
−→
B )← update best()

10: u← Uniform(0, 1)

11:
−−−→
Xt+1 ←

{
x′i, u ≤ αi

xt, u > αi
∀x′i ∈

−→
X ′,∀xt,i ∈

−→
Xt,∀αi ∈

−→
A

12: t← t+ 1
13: if ((score ≤ thresh or t > G) ∧ early) ∨ (score ≤ thresh ∧ t > G) then
14: break

return (score,
−→
B )

along with sampling a prior (
−→
Xt) as the starting point for the search, the core interfaces

with the gen and back-end modules for generating, synthesizing, and evaluating

proposal candidates. The update best routine keeps track of the best score and

optimal set of candidates. We continue searching for candidates until we have found

candidate(s) with a minimum desired fitness (thresh) and/or have run a minimum

number of iterations (G), where either condition will terminate the search if the supplied

early exit variable evaluates true.
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Chapter 10

PepSyn

Here, we present PepSyn as a set of modules that collectively form a proof-of-concept

implementation of MediSyn using approaches from program synthesis for discovering

peptide pharmaceuticals. Figure 10.1 depicts a high-level overview of PepSyn’s operation:

the structure of prototypical drugs allows for generation of syntactically legal candidates

(Sections 10.1.1 and 10.1.2); a filtering step prunes undesirable or otherwise impractical

candidates prior to evaluation (Section 10.2); and, once obtained, the evaluation metric is

fed back into the generation step to drive the stochastic generation of the next candidates

(Section 10.3).

As a demonstration of MediSyn’s modularity, PepSyn implements two front-end

modules that generate a candidate space as a PCFG; these modules aim to be expressive

and palatable to practitioners who specialize in the chemical or biological sciences,

while varying in both complexity and scope. The first (Section 10.1.1) implements a

simple domain-specific language we call PepSketch for specifying the structure of peptide
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PE ::= PepSketch Expression:
LE Ligand Expression

| LE where CB Category Binding(s)
LE ::= Ligand Expression:

σ σ ∈ Σ Amino Acid Residue
| LE LE Concatenation
| WS Wildcard Symbol
| (OE)? Optional Expression
| (LE|LE) Alternation
| [RE] Repeat Expression

OE ::= Optional Expression:
LE Ligand Expression

RE ::= Repeat Expression:
LE * Kleene-star

| LE + Kleene-plus
| LE i i ∈ Z Repeat Number

CB ::= Category Binding(s):
CB CB Concatenation

| WS in σ σ ⊆ Σ Wildcard Binding
WS ::= any ̸∈ Σ ∪ Σres Wildcard Symbol

Figure 10.2: PepSketch’s syntax.

sequences for any particular functional objective (e.g., antimicrobial, antiviral, anticancer,

etc.); the second (PepGen, Section 10.1.2) demonstrates an approach in the programming

by example (PBE) paradigm, whereby a selection of example antimicrobial peptides are

directly used to synthesize a candidate specification that the system optimizes over.

The subsequent subsections discuss their implementation and how they each converge

to a common representation of a PCFG to specify the space of candidates we wish to

optimize. We utilize the MCMC implementation in MediSyn’s provided core and gen

modules (Section 9.2), while the filter (Section 10.2) and back-end (Section 10.3)

modules are peptide-specific.
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1 RGG(G|R)LCYCR##%C%CV(GR)? where
2 % in hydrophobic amino acids

Figure 10.3: A PepSketch which specifies the protegrin family of antimicrobial peptides

10.1 PepSyn Front-ends

10.1.1 PepSketch Front-end

PepSketch is a regex-like domain-specific-language that allows a user to succinctly express

a candidate space for peptide ligands as a template, using a sequence of known and

unknown amino acid residues and optional bindings of wildcards to particular sub-

alphabets in its language (Fig. 10.2). As shown in Table 8.1, the 21 amino acids used to

construct peptides are classified into groups based on various physicochemical properties;

we define PepSketch’s alphabet Σ to be these 21 unique amino acid characters along with

an empty string λ. Sub-alphabets are used to specify common subsets of amino acids:

Σ = Σζ ∪ ΣΦ ∪ ΣO ∪ λ, (10.1)

where Σζ ,ΣΦ, and ΣO are the sets of hydrophilic, hydrophobic, and all “other” amino

acids, respectively; further refinements (e.g., Σζ[+] for positively charged hydrophilic

amino acids) are defined for fine-tuned binding expressions. A set of reserved symbols

Σres = {(,),|,[,],*,+,?, i ∈ Z} are restricted from wildcard specification.

A user of PepSketch is assumed to possess an intimate understanding of a target’s

physicochemical properties, with a high level of confidence that a viable candidate will

have specific amino acids, groups, or particular properties of residues in the sequence at

specific locations, but is unsure of which amino acid(s) should occur at every location in

the peptide. The PepSketch depicted in Fig. 10.3, which specifies a subset of the protein

family of antimicrobial peptides [163], illustrates this idea: concrete residues occur inline
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with wildcards representing a single amino acid substitution (i.e., non-repeating), where

the % wildcard is bound to the hydrophobic amino acid sub-alphabet (ΣΦ), and the #

wildcard is unbound (i.e., it can resolve to any σ ∈ Σ).

The module implementing the PepSketch language transforms a PepSketch ex-

pression into a PCFG with probabilities initialized uniformly across produc-

tions. For example, the protegrin PepSketch in Fig. 10.3 induces the PCFG

G = ({PE,G R,#,%, ?},Σ, PE,Rρ,Pρ), where Rρ is:

PE −→ RGGG RLCYCR##%C%CV?

G R −→ G

G R −→ R

# −→ σ ∈ Σ

% −→ σϕ ∈ ΣΦ

? −→ GR

? −→ λ

and Pρ uniformly maps probabilities for each production based on the number of

productions associated with each nonterminal; e.g., Pρ(G R −→ G) = 0.5 (two production

rules associated with G R), and Pρ(% −→ x) = 0.125 ∀x ∈ ΣΦ (eight production rules

associated with %).

Fig. 10.4 presents a few of the formal transformation rules. The transformation judg-

ment for a ligand is ligand ▷N ,R,P where N is the nonterminal resulting from the

transformation of ligand , R is the set of generated production rules, and P is the

probability distribution for the rules. The rule Concat for concatenation transforms the
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two ligands separately to obtain a nonterminal, set of productions and a probability

distribution for each. It then generates a fresh nonterminal and a production rule that

maps it to concatenation of the two nonterminals, and maps this single rule to the

probability one. The rule Alt, for alternation, is similar except that it generates two

rules, one for each of the two alternatives, and maps each to probability 0.5. Each

wildcard is unique; we use the nonterminal Nwildcard to represent a wildcard, as the

rule Wild shows.

Therefore, the transformation judgment for a binding is binding ▷ R,P where the

resulting nonterminal is implicitly Nwildcard . For a binding wildcard in σ, the rule

WildBind generates a rule for each member of σ, and distributes the probability equally

between them. The rule Bind transforms the binding and the ligand, and then aggregates

the resulting rules and distributions.

10.1.2 PepGen Front-end

Whereas PepSketch’s intended user base consists of scientists who have intimate insight

leading to a concise bounding on the candidate specification, others with less domain

expertise may wish to discover a new drug based on an aggregate knowledge of relevant

properties of existing drugs. To meet this need PepGen (Fig. 10.5) implements a text-

based user interface in the programming by example paradigm that infers a PCFG

from a corpus of peptides D, which the user selects from relations that we define on

a public-facing repository containing experimentally validated data on antimicrobial

activity in peptides.1 Each example peptide drug di ∈ D is a pair (si, xi), where si is

di’s amino acid string and xi ∈ R is its MIC value. PepGen constructs a PCFG that

1Data gathered from the Database of Antimicrobial Activity and Structure of Peptides (DBAASP)
[183].
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generalizes the structural properties and relative antimicrobial activity of sequences

present in D. To do so, PepGen generates a treebank TD from D. Recall that a treebank

is a set of parse trees (see Section 8.3 and Fig. 8.2a) whose unique derivations form all

the productions of its corresponding CFG; derivations that occur in multiple parse trees

within the treebank do not generate redundant productions, but instead correlate to

the likelihood that a given parse will occur; our objective is to increase the likelihood of

parses that lead to superior antimicrobial activity relative to other parses. For each drug

di ∈ D, PepGen generates a set of parse trees, τdi ; TD is defined as their union:

TD =
⋃
di∈D

τdi (10.2)

The following discussion describes how to generate τdi for a single peptide di ∈ D

10.1.2.1 Augmentation

We first augment si into a set of semantically similar sequences, such that the number

of augmented sequences is proportional to di’s antimicrobial activity relative to all the

peptides in D. These augmented sequences encode learned physicochemical properties of

si using a word embedding space ∆, which is trained offline and encompasses our entire

database of antimicrobial peptides. Our approach is inspired by ProtVec [11], which

decomposes amino acid sequences into 3-mers (3-character subsequences; see Section 8.3)

and learns their semantic similarity as the proximity of points in a 100-dimensional

space. We train our model exclusively using peptides with experimentally validated

antimicrobial effects, with the goal of discovering semantic relationships between 3-mers

with antimicrobial function. Our training dataset consists of 14,271 primary sequences

of antimicrobial peptides ranging from 3 to 120 amino acids in length. As shown earlier

in Fig. 8.3c, we expand this dataset by splitting each peptide into 3 sets of 3-mers
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Figure 10.7: Left: 100-dimensional points from a word embedding model are projected
onto a 2D space using parametric t-SNE, which embeds a high-dimensional dataset
in a latent space of lower dimension in a way that maintains local pairwise distances
between data points [232]. Right: Another word embedding space is similarly projected
to 2D-dimensions; a partitioning method is used to determine semantic clusters for
generating a grammar from a set of unlabeled peptides.

prior to training, yielding 8,526 unique 3-mers appearing in 42,813 distinct sequences.

The resulting 100-dimensional embedding space, projected on 2-dimensions in Fig. 10.7,

captures the semantic similarity of 3-mers that occur in close proximity in our model.

Let si = σ1σ2 . . . σni . If the length ni of si is not divisible by 3, we append one or

two ‘X’ characters, which represent amino acids that do not alter its function [22]; this

ensures that xi can be fully decomposed into a sequence of non-overlapping 3-mers s
(3)
i =

(σ
(3)
1 , σ

(3)
2 , . . . , σ

(3)
ni/3

), where σ
(3)
1 = σ1σ2σ3, σ

(3)
2 = σ4σ5σ6, ..., σ

(3)
ni/3

= σni−2σni−1σni .

For a positive integermi, which is uniquely computed for di (details below), let δ(mi, σ
(3)
j )

be the set of mi-nearest 3-mers to σ
(3)
j in ∆; by convention, we assume that σ

(3)
j ∈

δ(mi, σ
(3)
j ), but there is no guarantee that any of other 3-mers in δ(mi, σ

(3)
j ) will also be

constituent 3-mers of s
(3)
i . We denote an arbitrarily selected 3-mer from δ(mi, σ

(3)
j ) as

σ
(3)
k = σk1σk2σk3 , which has no ordinal relation to the 3-mers in s

(3)
i or amino acids in si.
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An MCMC search could perturb si by replacing a constituent 3-mer σ
(3)
j ∈ s

(3)
i with a

randomly selected 3-mer σ
(3)
k ∈ δ(mi, σ

(3)
j ). This perturbation would minimally impact

the biological function of the resulting peptide due to the close proximity of σ
(3)
j to σ

(3)
k in

the embedding space ∆; at the same time, the perturbation could improve antimicrobial

activity, i.e., if the resulting peptide had a lower MIC.

We define the augmentation of di as a context free grammar Gdi(Ndi ,Σ, S,Rdi). We

associate a non-terminal N (3)
j with each 3-mer σ

(3)
j ∈ s

(3)
i . Then the set of non-terminals

is

Ndi = S ∪
ni/3⋃
j=1

N (3)
j . (10.3)

We define a top-level production R(3)
0 = S → N (3)

1 N
(3)
2 . . .N (3)

ni/3
, and a set of productions

R(3)
j with each 3-mer σ

(3)
j ∈ x

(3)
i :

R(3)
j =

⋃
σ
(3)
k ∈δ(mi,σ

(3)
j )

N (3)
j → σk1σk2σk3 (10.4)

Then the set of productions is:

Rdi =

ni/3⋃
j=0

R(3)
j (10.5)

We enumerate all the strings in Gdi ’s language L(Gdi), yielding the desired set of

augmented sequences.

Our description of augmentation necessitates one final detail: how to empirically choose

an appropriate value of mi; we make this decision using a min-max scaling function [102],

adjusted for the length of each di ∈ D. Let A = [amin, amax] be a bound range of scaled

MIC activity determined empirically from D as follows:

amin = min
(si,xi)∈D

{
1

xi

}
(10.6)

amax = max
(si,xi)∈D

{
1

xi

}
(10.7)
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We also define a target integer range B = [bmin, bmax] to bound the number of augmented

sequences each di ∈ D will produce. Our procedure for determining mi guarantees that

bmin ≤ (mi)
ni/3 ≤ bmax. The lower bound, bmin ≥ 2, is a constant value provided by the

user.2 Let µD and σD be the arithmetic mean and standard deviation3 of the lengths of

the amino acid sequences in D. Then

bmax = 10⌈
1
3
(µD+1.5σD) log(bmin)⌉, (10.8)

For a given drug di = (si, xi) ∈ D, with ni = |si| the value of m is then computed by

scaling function:

mi =

⌊
ni/3

√
bmin +

(
1

xi
− amin

)
bmax − bmin

amax − amin

⌋
. (10.9)

10.1.2.2 Semantics-encoding Transformation

Augmentation, described in the previous section, transforms a single amino acid sequence

si of length ni = |si| into a language L(Gdi) containing (mi)
ni/3 length-ni amino acid

sequences. We next transform each sequence tj ∈ L(Gdi) into a set of tagged parse trees

τtj , and finally form τdi as their union:

τdi =
⋃

tj∈L(Gdi
)

τtj (10.10)

To do so, we semantically tag subsequences of each amino acid sequence ti ∈ L(Gdi)

in a clustering model Ψ that encodes semantic relationships among arbitrary-length

subsequences,4 in contrast to ProtVec [11], which exclusively encodes a space of 3-mers

(Fig. 8.3c). To this end, we train a secondary model, denoted ProtVec(3), in which we

2We use bmin = 2 for our experiments.
3As a minor abuse of notation, we note that we have used σ previously to represent terminal characters

in amino acid strings; in this one instance we re-use σ as the standard deviation, which is standard in
statistical literature.

4Our ProtVec-inspired model, ProtVec(k), is detailed in the Appendix E.
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split the original peptide string si into 1-, 2-, and 3-mers, yielding an input vocabulary

of 8,986 entries appearing in 85,626 unique sequences. After fitting ProtVec(3), we

project the 100-dimensional embedded vectors onto 2 dimensions, and partition the space

into semantically-related clusters [227] using an efficient k-means algorithm [53]. These

cluster labels are used when transforming an augmented corpus of peptide drugs into a

treebank of interest for PCFG induction (Section 8.3).

For each amino acid sequence tj = σ1σ2 . . . σni ∈ L(Gdi), let t
(1)
j , t

(2)
j , and t

(3)
j denote

the decomposition of tj into respective sequences of 1-mers, 2-mers, and 3-mers as follows:

t
(1)
j =

(
σ
(1)
1 , σ

(1)
2 , . . . , σ

(1)
ni

)
, σ

(1)
k = σk, 1 ≤ k ≤ ni; (10.11)

t
(2)
j =

(
σ
(2)
1 , σ

(2)
2 , . . . , σ

(2)
ni−1

)
, σ

(2)
k = σkσk+1, 1 ≤ k ≤ ni − 1; (10.12)

and t
(3)
j is defined analogously to s

(3)
i in the preceding subsection. We note that we

allow over-lapping of 2-mers in Eq. (10.12) as a prudent introduction of ambiguity in the

resulting grammar,5 and to negate the need for additional padding of ‘X’s when |tj | is

not divisible by 6.

Let ψ
(
σ
(ℓ)
k

)
be the label of the cluster that Ψ assigns to σ

(ℓ)
k in the ProtVec(3) space.

We define the set of all parse trees using a context free grammar Gtj(Ntj ,Σ, S,Rtj). We

associate a non-terminal with each unique label ψ
(
σ
(ℓ)
k

)
. Then the set of non-terminals

is:

Ntj = S ∪
ni⋃
k=1

ψ
(
σ
(1)
k

)
∪

ni−1⋃
k=1

ψ
(
σ
(2)
k

)
∪

ni/3⋃
k=1

ψ
(
σ
(3)
k

)
(10.13)

5Ambiguity works in our favor, as it reflects the possibility to perturb alternative structures in a
resulting peptide sequence for greater exploration [54].
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We define a top-level productionRS = S → R(3)
1 R

(3)
2 . . .R(3)

n/3; we then define productions

R(3)
k , R(2)

k , and R(1)
k as follows:

R(3)
k = ψ

(
σ
(3)
k

)
→ ψ

(
σ
(2)
3k−2

)
ψ
(
σ
(1)
3k

)
| ψ
(
σ
(1)
3k−2

)
ψ
(
σ
(2)
3k−1

)
(10.14)

R(2)
k = ψ

(
σ
(2)
k

)
→ ψ

(
σ
(1)
k

)
ψ
(
σ
(1)
k+1

)
(10.15)

R(1)
k = ψ

(
σ
(1)
k

)
→ σk (10.16)

The complete set of productions is therefore:

Rtj = RS ∪
ni⋃
k=1

R(1)
k ∪

ni−1⋃
k=1

R(2)
k ∪

ni/3⋃
k=1

R(3)
k (10.17)

Intuitively, this grammar allows for the perturbation of any peptide tj ∈ L(Gdi) by

randomly selecting a 1-, 2-, or 3-mer and replacing it with another 1-, 2-, or 3-mer that

is similar in terms of the classification labels in embedding model Ψ; due to the similar

relation, the biological function of the peptide is unlikely to radically change, while the

possibility exists that the peptide resulting from the perturbation has a lower MIC.

We generate parse trees τtj using an Early parser [58]; Eqs. (10.2) and (10.10) then

complete the generation of TD. Finally, we use the inside-outside algorithm on TD’s

underlying grammar to generate the PCFG of interest [13, 147].

While the augmentation step bolsters the corpus so that semantically similar sequences

to superior drugs appear more often, leading to an increased likelihood that a desired

semantic form occurs in the corpus, the transformation into parse trees provides rules

that specify an underlying grammar for drugs of interest from the provided examples.
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10.2 Peptide Filter

The gen module provided by MediSyn interfaces with an optional filter module

which can be utilized to prevent synthesis and evaluation of undesirable candidates. For

PepSyn, we implemented a simple inference model that either accepts or rejects each

candidate based on inferred cytotoxicity [84].

Certain peptide sequences may have properties that cause them to be prohibitively

difficult to (chemically) synthesize or may have toxic effects; we filter out peptide

candidates that fall below thresholds listed in [159]. For example, Fig. 10.1 depicts a

syntactic specification that could result in proposals being generated that are of the family

of neurotoxic “conotoxins,” one of the most toxic substances known to man that is subject

to the same government regulations as Anthrax and Ebola Virus [31]. Furthermore, the

candidate structure’s two unbound holes provide opportunities to propose candidates

that would be difficult to synthesize. Of the proposal candidates depicted in Fig. 10.1, the

candidate CCNPACGRNFSC conforms to a conotoxin, while CCNPCCGCCCNFSC contains

a high ratio of cysteine amino acids, increasing its likelihood of instability [159]. We filter

these candidates out before the gen module provides its list of the remaining preferred

candidates to the core module.

10.3 Back-end

The back-end module we implement for PepSyn implements in silico evaluation. While

MediSyn’s back-end module is capable of completing a cyber-physical feedback loop

to control a physical apparatus that synthesizes and evaluates proposed candidates

(Chapter 9), our evaluation here is limited to a purely computational approach. PepSyn’s
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back-end module implements the synthesize method by returning a unique identifier

(to simulate successful synthesis), and estimates each candidate’s MIC in silico using the

evaluate method, discussed next.

10.3.1 MIC Estimation

With peptides, form follows function, and sequence alignment provides a reasonable

approximation of biologically related forms; hence, one can expect peptides having

significant sequence similarity to also have similar antimicrobial function [10, 9]. The

evaluate method implemented by PepSyn’s back-end module infers a point esti-

mate of a candidate peptide’s minimum inhibitory concentration (MIC) assuming a

statistical model where peptides that have significant sequence similarity also have

similar antimicrobial function. Let V be the user-provided specification of peptides with

experimentally validated MICs, where each v ∈ V = (vseq, vmic)
6 We estimate the MIC

cmic of a candidate c utilizing sequence alignments of c against each v ∈ V . Shown

in Eq. (10.18), cmic is computed as the geometric mean of the ratio of vmic and the

similarity of vseq with c for all v ∈ V :

cmic =

(∏
v∈V

vmic

norm alignvseq(c)

) 1
|V |

, (10.18)

where norm alignvseq is a pairwise sequence alignment function associated with vseq that

computes a normalized sequence similarity score against the candidate c. We normalize

raw alignments due to interpretation difficulties in the presence of e.g., varied lengths

or scoring parameters. The alignment in Fig. 10.8 illustrates the issue: a 100% match

with one alignment scores the same as an alignment where 1/3 of the amino residues

are different or missing from the candidate. To compute a raw alignment score, we use

6When using PepGen, V = D; when using PepSketch, the user must load V directly. We denote the
pair as (vseq, vmic) in lieu of (si, xi) for clarity that V is not necessarily equal to D.
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Figure 10.8: Difficulty of interpreting sequence alignment similarity scores: due to varied
lengths and scoring parameters, sequence alignment scores must be normalized to provide
consistent interpretation.

the Smith-Waterman local alignment algorithm [211] with a point accepted mutation

(PAM) substitution matrix — a scoring matrix that directly corresponds to evolutionary

mutations in peptide sequences, relating the likelihood of replacing a single amino acid

at each point with any other amino acid [45]. Let raw(vseq, c) return a raw alignment

score. In order to normalize similarity scores, each vseq ∈ V has its own min-max

norm alignvseq function (Eq. (10.19)) where the max — corresponding to an exact match

— is the result of aligning vseq with vseq, and the min — corresponding to any least

biologically-related peptide of equal length — is computed as w ∗ |vseq|, where w is the

penalty in the PAM matrix for substituting a wildcard (i.e., an unspecified amino acid

at the given position),7 i.e.,

norm alignvseq = λvseq.λc.
raw(vseq, c)− w ∗ |vseq|
raw(vseq, vseq)− w ∗ |vseq|

(10.19)

After evaluating cmic using our normalized alignments, the result is fed back to MediSyn’s

provides core module to inform MCMC acceptance.

7In practice, we specify w = −8 in the PAM matrix.
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Chapter 11

Evaluation

Our stated goals for MediSyn is to

1. automate the discovery process

2. reduce that normative costs necessary for discovering viable drug candidates

We assess goal 1 by (a) characterizing the candidate spaces (i.e., PCFGs) that PepSyn’s

PepSketch and PepGen front-ends generate and (b) observing acceptance rates and mixing

times for MediSyn’s MCMC implementation. If a bespoke PepSketch and a corresponding

corpus selection in PepGen are able to generalize search spaces corresponding to drugs

with known activity, then PepSyn is able to automate the generation of good priors

distributions. If MediSyn’s MCMC implementation converges to a stable distribution,

then we can conclude that MediSyn is able to automate the optimizing search over the

provided candidate space. We assess goal 2 by way of extrapolation; i.e., given the
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observations from (a) and (b), we estimate ranges of costs associated with each search if

the back-end were to rely on physically synthesizing and evaluating each candidate.

The remainder of this section details our choice of benchmarks (Section 11.1) and

evaluation methodologies (Section 11.2) prior to reporting and discussing results in

Sections 11.3 and 11.4.

11.1 Benchmarks

Table 11.1 characterizes a set of benchmark pairs used to evaluate goals 1 and 2. For each

benchmark, we provide a numbered identifier of the form #FrontEnd, where FrontEnd

is either PS (for PepSketch) or PG (for PepGen), and a short description of what the

benchmark entails.

Table 11.1: Benchmarks

ID Description

1PS These aim to emulate the protegrin family of peptides, a family of short peptides
(typically 16-18 amino acids) with antimicrobial and antiviral applications [163].1PG

2PS We target the ATCC 25922 strain of e. coli, a standard used for testing
AMPs, with these benchmarks [175].2PG

3PS Coronaviruses, a family of crown-shaped microbes that have received a lot of
attention as of late, are targeted by these benchmarks [124].3PG

4PS Distinctin, a family of AMPs found in tree frogs [43, 17].
4PG

5PS This pair of benchmarks combines emulation of protegrin (as in the first pair
of benchmarks) while focusing on targeting the ATCC 25922 strain of e. coli.5PG

11.2 Methods

We utilize each pair of benchmarks to characterize each front-end’s ability to generate a

PCFG. For each benchmark, we manually create PepSketch expressions that generalize

the antimicrobial peptides associated with the goal; e.g., the PepSketch from Fig. 10.3
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aims to emulate protegrin for 1PS . For PepGen versions of each benchmark, we query

each drug/target name in the descriptions as described in Section 10.1.2. Evaluation of

each benchmark pair uses an identical set of peptides with known antimicrobial activity,

leading to meaningful direct comparisons. We assess each of goals 1 and 2 by answering

the following questions:

Q1. Is PepSketch/PepGen able to generalize a candidate search space? How expressive

are the languages induced by PepSketch/PepGen?

Q2. Does the MCMC approach described in Chapter 9 work on the induced grammars

from PepSyn? Can it achieve good mixing? If so, how many candidates must be

evaluated prior to converging to a stable distribution?

Q3. What approximate costs are necessary to chemically synthesize candidates before

the posterior converges?

11.3 Results

Results for assessing goal 1 for each benchmark are listed in Tables 11.2 and 11.3.

Table 11.2 reports details of the probabilistic grammar GP and its language L(GP ) that

are induced through each method; we report:

• The number of terminal symbols |Σ|, non-terminal symbols |N |, and rules |R| in

GP .

• The size of the search space |L(GP )|, i.e., the number of peptides L(GP ) specifies.

• The average length avg |c| sampled candidates in L(GP ).
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• The number of holes/terms used in describing the benchmark. For PepSketch, we

use the term holes to refer to a position in the sequence specified as an optional,

repeat, or wildcard expression. For PepGen, we use terms to refer to the number of

search terms used to select D.

Table 11.3 reports details regarding the MCMC optimization search provided by MediSyn.

We report acceptance rate α, mixing time Mix, the average length of a sampled candidate

avg |c|, and approximations of cost requirements if evaluations were to occur ex silico.

11.4 Discussion

Table 11.2 helps us answer Q1; by taking the geometric mean of each feature (for

each front-end), we can find the average difference—denoted avg-diff—between the

approaches. We find that a PepSketch expression has, on average, 585.27 fewer terminals,

21.02 fewer non-terminals, and 14,179.49 fewer productions rules than PepGen, leading to

grammars that are significantly more concise, and spaces that on average have 1.07E+40

fewer candidates. Even so, the average size of candidate lengths are similar, where a

PepGen candidate is only ∼4 more amino acids than one from PepSketch. While PepGen

grammars are objectively more expressive, they come from significantly less user-input:

we note that there are on average 13.55 more holes in PepSketch expressions than the

number of terms we needed to select to perform the same benchmarks. PepSketch does

not generate a treebank; on average, it’s transformation into L(GP ) takes ∼43 fewer

minutes than PepGen’s.
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Table 11.3: The acceptance rate (α), time to converge to a posterior distribution (Mix),
average length of a peptide candidate avg |c|, and approximate costs required to perform
experimentation ex silico.

ID α† Mix†,‡ avg |c| ∼Cost

Lower Upper

1PS 92.95% 0 17 $3,188 $42,500
1PG 92.19% 250 17 $31,875 $425,000
2PS 96.34% 0 18 $3,375 $45,000
2PG 97.66% 200 36 $54,000 $720,000
3PS 97.76% 0 49 $9,188 $122,500
3PG 95.09% 250 51 $95,625 $1,275,000
4PS 97.58% 0 28 $5,250 $70,000
4PG 96.07% 0 30 $5,625 $75,000
5PS 97.22% 50 22 $8,250 $110,000
5PG 94.89% 250 20 $37,500 $500,000
† - avg. of 10 independent chains, ‡ - nearest 50

Q2 is resolved with Table 11.3; MediSyn’s provided MCMC technique shows high

acceptance rates of proposal candidates; this either indicates that the jumping distribution

does not provide for significant exploration, or that the acceptance ratio often evaluates

close to 1 even when jumps are distant. As a jump can be selected as high up as the start

symbol in the parse tree, any candidate in the grammar is a possible proposal; this may

indicate that the grammars we generate distribute candidates with high likelihood of

correlation w.r.t. their antimicrobial activity. Observed mix times (using trace plots, e.g.,

Fig. 11.1) are insightful: the PepSketch approach began its search within the posterior

for all but one benchmark. The PepGen approach required 200 iterations prior to

convergence on average.

Table 11.3 provides low and high estimates of costs to answer Q3: we associate a cost-

per-amino acid based on typical reporting (Section 8.1.3). For benchmarks requiring zero

burn-in, we assume a search of at least 25 candidates. Using a low bound of $7.50 and high

bound of $100, PepSketch averages (by the geometric mean) between ∼$5, 000-$70, 000,

while PepGen averages between ∼$32, 000-$430, 000. While PepSketch’s propensity
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to begin in its target distribution provides potential cost savings over PepGen, the

boundaries for PepGen’s approximate costs are troublesome in the light of the estimated

$2.6 billion that is typical for drug discovery [169].

There are several threats to the validity of our results. Namely, high acceptance rates

during MCMC could indicate lack of exploration. Moreover, our evaluation metric

(Section 10.3) uses in silico point approximations that may not correlate to physical

evaluations. Finally, the cost approximations we provide, while given a range of upper

and lower bounds to err on the side of caution, do not account for e.g., personnel,

equipment/machinery, etc., that may be typical for pharmaceutical corporations.
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Chapter 12

Related

In addition to the relevant material in program synthesis and superoptimization this

work takes inspiration from presented in Chapter 8, there is a breadth of literature in

the context of bioinformantics (for PCFG induction) and machine learning (for drug

discovery).

Grammar Induction for Protein Modeling: Several efforts in inducing PCFGs

for modelling protein sequences for various purposes have been proposed [202, 57, 229]

[202] utilizes an n-gram Bayesian classifier to annotate non-terminals with classification

results while inducing a (non-probabilistic) context-free grammar from a corpus of frog

antimicrobial peptides. Their CFG rules are modified with probabilities correlating to

the cardinality of discovered clusters. [57] estimates the probabilities for rules on an

underlying (non-probabilistic) CFG in a way similar to [181], in which parentheses are

used to denote semantically related structures in otherwise unlabeled corpora to estimate

a PCFG using the inside-outside algorithm [13]. [57] utilizes computationally derived
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rules for protein contact map constraints as a proxy to [181]’s parenthetical annotations,

which model sequences in a given protein that are likely to have close spatial proximity in

their folding. Our PepGen approach accomplishes the similar goal of finding semantically

similar motifs, but our weighting of rules is accomplished through augmentation using

perturbations of nearest-neighbor 3-mers in the trained word embedding vector space.

Machine Learning Approaches to Drug Discovery: There has been a significant

effort in applying machine learning (ML) to the task of drug discovery over the past

several decades, well beyond the scope of what is reasonable to cover here, ranging

from simple models (e.g., SVM’s [132], decision trees [144], and linear regressors [89])

to more complex deep-learning approaches [36],1 and several pharmaceutical companies

are approaching drug discovery directly with ML [193, 165, 116, 44, 247, 252] A recent

review ([59]) discusses the latest advancements and their shortcomings, including a lack of

transparency (i.e., the ability to interpret resulting models) and the requirement for large

(typically labeled) datasets. Emerging techniques that might overcome these limitations

are highlighted, including applying recommendation systems (for semi-interpretable

results) [214] and transfer learning (for learning from small datasets) [244, 83, 204]. In

contrast, our approach mitigates these concerns by design — formal grammars lead to

direct interpretation, and user-supplied specifications to optimize over can be few. The

most direct relation to our approach is in the design of PepGen, where we use data

augmentation to overcome issues with smaller datasets.

1Excellent reviews are regularly published, cataloging efforts in this domain [231, 36, 59, 118, 132, 248].
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Chapter 13

Conclusion

This part presented MediSyn, a framework that aims to reduce the high costs and

time associated with drug discovery and development by automating the early phases

using techniques originally developed for superoptimization of program specifications in

program synthesis. The modular architecture of MediSyn provides for straightforward

extension and specialization for de novo discovery of viable drugs of differing types.

MediSyn’s utility was demonstrated with PepSyn, a proof-of-concept implementation

for pharmaceutical peptides, featuring a domain-specific-language front-end that allows

researchers to succinctly specify a candidate space we call PepSketch and a secondary

front-end that induces a search space based on a selection of known pharmaceutical

peptides. Evaluation shows that MediSyn’s Markov Chain Monte Carlo technique

achieves good mixing on the distributions of peptide drugs provided by PepSyn, typically

with little need for burn-in. The contributions provide a hopeful path forward for life

scientists to adopt emerging technologies in their workflows, and have the potential to

disrupt the $500 billion US pharmaceutical industry. Future work for MediSyn should
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investigate novel back-end techniques that complete a cyber-physical feedback loop,

where physical candidate evaluation replaces (or augments) in silico inference, implement

specifications for new domains (e.g., small molecules, D/RNA-based drugs, etc.), and

investigate different synthesis and/or enumeration techniques.
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Conclusion

Life scientists are in need of disruptive tools to improve the efficiency, costs, and

reproducibility of their important work.

In Part I, this dissertation addressed ways in which these problems could be solved for

biological and chemical scientists who utilize or otherwise rely on analytical biochemical

assays that can be automated, miniaturized, and accelerated using programmable

laboratories-on-a-chip (pLoCs), but are currently performed at the benchtop. It presented

practical solutions to gaps in the end-to-end workflow of programming, compiling, and

executing assays on commercially-available pLoCs.

Part II presented the modular MediSyn framework as a solution to reduce the high costs

and time associated with drug discovery and development, and demonstrated its nascent

utility with PepSyn, a proof-of-concept peptide-specific implementation of MediSyn.

These contributions provide a practical path forward for life scientists to adopt emerging

technologies in their workflows, and have the potential to disrupt the $500 billion US

pharmaceutical industry with faster and cheaper solutions for discovering and developing

life-saving drugs.
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Appendix A

Mix Module Resizing Example

We provide a simple mixing tree as an example of our resizing heuristic (Fig. A.1). The

assay uses the time t specified for a 2 × 2 mixer. The assay, converted into its fluidic

dependency graph (shown as a directed acyclic graph (DAG)) (Fig. A.2a), has a width

of 4. The following discussion details how we find the width.

1 /* dispense a, b, c, d, e, f, g, h */
2 ab = mix a with b for 10s
3 cd = mix c with d for 10s
4 ef = mix e with f for 10s
5 gh = mix g with h for 10s
6 abcd = mix ab with cd for 10s
7 efgh = mix ef with gh for 10s
8 abcdefgh = mix abcd with efgh for 10s
9 drain abcdefg

Figure A.1: A Synthetic Assay: the specification given as a BioScript protocol. Default
mixing times are given by the scientist, typically based on a 2 × 2 module’s latency
(Table 2.2)

From visual inspection, the DAG in Fig. A.2a can clearly parallelize four instructions

(nodes 1, 2, 3, and 4). While this is clear in this case through visual inspection, for any

arbitrary assay it is not so. By finding a maximum antichain of the DAG of width w,

we reveal an upper limit on instruction level parallelism for a given assay. Figure A.2c
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depicts a maximum matching on the bipartite graph derived from the DAG in Fig. A.2a.

From this matching, we partition the DAG into the chains shown in Fig. A.2b from

which we find w = 4.

(a)

(b) (c)
Figure A.2: The dependency graph and derived bipartite graph for the Assay
in Figure A.1: The dependency graph (a) has a width w = 4, corresponding to a
maximum number of 4 parallel operations. To find the maximum number of parallel
operations, we find a maximum matching on the dependency graph’s derived bipartite
graph (c), and use this to partition the DAG into a set of w chains (b)

Figure A.3 shows the number of work modules the scheduler allocates for different

module sizes given an architecture of 8 × 12. We can fit three of the various 2 × y

modules (Figs. A.3a to A.3c), or four 1× 4 modules (Fig. A.3d). Given this architecture,

Algorithm 1 returns the 1× 4 module; maximizing operation-level parallelism within the

block.
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Prior to resizing, the scheduled time to execute this assay is 40 seconds, noting only three

operations can be performed in parallel with the given size and any I/O latencies are

amortized away. After resizing, each mix operation’s latency is reduced to 10×4.6/9.95 ≈

4.62 seconds. The total rescheduled time is then ≈ 13.87 seconds, ignoring I/O latencies1.

This example highlights the difficulty of finding an optimal size for a mix module. In

this case, an optimal choice would be to use three 2× 4 modules rather than four 1× 4

modules, as the 2×4 modules would reduce the schedule to ≈ 11.66 seconds, ignoring I/O

latencies. While true in this particular case, it does not generalize. Specifically, assays

do not always have the binary tree structure as given in Fig. A.2a, and typically have

varying amounts of operation-level parallelism at different depths. As the parallelism in

Fig. A.2a monotonically decreases with its depth, the benefits of exploiting the maximum

parallelism is restricted, whereas an arbitrary assay may have significant gains through

increased parallelism throughout.

1This is a simplification. In reality, I/O operations take time, which we allocate for during scheduling.
For example, this particular assay is scheduled for 17 seconds to account for I/O latencies
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0 1 2 3 4 5 6 7

1 IR IR IR IR
2 IR IR
3 IR IR
4 IR IR IR IR
5 IR IR
6 IR IR
7 IR IR IR IR
8 IR IR
9 IR IR
10 IR IR IR IR
11

(a) 2× 2 - 3 modules

0 1 2 3 4 5 6 7

1 IR IR IR IR IR
2 IR IR
3 IR IR
4 IR IR IR IR IR
5 IR IR
6 IR IR
7 IR IR IR IR IR
8 IR IR
9 IR IR
10 IR IR IR IR IR
11

(b) 2× 3 - 3 modules
0 1 2 3 4 5 6 7

1 IR IR IR IR IR IR
2 IR IR
3 IR IR
4 IR IR IR IR IR IR
5 IR IR
6 IR IR
7 IR IR IR IR IR IR
8 IR IR
9 IR IR
10 IR IR IR IR IR IR
11

(c) 2× 4 - 3 modules

0 1 2 3 4 5 6 7

1 IR IR IR IR IR IR
2 IR IR
3 IR IR IR IR IR IR
4 IR IR
5 IR IR IR IR IR IR
6 IR IR
7 IR IR IR IR IR IR
8 IR IR
9 IR IR IR IR IR IR
10

11

(d) 1× 4 - 4 modules
Figure A.3: Given an 8 × 12 chip, the scheduler will allocate as many work modules
as will fit for a given size, with room left for droplet routing. Cells marked “IR” form
an interference region around work modules, in which droplets cannot be routed. The
scheduler ensures that work modules provide enough room for vertical routing streets (
in the case where we have more than a single column of work modules), as well as an
IR-free perimeter for I/O routing.
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Appendix B

Benchmarks

B.1 Benchmarks for Chapter 4

Listings for each of the benchmarks used in Chapter 3 follow. While many of these are

available in [178, 41]’s supplemental materials, they have all been updated to match

syntax updates in BioScript.

B.1.1 Benches from [178]

Listing B.1: BroadSpectrumOpiate ([12, 108, 146]).

1 module fluorescence
2
3 manifest Anti_Morphine
4 manifest Anti_Oxy
5 manifest Anti_Fentanyl
6 manifest Anti_Ciprofloxcin
7 manifest Anti_Heroin
8 manifest UrineSample
9

10 instructions:
11
12 us1 = dispense 10 units of UrineSample
13 us2 = dispense 10 units of UrineSample
14 us3 = dispense 10 units of UrineSample
15 us4 = dispense 10 units of UrineSample
16 us5 = dispense 10 units of UrineSample
17
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18 aa = dispense 10 units of Anti_Morphine
19 a = mix us1 with aa
20 bb = dispense 10 units of Anti_Oxy
21 b = mix us2 with bb
22 cc = dispense 10 units of Anti_Fentanyl
23 c = mix us3 with cc
24 dd = dispense 10 units of Anti_Ciprofloxcin
25 d = mix us4 with dd
26 ee = dispense 10 units of Anti_Heroin
27 e = mix us5 with ee
28
29 MorphineReading = detect fluorescence on a for 5s
30 OxyReading = detect fluorescence on b for 5s
31 FentanylReading = detect fluorescence on c for 5s
32 CiproReading = detect fluorescence on d for 5s
33 HeroinReading = detect fluorescence on e for 5s
34
35 dispose a
36 dispose b
37 dispose c
38 dispose d
39 dispose e

Listing B.2: CancerDetection ([210]).

Listing B.3: Ciprofloxacin ([108]).

1 module fluorescence
2
3 manifest ciprofloxacin_enzyme
4 manifest distilled_water
5 manifest ciprofloxacin_conjugate
6 manifest tmb_substrate
7 manifest urinesample
8 manifest stop_reagent
9

10 instructions:
11
12 us = dispense 20 units of urinesample
13 cfc = dispense ciprofloxacin_conjugate
14 cfe = dispense ciprofloxacin_enzyme
15
16 a = mix us with cfe
17 b = mix cfc with a for 60s
18 heat b at 23c for 60m
19 dispose b
20
21 repeat 5 times {
22 water = dispense 250 units of distilled_water
23 cfe = dispense ciprofloxacin_enzyme
24 temp = mix water with cfe for 45s
25 dispose temp
26 }
27 tmb = dispense 50 units of tmb_substrate
28 cfe = dispense ciprofloxacin_enzyme
29
30 d = mix tmb with cfe
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31 heat d at 25c for 30m
32
33 cfe = dispense ciprofloxacin_enzyme
34 stop = dispense 100 units of stop_reagent
35 e = mix cfe with stop for 60s
36
37 urine_reading = detect fluorescence on e for 5m
38 dispose d
39 dispose e

Listing B.4: Diazepam ([91]).

1 module fluorescence
2
3 manifest diazepam_enzyme
4 manifest urinesample
5 manifest diazepam_antibody
6 manifest distilled_water
7 manifest stop_reagent
8 manifest hrp_conjugate
9 manifest tmb_substrate

10
11 instructions:
12
13 urine = dispense 50 units of urinesample
14 dpe = dispense diazepam_enzyme
15 a = mix urine with dpe for 60s
16 anti = dispense 100 units diazepam_antibody
17 b = mix a with anti for 60s
18 heat b at 23c for 30m
19 dispose b
20
21 repeat 3 times {
22 water = dispense 250 units of distilled_water
23 dpe = dispense diazepam_enzyme
24 a = mix water with dpe for 45s
25 dispose a
26 }
27
28 hrpc = dispense 150 units of hrp_conjugate
29 dpe = dispense diazepam_enzyme
30 cc = mix hrpc with dpe
31 heat cc at 23c for 15m
32 dispose cc
33
34 repeat 3 times {
35 water = dispense 250 units of distilled_water
36 dpe = dispense diazepam_enzyme
37 a = mix water with dpe for 45s
38 dispose a
39 }
40
41 tmb = dispense 100 units of tmb_substrate
42 dpe = dispense diazepam_enzyme
43 d = mix tmb with dpe
44 heat d at 23c for 15m
45
46 stop = dispense 100 units of stop_reagent
47
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48 reagent = mix d with stop for 60s
49 Negative_Reading = detect fluorescence on reagent for 30m
50 dispose reagent

Listing B.5: Dilution ([91]).

1 manifest substance_a
2 manifest substance_b
3 manifest substance_c
4 manifest dilutant1
5 manifest dilutant2
6 manifest dilutant3
7
8 instructions:
9

10 sa = dispense 10 units of substance_a
11 d1 = dispense 1 units of dilutant1
12
13 first_dilute = mix sa with d1
14 x = split first_dilute into 2
15
16 dispose x[0]
17
18 d2 = dispense 1 units of dilutant2
19
20 second_dilute = mix x[1] with d2
21 y = split second_dilute into 2
22 dispose y[0]
23
24 d3 = dispense 1 units of dilutant3
25
26 third_dilute = mix y[1] with d3
27 z = split third_dilute into 2
28 dispose z[0]
29
30 sb = dispense 10 units of substance_b
31 sc = dispense 10 units of substance_c
32
33 fourth_dilute = mix sb with sc
34 a = split fourth_dilute into 2
35 dispose a[0]
36
37 final_dilute = mix z[1] with a[1]
38 b = split final_dilute into 2
39 dispose b[0]
40 dispose b[1]

Listing B.6: Fentanyl et al. ([146]); several enzyme-linked-immunosorbent assay (ELISA)
variants exist, all following the same structure.

1 module fluorescence
2
3 manifest antigen
4 manifest urine_sample
5 manifest fentanyl_conjugate
6 manifest tmb_substrate
7 manifest distilled_water
8 manifest stop_reagent
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9
10 instructions:
11
12 aa = dispense 20 units of urine_sample
13 aaa = dispense antigen
14 a = mix aa with aaa
15 bb = dispense 100 units of fentanyl_conjugate
16 b = mix bb with a for 60s
17 heat b at 23c for 60m
18 dispose b
19
20 repeat 6 times {
21 zz = dispense 350 units of distilled_water
22 z = mix zz with a for 45s
23 dispose z
24 }
25
26 aaaa = dispense 100 units of tmb_substrate
27 a = mix aaaa with a
28 heat a at 23c for 30m
29
30 aaaaa = dispense 100 units of stop_reagent
31 a = mix a with aaaaa for 60s
32 negative_reading = detect fluorescence on a for 30m
33 dispose a

Listing B.7: FullMorphine ([91]).

1 module fluorescence
2
3 manifest Antigen1
4 manifest Antigen2
5 manifest Antigen3
6 manifest morphine_conjugate
7 manifest negative_standard
8 manifest diluted_sample
9 manifest positive_standard

10 manifest distilled_water
11 manifest tmb_substrate
12 manifest stop_reagent
13
14 instructions:
15 d = dispense 20 units of negative_standard
16 e = dispense Antigen1
17 a = mix d with e
18 f = dispense 20 units of positive_standard
19 g = dispense Antigen2
20 b = mix f with g
21 h = dispense 20 units of diluted_sample
22 i = dispense Antigen3
23 cc = mix h with i
24
25 dd = dispense 100 units of morphine_conjugate
26 a = mix dd with a for 60s
27 ff = dispense 100 units of morphine_conjugate
28 b = mix ff with b for 60s
29 hh = dispense 100 units of morphine_conjugate
30 cc = mix hh with cc for 60s
31
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32 heat a at 23c for 60m
33 heat b at 23c for 60m
34 heat cc at 23c for 60m
35
36 dispose a
37 dispose b
38 dispose cc
39
40 repeat 6 times {
41 j = dispense 350 units of distilled_water
42 k = dispense Antigen1
43 aa = mix j with k for 45s
44 l = dispense 350 units of distilled_water
45 m = dispense Antigen2
46 bb = mix l with m for 45s
47 n = dispense 350 units of distilled_water
48 o = dispense Antigen3
49 cc = mix n with o for 45s
50
51 dispose aa
52 dispose bb
53 dispose cc
54 }
55
56 jj = dispense 100 units of tmb_substrate
57 kk = dispense Antigen1
58 aa = mix jj with kk
59 ll = dispense 100 units of tmb_substrate
60 mm = dispense Antigen2
61 bb = mix ll with mm
62 nn = dispense 100 units of tmb_substrate
63 oo = dispense Antigen3
64 cc = mix nn with oo
65
66 heat aa at 23c for 30m
67 heat bb at 23c for 30m
68 heat cc at 23c for 30m
69
70 p = dispense stop_reagent
71 aa = mix p with 100 units of aa for 60s
72 q = dispense stop_reagent
73 bb = mix q with 100 units of bb for 60s
74 r = dispense stop_reagent
75 cc = mix r with 100 units of cc for 60s
76
77 negative_reading = detect fluorescence on aa for 30m
78 positive_reading = detect fluorescence on bb for 30m
79 sample_reading = detect fluorescence on cc for 30m
80
81 dispose aa
82 dispose bb
83 dispose cc

Listing B.8: GlucoseDetection ([6]).

1 module fluorescence
2
3 manifest reagent
4 manifest glucose
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5 manifest distilled_water
6 manifest Sample
7
8 instructions:
9

10 aa = dispense 10 units of glucose
11 bb = dispense 10 units of reagent
12 result1 = mix aa with bb for 10s
13 reading1 = detect fluorescence on result1 for 30s
14 aaa = dispense 10 units of distilled_water
15 bbb = dispense 10 units of reagent
16 a = mix aaa with bbb for 30s
17 dispose a
18
19 cc = dispense 10 units of glucose
20 dd = dispense 20 units of reagent
21 result2 = mix cc with dd for 10s
22 reading2 = detect fluorescence on result2 for 30s
23 ccc = dispense 10 units of distilled_water
24 ddd = dispense 10 units of reagent
25 a = mix ccc with ddd for 30s
26 dispose a
27
28 ee = dispense 10 units of glucose
29 ff = dispense 40 units of reagent
30 result3 = mix ee with ff for 10s
31 reading3 = detect fluorescence on result3 for 30s
32 eee = dispense 10 units of distilled_water
33 fff = dispense 10 units of reagent
34 a = mix eee with fff for 30s
35 dispose a
36
37 gg = dispense 10 units of glucose
38 hh = dispense 80 units of reagent
39 result4 = mix gg with hh for 10s
40 reading4 = detect fluorescence on result4 for 30s
41 ggg = dispense 10 units of distilled_water
42 hhh = dispense 10 units of reagent
43 a = mix ggg with hhh for 30s
44 dispose a
45
46 ii = dispense 10 units of glucose
47 jj = dispense 10 units of reagent
48 result5 = mix ii with jj for 10s
49 reading5 = detect fluorescence on result5 for 30s
50 iii = dispense 10 units of distilled_water
51 jjj = dispense 10 units of reagent
52 a = mix iii with jjj for 30s
53
54 dispose a
55 dispose result1
56 dispose result2
57 dispose result3
58 dispose result4
59 dispose result5

Listing B.9: ImageProbeSynth ([6]).

1 manifest ion_exchange_beads
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2 manifest fluoride_ions_f
3 manifest mecn_solution
4 manifest hydrochloric_acid
5
6 instructions:
7
8 ieb = dispense 10 units of ion_exchange_beads
9 fif = dispense 10 units of fluoride_ions_f

10
11 aa = mix ieb with fif for 30s
12
13 heat aa at 100c for 30s
14 heat aa at 120c for 30s
15 heat aa at 135c for 3m
16
17 ms = dispense 10 units of mecn_solution
18 bb = mix aa with ms for 30s
19
20 heat bb at 100c for 30s
21 heat bb at 120c for 50s
22
23 hcl = dispense 10 units of hydrochloric_acid
24
25 cc = mix bb with hcl for 60s
26 heat cc at 60c for 60s
27
28 dispose cc

B.1.2 Benches from [41]

Listing B.10: OpiateDetection, adapted from ([12, 146, 108, 158]); the various versions
listed refer to control-decisions made at (simulated) runtime.

1 module fluorescence
2
3 manifest Anti_Morphine
4 manifest Anti_Oxy
5 manifest Anti_Fentanyl
6 manifest Anti_Ciprofloxcin
7 manifest Anti_Heroin
8 manifest UrineSample
9 manifest DistilledWater

10 manifest TMBSubstrate
11 manifest StopReagent
12
13 stationary HeroinEnzyme
14 manifest HeroinConjugate
15 stationary CiproEnzyme
16 manifest CiproConjugate
17 stationary OxyEnzyme
18 manifest OxyConjugate
19 stationary FentanylEnzyme
20 manifest FentanylConjugate
21
22 instructions:
23
24 // BroadSpectrumOpiate panel
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25 us1 = dispense 10 units of UrineSample
26 us2 = dispense 10 units of UrineSample
27 us3 = dispense 10 units of UrineSample
28 us4 = dispense 10 units of UrineSample
29 us5 = dispense 10 units of UrineSample
30
31 aa = dispense 10 units of Anti_Morphine
32 a = mix us1 with aa
33 bb = dispense 10 units of Anti_Oxy
34 b = mix us2 with bb
35 cc = dispense 10 units of Anti_Fentanyl
36 c = mix us3 with cc
37 dd = dispense 10 units of Anti_Ciprofloxcin
38 d = mix us4 with dd
39 ee = dispense 10 units of Anti_Heroin
40 e = mix us5 with ee
41
42 MorphineReading = detect fluorescence on a for 5s
43 OxyReading = detect fluorescence on b for 5s
44 FentanylReading = detect fluorescence on c for 5s
45 CiproReading = detect fluorescence on d for 5s
46 HeroinReading = detect fluorescence on e for 5s
47
48 dispose a
49 dispose b
50 dispose c
51 dispose d
52 dispose e
53
54 // true branch
55 if (MorphineReading >= 0.75 or OxyReading >= 0.75 or FentanylReading >= 0

.75 or CiproReading >= 0.75 or HeroinReading >= 0.75) {
56 hs = mix 20 units of UrineSample with 100 units of HeroinConjugate at

HeroinEnzyme for 1m
57 cs = mix 20 units of UrineSample with 100 units of CiproConjugate at

CiproEnzyme for 1m
58
59 heat hs at 23c for 60m
60 heat ms at 23c for 60m
61
62 dispose hs
63 dispose ms
64
65 // wash enzymes
66 repeat 6 times {
67 wash[2] = dispense 350 units of DistilledWater
68 send wash[0] to HeroinEnzyme for 45s
69 send wash[1] to CiproEnzyme for 45s
70 drain wash
71 }
72
73 tmb1 = dispense 100 units of TMBSubstrate
74 tmb2 = dispense 50 units of TMBSubstrate
75
76 send tmb1 to HeroinEnzyme
77 send tmb2 to CiproEnzyme
78
79 heat tmb1 at 23c for 30m
80 heat tmb2 at 23c for 30m
81
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82 stop1 = mix 100 units of StopReagent with tmb1 for 60s
83 stop2 = mix 100 units of StopReagent with tmb2 for 60s
84
85 FinalHeroinReading = detect fluorescence on stop1 for 30m
86 FinalCiproReading = detect fluorescence on stop2 for 5m
87
88 drain stop1
89 drain stop2
90
91 // if both false run oxy
92 if (FinalHeroinReading <= 0.75 and FinalCiproReading <= 0.75) {
93 os = mix 20 units of UrineSample with 100 units of OxyConjugate

at OxyEnzyme for 1m
94
95 heat os at 23c for 60m
96
97 drain os
98
99 // wash

100 repeat 6 times {
101 wash = dispense 350 units of DistilledWater
102 send wash to OxyEnzyme for 45s
103 drain wash
104 }
105
106 tmb = dispense 100 units of TMBSubstrate
107
108 send tmb to OxyEnzyme
109
110 heat tmb at 23c for 30m
111
112 stop = mix tmb with 100 units of StopReagent for 1m
113
114 FinalOxyReading = detect fluorescence on stop for 30m
115
116 drain stop
117 }
118 } // else
119 else {
120 fs = mix 20 units of UrineSample with 100 units of FentanylConjugate

at FentanylEnzyme for 1m
121 os = mix 20 units of UrineSample with 100 units of OxyConjugate at

OxyEnzyme for 1m
122
123 heat fs at 23c for 60m
124 heat os at 23c for 60m
125
126 drain fs
127 drain os
128
129 // wash enzymes
130 repeat 6 times {
131 wash[2] = dispense 350 units of DistilledWater
132 send wash[0] to FentanylEnzyme for 45s
133 send wash[1] to OxyEnzyme for 45s
134 drain wash
135 }
136
137 tmb1 = dispense 100 units of TMBSubstrate
138 tmb2 = dispense 50 units of TMBSubstrate
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139
140 send tmb1 to FentanylEnzyme
141 send tmb2 to OxyEnzyme
142
143 heat tmb1 at 23c for 30m
144 heat tmb2 at 23c for 30m
145
146 stop1 = mix 100 units of StopReagent with tmb1 for 60s
147 stop2 = mix 100 units of StopReagent with tmb2 for 60s
148
149 FinalFentanylReading = detect fluorescence on stop1 for 30m
150 FinalOxyReading = detect fluorescence on stop2 for 5m
151
152 drain stop1
153 drain stop2
154 }

Listing B.11: PCRDropletReplacement ([104]).

1 module weight
2 manifest PCRMasterMix
3 manifest Template
4
5 instructions:
6
7 a = dispense 50 units of PCRMasterMix
8 b = dispense 50 units of Template
9 PCRMix = mix a with b for 1s

10
11 repeat 5 times {
12 heat PCRMix at 95c for 20s
13 volumeWeight = detect weight on PCRMix
14
15 if (volumeWeight <= 50) {
16 c = dispense 25 units of PCRMasterMix
17 d = dispense 25 units of Template
18 replacement = mix c with d for 5s
19 heat replacement at 95c for 45s
20 PCRMix = mix PCRMix with replacement for 5s
21 }
22
23 heat PCRMix at 68c for 30s
24 heat PCRMix at 95c for 45s
25 }
26
27 heat PCRMix at 68c for 5m
28 dispose PCRMix

Listing B.12: ProbabilisticPCR ([137]).

1 module fluorescence
2 manifest Buffer
3 manifest PCRMix
4
5 instructions:
6 a = dispense 10 units of PCRMix
7 b = dispense 10 units of Buffer
8 PCR_Master_Mix = mix a with b
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9
10 heat PCR_Master_Mix at 94c for 2m
11
12 repeat 5 times {
13 heat PCR_Master_Mix at 94c for 20s
14 heat PCR_Master_Mix at 50c for 40s
15 }
16
17 DNA_Sensor = detect fluorescence on PCR_Master_Mix for 30s
18
19 if (DNA_Sensor <= 80) {
20 dispose PCR_Master_Mix
21 }
22
23 repeat 4 times {
24 heat PCR_Master_Mix at 94c for 20s
25 heat PCR_Master_Mix at 50c for 40s
26 }
27
28 heat PCR_Master_Mix at 70c for 60s
29 dispose PCR_Master_Mix
30
31 d = dispense 10 units of PCRMix
32 e = dispense 10 units of Buffer
33 f = mix e with d
34 dispose f

Listing B.13: PCR ([6]).

1 module fluorescence
2 manifest pcr_mixture
3
4 instructions:
5
6 a = dispense pcr_mixture
7
8 heat a at 95c for 5s
9

10 repeat 20 times {
11 heat a at 53c for 15s
12 heat a at 72c for 10s
13 }
14
15 x = detect fluorescence on a for 3m
16
17 dispose a

B.2 Benchmarks for Chapter 3

Listings for each of the benchmarks used in Chapter 3 follow; DAG images and code

representations are available here.
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B.2.1 SLE-only

Recall that all SLE-only benchmarks set ∆ = 0 as an assumption that a lack of explicit

pause-points in the original assay indicates that reagents may be volatile. In each of the

following, @use.in 0 is used to set the ∆ appropriately.

Listing B.14: Fentanyl Enzyme-linked-immunosorbent assay (ELISA) with immediate
use constraints, adapted from [146]. A similar routine is used for detecting various
opiates.

1 module fluorescence
2
3 stationary antigen // antigen is baked onto the top dmfb plate
4 manifest urine_sample
5 manifest fentanyl_conjugate
6 manifest tmb_substrate
7 manifest distilled_water
8 manifest stop_reagent
9

10 instructions:
11 @use.in 0s
12 sample = mix 20 units of urine_sample on antigen for 15s
13 @use.in 0s
14 reagent = mix 100 units of fentanyl_conjugate on antigen for 35s
15 @use.in 0s
16 mixture = mix sample with reagent for 20s
17
18 @use.in 0s
19 heat mixture at 23c for 20m
20 dispose mixture
21
22 repeat 6 times {
23 wash = mix 350 units of distilled_water on antigen for 10m
24 dispose wash
25 }
26
27 @use.in 0s
28 substrate = mix 100 units of tmb_substrate on antigen for 30s
29 @use.in 0s
30 heat substrate at 23c for 25m
31
32 @use.in 0s
33 stop = mix 100 units of stop_reagent on antigen for 10s
34 stop = mix stop with substrate for 16m
35 dispose stop
36
37 negative_reading = detect fluorescence on antigen for 30m

Listing B.15: Basic thermocycling PCR assay for DNA replication; pcr master is sensitive
to temperature – we assume no time for storing droplets; adapted from [6].

1 module fluorescence
2 manifest template
3 manifest pcr_master
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4 manifest forward_primer
5 manifest reverse_primer
6
7 instructions:
8 @use.in 0s
9 pcr_mix = mix 10 units of pcr_master with 10 units of template for 5s

10
11 /* warm up pcr_mix */
12 @use.in 0s
13 heat pcr_mix at 95c for 5s
14
15 @use.in 0s
16 primer_mix = mix 10 units of forward_primer with 10 units of

reverse_primer for 5s
17
18 @use.in 0s
19 sample = mix pcr_mix with primer_mix for 5s
20
21 // this repeat block is inlined
22 repeat 20 times {
23 @use.in 0s
24 heat sample at 53c for 15s
25 @use.in 0s
26 heat sample at 72c for 10s
27 }
28
29 x = detect fluorescence on sample for 3m
30
31 dispose sample

B.2.1.1 Multiplexed

Each of the following benchmarks stress the scheduler’s ability to deal with multiple

parallel operations with timing constraints.

Listing B.16: Multiplexed PCR with four targets within a single template.

1 module fluorescence
2 manifest template
3 manifest ftp1, ftp2, ftp3, ftp4 // forward target primer 1, 2, 3, 4
4 manifest rtp1, rtp2, rtp3, rtp4 // reverse target primer 1, 2, 3, 4
5 manifest pcr_master_mix
6
7 instructions:
8
9 // sample preparations

10 p1_mix = mix 1 units of ftp1 with 1 units of rtp1 for 5s
11 p2_mix = mix 1 units of ftp2 with 1 units of rtp2 for 5s
12 p3_mix = mix 1 units of ftp3 with 1 units of rtp3 for 5s
13 p4_mix = mix 1 units of ftp4 with 1 units of rtp4 for 5s
14
15 @use.in 0s
16 pcr_mix = mix 10 units of template with 4 units of pcr_master_mix for 10s
17
18 // without use.in constraints, these could sit dormant
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19 samples = split pcr_mix into 4
20
21 @use.in 0s
22 target1 = mix samples[0] with p1_mix for 5s
23 @use.in 0s
24 target2 = mix samples[1] with p2_mix for 5s
25 @use.in 0s
26 target3 = mix samples[2] with p3_mix for 5s
27 @use.in 0s
28 target4 = mix samples[3] with p4_mix for 5s
29
30 //initialization (necessary for hot-start polymerases)
31 @use.in 0s
32 heat target1 at 95c for 45s
33 @use.in 0s
34 heat target2 at 95c for 45s
35 @use.in 0s
36 heat target3 at 95c for 45s
37 @use.in 0s
38 heat target4 at 95c for 45s
39
40 //thermocycling, typically 20-50 times
41 repeat 3 times {
42 // denature
43 @use.in 0s
44 heat target1 at 98c for 15s
45 @use.in 0s
46 heat target2 at 98c for 15s
47 @use.in 0s
48 heat target3 at 98c for 15s
49 @use.in 0s
50 heat target4 at 98c for 15s
51
52 //anneal
53 @use.in 0s
54 heat target1 at 50c for 30s
55 @use.in 0s
56 heat target2 at 50c for 30s
57 @use.in 0s
58 heat target3 at 50c for 30s
59 @use.in 0s
60 heat target4 at 50c for 30s
61
62 //elongation/extension
63 @use.in 0s
64 heat target1 at 74c for 3m
65 @use.in 0s
66 heat target2 at 74c for 3m
67 @use.in 0s
68 heat target3 at 74c for 3m
69 @use.in 0s
70 heat target4 at 74c for 3m
71 }
72
73 //final elongation
74 @use.in 0s
75 heat target1 at 70c for 5m
76 @use.in 0s
77 heat target2 at 70c for 5m
78 @use.in 0s
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79 heat target3 at 70c for 5m
80 @use.in 0s
81 heat target4 at 70c for 5m
82
83 dispose target1
84 dispose target2
85 dispose target3
86 dispose target4

Multiplexed InVitro Colorimetric Detection Listings B.17 and B.18 show the

general layout for this group of benchmarks adapted from [221], which combines various

colorimetric detection assays (from [218]) into a multiplexed sequencing model for

collections of samples and reagents. Listing B.19 shows a Python script we used to

generate these multiplexed BioScript protocols.

Listing B.17: Multiplexed InVitro with 2 samples and 2 reagents, adapted from [221].

1 module sensor
2 manifest Plasma
3 manifest Serum
4 manifest Glucose
5 manifest Lactate
6
7 instructions:
8 @use.in 0s
9 mix1 = mix 10 units of Plasma with 10 units of Glucose for 5s

10 det1 = detect sensor on mix1 for 5s
11 dispose mix1
12
13 @use.in 0s
14 mix2 = mix 10 units of Plasma with 10 units of Lactate for 5s
15 det2 = detect sensor on mix2 for 5s
16 dispose mix2
17
18 @use.in 0s
19 mix3 = mix 10 units of Serum with 10 units of Glucose for 5s
20 det3 = detect sensor on mix3 for 5s
21 dispose mix3
22
23 @use.in 0s
24 mix4 = mix 10 units of Serum with 10 units of Lactate for 5s
25 det4 = detect sensor on mix4 for 5s
26 dispose mix4

Listing B.18: Multiplexed InVitro with 2 samples and 3 reagents, adapted from [221].

1 module sensor
2 manifest Plasma
3 manifest Serum
4 manifest Glucose
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5 manifest Lactate
6 manifest Pyruvate
7
8 instructions:
9 @use.in 0s

10 mix1 = mix 10 units of Plasma with 10 units of Glucose for 5s
11 det1 = detect sensor on mix1 for 5s
12 dispose mix1
13
14 @use.in 0s
15 mix2 = mix 10 units of Plasma with 10 units of Lactate for 5s
16 det2 = detect sensor on mix2 for 5s
17 dispose mix2
18
19 @use.in 0s
20 mix3 = mix 10 units of Plasma with 10 units of Pyruvate for 5s
21 det3 = detect sensor on mix3 for 5s
22 dispose mix3
23
24 @use.in 0s
25 mix4 = mix 10 units of Serum with 10 units of Glucose for 5s
26 det4 = detect sensor on mix4 for 5s
27 dispose mix4
28
29 @use.in 0s
30 mix5 = mix 10 units of Serum with 10 units of Lactate for 5s
31 det5 = detect sensor on mix5 for 5s
32 dispose mix5
33
34 @use.in 0s
35 mix6 = mix 10 units of Serum with 10 units of Pyruvate for 5s
36 det6 = detect sensor on mix6 for 5s
37 dispose mix6

Listing B.19: Python script for generating multiplexed InVitro diagnostics.

1 samples = ["Plasma", "Serum", "Saliva", "Urine"]
2 reagents = ["Glucose", "Lactate", "Pyruvate", "Glutamate"]
3 # choose how many samples and reagents
4 s = 3
5 r = 4
6 usein = True
7 n = 0
8
9 with open("output/InVitro_{}s_{}r.bs".format(s, r), mode='w') as file:

10 file.write("\nmodule sensor")
11
12 for i in range(1, s+1):
13 file.write("\nmanifest {}".format(samples[i-1]))
14
15 for i in range(1, r+1):
16 file.write("\nmanifest {}".format(reagents[i-1]))
17
18 file.write("\n\ninstructions:")
19
20 count = 1
21 for i in range(1, s+1):
22 for j in range(1, r+1):
23 if usein:
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24 file.write("\n@use.in {}s".format(n))
25 file.write("\nmix{} = mix 10 units of {} with 10 units of {}

for 5s".format(count, samples[i-1], reagents[j-1]))
26 file.write("\ndet{} = detect sensor on mix{} for 5s".format(

count, count))
27 file.write("\ndispose mix{}\n".format(count))
28 count += 1

B.2.1.2 Split-Dilutes

The ProteinSplit variants are sequencing assays with high fan-out; as with the InVitro

benchmarks, this group is derived from [221], and use a serial-dilution method ([62])

to construct diluting Bradford reactions ([218]). Listings B.20 and B.21 provide the

first two benchmarks of this type, while Listing B.22 gives a Python script we use to

generate these benchmarks.

Listing B.20: ProteinSplit1 dilution assay, adapted from [221].

1 module sensor
2 manifest DsS //sample
3 manifest DsB //buffer
4 manifest DsR //reagent
5
6 instructions:
7 @use.in 0s
8 mix1 = mix 10 units of DsS with 10 units of DsB for 3s
9 slt1 = split mix1 into 2

10
11 // path 1
12 @use.in 0s
13 mix2 = mix slt1[0] with 10 units of DsB for 3s
14 @use.in 0s
15 mix3 = mix mix2 with 10 units of DsB for 3s
16 @use.in 0s
17 mix4 = mix mix3 with 10 units of DsB for 3s
18 @use.in 0s
19 mix5 = mix mix4 with 10 units of DsB for 3s
20 @use.in 0s
21 mix6 = mix mix5 with 10 units of DsR for 3s
22 det1 = detect sensor on mix6 for 30s
23 dispose mix6
24
25 // path 2
26 @use.in 0s
27 mix7 = mix slt1[1] with 10 units of DsB for 3s
28 @use.in 0s
29 mix8 = mix mix7 with 10 units of DsB for 3s
30 @use.in 0s
31 mix9 = mix mix8 with 10 units of DsB for 3s
32 @use.in 0s
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33 mix10 = mix mix9 with 10 units of DsB for 3s
34 @use.in 0s
35 mix11 = mix mix10 with 10 units of DsR for 3s
36 det2 = detect sensor on mix11 for 30s
37 dispose mix11

Listing B.21: ProteinSplit2 dilution assay, adapted from [221].

1 module sensor
2 manifest DsS //sample
3 manifest DsB //buffer
4 manifest DsR //reagent
5
6 instructions:
7 @use.in 0s
8 mix1 = mix 10 units of DsS with 10 units of DsB for 3s
9 slt1 = split mix1 into 2

10
11 @use.in 0s
12 mix2 = mix slt1[0] with 10 units of DsB for 3s
13 slt2 = split mix2 into 2
14
15 @use.in 0s
16 mix3 = mix slt1[1] with 10 units of DsB for 3s
17 slt3 = split mix3 into 2
18
19 // path 1
20 @use.in 0s
21 mix4 = mix slt2[0] with 10 units of DsB for 3s
22 @use.in 0s
23 mix5 = mix mix4 with 10 units of DsB for 3s
24 @use.in 0s
25 mix6 = mix mix5 with 10 units of DsB for 3s
26 @use.in 0s
27 mix7 = mix mix6 with 10 units of DsB for 3s
28 @use.in 0s
29 mix8 = mix mix7 with 10 units of DsR for 3s
30 det1 = detect sensor on mix8 for 30s
31 dispose mix8
32
33 // path 2
34 @use.in 0s
35 mix9 = mix slt2[1] with 10 units of DsB for 3s
36 @use.in 0s
37 mix10 = mix mix9 with 10 units of DsB for 3s
38 @use.in 0s
39 mix11 = mix mix10 with 10 units of DsB for 3s
40 @use.in 0s
41 mix12 = mix mix11 with 10 units of DsB for 3s
42 @use.in 0s
43 mix13 = mix mix12 with 10 units of DsR for 3s
44 det2 = detect sensor on mix13 for 30s
45 dispose mix13
46
47 // path 3
48 @use.in 0s
49 mix14 = mix slt3[0] with 10 units of DsB for 3s
50 @use.in 0s
51 mix15 = mix mix14 with 10 units of DsB for 3s
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52 @use.in 0s
53 mix16 = mix mix15 with 10 units of DsB for 3s
54 @use.in 0s
55 mix17 = mix mix16 with 10 units of DsB for 3s
56 @use.in 0s
57 mix18 = mix mix17 with 10 units of DsR for 3s
58 det3 = detect sensor on mix18 for 30s
59 dispose mix18
60
61 // path 4
62 @use.in 0s
63 mix19 = mix slt3[1] with 10 units of DsB for 3s
64 @use.in 0s
65 mix20 = mix mix19 with 10 units of DsB for 3s
66 @use.in 0s
67 mix21 = mix mix20 with 10 units of DsB for 3s
68 @use.in 0s
69 mix22 = mix mix21 with 10 units of DsB for 3s
70 @use.in 0s
71 mix23 = mix mix22 with 10 units of DsR for 3s
72 det4 = detect sensor on mix23 for 30s
73 dispose mix23

Listing B.22: Python script for generating protein dilution benchmarks.

1 import math
2 # num = 2ˆexp (eg. proteinsplit 2 gets exp = 2 for 4 dilution samples)
3 # this gives us a concentration factor diluting the protein sample
4 exp = 6
5 num = 2 ** exp
6 usein = True
7 n = 0
8
9 with open("output/ProteinSplit_{}.bs".format(exp), mode='w') as file:

10 file.write("\nmodule sensor")
11 file.write("\nmanifest DsS //sample")
12 file.write("\nmanifest DsB //buffer")
13 file.write("\nmanifest DsR //reagent\n")
14
15 file.write("\ninstructions:")
16 if usein:
17 file.write("\n@use.in {}s".format(n))
18 file.write("\nmix1 = mix 10 units of DsS with 10 units of DsB for 3s

")
19 file.write("\nslt1 = split mix1 into 2")
20
21 for i in range(2, num):
22 file.write("\n")
23 if usein:
24 file.write("\n@use.in {}s".format(n))
25 file.write("\nmix{} = mix slt{}[{}] with 10 units of DsB for 3s"

.format(i, math.floor(i / 2), 0 if i % 2 == 0 else 1))
26 file.write("\nslt{} = split mix{} into 2".format(i, i))
27
28 for i in range(0, num):
29 j = num+i*5
30 file.write("\n\n// path {}".format(i+1))
31 if usein:
32 file.write("\n@use.in {}s".format(n))
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33 file.write("\nmix{} = mix slt{}[{}] with 10 units of DsB for 3s"
.format(j, math.floor((num+i)/2), 0 if j % 2 == 0 else 1))

34 if usein:
35 file.write("\n@use.in {}s".format(n))
36
37 file.write("\nmix{} = mix mix{} with 10 units of DsB for 3s"

.format(j+1, j))
38 if usein:
39 file.write("\n@use.in {}s".format(n))
40
41 file.write("\nmix{} = mix mix{} with 10 units of DsB for 3s"

.format(j+2, j+1))
42 if usein:
43 file.write("\n@use.in {}s".format(n))
44
45 file.write("\nmix{} = mix mix{} with 10 units of DsB for 3s"

.format(j+3, j+2))
46 if usein:
47 file.write("\n@use.in {}s".format(n))
48
49 file.write("\nmix{} = mix mix{} with 10 units of DsR for 3s"

.format(j+4, j+3))
50 file.write("\ndet{} = detect sensor on mix{} for 30s".format(i+1,

j+4))
51 file.write("\ndispose mix{}".format(j+4))
52 file.write("\n")

B.2.2 Mixed

The benchmarks listed as “Mixed” in Table 3.5 combine the various timing constraints

introduced in Chapter 3. These were derived for the express purpose of stressing the

scheduler, and do not correspond to any meaningful biochemical reactions.

Listing B.23: all six

1 module sensor
2 manifest a
3 manifest b
4 manifest c
5 manifest d
6 manifest e
7
8 instructions:
9

10 @use.in 30s
11 ab = mix 1 units of a with 1 units of b for 15s
12 @finish.at 37s
13 cd = mix 1 units of c with 1 units of d for 10s
14
15 t_e = dispense 2 units of e
16 temp_e = split t_e into 2
17
18 @finish.in 15s
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19 heat temp_e[0] at 30c for 15s
20
21 @finish.after 10s
22 heat cd at 90c for 35s
23
24 @use.at 5s
25 cde = mix cd with temp_e[0] for 5s
26
27 @use.after 5s
28 abcde = mix ab with cde for 10s
29
30 abcde = mix abcde with temp_e[1] for 5s
31
32 result = detect sensor on abcde for 5s
33
34 dispose abcde

Listing B.24: all six 2

1 module sensor
2
3 manifest a
4 manifest b
5 manifest c
6 manifest d
7 manifest e
8
9 instructions:

10 temp_a = dispense 10 units of a
11
12 // droplet given time to cool before mixing with b
13 @use.after 60s
14 heat temp_a at 80c for 30s //edge to 22
15
16 // droplet must be measured exactly 25s after mixing
17 @use.at 25s
18 cd = mix 10 units of c with 10 units of d for 10s //edge to 24
19
20 //volatile reaction needs to be mixed with cd within 30s
21 @finish.in 30s
22 ab = mix temp_a with 10 units of b for 10s // edge to 28
23
24 x = detect sensor on cd for 15s // edge to 28
25
26 // want to start measuring changes after adding ab within 10s
27 @use.in 10s
28 abcd = mix ab with cd for 10s // edge to 30
29
30 y = detect sensor on abcd for 15s //edge to 34
31
32 // final mixture needs to sit after mixing before detection
33 @finish.after 60s
34 abcde = mix abcd with 10 units of e for 10s //edge to 36
35
36 z = detect sensor on abcde for 10s //edge to 40
37
38 // after cooling mixture, must collect sample at precise time
39 @finish.at 10s
40 heat abcde at 10c for 30s
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41
42 dispose abcde

Listing B.25: all eq

1 manifest a
2 manifest b
3 manifest c
4 manifest d
5 manifest e
6 manifest f
7
8 instructions:
9

10 @finish.at 10s
11 tab = mix 2 units of a with 2 units of b
12 ab = split tab into 4
13
14 @use.at 0s
15 heat ab[0] at 10c for 10s
16
17 @use.at 2s
18 abc = mix ab[1] with 1 units of c for 10s
19
20 @finish.at 5s
21 abc = mix abc with ab[0] for 10s
22
23 @use.at 10s
24 abd = mix ab[2] with 1 units of d for 4s
25
26 @finish.at 14s
27 abe = mix ab[3] with 1 units of e for 10s
28
29 tf = dispense 1 units of f
30
31 @use.at 20s
32 heat tf at 10c for 10s
33
34 @finish.at 10s
35 abcd = mix abc with abd for 5s
36
37 @use.at 10s
38 abef = mix abe with tf for 10s
39
40 abcdef = mix abcd with abef for 5s
41
42 dispose abcdef

Listing B.26: all finish

1 manifest a
2 manifest b
3 manifest c
4 manifest d
5
6 instructions:
7
8 @finish.in 30s

196



9 ab = mix 1 units of a with 1 units of b for 10s
10
11 tc = dispense 1 units of c
12 @finish.at 15s
13 heat tc at 10c for 5s
14
15 @finish.after 15s
16 cd = mix tc with 1 units of d for 13s
17
18 abcd = mix ab with cd for 13s
19 dispose abcd

Listing B.27: all start

1 manifest a
2 manifest b
3 manifest c
4 manifest d
5
6 instructions:
7
8 @use.in 30s
9 ab = mix 1 units of a with 1 units of b for 10s

10
11 tc = dispense 1 units of c
12 @use.at 15s
13 heat tc at 10c for 5s
14
15 @use.after 15s
16 cd = mix tc with 1 units of d for 13s
17
18 abcd = mix ab with cd for 13s
19 dispose abcd

Listing B.28: infeasible

1 manifest a
2 manifest b
3
4 instructions:
5
6 @finish.in 5s
7 ab = mix 1 units of a with 1 units of b
8
9 heat ab at 10c for 6s

10
11 dispose ab
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B.3 Benchmarks for Chapter 5

As we describe all benchmarks, clearly code is available for each of these; however, when

compiling, we first compile all function specifications and save their library representation,

then load the library when compiling the main function (in BioScript , these are operations

following the instructions: tokens).

Listing B.29: Synth1

1 // imports
2 import bar from my_lib
3 /* bar is defined as:
4 * function bar(C, D) {
5 * ab = mix C with D for 2s
6 * x = detect weight on ab for 1s
7 * if (x <= 0.5) {
8 * heat ab at 10c for 1s
9 * }

10 * return ab
11 * }
12 */
13
14 // substances
15 module weight
16 manifest A
17 manifest B
18
19 functions:
20 function foo(x) {
21 b = dispense B
22 heat x at 10c for 2s
23 heat b at 10c for 2s
24 Y = bar(x, b)
25 heat Y at 10c for 1s
26 Y = split Y into 2
27 drain Y[0]
28 return Y[1]
29 }
30
31 instructions:
32 a = dispense A
33 bb = dispense B
34 heat a at 10c for 1s
35 heat bb at 10c for 1s // live across call to foo
36 a = foo(a)
37 if (9 < 10) {
38 b = dispense B
39 a = mix a with b for 2s
40 }
41 heat a at 10c for 1s
42 heat bb at 10c for 1s
43 dispose a
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44 dispose bb

Listing B.30: PCR

1 // Basic pcr assay with thermocycling
2 import * from pcr
3 /*
4 pcr contains:
5 function thermocycle(sample) {
6 repeat 25 times {
7 heat sample at 95c for 3m
8 heat sample at 53c for 30s
9 heat sample at 72c for 20s

10 }
11 return sample
12 }
13 and
14 function pcr(sample, primers) {
15 master_mix = dispense pcr_master_mix
16 sample = mix sample with master_mix
17 heat sample at 95c for 1m
18 sample = mix sample with primers
19
20 sample = thermocycle(sample)
21
22 heat sample at 53c for 20s
23
24 return sample
25 }
26 */
27
28 module fluor
29 module volume
30 manifest pcr_master_mix
31 manifest template
32 manifest primers
33
34 instructions:
35
36 sample = dispense template
37 prim = dispense primers
38 result = pcr(sample, prim)
39
40 x = detect fluor on result
41
42 drain result

Listing B.31: DRPCR

1 // Basic pcr assay with thermocycling
2 import * from pcr
3 /*
4 pcr contains:
5 function thermocycle_drop_replace(sample) {
6 repeat 25 times {
7 heat sample at 95c for 3m
8 x = detect volume on sample
9 if (x <= 1) {
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10 repl = dispense pcr_master_mix // water could be used, but
not enough reservoirs for opendrop

11 sample = mix sample with repl
12 }
13 heat sample at 53c for 30s
14 heat sample at 72c for 20s
15 }
16 return sample
17 }
18 and
19 function pcr_drop_replace(sample, primers) {
20 master_mix = dispense pcr_master_mix
21 sample = mix sample with master_mix
22 heat sample at 95c for 1m
23 sample = mix sample with primers
24
25 sample = thermocycle_drop_replace(sample)
26
27 heat sample at 53c for 20s
28
29 return sample
30 }
31 */
32
33 module fluor
34 module volume
35 manifest pcr_master_mix
36 manifest template
37 manifest primers
38
39 instructions:
40
41 sample = dispense template
42 prim = dispense primers
43 result = pcr_drop_replace(sample, prim)
44
45 x = detect fluor on result
46
47 drain result

Listing B.32: SynthTail

1 // imports
2 import tail from my_lib
3 /* tail is defines as:
4 * function tail(a) {
5 * heat a at 10c for 1s
6 * x = detect sensor on a
7 * if (x <= 0.5) {
8 * a = tail(a)
9 * }

10 * return a
11 * }
12 */
13
14 module sensor
15 manifest A
16
17 instructions:

200



18 a = dispense A
19 a = tail(a)
20 drain a

Listing B.33: SynthHead

1 import head from my_lib
2 /* head is defined as
3 * function head(a) {
4 * heat a at 10c
5 * x = detect sensor on a
6 * if (x <= 0.5) {
7 * a2 = dispense
8 * a2 = foo(a2)
9 * a = mix a with a2

10 * }
11 * return a
12 * }
13 */
14
15 module sensor
16 manifest A
17
18 instructions:
19 a = dispense A
20 a = head(a)
21 drain a

Listing B.34: ProteinSplit, adapted from [221].

1 /*
2 * Function recursively builds split trees for diluting samples
3 */
4 module sensor
5 manifest DsS
6 manifest DsB
7 manifest DsR
8
9 functions:

10 function dilute_and_detect(sample) {
11 // as sample is array of 2 droplets, could use SIMD instructions
12 repeat 4 times {
13 buffer[2] = dispense 1 units of DsB
14 sample[0] = mix sample[0] with buffer[0] for 3s
15 sample[1] = mix sample[1] with buffer[1] for 3s
16 }
17 reagent[2] = dispense 1 units of DsR
18 // example SIMD mix
19 final = mix sample with reagent for 3s
20 // SIMD detect
21 result = detect sensor on final for 30s
22 drain final
23 return result
24 }
25
26 function split_recurse(exp, samples) {
27 if (exp == 1) {
28 return dilute_and_detect(samples)
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29 }
30
31 // sample is array of 2 droplets, we access each in turn for

recursive calls
32 buffer = dispense DsB
33 pre_dilute = mix samples[0] with buffer for 3s
34 pre_dilutes = split pre_dilute into 2
35 res1 = split_recurse(exp-1, pre_dilutes)
36
37 buffer = dispense DsB
38 pre_dilute = mix samples[1] with buffer for 3s
39 pre_dilutes = split pre_dilute into 2
40 res2 = split_recurse(exp-1, pre_dilutes)
41
42 return res1
43 }
44
45 function protein_split(exp) {
46 sample = dispense 2 units of DsS
47 buffer = dispense 2 units of DsB
48 mixture = mix sample with buffer for 3s
49 paths = split mixture into 2
50 return split_recurse(exp, paths)
51 }
52
53 instructions:
54
55 // example calls
56 dilution_factor_1 = protein_split(1)
57 dilution_factor_2 = protein_split(2)

B.4 OpenDrop Demos

Videos demoing execution of compiled BioScript programs on OpenDrop are available

here.
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Appendix C

Pseudocode for Relative Interval

Scheduling

Relative Interval Scheduling (Section 3.4.1) is summarized in Algorithm 3. While

the procedure is relatively straightforward, partial pseudocode is provided for parsing

time constraints in phase 1 (Algorithm 5), for expanding storage windows in phase 2

(Algorithm 6), and for retrieving violations on the forest (Algorithm 4).

Algorithm 3 Relative Interval Scheduling

1: procedure Schedule(Architecture A, DAG G)
2: ParseTimeConstraints(G) ▷ aborts if infeasible
3: forest ← CreateForest(G)
4: violations ← GetViolations(forest, A) ▷ fails if not enough modules
5: while violations ̸= ∅ do
6: ExpandStorageWindow(G, violations) ▷ fails if no progress
7: forest ← CreateForest(G)
8: violations ← GetViolations(forest, A)

9: return Ω(G)
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Algorithm 4 Discovering Resource Violations in a Relative Interval Forest

1: function GetViolations(Set of Relative Interval Forests F, Architecture A)
2: violations ← ∅
3: maxHeats ← number of heats in A
4: maxDetects ← number of sensors in A
5: maxModules ← number of modules in A
6: maxInputsOf ← number of inputs of each type in A
7: max ← (heats : maxHeats), (detects : maxDetects), ...
8: for time from lowest(F) to highest(F) do
9: for type in [heats, detects, modules, inputs] do

10: if F.overlaps(time, type) ≥ max[type] then
11: if type is modules then
12: Fail(R) ▷ cannot overcome this

13: duration ← duration of violation
14: violations.insert([type, duration, set of overlapping ops])

15: return violations

Algorithm 5 Parsing Time Constraints (Phase 1)

1: procedure ParseTimeConstraints(DAG G)
2: for child ∈ reverse(G) do
3: for parent ∈ parents(child) do
4: if isConstrained(parent) then
5: clat ← child.latency
6: dur ← parent.constrDuration
7: newStore ← StorageNode
8: switch parent.constrType do
9: case SGE

10: newStore.window ← Window(+inf)

11: case SEQ
12: newStore.latency ← dur
13: G.insertStoreBetween(newStore, parent, child)
14: break
15: case SLE
16: parent.window ← Window(dur)
17: break
18: case FGE
19: newStore.window ← Window(+inf)

20: case FEQ
21: if dur - clat < 0 then
22: Abort(infeasible)

23: newStore.latency ← dur - clat
24: G.insertStoreBetween(newStore, parent, child)
25: break
26: case FLE
27: if dur - clat < 0 then
28: Abort(infeasible)

29: parent.window ← Window(dur - clat)
30: break
31: else
32: parent.window ← Window(+inf)

33: EqualizePaths(G) ▷ ommitted
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Algorithm 6 Satisfy a Resource Violation

1: procedure ExpandStorageWindow(DAG G, Set of Violations V)
2: for violation in V do
3: dur ← violation.duration
4: for pair of ops u, v in violation.overlappingOps do
5: switch path relationship between pathu and pathv do
6: case pathu and pathv converge at w
7: if Storage windows exist between u and w with combined durations ≥ dur

then
8: expanded ← 0
9: for window ω between u and w do

10: if expanded = dur then
11: break
12: expand ω by ∆ = min{dur − expanded, ω.size}
13: expanded ← expanded + ∆

14: return
15: case pathu and pathv diverge from w
16: . . .
17: case pathu and pathv diverge from y and converge at z
18: . . .
19: case pathu and pathv neither converge nor diverge
20: . . .
21: Fail(—V—) ▷ did not make any progress
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Appendix D

Overview of Peptide Synthesis

PepSyn, a proof-of-concept implementation of the MediSyn framework presented in

Chapter 10, generates candidate antimicrobial peptides. Here, we provide additional

detail to what peptides are and the process for chemically synthesizing them — a step

that would be necessary to fully-automate the discovery process. A peptide is a short

linear chain of bonded amino acids. As opposed to larger chemical structures (e.g.,

proteins, small molecules, or macromolecules), peptides are relatively simple, featuring

up to around 50 amino acids, and lacking a stable 3D structure [48]. The synthesis of

peptides involves chemically coupling amino acids sequentially through peptide bonds.

As shown in Fig. D.1b, an amino acid is composed of a carboxyl group (-COOH), amino

group (-NH2), and a unique side chain (R group) between. A protecting group (PG)

is typically added to the amino group of amino-acids to prevent unintended chemical

reactions; as such, a protected amino acid must be deprotected during synthesis to allow

coupling. Coupling of amino acids is achieved via peptide bonds, which occurs when the

carboxyl group of one amino acid is coupled with the amino group of another through a
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condensation reaction, leaving a byproduct of a water molecule. Figure D.1a shows the

chemical structures of the 21 amino acids that naturally occur in humans, with expanded

forms of the side chains.

Solid-phase peptide synthesis is the de facto standard for producing synthetic peptides

[34, 19]. Figure D.2 depicts the process: a solid resin bead support forms a substrate

onto which protected amino acids are sequentially deprotected and then coupled through

peptide bonds; in order to facilitate coupling, protected amino acids are first deprotected

to expose the amino groups; as each new amino acid is coupled to the nascent peptide,

condensed water is rinsed away; when complete, a cleavage reagent separates the peptide

from the resin bead.

Certain properties of the growing peptide (e.g., hydrophobicity and amino acid com-

position) can negatively affect successful synthesis, leading to truncation, deletion, or

other anomalies in the end result [159]. For this reason, Section 10.2 implements a

mechanism to enable PepSyn to filter candidates from the search that are likely to fail

during synthesis.

1“Molecular structures of the 21 proteinogenic amino acids” by Dan Cojocari is licensed under CC
BY-SA 3.0.
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Appendix E

BioV ec(k)

An expanded continuous distributed representation for biological

sequences

Original Sequence

(1)−→A (2)−→B (3)−→CDEFGHIJK..
Splittings

1) ABC,DEF,GHI, ..

2) BCD,EFG,HIJ, ..

3) CDE,FGH, IJK, ..

Figure E.1: ProtVec’s approach to representing a single peptide is to decompose the
peptide into 3 “splittings” made up of the original peptide’s overlapping 3-mers [11].

The original ProtV ec model described by [11] is a specific instance of a so-called gener-

alized BioV ec model for biological sequence data tailored for peptides. [11]’s ProtV ec

technique decomposed each peptide in their training corpus as 3 “sentences” composed

of overlapping 3-mers as illustrated in Fig. E.1. Figure E.2 depicts how our ProtV ec(3)

model used for training the clustering model Ψ expands the pre-processing step: after
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Original Sequence

(1)−→ABC (2)−→DEF (3)−→GHI (4)−→J KL..
Split-Partitions

1)



A,B,C,D,E, F

AB,C,D,E, F

A,BC,D,E, F

...

ABC,D,E, F

...

ABC,DE,F

...

ABC,DEF

2)



D,E, F,G,H, I

DE,F,G,H, I

D,EF,G,H, I

...

DEF,G,H, I

...

DEF,GH, I

...

DEF,GHI

3)



G,H, I, J,K,L

GH, I, J,K,L

G,HI, J,K,L

...

GHI, J,K,L . . .

...

GHI, JK,L

...

GHI, JKL

Figure E.2: A ProtV ec(3) model, in addition to a generalization of “splittings” used in
[11]’s ProtV ec model, represents each peptide by splitting it into segments of (up to)
length 2 ∗ 3 = 6, where each segment begins at a σi with i (mod 3) = 0, and decomposes
each segment into all possible (in order) partitions of 1-, 2-, and 3-mers.

splitting peptides into segments of (up to) length 6 = 3 ∗ 2, each segment is decomposed

into biological “sentences” using all partitions of 1-, 2-, and 3-mers from the segment.1

For the PepGen front-end module to PepSyn, the trained model provides proximity

relations between the vocabulary of all constituent 1-, 2-, and 3-mers in the peptide

corpus D; whereas [11]’s model only provides proximity between 3-mers.

We describe a generalization for continuous distributed representations of biological

sequence data consisting of biological words of up to length k ∈ N1 we call BioV ec(k). In

general, a BioV ec(k) model pre-processes its input in a manner similar to the methods

shown in Figs. E.1 and E.2; given an integer k, input instances are decomposed into:

a single sentence of all 1-mers, 2 sentences of overlapping 2-mers, . . . , and k sentences

of overlapping k-mers. Additionally, we decompose each input into segments of (up to)

length 2 ∗ k, where each segment begins at a σi such that i (mod k) = 0. Segmented

1Note: Fig. E.2 omits the depiction where we still include 3 sequences of overlapping 3-mers from the
original sequence as in Fig. E.1, in addition to overlapping 1-, and 2-mers.
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regions are partitioned into all (in order) combinations of 1-, 2, . . . , and k-mers within

the segment. Without loss of generality, the overlap between two ordered segments s1

and s2 ensures that the last k-mer in s1 is the first k-mer in s2, so that the generated

training sentences of all partitions of 1-, 2-, . . . , and k-mers from the original sequence

are represented by windows of (up to) k words.

E.1 Number of sentences a BioV ec(k) model processes from

a single input instance

Given an input s = σ1σ2 . . . σ|s| of length |s|, the pre-processing step generates:
k∑

i=1

i (E.1)

sentences directly from the original input, using overlapping i-mers in a manner similar

to [11] (see Fig. E.1 for 3-mers). We say a sentence is composed of at least 2 words,

restricting k ≤ |s|+1
3 for a given input s.

Additionally, s is split into n segments (s1, s2, . . . , sn), where

n =


|s|/k − 1 if |s| (mod 3) = 0

⌊|s|/k⌋ otherwise

(E.2)

and — when |s| (mod k) = 0 — the length of each segment is 2 ∗ k, or — when |s|

(mod k) ̸= 0 — the length of the first n− 1 segments is 2 ∗ k, and the length of the nth

segment is k + |s| (mod k).

For each segment si of length j = |si|, we generate sentences using all in-order partitions

of 1-, 2-, . . . , and k-mers from si. The number of sentences count(si) generated for si

corresponds to F
(k)
j , the generalized form of the jth Fibonacci term of order k (that is,

count(si) ≡ F
(k)
j ), whereby the jth term is the sum of the previous k terms [69]. [55]
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provides a simplified formula for finding the jth term of a Fibonacci sequence of order k:

F
(k)
j =

k∑
i=1

αi − 1

2 + (k + 1)(αi − 2)
αj
i (E.3)

where αi are the roots of xk − xk−1 − · · · − 1 = 0.2 [216] gives the roots for 1 ≤ k ≤ 10.

Then, the total number of sentences generated for s is

count(s) =
k∑

i=1

i +
∑

j=|si|,1≤i≤n

F
(k)
j (E.4)

E.2 Number of sentences in the training corpus for Pep-

Gen ’s ProtV ec(3) model

Our ProtV ec(3) model produces sentences from a given sequence that follows the so-called

tribonacci terms, the Fibonacci terms of order 3; for the jth term, using [55]’s notation

and simplifying, we have:

F
(3)
j =

3∑
i=1

αi − 1

4αi − 6
αj
i (E.5)

where

α1 =
1

3

(
3

√
19 + 3

√
33 +

3

√
19− 3

√
33 + 1

)
α2 =

1

6

(
2− 3

√
19 + 3

√
33− 3

√
19− 3

√
33 +

√
3

(
3

√
19 + 3

√
33− 3

√
19− 3

√
33

)
i

)
, and

α3 = α2 (i.e., the complex conjugate of α2)

are the roots of x2 − x − 1 = 0 given by [215]. Then, for our training corpus of

C = {s1, . . . , s14,271} primary peptide sequences, the total number of sentences generated

for training our ProtV ec(3) model is

2[55] defines F k
1 = 1, where we start with F k

1 = 0 and F k
2 = 1; hence, the exponential term in Eq. (E.3)

is to j, rather than [55]’s j − 1.
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∑
s∈C

count(s) (E.6)

which in practice amounted to 6, 476, 896 unique sentences made up of a vocabulary of

8, 986 unique 1-, 2-, and 3-mers.
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