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Abstract—We introduce a method for creating very dense
reconstructions of datasets, particularly turn-table varieties. The
method takes in initial reconstructions (of any origin) and makes
them denser by interpolating depth values in two-dimensional
image space within a superpixel region and then optimizing
the interpolated value via image consistency analysis across
neighboring images in the dataset. One of the core assumptions
in this method is that depth values per pixel will vary gradually
along a gradient for a given object. As such, turntable datasets,
such as the dinosaur dataset, are particularly easy for our
method. Our method modernizes some existing techniques and
parallelizes them on a GPU, which produces results faster than
other densification methods.

I. INTRODUCTION

In the past several years the number of applications that
benefit from dense and efficient multi-view reconstruction has
surged. Robotics, for example, has experienced an increased
interest in quadcopters and other personal drones due to their
increased affordability. Similarly, consumer attention to 3D
printing has symbiotically led to increased 3D scanning needs.
Both of these areas, and classical applications such as surveil-
lance and terrain modeling, are made possible by efficient,
accurate, and dense modeling of the scenes and objects in
their view. State-of-the-art algorithms [1]—[3] are based mainly
on sparse feature detection and matching, utilizing the Scale-
Invariant Feature Transform (SIFT) algorithm [4] and other
feature trackers inspired by its concept. For general scenes,
these algorithms provide reasonably accurate feature tracking,
camera poses, and scene structure. However, a key observa-
tion is that most of the data for the previously mentioned
applications consists of sequential images of a scene whose
geometry varies gradually along a gradient, i.e., there are
few sharp jumps in depth on a per pixel basis. Many prior
algorithms have taken this into account by doing region-
based calculations [5]-[9]. Our proposed method revisits this
work by creating regions with a modern superpixel algorithm,
SEEDS [10], interpolating iteratively for higher fidelity, and
performing computation on multiple graphics processing units
(GPUs). Specifically, it consists of a two-phase algorithm that
iteratively solves for unknown pixels by interpolating and op-
timizing ray-distance values using a multi-image consistency
check via the Colored SIFT (CSIFT) descriptor [11]. The
accuracy of the resulting reconstruction is only limited by
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the accuracy and density of the initial known reconstruction
and the accuracy of the camera parameters. For example, the
dinosaur dataset has very accurater camera positions and an
initial reconstruction just using SIFT features can be made
very dense via our method as shown in Figure 1.

Fig. 1. An initial sparse reconstruction, with good camera estimation, on the
left. It can be made into a very dense version, on the right, by our method.

Furthermore, it is demonstrated that prior results from
state-of-the-art algorithms can be substantially improved. An
overview of general and sequential multi-view reconstruction
is provided in Section II. The proposed algorithm is detailed in
Section III, followed by results (Section IV) and conclusions
and future work (Section V).

II. BACKGROUND

For scene reconstruction, the input is a set of images and, in
some cases, camera calibration information, while the output
is typically a 3D point cloud along with color and/or normal
information, representing scene structure. Camera parameters
include intrinsic parameters, such as focal length, skew and
principal point, as well as extrinsic or pose parameters of ab-
solute position and orientation, and radial distortion. Intrinsics
and extrinsics can be encapsulated in 3 x 4 projection matrices
for each camera [12]. For estimating the epipolar geome-
try [12] between views, camera calibration and scene structure,
most pipelines, such as Bundler [2], made use of feature tracks
between images. This and other reconstruction algorithms
are based on SIFT feature detection and tracking [4], but
there are a number of other sparse and dense methods in
the literature. Dense tracking assigns a correspondence in a



destination image to each source image position and can be
computed through a variety of methods [13], such as optical
flow. Dense approaches especially suffer from issues such
as occlusions, repetitive patterns, texture-less regions, and
illumination changes, which dramatically affect the quality of
the tracks and reconstruction. To alleviate this problem, recent
approaches utilize either luminance and/or geometric informa-
tion from images to compute a descriptor for a given interest
point. With SIFT [4] and its variants [11], [14], local gradient-
orientation histograms for the same-scale neighboring pixels
of an interest point are used as the key entries of the descriptor.
All orientations are assigned relative to a dominant orientation
of the interest point, making the descriptor invariant to object
orientation. The stability to occlusion, partial appearance, and
cluttered surroundings is achieved by local description of
the interest points. An overview of different pose estimation
methods based on feature tracking were given in Rodehorst
et al. [15]. Scene structure can be computed from feature
tracks and projection matrices using, for example, linear or
optimal triangulation [12]. Once pose and structure estimates
are available, a common fine-tuning step is to perform a
bundle adjustment, where the total reprojection error of all
computed 3D points in all cameras is minimized using non-
linear techniques [16].

There are a number of successful general reconstruction
algorithms in the literature, and comprehensive overviews and
comparisons were given in Seitz et al. [17] and Strecha et
al. [18]. As for classical general sequential reconstruction
algorithms, Pollefeys et al. [19] provided a method for re-
construction from hand-held cameras, Nistér [20] dealt with
reconstruction from trifocal tensor hierarchies, while Fitzgib-
bon et al. [21] provided an approach for turn-table sequences.

A. Existing Dense Reconstruction Methods

There are a quite a number of dense reconstruction al-
gorithms in the literature [6]-[9], [22]-[34]. Perhaps the
best known of these algorithms is Patch-Based Multi-View
Stereo (PMVS) [22]. This algorithm creates quasi-dense re-
constructions by enforcing photo-consistency constraints on
patch matching. The upgraded Clustering Views for Multi-
view Stereo (CMVS) version [23] provided higher efficiency
by intelligently grouping sets of images, and does not have
memory limitations, but still suffers from non-completeness
and a lack of additional constraints. Both algorithms are part
of the popular VisualSfM program [1] for 3D reconstruction.
There is even a further improvement, Tensor-Based Multi-view
Stereo (TMVS) [35], which suffers from the same problems.

Besides patch-based multi-view stereo, there are a number
of image-based rendering methods in the literature and others
that can provide a fully dense and watertight reconstruction.
Examples of this, in chronographical order, are shape from
silhouettes [36], voxel coloring [37], and space carving [38],
[39]. In summary, shape from silhouettes [36] is a form of
voxel labeling, in which the visual hull of the viewed shape
is computed by intersecting the projected volumes of the
object’s silhouettes as they appear in each input image. Voxel

coloring [37] differs in that it computes a photo-consistent
3D shape by voxel projection followed by correlation of pixel
colors amongst the input images. Space carving [38], [39] uses
a multi-pass sweep of a plane to eliminate voxels which violate
the photo consistency constraint, as does plane sweeping [40].
The main issue with these algorithms is that they typically rely
on an accurate knowledge of the viewed object’s silhouette,
and thus have a more restricted application space than multi-
view stereo methods, which do not have this requirement.
Furthermore, since plane sweeping is based on homographies,
there could be ’drifting’ of the obtained feature tracks, and
inaccuracy in the 3D point. An advantage of space carving is
that it doesn’t depend on texture or color, and is capable of
producing a dense, water-tight reconstruction by virtue of the
approach. However, because of inaccuracies in the obtained
silhouettes or input camera parameters, it is seldom accurate
enough to capture very fine details.

There also exist a number of volumetric methods [26]-
[28]. Given the recent advances in convex optimization, glob-
ally optimal formulations have been proposed for the multi-
view reconstruction problem [26], [27]. However, this line
of research has so far mainly focused on the optimization
methods themselves. In order to obtain highly accurate re-
construction results, the data term in energy formulations is
just as important. Even the best currently available approaches
have major problems in low-textured image areas, leading to
visible artifacts in the obtained reconstructions. In Kostrikov et
al. [30], a formulation based on an analysis of the reasons why
volumetric approaches have problems in specific challenging
regions is derived. A probabilistically well-founded formula-
tion for the labeling cost that is more robust to outliers and that
achieves improved reconstruction results is provided. Though
great results are obtained, there is an outlier removal step that
affects completeness, and is still based on the use of a cost
function.

A benchmark for comparing dense reconstruction algo-
rithms was provided by the Middlebury Multi-View Stereo
Evaluation [17]. This evaluation is based on completeness
percentage and accuracy. According to the results, which are
updated live through user input, PMVS/CMVS is still the
top performing method overall as far as completeness, with
the method by Guillemaut and Hilton [34] also performing
very well. It is hard to see a clear trend in accuracy; both
those methods plus Kostrikov et al. [30] perform well in most
evaluations. As far as runtimes, most methods take several
hours on the tested datasets, when runtimes are normalized to
a 3.0 GHz processor frequency. By far the fastest overall are
the methods by Zach [31], Merrell et al. [33] and Chang et
al. [32], which take on the order of just a few seconds, but
have a lower accuracy and completeness percentage overall
than the top performing methods in those categories.

Given the problems with the current literature, it is desirable
to find a method that is accurate, dense, efficient, and does
not require additional image information, such as silhouettes.
As will be described, this can be achieved with a deceptively
simple, highly parallelizable method that isn’t far from a brute-



force algorithm.

III. METHODOLOGY

This section presents a densification algorithm that begins
with any initial reconstruction. The key behind the algorithm
is that the distance along the ray from the position of the
3D structure to the camera (ray-distance) varies smoothly for
image regions corresponding to the same object. Furthermore,
these regions do not have to be computed on a per-object
basis since objects can be over-segmented by a superpixel
algorithm [10]. The details of the algorithm are presented
in Section III-A, along with GPU implementation details in
Section III-B.

A. Densification Algorithm

The goal of the densification procedure is to find a ray-
distance value for each and every pixel in the image sequence.
This value, along with the pixel coordinate, uniquely defines
the 3D location in the scene for that pixel. The algorithm
depends on an initial reconstruction (input images, camera
projection matrices, and initial 3D structure), for which these
distance values have been computed. A SuperPixel segmenta-
tion [10] of the input images is computed to roughly segment
the image into regions corresponding to the same objects. The
average and standard deviation of the number of known pixel-
distance pairs are computed from the initial reconstruction.
Once this information has been computed, the algorithm uti-
lizes two major procedures (interpolate and optimize), which
are invoked iteratively in two phases. Pseudocode for the
densification algorithm is presented in Figure 1. The algorithm
will use the known ray-distance values to compute interpolated
pixel-distance pairs in eligible superpixels, optimize them,
triangulate them, and add the 3D structure into the scene.

Algorithm 1 Densification Algorithm

1: procedure DENSIFY(¢mages, init_recon)

2 for each image € images do

3 known_Ds <« compute KnownDists(init_recon)

4 for i + 0 to NUM_ITERATIONS do

5: for each pizel € Eligible Pizels do

6: guess_D <+ interpolate(known_Ds, pixel)
7 dist < optimize(guess_D,images)

8 current_Ds < dist

9 point < triangulate(dist)

10: known_Ds < updateKnownDists(current_Ds)
11: EligiblePizels + increaseEligible Pizels(i)

The algorithm proceeds as follows: first, an initial recon-
struction is provided. The known ray-distances are computed
from the initial reconstruction and used to interpolate a dis-
tance for the given pixel being solved. After the distance is
optimized, the point is triangulated and the computed distance
is added to the set of currently known distances. This process
proceeds for some user defined number of iterations. Details of
the interpolation, and the reasoning behind the multiple passes
is provided in the following section.

1) Interpolation: Certain superpixels have more known
pixel-distance pairs than others. The iterative process is de-
signed to capitalize on superpixels that have a large number
of known pairs. While the algorithm can solve all superpixels
in one iteration, the option of multiple iterations allows us to
solve for increasingly sparse superpixels per iteration, which
results in more accurate interpolation estimates at the cost
of computation. Solved pixel-distance pairs from the previous
iteration are added to the known pixel-distance pairs for inter-
polation in the next iteration. In the first phase, a superpixel is
eligible for reconstruction when the number of pixel-distance
pairs within it exceed an adaptive threshold. This threshold
is determined by dividing the distribution of distance counts
into a number of regions equal to the number of phase-
one iterations (i.e. one iteration solves for all superpixels,
two iterations solves for superpixels with higher than average
counts in the first iteration and the rest in the second, and so
forth). In phase one, this threshold must always be greater than
zero, but there may exist superpixels that have no known pixel-
distance pairs. An optional phase two of the algorithm solves
for empty superpixels neighboring non-empty superpixels per
iteration. With enough phase-two iterations, all of the pixels
in the image can potentially be added to the scene but each
iteration adds increasingly dubious pixels depending on the
quality and distribution of the initial reconstruction.

2) Optimization: The optimize function fine-tunes the ray-
distance estimate from the interpolation procedure for the
given iteration. This procedure defines a small ray-distance
search space around the given interpolation estimate to search
for the best possible value. The best distance is determined us-
ing image information from a window of neighboring images
in the image sequence. The effect of window size is explored
in Section IV-A.

Specifically, the search space is set to the initial distance
estimate plus/minus a user-defined threshold. This space is
quantized into n candidate distances. The density of this
quantization is limited by the desired computation time. For
each candidate ray-distance, the corresponding feature track
is first computed for all images within the window. This is
accomplished by simply traversing the ray generated from the
pixel location for the candidate ray-distance. In other words,
this procedure searches along epipolar lines in the image
sequence.

To ensure the best possible match is obtained, the
CSIFT [11] descriptor is evaluated at each feature track
location for each candidate ray-distance. This evaluation is
essentially checking for image consistency for a given pixel’s
candidate structure point. The given pixel provides a reference
CSIFT descriptor, cref. The CSIFT descriptors at the feature
track locations, c;, (generated by the candidate ray-distances)
should be very similar. The algorithm chooses the candidate
ray-distance that minimizes the L; Euclidean distance between
c¢; and cy.r, for all 7, across all the feature tracks gener-
ated from candidate values. Notice there could be occlusions
present at the correct distance; images at which these occur
increase the error value. However, the total error is not as high



as in cases where the wrong distance is being evaluated since
most images will coincide.

Naturally, this optimization scheme works well when the
camera parameters are perfect or very accurate, and the desired
feature is actually present on the epipolar line along which the
optimizer searched. To account for datasets where the camera
parameters are not completely accurate, the search can be
expanded to include a variable number of lines parallel to the
initial epipolar line. The less accurate the camera parameters
are, the more extra lines should be searched, but this increases
the likelihood of false positives. A good number of extra lines
to add could be congruent to the reprojection error of the
initial reconstruction (i.e., 2 pixels of reprojection error should
require searching 2 extra lines above and 2 extra lines below).

3) Cleaning: As one might imagine, there may be a con-
siderable amount of noise produced in failure cases and also a
large amount of redundancy. Luckily, since the algorithm has
redundantly added the “same feature” to the image multiple
times (as many times as it appears in unique images), noise can
easily be removed by performing a statistical outlier removal
and then merging close points to minimize the size of the
reconstruction. This optional functionality was implemented
using the Point Cloud Library [41]. Additionally, it might
be necessary to perform background segmentation on images
from a turntable dataset to avoid reconstructing background
pixels.

B. GPU Implementation

The method solves for the depth of every pixel in every
image, a computation workload that can be performed in
parallel. To make runtime more tractable, the method is
implemented on a GPU using the CUDA programming model.
As an overview, CUDA programs are written in a language
based on C++, but a single program runs in parallel on a group
of blocks, with each block having up to 1024 threads. The
GPU can run several blocks in parallel, but within each block,
it runs a group of 32 threads, called a warp, in SIMD fashion.
Threads that are part of the same block can also share data
through a small shared memory that is many times faster than
the much larger off-chip DRAM (global memory). Both global
and shared memory, however, require memory accesses to be
regular across threads to be efficient. Another type of memory
that is read-only, texture memory, exists to enable a group of
threads to have irregular memory accesses as long as these
accesses are spatially local in one, two, or three dimensions.
Our implementation works on multiple GPUs, as the pixel-
distance pairs to solve can be split independently among
multiple GPUs. OpenMP is used to manage the separate GPUs.

Between the two major stages of our method, interpolate
and optimize, the more expensive is optimize. During this
stage, hundreds of candidate ray-distances for each pixel are
tested in the search for the most optimal one. For each
candidate ray-distance, a descriptor is computed on the neigh-
borhood patch surrounding the coordinates where the candi-
date ray-distance is projected onto an image. The absolute
difference (L, Euclidean distance) between this descriptor

and the reference descriptor is computed, and the smallest
average of differences across all images in the image window
determines the final depth that is most optimal. For simplicity,
the optimization of each pixel-distance pair is assigned to one
CUDA block. Each thread computes multiple descriptors, one
for each image in the image window, and saves the average
difference of the descriptors with respect to the reference
descriptor. Next, finding the smallest average difference across
threads is simply a blockwise parallel reduction that is done
in shared memory. This reduction is implemented using the
NVIDIA CUB library [42]. Figure 2 illustrates the work
granularity of searching for the optimal depth of a single pixel.

Traversing the ray-distance for a pixel in the reference
image corresponds to traversing an epipolar line in another
image. This approach of searching for the best depth leads
directly to descriptors being computed along diagonal epipolar
lines in the images. Although image data is stored linearly in
memory, this cannot be exploited due to a lack of predictable
regular memory access patterns when reading along diagonal
epipolar lines. WIth this in mind, images are processed in
texture memory instead of global memory. The GPU’s dedi-
cated hardware for texture fetching and its texture cache are
efficient for irregular groups of memory reads, as long as
the reads have spatial locality. Adjacent GPU threads in our
implementation compute descriptors along the same epipolar
line, enabling the memory accesses to have 2D spatial locality.
Additionally, descriptors are computed with image data at
a subpixel level, and texture memory is optimized for fast
subpixel interpolation.

THREAD BLOCK

Tn

TO T T2[ T3,

FINAL DEPTH

Fig. 2. A pixel whose depth is to be optimized is highlighted on the left. A
reference descriptor is computed at this pixel. Candidate depths are projected
to other images in the window of images. As the depth is varied during the
search, its projection to other images traverses epipolar lines. Descriptors are
computed on the projected points, and the L1 Euclidean distance between each
descriptor and the reference descriptor is computed. The work to compute
descriptors and distances are assigned to threads within a block. A final
blockwise reduction determines the smallest average distance and the best
depth.



IV. RESULTS

The proposed algorithm was analyzed for its general behav-
ior and processing time on several real datasets. The effect of
window size in the optimization routine was tested on datasets
with ground-truth information available. The algorithm was
implemented in C++, parallelized with CUDA, and all results
were generated on an Ubuntu 12.04 Linux machine with an
Intel Xeon E5-2637 and four K40C NVIDIA GPUs.

A. Window Size Justification

The optimization procedure of the algorithm performs a
photo-consistency check across neighboring images in the
sequence. It is necessary to experiment with the amount
of neighboring images (the window size). A window size
of two refers to analyzing one image before and one after
the current image, a window size of four corresponds to
analyzing the two images before and two after, and so on.
First, the ray-distances were generated using the ground-truth
3D information and camera data. The standard deviation, o,
of the ground-truth ray-distance values, s;, was computed. To
analyze the robustness of the optimize procedure, noise was
introduced into the ground-truth distances at varying levels,
e =10,1,2,3] and the optimize procedure was executed using
the noisy estimate, s, and a specified window size. The noisy
estimate is computed by sampling a uniform distribution in the
range of s; € [s; — 0 X €,8; + 0 X €]. Reported error values
correspond to average distance error between computed and
ground-truth 3D points, for a full reconstruction. Table I shows
the results of the test when run on the ground-truth Oxford
Dinosaur dataset [43]. For all tested window sizes, and low
noise levels € = 0 and € = 1, similar error values overall were
obtained. Therefore, using a window size of two is usually
justified since it is less expensive to compute and provides
the same results. For larger window sizes there is a risk of
running into occlusions and other wide baseline effects that
might affect scoring. For high noise levels, such as e = 2 and
€ = 3, errors were significantly higher, and relatively constant
across window sizes. For our results on sequential images, we
choose a window size of four to keep runtime small, while
still obtaining a sufficient photo-consistency check.

TABLE I
AVERAGE 3D POSITIONAL ERROR AT VARYING WINDOW SIZES AND NOISE
LEVELS.
Window size 2 4 6 8 34
Score € = 0 0.0013 | 0.0014 | 0.0016 | 0.0018 | 0.0093
Score e =1 0.0014 | 0.0015 | 0.0017 | 0.0019 | 0.0086
Score € = 2 0.0287 | 0.0236 | 0.0207 | 0.0191 | 0.0239
Score € = 2 0.0815 | 0.0682 | 0.0612 | 0.0584 | 0.0758

B. Results on Real Datasets

To analyze the efficacy of the algorithm, the densifica-
tion procedure was executed on the Middlebury Temple [17]
dataset benchmark. Results, as displayed in Figure 3, show
that the densification procedure outperforms PMVS/CMVS in

(b) Our Result

(a) Reference Image

Fig. 3. Reconstructions of the Template Dataset. Reference image of the
Temple dataset (a). Complete dense reconstruction of the Temple dataset via
the proposed method (b). For this result, 39 images of size 640x480 were used.
The result of the proposed method outperforms PMVS/CMVS in runtime (1.5
minutes vs. 4.5 hours) and is similarly complete.

runtime (1.5 minutes vs. 4.5 hours). We also found them to
be similarly complete.

In addition, we tested our method on a dataset with aerial
images, since aerial scenes can often resemble turntable
sequences. Figure 4 shows a reference image from the
Brown Site 22 dataset [44], and a dense reconstruction of the
scene produced by our method. As shown in the figure, our
result is noisy and unable to accurately capture many details in
the scene. Like many other algorithms, our method struggles
with aerial scenes due to their inherent challenges, including
the difficulty of estimating accurate camera parameters and
the low resolution of the images with respect to the relatively
large scale of the scene in real life. The latter prevents
our method from performing accurate region segmentation.
However, considering the size of the images in the dataset
(1280x720), we achieve a reasonable runtime of 32 minutes.
We believe our method, with its use of GPUs, can enable the
reconstruction of very large-scale aerial scenes. In the future,
we hope to explore ways to improve accuracy, particularly by
incorporating other sensor data, such as GPS, in the process
to recover accurate camera parameters.

(a) Reference Image

Fig. 4. The result of our method on Brown22, an aerial dataset containing
243 images of size 1280x720.

As discussed earlier, one limitation to the final correction
stage of the algorithm is that it can only be used for sequential



image streams, unlike PMVS/CMVS which is more general.
However, there are a great number of relevant scenarios,
spanning many important applications, where an accurate and
dense reconstruction is necessary, and the proposed algorithm
is capable at meeting these requirements. Finally, Figure 5
shows a number of dense reconstructions obtained with the
proposed method.

V. CONCLUSIONS AND FUTURE WORK

This paper presented an updated, efficient take on an old
deceptively simple algorithm. It was modernized in many
ways, including region segmentation via the SEEDS Super-
Pixel algorithm [10], the use of an effective and fast descriptor,
CSIFT [11], and parallelization on the GPU. Additionally, it
proposes a two phase approach that allows for even denser re-
constructions when initial reconstructions are well distributed
in 2D space.

Ideally, future improvements on this algorithm would lower
runtime by exploring data structures to enable more efficient
memory access patterns on the GPU. Reconstruction of aerial
scenes can be revisited by incorporating more sensor data. Ac-
curacy improvements can also be made by applying geometric
constraints from known geometries (such as the rectangular
nature of buildings).
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