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ABSTRACT OF THE THESIS

Application of Linear and Non-Linear Harmonic Methods for Unsteady Transonic Flow

By

Rayomand Gundevia

Master of Science in Mechanical and Aerospace Engineering

University of California, Irvine, 2015

Professor Feng Liu, Chair

This thesis explores linear and non-linear computational methods for solving unsteady flow.

The eventual goal is to apply these methods to two-dimensional and three-dimensional flut-

ter predictions. In this study the quasi-one-dimensional nozzle is used as a framework for

understanding these methods and their limitations. Subsonic and transonic cases are ex-

plored as the back-pressure is forced to oscillate with known amplitude and frequency. A

steady harmonic approach is used to solve this unsteady problem for which perturbations

are said to be small in comparison to the mean flow. The use of a linearized Euler equations

(LEE) scheme is good at capturing the flow characteristics but is limited by accuracy to

relatively small amplitude perturbations. The introduction of time-averaged second-order

terms in the Non-Linear Harmonic (NLH) method means that a better approximation of the

mean-valued solution, upon which the linearization is based, can be made. The nonlinear

time-accurate Euler solutions are used for comparison and to establish the regimes of un-

steadiness for which these schemes fails. The usefulness of the LEE and NLH methods lie in

the gains in computational efficiency over the full equations.
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Chapter 1

Introduction

1.1 Problem Summary

In the design stage of aerodynamic surfaces, the ability to run parametric studies is pro-

hibitively costly when time-domain methods are used [1]. Of particular interest is the tran-

sonic flutter of wings and turbomachinery blades. For this reason, harmonic perturbation

methods are used and allow for most of the non-linear effects to be included in the mean so-

lution and the perturbations while saving computational effort. In order to understand these

methods and their limitations, a quasi-1D nozzle study is used. This simplified model serves

to provide a way of studying unsteady boundary conditions without the added complexities

of geometry.

The outlet back-pressure of the nozzle is forced to oscillate harmonically and this fluctuation

is felt in the interior. When the resulting perturbations in the nozzle are small in comparison

to the local mean flow, the linearized methods work well in capturing the major unsteady

effects. Larger unsteadiness (amplitude or frequency) is handled better by using methods

that incorporate more of the non-linear interactions that perturbations and the mean flow
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have. These methods are used under the assumption that the unsteady flow-field can be

represented by using the first harmonic (perturbations are largely oscillating at the forcing

frequency). For subsonic, supersonic, and high frequency transonic flows the linearized theory

works well but for lower frequency transonic flows, a range of interest in flutter predictions,

this theory breaks down [2]. The inclusion of the non-linear interactions serves to better

predict these particular transonic flows.

1.2 Literature Review

1.2.1 Linearized Euler Equations

When the unsteady portion of a flow field is small in comparison to the mean flow, small-

perturbation theory can be applied to the Euler equations. Linearizing the Euler equations

about a nonlinear mean or steady-state solution is done by using a Taylor expansion and

keeping only first-order terms. The use of linearized methods is appropriate only when these

first-order terms are the dominant contribution to the unsteady perturbations. Linearized

Euler equations (LEE) are used in many computational situations which include the study

of wing or blade flutter (aeroelasticity) and noise suppression (aeroacoutics). Although

LEE solutions require less computational time than their fully-nonlinear counterparts, these

solutions become less accurate as the amount of unsteadiness, both in perturbation amplitude

and forced frequency, increases.

Hall [3] studied the Quasi-1D nozzle and used a harmonic LEE method to solve for the first

harmonic. With either the back pressure or the inlet pressure varying harmonically, the

subsonic and transonic cases for converging-diverging channels were explored. A Newton

iteration method was used to solve the LEE and shock fitting was also employed by specifying

shock-jump conditions and assuming a harmonic shock motion. Hall concluded that the LEE
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approach was valid so long as the square of the unsteadiness, the pressure amplitude in this

case, can be deemed insignificant. In spite of this restriction, the LEE do qualitatively

demonstrate the non-linear effects that finite perturbations can have on the unsteady flow.

Hall [4] later applied the harmonic LEE method to turbomachinery blades and was able to

save substantial computational time over time-marching procedures.

Lindquist [5] performed similar work in the study of the unsteady quasi-1D nozzle using a

harmonic LEE method. Shock-fitting was used in transonic cases (strong and weak shocks)

and the results were compared to shock-capturing methods. The results of the harmonic

LEE were very good and in this study the shock-fitting was deemed to give better results

for the sharp discontinuities. To address the shortcomings of shock-fitting in two and three

dimensions, Lindquist and Giles explored shock-capturing methods for both quasi-1D and

constant area ducts [6, 7]. The same unsteady exit conditions were used in this validation.

Artificial viscosity terms were added to the LEE and the validity of doing so was done by

tracking the motion and shape of the shock-captured discontinuity. Although the discrete

shape of the shock changed with its unsteady motion, the integrated pressure force in the

nozzle was negligibly affected by this unsteady shape. This integrated pressure force is

the equivalent form of lift that would arise on two and three dimensional surfaces. They

concluded that shock-capturing with linearized Euler methods can be applied in two and

three dimensions without much loss in solution accuracy.

1.2.2 Harmonic Method

The harmonic method involves casting the governing equations into a frequency represen-

tation, effectively removing their time dependence and allowing frequency to become a pa-

rameter of the equations. This type of method is useful if the solution is expected to be

harmonic or periodic in nature which usually occurs when an oscillatory boundary condi-
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tion is used. For the LEE, the harmonic method is implemented by assuming a solution

form that is harmonic itself, turning the governing equations into steady-state ones with a

complex variable form which must be solved for each frequency of interest.

Three examples of harmonic methods are given by the harmonic LEE method, the Non-

Linear Harmonic method, and the Harmonic Balance method (grouped by increasing ability

to handle non-linearities). The LEE studies [3, 4, 5] mentioned in section 1.2.1 all rely on

harmonic LEE methods but only resolve the first harmonic of the solution. The Non-Linear

Harmonic (NLH) method, introduced by Ning and He, uses a non-linear representation

for the solution but again only resolves the first harmonic content [8]. Compared to a

harmonic LEE method, the use of the NLH method better captures the non-linear effects

of the perturbations on the mean flow. The limitations for the NLH method arise when the

unsteadiness of the solution requires the use of higher harmonics. For this reason Hall [9]

applied the Harmonic Balance (HB) technique in which the solution’s harmonic content can

be varied. By using the HB method not only can the number of harmonics be specified, but

the interaction of said harmonics with each other can also be included. This results in the

most accurate solution of the three methods outlined but comes at the highest computational

cost.

1.2.3 Higher-Order Unsteady Effects

When the level of unsteadiness increases, either through more rapid oscillation or increased

amplitude, the linear perturbations are significant enough to have a time-averaged effect on

the mean solution. The mean deviates from the steady-state solution and so any linearization

based on this solution is actually not representative of the perturbations or the mean. The

mean flow is important in engineering applications as it provides a more representative

loading in order to predict lift and drag.
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The SLiQ method introduced by Giles [10] serves to better resolve the mean flow by using

second-order corrections to the steady flow. These are generated by the unsteady pertur-

bations. SLiQ stands for the three steps in the procedure which are the Steady equations,

the Linear-perturbation equations, and the Quadratic corrections to the mean flow. Using

an asymptotic expansion approach, certain source terms are added to the steady equations.

These terms are either linear in second-order perturbations or quadratic in first-order ones.

Grouping the linear terms with the steady-state ones defines the mean state and the quadratic

source terms (QST) that remain are then analogous to the Reynolds stress terms in turbulent

flow modeling. The three steps for this method proceed as follow:

1. Solve the steady-state Euler equations

2. Linearize the flux and the sources

3. Add the corrective QST terms to the steady-state equation and solve for mean

Limitations for the SLiQ method arise from its derivation in which the perturbations are

assumed to be small. The accuracy and validity of the asymptotic approach diminishes

greatly as the unsteadiness increases and for many applications this is a limiting factor. Most

importantly, the SLiQ method does not include the coupled interaction of the perturbations

and the mean, a necessity in most aerodynamic applications of interest.

The Non-Linear Harmonic (NLH) method, introduced by Ning and He [8, 11], addresses the

short-comings of methods like the SLiQ. It uses as fully coupled approach; the first-order

perturbation and mean equation are coupled and iterated simultaneously. This allows the

mean flow to be more accurately solved and as a result the perturbations scale appropriately

with increasing levels of unsteadiness. The procedure is outlined below:

1. Solve the steady-state equations until convergence.
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2. Solve the linearized equations based on the steady state until convergence.

3. Iterate between the mean and first-order (linearized about the mean) equations until

convergence.

When this method is executed, there is an increase in computation time over the SLiQ

method but the results are more accurate. The shape of both the mean and perturbation,

the magnitude of perturbation, and the mean location of perturbation are better predicted.

This ability becomes important for transonic flows in which the time-averaged effect is to

smear the shock discontinuity even for moderately small levels of unsteadiness.

1.3 Summary of Thesis

A steady-state method for solving the Quasi-1D nozzle problem is explored in the first part

of the research. Solutions of both subsonic and transonic nozzles are found by using an

explicit finite-volume scheme to discretize the Euler equations. Convergence acceleration is

done by using pseudo-time marching. These results provide the base flow-field.

Understanding how to apply these methods is of primary focus and the analysis of the results

will be used for this purpose. The full unsteady Euler equations are used to generate periodic

solutions for comparison with the linearized solutions. This time domain solution is Fourier

transformed into a frequency domain solution. This solution will be used for comparison to

the linearized solutions and will show when the linearized approach is no longer valid. In

order to capture unsteady effects, second-order terms are incorporated into the scheme via

the Non-Linear Harmonic method. Comparison of the solutions from the LEE method, the

NLH method, and the full Euler method are made.
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Chapter 2

Steady Euler Method

This chapter presents much of the framework used by the other methods including some

of the numerical details, the full form of the governing equations, the computational grid,

and the method for handling boundary conditions. The steady-state solution is used as the

basis for linearization and the initial condition for time-marching and so the steady method

is explored first.

2.1 Quasi-1D Euler Equations

The strong conservative form of the quasi-1D Euler equations is given below. The conser-

vative flow variables vector is given by ~W , the convective flux is given by ~F , and the source

term is given as ~S. These vectors are expressed in terms of the primitive variables (density,

velocity, and pressure) as well as the conserved flow variables. The ratio of the specific heats

of the fluid, γ, is taken to be 1.4 throughout. The conserved flow variables are assumed to

be independent of each other and provide the basis for linearization. The unsteady equation
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is given by

∂

∂t

∫

∆x

~Wdx+

∮

A

~fdA =

∫

∆x

~Sdx (2.1)

where,

~W =




ρA

ρuA

ρEA




=




W1

W2

W3




(2.2)

~F = ~fA =




ρuA

(ρu2 + p)A

ρuHA




=




F1

F2

F3




=




W2

(γ − 1)W3 +
1
2
(3− γ) (W2)2

W1

W2

W1

[
γW3 −

1
2
(γ − 1) (W2)2

W1

]




(2.3)

~S =




0

p∂A
∂x

0




=




S1

S2

S3




=




0

(γ − 1)
[
W3 −

1
2
(W2)2

W1

]
1
A

∂A
∂x

0




(2.4)

In the derivation of the quasi-1D equations, a source term dependent on the slope of the area

variation and the pressure is introduced. This source term is what allows the flow to take

on a steady-state, balancing the convective flux term in the equation. This is in contrast

to the strict one-dimensional equations that produce trivial steady-state solutions. Because

the steady-state solutions are of interest, the first term of equation (2.1) drops out yielding

the steady-state form of the equation, given below.

∮

S

~fdA =

∫

∆x

~Sdx (2.5)
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It is useful to express all the flow quantities as functions of both the conserved flow variables

and of the primitives. The density, velocity, and total energy are given by,

ρ =
W1

A
(2.6)

u =
W2

W1

(2.7)

E =
W3

W1

(2.8)

From these the pressure, speed of sound, Mach number, and total enthalpy are defined to

be,

p = ρ(γ − 1)

(
E −

1

2
u2

)
=

(γ − 1)

A

(
W3 −

1

2

W 2
2

W1

)
(2.9)

a =

√
γp

ρ
=

[
γ(γ − 1)

(
W3

W1

−
1

2

(
W2

W1

)2
)] 1

2

(2.10)

M =
u

a
=

[
γ(γ − 1)

(
W3W1

W2

−
1

2

)]
−

1

2

(2.11)

H = E +
p

ρ
= γ

W3

W1

+ (γ − 1)

(
W2

W1

)2

(2.12)

2.2 Boundary Conditions

A variation of the non-reflecting boundary conditions proposed by Giles [12] are used in

this study. By knowing the characteristic behavior of the flow at the inlet and outlet, the

9



boundary can be well defined. Linearizing the Euler equations and then solving for the

eigenvalues and eigenvectors of the system, shows that information is transferred through

waves. The four characteristics correspond with the entropy wave, the vorticity wave, the

upstream pressure wave, and the downstream pressure wave. The vorticity and entropy

waves travel with the fluid medium and propagate with velocity u. The pressure (acoustic)

waves travel at velocities u − a and u + a. Considering a mean flow from left to right with

velocity u and speed of sound a, the different cases are illustrated below for the inlet and

outlet of the nozzle. On the boundaries three primitive variables are enough to fully define

the state and in this case density ρ, velocity u, and pressure p are chosen. Figure 2.2 shows

the subsonic and supersonic wave speeds which are important for deciding how information

propagates at the inlet and outlet. For example, consider a subsonic inlet at which two of

the characteristics point to the interior of the nozzle and one points exterior of the nozzle.

Specifying two of the primitive variables and extracting the third one from the interior would

fully define this subsonic inlet condition. The opposite is true at the subsonic outlet; two

characteristics point to the interior and one points to the exterior.

Figure 2.1: A diagram of displacement and time for the characteristic waves of (a) subsonic
inlets and (b) supersonic inlets, where the interior domain is given by x ≥ 0.
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At the subsonic inlet, the static density and pressure are prescribed by the following,

ρ = ρ0

(
1 +

γ − 1

2
M2

)
−

1

γ−1

(2.13)

p = p0

(
1 +

γ − 1

2
M2

)
−

γ

γ−1

(2.14)

where the stagnation density and pressure are constants and the Mach number at the inlet

is solved iteratively. The quantity W2 is extrapolated from the interior and serves to provide

the condition for velocity here. For the subsonic outlet, the quantities W1 and W2 are

extrapolated from the interior and serve to provide the conditions for density and velocity.

The specified back-pressure provides the last boundary condition at the outlet. The fully

subsonic case has a back-pressure ratio of pb
p0

= 0.92 while the transonic case has a back-

pressure of pb
p0

= 0.75.

2.3 Numerical Method

The numerical method used in this study is the Jameson-Schmidt-Turkel (JST) scheme

[13, 14] which uses a semi-discrete finite-volume scheme to solve the Euler equations. This

transformation from fully discrete to semi-discrete form changes the partial differential equa-

tion into an ordinary one. For the quasi-1D representation, the semi-discrete scheme takes

the following form:

d

dt
(VjWj) +Qj = VjSj (2.15)

For the uniform grid the cell volume (Vj) is given simply as the grid spacing (∆x). The

source term (Sj) is evaluated at the cell center while the net flux out of the cell (∆Qj) is
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approximated at the cell interfaces. The residual of the equation is defined for steady-state

convergence as being simply,

Res(Wj) =
1

∆x
Qj − Sj (2.16)

Then the simplified equation, when the steady-state application is taken into account, is

given by

Res(Wj) = 0 (2.17)

2.3.1 Convergence Acceleration

The goal for steady-state convergence is to get the residual to tend towards zero. A common

convergence acceleration technique is to introduce the so-called pseudo-time forcing term.

This forcing term effectively pushes the solution towards the steady state and the solution

at each pseudo-time step is representative of a fictitious transient solution. Because only the

steady-state result is of interest in this case, the pseudo-time stepping does not have to be

time-accurate in nature and must only remain stable. The discretized equation now takes

on a pseudo-time dependency (τ) where the superscript n is the index of the previous time-

step and n + 1 the index of the current time-step. In this way the integration is completed

explicitly knowing the flow field from the previous time step. Also because the scheme uses

explicit time-marching, the non-linear fluxes do not need to be time-linearized as is done for

implicit schemes.

d

dτ

(
W n+1

j

)
+Res(W n

j ) = 0 (2.18)
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Although any time integration scheme can work to time-march this equation, Jameson [15]

recommends using multi-stage time integration such as Runge-Kutta schemes. These Runge-

Kutta schemes tend to provide more stability than single-stage schemes and also damp out

oscillations in the solution between time-steps [16]. This means that larger time steps can

be used without the solution diverging. The stability criterion set by the Euler equations is

given by the CFL condition below.

CFL = (|uj|+ aj)
∆t

∆x
(2.19)

This condition sets the maximum time step allowed for the jth cell where the maximum

wave speed of the cell is given by |uj| + aj. The CFL number must be chosen based on

the integration scheme being used. For example, the Runge-Kutta (RK) scheme allows

for a larger CFL number as compared to single-stage integration and this means that the

solution can be advanced at a higher rate (pseudo or real time) for each new time step. Also

because this condition is cell-dependent, the time step in each cell can be locally different

from neighboring cells. This so-called local time-stepping is used to improve steady-state

convergence by allowing the cells that can accommodate larger time steps to do so. This

improves the convergence rate because the worst CFL restrictions are isolated to the smallest

cells or those that have the highest wave speeds [16]. The general multi-stage setup is given

below, where m stages are used. The suggested coefficients (αi) for the RK 3-stage scheme

used in these steady-state calculations, are given as α = (2
3
, 2
3
, 1).

W (0) =W n

W (i) =W (0) − αi∆tRes(W (i−1))

W n+1 =W (m)

(2.20)
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2.4 Physical Domain

The nozzle geometry used throughout this work is given below as an area variation with

respect to axial location. The throat sits at the half-length of the nozzle and the area

variation is unique in the convergent and divergent portions.

A(x) =





1 + 1.5
(
1− x

5

)2
: 0 ≤ x ≤ L

2

1 + 0.5
(
1− x

5

)2
: L

2
≤ x ≤ L

(2.21)

Figure 2.2: A convergent-divergent nozzle with defining geometric characteristics.

2.4.1 Nozzle Grid

The scheme used throughout this thesis is a cell-centered finite-volume one. In the illus-

tration below the jth cell is defined by the cell interfaces j + 1
2
and j − 1

2
on either side.

At the center of each cell the flow-field is computed and the area specified. The fluxes are

evaluated at the interfaces as is consistent with the finite-volume method. The number of

cells that define the current computational domain is 200 (201 grid points) where the spacing

14



is uniform. The accuracy of the solution is dependent on the cell spacing and in this case,

under the JST scheme, the accuracy is of second-order.

Figure 2.3: This illustration is used to organize the computational indices of the grid.

2.4.2 Flux and Source Terms

The fluxes into or out of a cell are evaluated at the cell’s interface. In order to accurately

do so, the flow variables must be approximated at the interfaces using the neighboring cell-

centered values. On a Cartesian grid this scheme reduces to a finite central-differencing one,

where the net flux is expressed using the following:

Qj = Fj+ 1

2

− Fj− 1

2

(2.22)

The flux at each of the interfaces is given by

Fj+ 1

2

=
Fj + Fj+1

2

Fj− 1

2

=
Fj + Fj−1

2

(2.23)
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The source term for the momentum equation is directly evaluated (equation (2.4)) using the

cell centered values.

S2j = (γ − 1)

[
W3j −

1

2

(W2j)
2

W1j

]
1

Aj

(
∂A

∂x

)

j

(2.24)

2.4.3 Artificial Dissipation

The central-difference is consistent with the JST scheme but is not dissipative in nature

and spurious oscillations can be triggered, especially by discontinuities in shocked flow [13].

Adding fourth-order dissipation in smooth regions provides nonlinear stability while adding

second-order dissipation at discontinuities ensures oscillations are kept to a minimum. The

dissipative term added to the semi-discrete equations to make the scheme third-order accu-

rate in smoothly behaving regions and first-order accurate at shocks. This term is given as

d

dt
(Wj) +

1

∆x
(Qj −Dj) = Sj (2.25)

where the dissipation term is composed of dissipative fluxes given by

Dj = dj+ 1

2

− dj− 1

2

(2.26)

The adaptive dissipative flux at each of the interfaces is given by

dj+ 1

2

=ǫ
(2)

j+ 1

2

Rj+ 1

2

∆Wj − ǫ
(4)

j+ 1

2

Rj+ 1

2

∆3Wj

dj− 1

2

=ǫ
(2)

j− 1

2

Rj− 1

2

∆Wj − ǫ
(4)

j− 1

2

Rj− 1

2

∆3Wj

(2.27)

where ǫ(2) and ǫ(4) are adaptive coefficients, R is a scaling coefficient, and ∆W and ∆3W are

the first and third differences of W respectively. A shock sensor (ν) is needed in order to
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decide when to switch from fourth-order dissipation to second-order dissipation and avoid

odd-even point decoupled oscillations. For the j + 1
2
interface the sensor and coefficients are

defined as

νj =
|pj+1 − 2pj + pj−1|

|pj+1 + 2pj + pj−1|
(2.28)

ǫ
(2)

j+ 1

2

= k(2)max (νj+1, νj) (2.29)

ǫ
(4)

j+ 1

2

= max
(
0, k(4) − ǫ

(2)

j+ 1

2

)
(2.30)

Rj+ 1

2

=
∆x

∆t
=

1
2
(|uj|+ aj + |uj+1|+ aj+1)

CFL
(2.31)

Typical values for k(2) and k(4) are 1 and 1
16

respectively.

2.5 Steady-State Results

Residual histories for both subsonic and transonic cases are presented below. Both steady-

state solutions used a 3-stage RK scheme with a CFL = 1.8. The convergence criterion

was set such that the maximum average residual of either continuity, momentum, or energy

equations was required to fall below 10−9. The transonic case converges substantially faster

(fewer iterations) than the subsonic case and is more smoothly behaving. This can be

attributed to the use of second-order dissipation in parts of the transonic field whereas the

subsonic field uses only fourth-order dissipation. The difference in orders of dissipation allow

for the smearing of perturbations to happen faster. Also another contributing factor for this

discrepancy in the convergence rate comes from the physics; the supersonic region (pre-
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shock) does not allow for upstream communication and so perturbations are not allowed to

propagate upstream in the supersonic region.
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(b) Transonic

Figure 2.4: The residual history of the Euler equation.

The following results are the steady-state primitives plotted along the axial direction. The

subsonic case has a throat Mach number of 0.6 and is therefore un-choked. The transonic

case is choked and the standing shock wave sits at x
L

= 0.86. Using the JST artificial

dissipation has spread the shock across a number of cells but the resemblance to a sharp

discontinuity is still there.
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Figure 2.5: The non-dimensional quantities of velocity, pressure, density, and Mach number,
for both the subsonic and transonic cases, plotting against axial location. The numerical
solutions are given by the solid lines and the analytical solutions by the circular symbols.
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Chapter 3

Time-Accurate Euler Method

In this thesis the time-accurate method is used as a tool for validation. By comparing the

harmonic content from the full Euler solutions to those of the LEE and NLH solutions, an

idea of the unsteady behavior and unsteady effects is gained.

3.1 Unsteady Euler Equations

The full Euler equation presented in section 2.1 is used for unsteady flows. The general form

that is used is repeated below.

∂

∂t

∫

∆x

~Wdx+

∮

A

~fdA =

∫

∆x

~Sdx (3.1)
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3.2 Boundary Conditions

The boundary condition at the inlet remains unchanged from that used in the steady-state

chapter. The outlet is harmonically varied as given below.

p(L, t) = pb +∆pb sin(ωt) (3.2)

where the reduced frequency κ, critical speed of sound a∗, and the nozzle length L are used

to specify the oscillation frequency ω.

ω =
κa∗

L
(3.3)

In order to get a sense of the unsteady effects that the boundary condition can impose,

both the amplitude of the oscillation and the frequency must be varied. A summary of the

specific values used for both κ and ∆pb
pb

is given below. The varied reduced frequency groups

the results into three cases: 1) the oscillation period is an order of magnitude less than the

residence time of the flow, 2) the oscillation period is on the same order as the residence

time, and 3) the period is an order greater than the residence time. Also by varying the

back pressure amplitude, the effects of higher orders can be explored.
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κ: ∆pb
pb

:

0.1 0.1%

1.0 0.2%

3.0 0.5%

5.0 1.0%

7.0 2.0%

10.0 5.0%

Table 3.1: The variation of unsteady parameters used in studying both subsonic and tran-
sonic flows.

3.3 Initialization

Starting from the steady-state solution, the time-accurate solver is made to run for four or

five periods. This ensures that the transient fluctuations have left the flow field and all that

remains is the periodic motion of interest. In the two figures below this is illustrated for all the

explored cases. The subsonic flows were probed at the throat, a point particularly sensitive

to downstream fluctuations. For the reduced frequency of κ = 0.1 the flow at the throat

responds immediately to the back-pressure oscillation. As the reduced frequency is increased,

a time lag develops and increases at the throat. Also an increase in oscillation amplitude

is presented in a departure from sinusoidal response (especially true at 5%). The transonic

cases were probed at the steady-state location of the shock. The square-wave pattern is

indicative of an oscillating shock wave. Comparison between the three reduced frequencies

reveals that the mean location of the shock varies from the steady-state location. This is

indicated by the varied shape of the probed pressure; the sine-like waves don’t experience the

pressure discontinuity. The transonic cases provides much more departure from sinusoidal

form than the subsonic cases.
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Figure 3.1: Pressure time-history at the throat, subsonic flow.
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Figure 3.2: Pressure time-history near the steady-state shock location, transonic flow.

3.4 Fourier Analysis

In order to understand the harmonic content of the time-accurate solution, Fourier analysis

must be used. Any signal can be decomposed as an infinite summation of trigonometric basis-
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functions. The choice of basis function is dependent on whether complex or real coefficients

are desired. For example, the unsteady pressure fluctuation is expressed using a complex

Fourier series.

p′(x, t) =
+∞∑

−∞

p′n(x)e
iωnt (3.4)

Then for each harmonic (represented by n) of the given fundamental frequency (ω), there

is a corresponding set of Fourier coefficients (p′n) that are dependent on the axial location.

Because these coefficents are complex numbers, they can be represented as having a real and

imaginary part or having an amplitude and a phase angle. The time-harmonic factor (eiωnt)

describes the harmonic variation.

p′n(x) =R{p′n(x)}+ I{p′n(x)}i

=p̂n(x)e
iφn

(3.5)

The phase angle and amplitude are given as,

φn = tan−1

(
I{p′n(x)}

R{p′n(x)}

)
(3.6)

p̂n(x) =
√
I{p′n(x)}

2 + R{p′n(x)}
2 (3.7)

In order to analyze the discrete solution generated from this time-accurate method, a Fast

Fourier Transform (FFT) FORTRAN package is used. FFT fall under the discrete Fourier

transforms and are used when a continuous signal is discretized at constant intervals. In

order to ensure proper sampling [17], the continuous signal must not contain frequency

components that are greater than half of the sampling frequency. This means that if the

majority of flow field is expected to respond at the forcing frequency, then the sampling rate

25



must be at least double that value. However, based on the number of harmonics the flow

field is expected to generate the sampling rate must be scaled appropriately.

3.5 Numerical Method

The time-accurate method uses the same JST scheme outlined in chapter 2 but with real-

time marching. Because the time-accuracy is important for this method, local time-stepping

cannot be performed and instead a global time-step is chosen based on the minimum local

time-step. Also because an FFT is to be used, the global time-step must be a constant

throughout, ensuring that the data is probed at regular intervals. A conservative estimate

of the global time-step must be made such that at subsequent time steps the solution does

not become unstable as the flow field changes.

3.6 Time-Accurate Results and Discussion

The following results capture the harmonic content of the flow field for different key cases.

The pressure amplitudes for the first, second, and third harmonics are presented to show the

contrast in the extremes of back-pressure oscillation. Figure 3.3 shows that in the subsonic

case at p̂b
∆pb

= 5%, higher harmonic content is present only for the κ = 10.0 case and in all

cases the first harmonic dominates. In figure 3.4, an interesting flow field develops for the

κ = 0.1 case; during the course of a period of oscillation, a shock appears and disappears.

This is evident by looking at the greatly increased gradient near the throat (x/L = 0.5)

and increase in higher harmonic content when compared to the lower back-pressure case.

With the increase in percent back-pressure to 5%, there is a significant increase in higher

harmonics with the κ = 10.0 case no longer dominated by the first harmonic.
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Figure 3.3: Harmonic amplitude at back pressure ratio of 0.5% (subsonic).
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Figure 3.4: Harmonic amplitude at back pressure ratio of 5% (subsonic).

The amplitude plot of a transonic case is given by a large spike centered about the mean

location of the shock. For a given pressure change across a shock, an increase in reduced

frequency has the effect of reducing the magnitude of this spike. Increasing the back-pressure

amplitude has the effect of smearing or spreading the spike. In figure 3.5, there is a resem-

blance amongst all cases with the higher harmonic content being linked to lower reduced
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frequency, a result in contrast to the subsonic case. In figure 3.6, an increase in amplitude

has smeared the shock effects over a larger range and has also introduced higher harmonic

content. For the κ = 10.0 case, the overall spike shape has not changed but the amount of

higher harmonics has greatly increased.

x/L

p 
/ 

p
b

0 0.2 0.4 0.6 0.8 1
0

5

10

15

20

25

30

35

40

45

1st

2nd

3rd

(a) κ = 0.1

x/L

p 
/ 

p
b

0 0.2 0.4 0.6 0.8 1
0

5

10

15

20

25

30

35

40

1st

2nd

3rd

(b) κ = 1.0

x/L

p 
/ 

p
b

0 0.2 0.4 0.6 0.8 1
0

2

4

6 1st

2nd

3rd

(c) κ = 10.0

Figure 3.5: Harmonic amplitude at back pressure ratio of 0.5% (transonic).
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Figure 3.6: Harmonic amplitude at back pressure ratio of 5% (transonic).

Based on the results of the unsteady analysis, the LEE results should be able to represent

the subsonic cases without much higher harmonic content (essentially κ = 0.1 and 1.0).

For the transonic cases, the LEE will be able to represent the few cases in which the mean

solution does not vary much near the shocked region (compared to the steady-state). The
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NLH results should be able to address this problem for these cases because of the non-linear

approach.
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Chapter 4

Linearized Euler Method

The general procedure for solving the LEE is to first solve the steady-state equations and then

find the Jacobian matrices that define the dynamics of the system around this equilibrium

point. The LEE are solved in a complex form but still rely on the pseudo-time marching

acceleration techniques. This coupled form means that a real and imaginary equation exists

for each of the governing equations.

4.1 Linearized Euler Equations

When the perturbation of the flow field is expected to be small, compared to the local mean

flow, the governing equations can be linearized about the steady-state flow. It is assumed

that the flow field can be composed of a steady value and an unsteady perturbation. This

is a standard formulation that is used for aeroelastic problems [18, 19] and will be applied

in this work. This same idea is applied to the non-linear terms in the governing equation

where the over-bar and over-tilde accents designate steady quantities and unsteady first-order
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quantities respectively.

W = W + W̃ (4.1)

f = f + f̃ (4.2)

S = S + S̃ (4.3)

Using the above definitions, the Euler equation becomes

∂

∂t

∫

∆x

(
W + W̃

)
dx+

∮

A

(
f + f̃

)
dA =

∫

∆x

(
S + S̃

)
dx (4.4)

Because this equation has been linearized, the steady-state and perturbation parts can be

separated and solved independently of each other. The steady equation has been presented

as equation (2.5) and the first-order equation is given as

∂

∂t

∫

∆x

W̃dx+

∮

A

f̃dA =

∫

∆x

S̃dx (4.5)

The non-linear terms are linearized by assuming the following form for the first-order per-

turbations.

f̃ =
∂f

∂W
W̃ = AfW̃ (4.6)

S̃ =
∂S

∂W
W̃ = ASW̃ (4.7)
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where Af is the convective-flux Jacobian and AS is the source term Jacobian. The Jacobians

are given as

Af =
1

A




0 1 0

−1
2
(3− γ) W

2

2

W
2

1

1
2
(3− γ) W 2

W 1

(γ − 1)

W 2

W 1

[
1
2
(γ − 1) W

2

2

W 1

− γW 3

]
1

W 1

[
γW 3 −

3
2
(γ − 1) W

2

2

W 1

]
γW 2

W 1




(4.8)

AS = (γ − 1)
1

A

∂A

∂x




0 0 0

1
2
W

2

2

W
2

1

−W 2

W 1

1

0 0 0




(4.9)

The linearized Euler equation is then given below.

∂

∂t

∫

∆x

W̃dx+

∮

A

AfW̃dA =

∫

∆x

ASW̃dx (4.10)

The perturbation is assumed to be harmonic and the first-order solution is given by the

following

W̃ (x, t) = W̃ (x)eiωt (4.11)

where the complex exponential provides the harmonic variation and complex coefficient W̃ (x)

is given as

W̃ = W̃r + iW̃i = |W |eiφW (4.12)
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The phase angle of W̃ is φW and the amplitude is |W |. Applying the solution form from

equation (4.11) to the governing equation yields

∫

∆x

iωW̃dx+

∮

A

AfW̃dA =

∫

∆x

ASW̃dx (4.13)

The time dependency has been removed and now the frequency is a parameter of the equa-

tion. Because of the complex nature of this equation, it can be split into real parts (subscript

r) and imaginary parts (subscript i) given by the following

−

∫

∆x

ωW̃idx+

∮

A

AfW̃rdA =

∫

∆x

ASW̃rdx

∫

∆x

ωW̃rdx+

∮

A

AfW̃idA =

∫

∆x

ASW̃idx

(4.14)

where the cross coupling of the equations takes place because of the frequency sources. It

should be noted that all quantities presented herein are complex ones and have a form re-

sembling equation (4.12). The primitive variables are also linearized and their perturbations

take the following forms

ρ̃ =
1

A
W̃1 (4.15)

ũ =
1

W 1

W̃2 −
W 2

W 1

W̃1 (4.16)

p̃ =
(γ − 1)

A

[
W̃3 +

1

2

(
W

2

2

W
2

1

W̃1 −
W 2

W 1

W̃2

)]
(4.17)
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The linearized forms for the other flow quantities are given below and are expressed using

the perturbation of the primitives.

Ẽ =
p̃

(γ − 1)ρ
−

pρ̃

(γ − 1)ρ2
+ uũ (4.18)

c̃ =
1

2

(
γ

ρp

) 1

2

p̃−
1

2

(
γp

ρ3

) 1

2

ρ̃ (4.19)

M̃ =
ũ

c
−

uc̃

c2
(4.20)

H̃ = Ẽ +
p̃

ρ
−

pρ̃

ρ2
(4.21)

4.2 Boundary Conditions

The linearized boundary conditions for the LEE method are found using the same concepts

presented in section 2.2. At the inlet the three quantities that define this boundary are the

perturbations in pressure, density, and Mach number. M̃ is extrapolated from the interior

cells and p̃ and ρ̃ are specified, knowing that the total pressure and total density have zero

fluctuations at the inlet . The perturbations of density and pressure are given by

p̃ = −
γpM

1 + γ−1
2
M

2 M̃ (4.22)

ρ̃ = −
ρM

1 + γ−1
2
M

2 M̃ (4.23)
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At the outlet the boundary condition is found by specifying the fluctuation back-pressure

and extrapolating W̃2 and W̃1. For both the inlet and outlet conditions the other primitive

variables and flow quantities proceed as given in section 4.1.

4.3 Numerical Method for LEE

The same semi-discrete form of the JST scheme is used for the perturbation equations except

now the quantities are complex valued and an additional source term is used. Pseudo-time

marching is performed and the real and imaginary equations are solved in a coupled manner.

Because the allowable time step is based on the steady-state wave speeds, the CFL number

for perturbations of the LEE is lower.

d

dτ
(W̃j) +

1

∆x
(Q̃j − D̃j) + iωW̃j = S̃j (4.24)

d

dτ
(W̃j) +Res(W̃j) = 0 (4.25)

where the real and imaginary components of the residuals are given as

Resr(W̃j) =
1

∆x
(Q̃j,r − D̃j,r)− ωW̃j,i − S̃j,r

Resi(W̃j) =
1

∆x
(Q̃j,i − D̃j,i) + ωW̃j,r − S̃j,i

(4.26)

For the perturbation equations the JST scheme for artificial dissipation is modified such that

the varible coefficients are frozen at their steady-state values. In this way the perturbations

of the LEE are subject to the same second-order and fourth-order dissipation terms as

before. For the LEE computations, a 3-stage Runge-Kutta integration scheme was used for

37



the pseudo-time marching. The recommended stage coefficients used are the same as those

of the steady-state solver.

4.4 LEE Results and Discussion

The presented results for the LEE method are of the complex pressure-perturbations which

are normalized by the back-pressure amplitude. The reduced frequency dictates the shape of

the perturbations while the percent back pressure changes the amount of non-linear effects

which are included. The LEE perturbations scale with the back pressure because of their

linearly assumed form. The extremes in percent back-pressure are used to contrast the effects

of increased perturbation amplitude. For comparison the first harmonic of the time-accurate

results is plotted alongside the first harmonic generated by the LEE. The convergence history

for the real and imaginary mass continuity, conservation of momentum, and conservation

of energy are also presented where again the convergence criterion for all residuals was

10−9. Normalized quantities presented include the normalized complex-pressure ( p′

∆pb
) and

the normalized residual (
1

N
Σ(Res)

Wsteady
).

4.4.1 Subsonic LEE Results

For the subsonic cases, the perturbations of the LEE were solved at a CFL number of 1.0.

Overall, the subsonic results are well represented by the LEE except for when non-linearities

have significant effects on either the first harmonic or higher harmonics. The time-accurate

result in figure 4.2a shows the non-linear behavior that results from the appearance and

disappearance of a shock wave, a phenomenon not present in the higher reduced-frequency

cases. This case is not suitable for exploration using harmonic methods because the harmonic

variation leads to the flow field changing regimes within the span of a single period of oscilla-
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tion. Also when the reduced frequency is high, the LEE results show significant errors when

compared to the time-accurate results. Figure 4.6 shows that as the back-pressure fluctuation

is increased, the first-order solution changes from slightly under predicting the pressure to

over predicting it while continuously staying slightly out of phase as well. The nonlinearities

and higher harmonics start to play a more significant role for these high reduced-frequencies.

Therefore, LEE are not adequate for predicting the harmonic behavior of these higher fre-

quency subsonic cases.
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Figure 4.1: LEE subsonic residual history at κ = 0.1.
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Figure 4.2: LEE subsonic results for complex pressure at reduced frequency κ = 0.1.
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Figure 4.3: LEE subsonic residual history at κ = 1.0.
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Figure 4.4: LEE subsonic results for complex pressure at reduced frequency κ = 1.0.

Iteration number

N
or

m
al

iz
ed

 R
es

id
ua

l

0 10000 20000 30000

10-9

10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1
Mass Res real

Mom. Res real

Erg. Res real

Mass Res imag

Mom. Res imag

Erg. Res imag

(a) ∆pb
pb

= 0.5%

Iteration number

N
or

m
al

iz
ed

 R
es

id
ua

l

0 10000 20000 30000 40000

10-8

10-6

10-4

10-2

100

Mass Res real

Mom. Res real

Erg. Res real

Mass Res imag

Mom. Res imag

Erg. Res imag

(b) ∆pb
pb

= 5%

Figure 4.5: LEE subsonic residual history at κ = 10.0.
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Figure 4.6: LEE subsonic results for complex pressure at reduced frequency κ = 10.0.

4.4.2 Transonic LEE Results

The transonic perturbations were solved at a CFL of 0.6. The complex-pressure results

below are cropped to show the areas of interest near the shock and downstream of it. These

transonic cases present a challenge that is unique; the mean solution of the flow field around

the shock can at times be significantly different from the steady-state solution. Because

an accurate solution for the mean is not resolved, the LEE method does a poor job of

resolving the perturbations for even moderate levels of unsteadiness. Figures 4.7 and 4.8

show this effect. When the back-pressure amplitude is increased the perturbation spike (low

amplitude) gets spread out and smeared such that the perturbation covers a larger physical

range and also has a smaller maximum amplitude. This effect is missing in the transonic

LEE perturbations which, just like the subsonic ones, share a common shape and scale with

amplitude. For the higher reduced-frequency case, the trend is that of increased perturbation

42



accuracy when back-pressure amplitude is increased (see figure 4.9). The first harmonic for

this case is adequately predicted because the mean solution is close to the steady-state one.

Overall, the LEE alone are not sufficient for predicting the first harmonic at varied levels of

unsteadiness for this transonic case.
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Figure 4.7: LEE transonic residual history at reduced frequency κ = 0.1.
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Figure 4.8: LEE transonic results for complex pressure at reduced frequency κ = 0.1.
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Figure 4.9: LEE transonic residual history at reduced frequency κ = 1.0.
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Figure 4.10: LEE transonic results for complex pressure at reduced frequency κ = 1.0.
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Figure 4.11: LEE transonic residual history at reduced frequency κ = 10.0.
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Figure 4.12: LEE transonic results for complex pressure at reduced frequency κ = 10.0.
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Chapter 5

Non-Linear Harmonic Method

The non-linear harmonic (NLH) method was proposed to deal with accuracy issues when

levels of unsteadiness in the flow field cause non-linear effects. The method introduces

unsteady stress-like terms analogous to those of the Reynolds-averaged equations [8]. These

stress terms are the result of time-averaged perturbation-interactions that develop in the

mean equations. Because all terms past the second-order are discarded, the stress terms are

all quadratic in perturbations. The time-averaged first-order terms are by definition equal

to zero and so it is from the quadratic terms that the mean equations incorporate non-linear

interactions.

5.1 Non-Linear Harmonic Equations

The harmonic solution is assumed to have the following form, where an over-bar and over-

tilde indicate mean and perturbation quantities respectively,

W = W + W̃ (5.1)
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The convective flux and the source term have the same form given as

Fj = F + F̃ (5.2)

S = S + S̃ (5.3)

The non-linear terms of the Euler equations are expanded by substituting equation (5.1)

for W . After this substitution is made the equations are time-averaged and then all terms

higher than second-order are discarded in order to form the mean-valued equations. The

continuity equation is considered first and the mean mass-flux is given as

F 1 =

∮

A

f 1dA = W 2 + W̃2 = W 2 (5.4)

Then the mean continuity equation has the following form

∮
dF 1 = 0 (5.5)

The mean momentum-flux is given by

F 2 =

∮

A

f 2dA = (γ − 1)
(
W 3 + W̃3

)
+

1

2
(3− γ)

(
W 2 + W̃2

)2

W 1 + W̃1

=(γ − 1)W 3 +
1

2
(3− γ)

(
W

2

2

W 1

+
W

2

2

W
3

1

W̃ 2
1 − 2

W 2

W
2

1

W̃1W̃2 +
1

W 1

W̃ 2
2

)
(5.6)

48



which can be broken into the sum of a steady component F
(0)
2 and a stress term

˜̃
F 2. This

stress term is simply

˜̃
F 2 =

1

2
(3− γ)

(
W

2

2

W
3

1

W̃ 2
1 − 2

W 2

W
2

1

W̃1W̃2 +
1

W 1

W̃ 2
2

)
(5.7)

The momentum source term is given as

S2 =(γ − 1)
1

A

∂A

∂x

[
W 3 + W̃3 −

1

2

(W 2 + W̃2)2

W 1 + W̃1

]

=(γ − 1)
1

A

∂A

∂x

[
W 3 −

1

2

(
W

2

2

W 1

+
W

2

2

W
3

1

W̃ 2
1 − 2

W 2

W
2

1

W̃1W̃2 +
1

W 1

W̃ 2
2

)]
(5.8)

where the stress term that is introduced by the source,
˜̃
S2, is given as

˜̃
S2 = −

1

A

∂A

∂x

(
γ − 1

2

)(
W

2

2

W
3

1

W̃ 2
1 − 2

W 2

W
2

1

W̃1W̃2 +
1

W 1

W̃ 2
2

)
(5.9)

Then the mean momentum equation is given as

∮
dF 2 = S2 (5.10)
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The mean energy-flux is given as

F 3 =

∮

A

f 3dA =
γ(W 2 + W̃2)(W 3 + W̃3)

W 1 + W̃1

−
1

2
(γ − 1)

(W 3 + W̃3)3

(W 1 + W̃1)2

=γ

[
W 2W 3

W 1

+
W 2W 3

W
3

3

W̃ 2
1 −

W 2

W
2

1

W̃1W̃3 −
W 3

W
2

1

W̃1W̃2 +
1

W 1

W̃ 2
1

]

−
1

2
(γ − 1)

[
W

3

2

W
2

2

+ 3
W

3

2

W
4

1

W̃ 2
1 − 6

W
2

2

W
3

1

W̃1W̃2 + 3
W 2

W
2

1

W̃ 2
2

]

(5.11)

where the stress term introduced by the energy flux,
˜̃
F 3, is given as

˜̃
F 3 =γ

[
W 2W 3

W
3

3

W̃ 2
1 −

W 2

W
2

1

W̃1W̃3 −
W 3

W
2

1

W̃1W̃2 +
1

W 1

W̃ 2
1

]

−
1

2
(γ − 1)

[
3
W

3

2

W
4

1

W̃ 2
1 − 6

W
2

2

W
3

1

W̃1W̃2 + 3
W 2

W
2

1

W̃ 2
2

] (5.12)

The mean energy-equation is given as

∮
dF 3 = 0 (5.13)

The mean-valued primitive variables are found in a similar way; the quantity is expanded

using equation (5.1) and then time-averaged. The mean density is given as

ρ =
W 1

A
(5.14)

The following defines the mean velocity

u =
W 2 − ρ̃ũA

ρA
(5.15)
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while the mean pressure is given by

p = (γ − 1)

[
W 3

A
−

1

2

(
ρu2 + 2uρ̃ũ

)]
(5.16)

The mean values of the total energy, speed of sound, Mach number, and total enthalpy are

found using the mean primitives and their time-averaged products.

E =
1

ρ

(
W 3

A
− ρ̃Ẽ

)
(5.17)

a = γ
1

2

[(
p

ρ

) 1

2

+
3

8

(
p

ρ5

) 1

2

ρ̃2 +
1

4

(
1

pρ3

) 1

2

ρ̃p̃−
1

8

(
1

ρp3

) 1

2

p̃2

]
(5.18)

M =
u

a
−

1

a2
ũã+

u

a3
ã2 (5.19)

H =
p

ρ
+ E −

1

ρ2
ρ̃p̃+

p

ρ3
ρ̃2 (5.20)

In order to evaluate the so-called stress terms, a correlation between perturbations must be

established. Because of the assumed harmonic form, the time-averaged products of perturba-

tion quantities can be formulated using the following where it is assumed that the amplitude

and phase of the perturbations are known quantities.

W̃mW̃k =
1

T

∫ T

0

W̃me
iωtW̃ke

iωtdt

=
1

T

∫ T

0

|Wm|e
i(ωt+φm)|Wk|e

i(ωt+φk)dt

=
1

2
|Wm||Wk| cos(φm − φk)

(5.21)
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In this way the stress terms are reduced to source terms that are introduced to the steady-

state equations, turning these equations into mean-valued ones. The perturbation equations

are formed by subtracting the mean equations from the instantaneous equations. What

results are equations that closely resemble the LEE except now the linearization is based on

the mean solution instead of the steady state.

5.2 Boundary Conditions

The same procedure used to expand and then time-average the mean equations is applied

to the mean boundary conditions. At the inlet the density, pressure, and Mach number are

used to expand the boundary conditions starting with the following for density

ρ0
ρ+ ρ̃

=

[
1 +

γ − 1

2
(M + M̃)

] 1

γ−1

(5.22)

eventually yielding

ρ = ρ0

(
1 +

ρ̃2

ρ2

)[(
1 +

γ − 1

2
M

2
) 1

γ−1

+
1

2
M

(
2− γ

γ − 1

)(
1 +

γ − 1

2
M

2
) 3−2γ

γ−1

M̃2

]−1

(5.23)

Expanding the pressure condition using

p0
p+ p̃

=

[
1 +

γ − 1

2
(M + M̃)

] γ

γ−1

(5.24)

yields

p = p0

(
1 +

p̃2

p2

)[(
1 +

γ − 1

2
M

2
) γ

γ−1

+
1

2
M

(
γ

γ − 1

)(
1 +

γ − 1

2
M

2
) 2−γ

γ−1

M̃2

]−1

(5.25)
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For the inlet the mean mass flux W 2 is extrapolated from the interior cells. The two other

conserved flow variables are given by

W 1 = ρA (5.26)

W 3 =
(
ρE + ρ̃Ẽ

)
A (5.27)

At the outlet the mean pressure is specified to be equal to the steady-state pressure and

W 1 and W 2 are extrapolated from the interior cells. The primitive variables and other flow

quantities proceed as already given.

5.3 Numerical Method for NLH

5.3.1 Computational Details

Because of the increased number of computations in the NLH method as compared to the

LEE method, a few additional convergence acceleration techniques are used. Pseudo-time

marching is achieved again by using the following form for the mean equations where a

pseudo-time derivative is introduced

∂

∂τ

∫

∆x

Wdx+

∮
dF =

∫

∆x

Sdx (5.28)

The semi-discrete form of the mean equation is given by the following at the jth cell

d

dt

(
W j

)
+

1

∆x
(Qj −Dj) = Sj (5.29)

53



where the net mean-flux Qj, the mean dissipative-flux Dj, and the mean source-term Sj

are evaluated using what was done in subsection 2.4.2 except now the steady quantities are

replaced by the mean-valued ones. The CFL condition is given by the same equation used

by the steady state (equation (2.19)) except now the maximum wave speed is found using

mean velocity and speed of sound. In order to maximize the CFL number for a given explicit

integration scheme, the spatial smoothing of residuals is widely accepted as an important

step. Implicit residual-smoothing is used for the mean and perturbation equations to improve

the stability of the scheme and the rate of convergence [20, 14]. The central-implicit residual-

smoothing is given by

−ǫRes∗j−1 + (1 + 2ǫ)Res∗j − ǫRes∗j+1 = Resj (5.30)

where the smoothed residual of the jth cell is Res∗j and the smoothing parameter is ǫ. This

implicit equation of Res∗j is solved over the whole interior domain using a tri-diagonal-matrix

solver.

5.3.2 NLH Procedure

The steps outlined in the Literature Review (section 1.2.3) were quite basic and more details

for the NLH method are given below.

1. Steady-state solution to convergence (used as initial condition for mean equations)

2. LEE to convergence (used to form initial condition for perturbation equations)

3. Evaluate stress terms using current perturbation solution (equations (5.7), (5.9), (5.12))

4. Mean equation of NLH iterated one pseudo-time step

5. Perturbation equation of NLH iterated one pseudo-time step
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6. Repeat (3) through (5) until convergence of mean and perturbations

5.4 NLH Results and Discussion

The results for the NLH are focused on the transonic cases, where the coupling of mean and

perturbation equations has the most impact on accuracy. The residual histories now include

the real and imaginary contributions for the perturbation equations and the residuals for the

mean equation as well. Using the converged LEE solutions as the initial conditions proved

to be troublesome because of the artificially high gradients imposed on the solutions within

the first few coupled iterations. For this reason, some of the higher amplitude cases use a

modified initial condition that slowly transitions from the LEE solutions to their natural

forms, avoiding the extreme gradients that would have caused the solution to diverge. The

complex pressure is presented both in first harmonic and mean forms where the NLH has

made considerable improvements for the higher amplitude cases (see figures 5.5 and 5.8).

Representing the mean solution better was identified as a way to improve the accuracy of

the perturbations over the LEE method and the improvement the NLH method provides is

evident in figures 5.6 and 5.9. The NLH method does not make any improvements to the

highest reduced frequency cases (κ = 10.0) for the reasons given below. The NLH method

improves the accuracy of the cases that present the most non-linear effects with respect to

the mean solution and those cases with non-linear effects to the first harmonic are still not

so well predicted. Normalized quantities presented include the normalized complex-pressure

( p′

∆pb
), the normalized mean-pressure ( p̄

p0
), and the normalized residual (

1

N
Σ(Res)

Wsteady
).
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5.4.1 Subsonic NLH Result

The following subsonic results are presented to highlight the inability of the NLH method to

improve the perturbations when either the mean and steady-state solutions are equivalent or

when the perturbation itself can no longer be considered to behave linearly. This is true of

the subsonic cases that were not captured well with the LEE method. In figure 5.3 the mean

solution for the case with the highest level of unsteadiness (reduced frequency and back-

pressure amplitude) shows no improvement from the LEE. Because of the non-linear effects

present in the first harmonic the results shown in figure 5.2 don’t exhibit any improvements

in accuracy over the LEE method. For subsonic flows of interest the NLH method does not

hold any advantage.
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5.4.2 Transonic NLH Results

The CFL number used for the perturbations was 0.6 and for the mean, 2.8. The time-

averaged solution near the shock shows considerable smearing when compared to the sharp

discontinuity of the steady solution. This smearing increases with increasing back-pressure

amplitude and decreasing reduced frequency. An increase in amplitude results in a larger

range of motion for the shock and as a result the discontinuity is spread over a larger

region. An increase in reduced frequency results in a shorter period of oscillation and more

importantly a larger oscillation-period-to-residence-time ratio. This means that when the

reduced frequency is significantly larger than the residence time of the fluid particles, the

fluid itself cannot respond fast enough to the changing back-pressure conditions and instead

lags the boundary condition. When this effect is periodically repeated the lagging response

of the fluid results in a shock wave that is very quickly moving but confined to a small range

of motion.
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Figure 5.5: NLH transonic results for complex pressure at reduced frequency κ = 0.1.
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Figure 5.7: NLH transonic residual history at reduced frequency κ = 1.0.
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Figure 5.8: NLH transonic results for complex pressure at reduced frequency κ = 1.0.
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Figure 5.9: NLH transonic mean solution comparison at reduced frequency κ = 1.0.
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Figure 5.10: NLH transonic residual history at reduced frequency κ = 10.0.
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Figure 5.11: NLH transonic results for complex pressure at reduced frequency κ = 10.0.
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Figure 5.12: NLH transonic mean solution comparison at reduced frequency κ = 10.0.
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5.5 Transonic Similarity Rule

The transonic results previously presented serve as a parametric study of both the reduced

frequency, κ, and the back-pressure amplitude, ∆pb
pb

. In order to quantify the practicality of

using either the LEE or the NLH methods, a transonic similarity rule of said parameters is

established. This similarity rule is only with respect to the pressure perturbation which is of

particular interest in aeroelastic studies. The normalized pressure-perturbation is proposed

to be proportional to the product of two functions as follows

p′

∆pb
∝ f1(κ)f2

(
∆pb
pb

)
(5.31)

where f1 is a function of κ and f2 is a function of ∆pb
pb

. The two-norm of the normalized

pressure-perturbation serves as the basis for comparing the accuracy of the methods. The

average value of the two-norm is given as

∆pm =
1

N

∥∥∥∥
p′

∆pb

∥∥∥∥
2

=
1

N

[
N∑

i=0

(p′i)
2

] 1

2

(5.32)

The proposed form of the transonic similarity rule is given as

∆pm =
A

1 + BκC
(5.33)

where the expansion of the coefficient A is given to be

A =A

(
κ = 0,

∆pb
pb

)

=A0 + A1

(
∆pb
pb

)
+ A2

(
∆pb
pb

)2

+ . . .

(5.34)
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The ∆pm quantity is of constant value in the neighborhood of the linear approximation (when

κ and ∆pb
pb

are very small). In the expansion of A, the first term, A0, is said to represent the

linear effects that all methods have in common. The higher-order terms (corresponding to

A1, A2, . . .) represent the non-linear effects that differentiate the NLH and the time-accurate

methods from the LEE method. In establshing this rule, the effects of both the reduced

frequency and the back-pressure amplitude can be quantified and a comparison to the time-

accurate solutions can be made. The following plots show ∆pm as a function of κ for various

back-pressure amplitudes. Best-fit cuves for each data set are found by using a least-squares

approximation of the proposed similarity rule. The coefficients corresponding to each best-fit

curve are given in table 5.1.
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∆pb
pb

(%): A: B: C:

LEE

0.1-5 4.97 0.255 1.38

NLH

0.1 4.90 0.251 1.38

0.2 4.88 0.250 1.38

0.5 4.75 0.243 1.38

1 4.29 0.213 1.38

2 3.28 0.150 1.38

5 2.21 0.0932 1.38

Time-Accurate

0.1 4.90 0.252 1.38

0.2 4.85 0.249 1.38

0.5 4.39 0.223 1.38

1 3.77 0.191 1.38

2 2.91 0.144 1.38

5 1.97 0.105 1.38

Table 5.1: Curve-fitted coefficients for transonic similarity rule at varied back-pressure am-
plitudes.
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Figure 5.13: Comparison of LEE, NLH, and time-accurate methods for small back-pressure
amplitudes.
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Figure 5.14: Comparison of LEE, NLH, and time-accurate methods for moderate back-
pressure amplitudes.
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Figure 5.15: Comparison of LEE, NLH, and time-accurate methods for large back-pressure
amplitudes.

In figure 5.16, a quadratic best-fit is found for ∆pm as a function of back-pressure amplitude

(expressed as a percentage). This plot shows the amplitude at varied back-pressures when

the reduced frequency is zero. Table 5.2 shows the curve-fitted coefficients for the expansion

of A.

A0: A1: A2:

LEE

4.97 - -

NLH

5.12 -1.05 0.0933

Time-Accurate

5.07 -1.41 0.159

Table 5.2: Curve-fitted coefficients for transonic similarity rule at κ = 0.
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Figure 5.16: Comparison of LEE, NLH, and time-accurate methods for large back-pressure
amplitudes.

Overall the LEE method is useful for capturing the perturbation solution when the back-

pressure amplitude is small or the reduced frequency is large. For the moderate and large

back-pressure amplitudes, the NLH method more closely resembles the full time-accurate

solutions.
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Chapter 6

Conclusion

6.1 Summary

The linearized Euler equations method and the non-linear harmonic method were both stud-

ied under the quasi-1D framework. The LEE method produced accurate predictions for

the first harmonic when considering only the small back-pressure amplitude and reduced

frequency cases. This limitation is most apparent for the transonic cases which present

time-averaged flow fields that differ significantly from the steady-state. The NLH method

strives to improve both the mean solution and the first harmonic via the cross coupling of

the equations and the introduction of higher-order corrections to the mean. As a whole, the

accuracy of the transonic cases was improved greatly yet some limitations still exist. For

flows in which the first harmonic is effected by significant non-linearities, the NLH does not

produce much better results than the LEE would on the same mean flow. Therefore, the

NLH method should be used on transonic cases of low to moderate reduced frequency and

back-pressure amplitude.
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6.2 Future Work and Recommendations

The primary goal of understanding these harmonic methods and linearized equations has

largely been achieved through the work presented. Further application of these methods to

the 2D and 3D transonic flutter problems will be initially guided by the findings from this

study. Using the LEE and the NLH methods for the flutter problem should yield similar

trends and results. Another case to be explored is that of a viscous fluid which means that

the Navier-Stokes equations will be used instead of the Euler ones. The motivation for this

viscous study is twofold; the study serves to better represent actual flow fields but also serves

the purpose of identifying the effects of the shock thickness on the linearized predictions.

In the viscous case, the shock is not a simple discontinuity and instead has finite thickness

meaning that the linearization occurs on a smoother base solution possibly leading to better

results. It will also be of benefit to explore other harmonic methods or variations introduced

by Giles, Hall, and He to try and tailor the method specifically for the flutter problem.
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