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Is It Worthy to Take Account of
the “Guessing” in the
Performance of the Raven Test?
Calling for the Principle of
Parsimony for Test Validation

Patrı́cia Silva Lúcio1
, Joachim Vandekerckhove2,

Guilherme V. Polanczyk3, and Hugo Cogo-Moreira4,5

Abstract
The present study compares the fit of two- and three-parameter logistic (2PL and 3PL) models
of item response theory in the performance of preschool children on the Raven’s Colored
Progressive Matrices. The test of Raven is widely used for evaluating nonverbal intelligence of
factor g. Studies comparing models with real data are scarce on the literature and this is the first to
compare models of two and three parameters for the test of Raven, evaluating the informational
gain of considering guessing probability. Participants were 582 Brazilian’s preschool children
(Mage = 57 months; SD = 7 months; 46% female) who responded individually to the instrument.
The model fit indices suggested that the 2PL fit better to the data. The difficulty and ability
parameters were similar between the models, with almost perfect correlations. Differences were
observed in terms of discrimination and test information. The principle of parsimony must be
called for comparing models.

Keywords
Raven, model selection, item response theory, Akaike information criterion, Bayesian information
criterion

Introduction

Item response theory (IRT) belongs to a class of model-based measurement, which estimates trait
level of some construct based on the pattern of person’s response to items and the items’ pro-
prieties itself (Lord, 1980). Such models allow estimating the probability of endorsing the item
given the person’s trait level (Reise et al., 2005). Due to its advantages over the classical test
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theory, in the lasts years IRT became the mainstream for measurement tests and expanded its
influence to other areas beyond cognitive and personality assessment, such as organizational and
clinical settings (e.g., Foster et al., 2017; Reise & Waller, 2009).

Traditional logistic models family are composed by the one-parameter logistic model (1PL; also
known as Rash model), the two-parameter logistic (2PL) model, and for the three-parameter logistic
(3PL)model (Lord, 1980). Roughly, the 1PL estimates the probability of endorsing an item based on
its difficulty, b, as compared with each person’s trait level (i.e., holding the amount of trait level
needed for passing or endorsing the item). In this model, discrimination (a) is equal among the
items, differently from the 2PL model, in which discrimination is freely estimated. According to
Reise et al. (2005, p. 95), “more discriminating items are better able to differentiate among in-
dividuals in the trait range around an item’s difficulty” (i.e., at b). Finally, the 3PL adds the parameter
c or guessing. It is appropriate for multiple-choice tests, in which the probability of success from
a very low-ability person in an item may be significantly higher than zero because of random
guessing (Diamond & Evans, 1973) or other factors such as plausibility of distractors (De Mars,
2010).

Two- and three-parameter models have clear advantages in relation to the 1PL, because 1PL
models present a strong assumption that the items present the same discrimination (Traub, 1983).
Both 2PL and 3PL models are suitable for cognitive tasks such as the Raven’s intelligence test
(Raven et al., 2003). In this instrument, is supposed that a single factor, g, underlies the subject’s
performance on the task (i.e., calling upon the unidimensionality assumption), which in turn is
composed by a set of multiple choice nonverbal problems which are dichotomously scored as
correct or incorrect. Comparing competing models via their model fit indices is important for
building up coherent assumptions for the reality, mainly for psychology, which is primarily
concerned to discovering plausible explanations about human behavior (Vandekerckhove et al.,
2015). Therefore, an accurate interpretation of the data depends closely on the choice of the model
that will represent it.

We found out only one study comparing the applicability of different IRT models for the
Raven’s test. Van der Elst et al. (2013) investigated the psychometric properties of the shortened
version of the Raven (Standard Progressive Matrices) in a sample of health adults. The authors
compared the responses under the 1PL and 2PL models and demonstrated that the estimated IQ
was very similar under both methods (an almost perfect correlation of .97). Nevertheless, the 2PL
produced better reliability indicators than the 1PL, especially considering IQ estimate range
between 75 and 110, what was attested by analysis of test information function curves and of
estimated reliabilities r = .90 and .80 for 2PL and 1PL, respectively.

Beyond the work of Van der Elst et al. (2013), we were able to found out only one studywith real
data whose intention was to compare fit index under different IRT models. Chernyshenko et al.
(2001) compared the fit index of two well-known personality tests, the Sixteen Personality Factor
Questionnaire (16PF) and the Big Five Personality Factor Scales under various IRT models in-
cluding 2PL and 3PL for dichotomously scored items. The results indicated that both 2PL and 3PL
models produced inconsistent χ2/df fit index (i.e., the goodness of fit depended on the subscale
considered). The authors discussed about the relevance of comparing models for attesting the
validity of instruments that assess psychological constructs, especially in noncognitive context.

The present study aims to compare the 2PL and 3PL under the one-dimensional (1D) models of
IRT in the performance of a sample of preschool children on the Raven’s Colored Progressive
Matrices (CPM). A previous study (Lúcio et al., 2019) showed that the intended theoretical
structure of the instrument (i.e., the general structure of the nonverbal intelligence or g-factor) fit
to the data in a 2PL 1Dmodel. Nevertheless, as the test of Raven comprises multiple-choice items,
the process of choosing the correct answer is susceptible to guessing (what can overestimate the
abilities of low ability subjects and those which perform random response). Therefore, it is
relevant to verify how worthwhile is sacrificing parsimony (i.e., choosing a model more complex
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or with more parameters) in favor of the best-fit model (i.e., if the 3PL prove to be the best model),
even if the data produced are not contradictory in relevant ways (Vandekerckhove et al., 2015).

Using real data for comparing competing IRT models are important for some reasons. First, the
estimates of item parameter and person abilities based on IRT mathematical models are un-
derpinned on a testable theory (Reise, 2015). In other words, the assumption that an unobserved
latent variable (or ability) explains the pattern of performance in a set of items may be formally
tested with the comparison of alternative models that could explain this pattern. Therefore, if
different models may represent the construct, it is important to formally test what models better fit
the data. This statement leads us to a second reason: as Hambleton (1994) remind us, models are
not correct or wrong, but they are or not useful for representing data. In other words, models are
used to explain or fit the data; therefore, scientists should pursue the best model among an
outspread of possibilities. Finally, and specifically talking about comparison between 2PL and
3PL models (the matter of the present article), although both models present the same functional
structure (i.e., 1D), the models differ in terms of complexity, calling upon parsimony issues when
evaluating the best model (Bonifay & Cai, 2017; Vandekerckhove et al., 2015). As Bonifay and
Cai (2017) discuss, complexity should not be judged based uniquely on the number of free
parameters, so other aspects of the models beyond the fit index should be taken in consideration
for model comparison. Therefore, both qualitative and quantitative elements should be considered
when comparing models (Vandekerckhove et al., 2015).

Method

Sample

The sample of this study comes from the baseline measures of the CPM from a cluster randomized
clinical trial (NCT02807831) designed to evaluate the effects of two interventions among pre-
schoolers: the oral language and the executive functions interventions compared with a control group.
The 582 preschoolers that composed the sample were randomly picked from 27 schools, nine from
each group. Age varied from 43 months to 73 months (Mage = 57 months and SD = 7 months; 46%
female).

Instrument

The Brazilian version of the CPMwas used (Angelini et al., 1999; Paula et al., 2018). The Raven’s
CPM (Raven et al., 2003) is a nonverbal intelligence test composed by 36 items, distributed in
three sets of 12 items (series A, Ab, and B). For each item, the subject must choose the missing part
that completes the pattern of one picture, being one correct response in six options. Although there
are six options of responses, the items are scored dichotomously (i.e., correct responses are scored
with 1 point and wrong responses with 0 point), so that the maximum total score in the original
version of the instrument is 36. A previous study (Lúcio et al., 2019) showed that for the sample of
the present study (i.e., preschool children), the 1D model fit better for the six first items of each
series of the instrument and thus the other items were removed for score composition (what
produced a total score of 18). Therefore, in this study we used this score composition for the
models comparisons (2PL and 3PL under 1D models).

Procedures

This study adheres to the ethical standards for research involving human being, as recommended
by the Committee on Publication Ethics (COPE). Only the children whose parents provided
written consent participated in the study. Trained psychologists tested the children individually in
a quiet room of their schools, according to instructions given in the test manual.
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Statistical Analysis

The IRT analysis was performed using the Mplus statistical program version 8.1 (Muthén &
Muthén, 2018) and classical analysis with SPSS 25.0. For the IRT, based on monotone ho-
mogeneity (see Mokken, 1971), where the item characteristic curves can differ from an item to the
next, the following assumptions were considered: local independence was checked via bivariate
Pearson standardized residuals, z-score (Agresti, 2019; Haberman, 1973). Traditionally, z-scores
exceeding|1.96| would indicate violations of local independence (i.e., reject the null hypothesis of
local independence). We computed standardized Pearson residuals (Haberman, 1973), which are
normally distributed z-scores.

Because the children were nested within 27 schools, the models take into account such
nonindependence where standard errors and a chi-square test of model fit were computed
considering such multilevel structure by command in Mplus called (TYPE = Complex) as
proposed by Asparouhov (2005, 2006); standard error computations use a sandwich estimator.
The 2PL and the 3PL under 1D models were performed using robust maximum likelihood
estimator. Mplus implemented a prior maximum likelihood parameter that helps 3PL model
convergence (see Asparouhov & Muthén, 2016), whereas previously large sample size (>1,000
participants) was necessary to run 3PL. Because the Raven has six options of responses, the
a priori probability (i.e., prior) for the guessing parameter was 1/6 or .1667.

For model fit, we used the Akaike and Bayesian information criteria (respectively, AIC and
BIC). Under maximum likelihood, both 2LP and 3PL do not generate the traditional model fit
index such as chi-square, comparative fit index (CFI), Tucker–Lewis index (TLI), and weighted
root mean square residual (WRMR), which area available under weighted least square mean and
variance adjusted (WLSMV) estimators (the latter is the default estimator when items are cat-
egorical in Mplus). Nevertheless, as indicated by Sen and Bradshaw (2017), both AIC and BIC
correctly select the correct model under IRT modeling. However, AIC and BIC penalize more
complex models (i.e., as the number of parameters increases, some loss in goodness of fit is
observed in the model). This is because both AIC and BIC indices consider the number of
parameters k in their numerators (i.e., 2k for AIC and k�ln�n for BIC), and models with smaller
AIC and BIC are selected, so it’s recommended to perform adjustments. Vandekerckhove et al.
(2015) presents the Akaiake and Schwarz weights (respectively, wAIC and wBIC) in equation
(14.4) of their chapter. This equation considers the difference between the information criteria (IC)
of the models (Δi), that is, it considers the relative performance and not the absolute AIC or BIC
values. When the difference between the two model AIC or BIC scores is more than 20, the wAIC
and wBIC will be near 1 for the better model and 0 for the others. (Because we are comparing only
two models, we performed the difference between the AIC and BIC of the 2PL and 3PL models.
When there are more models to be compared, we should consider the difference between the IC
of all models with the IC of better model, that is, the one that has the lower IC. For more details,
see Vandekerckhove et al., 2015.)

Information test curves were exposed, and for ability estimate (latent trait or person-fit)Mplus
SAVE = fscores function were used. Descriptive statistics were displayed for discrimination,
difficulty, ability, and raw scores. Pearson correlations and t test for related samples were per-
formed for comparisons between items parameters.

Results

Figure 1 shows the distribution of the standardized residual (z-scores), with 612 bivariate re-
siduals. As can be inspected by the picture, most of the bivariate standardized residuals are around
zero, ranging from �2.10 to 2.00 (M = �.01; SD = .659). Therefore, no meaningful deviations
were observed, meaning no evidence for local independences violations.
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For the 1D model of the 18 items of the Raven test (see Lúcio et al., 2019, Figure 1, for the
model representation), the 2PL presented better fit than the 3PL based on AIC and BIC (2PL—
AIC: 10,723.884; BIC: 10,881.077 and 3PL—AIC: 10,816.840; BIC: 11,052.629). The dif-
ferences between the scores were far away from 20 for both indices (respectively, 92.956 for AIC
difference and 171.549 for BIC difference, both greater for 3PL). Using equation (14.4) of the
chapter of Vandekerckhove et al. (2015), the wAIC for the 2PL was 1 � 2E-19 and the wAIC for
the 3PL was approximately 2E-19. The difference in the BIC scores was much bigger still, so the
wBIC for 2PL was essentially 1 and 3.6E-218 for the 3PL. Therefore, using these weighted
indices, the 2PL was the better model.

Figure 2(A) and (B) depicts the information test curve for the 2PL and the 3PL models,
respectively. As can be observed in Figure 2(A), for the 2PL the test is more informative for the
g-factor level between�2.0 and�0.5. Otherwise, Figure 2(B) presents a bimodal-like curve with
a peak of g-factor level between �2.0 and �0.5 and another (less informative) peak between 0.5
and 2.5.

Table 1 presents IRT 1D index of discrimination and difficulty of items for the 2PL and 3PL
models and the guessing parameter for the 3PL, as their respective standard errors. Bivariate
correlations (Pearson) showed significant (p < .001) relationship between discrimination index
(r = .75) and difficulty index (r = .99) of the two models (2PL and 3PL). The t tests for paired
samples showed significant differences between mean discrimination, t(17) = 2.549, p = .021, d =
0.42, with higher discrimination for 3PL, and no differences between difficulty means, t(17) =
1.579, p = .133, d = 0.05.

Descriptive statistics for ability estimate for the 2PL and 3PL models and for raw scores
are presented in Table 2. The Pearson correlations between the ability estimates achieved for
both models were high (r = .996, p < .001), and this correlation is depicted in Figure 3. The t-
test difference between the person fit obtained by the two procedures was not significant,

Figure 1. Distribution of the Pearson standardized residuals (z-score).
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t(581) = 0.151, p = .880, d < 0.001. As we can see in Figure 4(A) and (B), the latent trait
distribution obtained is very similar through both 2PL and 3PL. The correlations between the raw
score and the ability obtained through the 2PL (r = .986, p < .001) and the 3PL (r = . 978, p < .001)
were are also high, as expected.

Discussion

The present study aimed to compare the application of two equally structured models (i.e., 1D)
with different number of parameters, namely, the 2PL and the 3PL models of IRT, to a traditional
instrument of assessment of nonverbal ability. We used the reduced form of the Raven’s CPM
suitable for a sample of preschoolers (Lúcio et al., 2019), composed by the first six items of each of
the three series of the test (totalizing 18 items). Other studies confirmed that the reduced forms of
the Raven’s matrices produce results with similar psychometric properties to the long forms (e.g.,
Arthur & Day, 1994; Bilker et al., 2012). Using maximum likelihood estimators we performed
difficulty, discrimination, and ability estimates for both models and guessing parameter for the
3PL model.

Figure 2. Information test curve for the (a) 2PL and the (b) 3PL models.
Note. 2PL = two-parameter logistic; 3PL = three-parameter logistic.

6 Journal of Psychoeducational Assessment 0(0)



The AIC and BIC fit index showed that the 2PL better fit the data than the 3PL. This result is not
a surprise, given the tendency of both indices in penalizing model complexity because of the
presence of the number of adjustable parameters as multipliers in their respective formulas
(Vandekerckhove et al., 2015). Moreover, these crude indices do not accesses functional form
issues of the models, which brings concerns about considering complexity in terms of counting
parameters (see Bonifay & Cai, 2017, for a discussion). Therefore, in the present study we used
other procedures to compare the models. The first step was calculating the wAIC and wBIC scores
(i.e., a weighting measure based on the AIC and BIC scores of both compared models). Both
wAIC and wBIC were almost 1.0 for 2PL and essentially 0.0 for the 3PL, indicating that the 2PL
presented the best model-fit for this criterion.

Table 1. IRT Parameters for the 2PL and 3PL Models Obtained for the Reduced Form of the CPM.

Item

2PLM 3PLM

a SE b SE a SE b SE c SE

A1 1.094 0.138 �0.203 0.166 1.294 0.212 0.069 0.218 0.119 0.045
A2 3.183 0.678 �1.523 0.159 3.621 0.931 �1.444 0.151 0.102 0.021
A3 2.025 0.328 �1.678 0.148 1.990 0.341 �1.637 0.145 0.095 0.012
A4 1.981 0.260 �1.400 0.138 1.968 0.259 �1.356 0.127 0.078 0.012
A5 0.895 0.157 �0.474 0.168 0.901 0.160 �0.323 0.158 0.068 0.012
A6 1.059 0.148 0.165 0.122 1.250 0.206 0.383 0.135 0.095 0.023
AB1 1.610 0.222 �0.987 0.136 1.633 0.252 �0.890 0.140 0.083 0.015
AB2 0.931 0.154 �0.081 0.132 1.049 0.177 0.186 0.135 0.104 0.028
AB3 0.988 0.169 0.031 0.145 1.089 0.195 0.249 0.167 0.088 0.022
AB4 0.734 0.129 1.927 0.347 0.985 0.205 1.983 0.330 0.073 0.020
AB5 0.827 0.130 0.485 0.144 0.924 0.151 0.695 0.154 0.076 0.015
AB6 0.797 0.156 2.346 0.415 1.341 0.339 2.116 0.300 0.070 0.019
B1 2.931 0.564 �1.205 0.157 2.891 0.576 �1.180 0.151 0.073 0.018
B2 0.734 0.168 1.432 0.333 3.131 2.857 1.402 0.165 0.194 0.052
B3 0.790 0.141 0.422 0.174 1.085 0.204 0.797 0.251 0.144 0.059
B4 1.082 0.179 0.257 0.185 1.491 0.432 0.536 0.226 0.130 0.076
B5 0.777 0.176 1.985 0.389 1.564 0.620 1.786 0.260 0.100 0.037
B6 0.630 0.181 2.589 0.622 1.255 0.392 2.164 0.382 0.090 0.033
Mean 1.282 0.227 0.227 0.227 1.637 0.473 0.308 2.000 0.099 0.029
SD 0.764 0.153 1.136 0.137 0.802 0.628 1.262 0.076 0.032 0.018

Note. a = discrimination; b = difficulty; c = guessing; IRT = item response theory; 2PL = two-parameter logistic; 3PL =
three-parameter logistic; CPM = colored progressive matrices; PLM = parameter logistic model; SE = standard error.

Table 2. Descriptive Statistics for IRT Person Fit (Ability and Standard Error) for 2PL and 3PL Models
and for Raw Scores Derived From the Reduced Form of the CPM.

Variable Minimum Maximum Mean SD

2PL score �2.400 2.440 �0.001 0.878
2PL SE 0.350 0.660 0.477 0.066
3PL score �2.270 2.510 �0.001 0.885
3PL SE 0.370 0.610 0.470 0.040
Raw score 0.000 18.00 9.225 3.423

Note. IRT = item response theory; 2PL = two-parameter logistic; 3PL = three-parameter logistic; CPM = colored
progressive matrices; SD = standard deviation; SE = standard error.
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The graphic analysis of the test information curves (Figure 2(A) and (B)) showed that both
models are more informative for the individuals with nonverbal ability lower than the mean, that
is, the information peaked at latent trait between�2.5 and�0.5 (with information level around 9.5
for 2PL and 8.5 for 3PL). This is the range were the measurement error is lower for the instrument
(Embretson & Reise, 2000). The greatest difference between the models was that the 3PL
presented an additional peak of information (around 5.5), at latent trait between 0.5 and 2.5,
meaning that this model covered a wider range of ability levels with measurement precision. We
were not able to find out similar analysis for the Raven’s CPM, but using a sample of Italian and
English adults, Chiesi et al. (2012) showed that the information function of the short form of the
Advanced Progressive Matrices peaked at latent trait between �1.0 and 1.0 in a three-parameter
model. In the Van der Elst et al. (2013) study with Dutch adults the test information of 2PL was
higher for ability estimates between �2.0 and 0.0, using the short version of the Standard
Progressive Matrices. Despite the differences between samples and tests, it seems that the test
information for the 2PL may be higher for lower ability individuals whereas the test information
for the 3PL reaches peak at a wider range of abilities. More studies are necessary for tracing
a picture of modeling differences in test information.

As expected, the discrimination index were significantly different between the two models
(higher for the 3PL), despite the correlation was pretty high (.75). As the 3PL adds a probability
of correcting response by chance, the lower asymptote a prior probability of not being 0.0 at the
Y-axis and, therefore, some differences are expected in discrimination. The addition of the
guessing parameter may have increased the item’s capacity of distinguishing between person’s
ability of correctly endorsing items (i.e., a). For Table 2, it is possible that these differences are
loaded at the higher difficult items (series B), which are more susceptible to guessing. Thus, the
capacity of estimating guessing may have produced higher discrimination index for the 3PL.
Contrariwise, no differences between the models were observed between the difficulty indices and
the persons’ fit. This suggests that both models are accurately well in determining the amount of

Figure 3. Correlation between latent traits (ability) obtained through the 2PL and the 3PL models.
Note. 2PL = two-parameter logistic; 3PL = three-parameter logistic.
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latent trait necessary to endorse the item (i.e., b) and the estimate of persons’ ability based on the
response pattern (i.e., latent trait).

The approach of estimating the c or guessing parameter seemed to be adequate for the 3PL (M =
0.099; SD = 0.029). As De Mars (2010) point out, the guessing parameter can fall below or above
that 1/number of options of the test (i.e., not always guessing presents a literal random meaning,
because different factors may improve or decrease the chance of endorsing an item entirely by
random). Typically, c is lower than 1/number of options in well-developed tests, probably because
distractors functions correctly and people with low-ability may choose the correct response fewer
times than by chance. For the Raven test, the expected probability of answer by chance would be
.1667 (because there are six options of answers). In the present research, the freely estimated
guessing (c) parameter was not higher than .14 (item B3).

Finally, we should point some limitations and future developments for this research. First, we
contrasted 2PL and 3PL models because they are readily related to the scores derived from the
Raven test: it presents a 1D construct, its items are dichotomously corrected, and it is susceptible
to guessing (because it is multiple-choice test). Another possibility for data analysis is, for
example, using IRT for polytomous items such as the graded response model (Samejima, 1968). In

Figure 4. Latent traits distribution for the sample with the (a) 2PL and (b) 3PL models (note that the
count in the Y-axis is slightly different in both (a) and (b)).
Note. 2PL = two-parameter logistic; 3PL = three-parameter logistic.
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the Raven test, there are categories of responses that could be associated to a certain pattern of
reasoning (e.g., the respondent can mismatch the target because he or she presents difficulty in
encoding relevant information for the problem-solving). This is an application that could be
performed in a more integrative view of the responses to the test (and therefore for the abilities of
the respondents). Second, some observations should be done about the use of IRT-theta scale as
score scale, which may limit the extent of our results. Kolen and Brennan (2014) question the
utility of such scale for paper and pencil tests because ability derivation depends on the pattern of
answers, what can be derived for computerized tests (i.e., two individual with the same total scores
my present different latent level because of the kind of items they corrected or missed). However,
the raw score is highly correlated with latent ability, as demonstrated in this study for the almost
perfect correlation for both models (.986 for the 2PL and .978 for the 3PL). Therefore, raw score
may be a proxy of the ability and, thus, there is some utility in deriving this measure for the models
under interest. Finally, another issue put by Kolen and Brennan is trickier. The authors point out
that under IRT the measurement error is typically greater for examinees with extreme scores,
which makes latent trait estimates less reliable for these groups than classic score-derivatives, such
as z score. The stability of latent trait estimates for extreme groups, and hence our reliance on the
interpretation of summary statistics and the correlations derived from these data, should be
explored in future research.

Conclusion

The present study compared the 2PL and 3PL 1D logistic models of IRT in the performance of
preschoolers from Brazil on the Raven’s CPM. The instrument is suitable for both models because
it supposes that a single latent trait (i.e., g factor) underpins the performance and is composed by
dichotomously corrected multiple-choice items. Although the AIC and BIC estimators showed the
superiority of 2PL under the 3PL, as its weighted derived measures (i.e., wAIC and wBIC), the
comparison of the parameters generated showed that the models were quite similar, with some
superiority of the 3PL in regard of the range of coverage of the test information function and the
discrimination parameter.We conclude that both models fit well, but for the principle of parsimony
it’s worthwhile using the 2PL. For the practitioners, this found is relevant because it adds in-
formation about the construct validity of the instrument, meaning that the interpretations derived
from the items’ scores are in some extent trustworthy. In other words, guessing may be not relevant
for score composition. This is a well-come result for users, mainly considering that the peak of
information of the instrument (i.e., greater reliability) is at lower trait levels, were guessing is more
susceptible to take place.
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