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Re Reynolds number
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Sc Schmidt number
T temperature (K)
t time (s)
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domain at ȳ = 0.5 and ȳ = 3, respectively. Results are obtained for β
= 5 and different values of dimensionless applied electric field, α. . . . 42
3.5 Vapor mass fraction in air along the length of the domain at ȳ = 3
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Glossary

Anode: The anode is the electrode at which electrons leave the cell and
oxidation occurs.

Cathode: The cathode is the electrode at which electrons enter the cell
and reduction occurs.

Cathode fall region: The region near cathode across which most of the
potential drop happens.

Contact glow discharge electrolysis (CGDE): When the conditions
of glow-discharge electrolysis are established with both electrodes being in
contact with the electrolyte, the process is called contact glow-discharge
electrolysis.

Electrode: An electrode is an electrical conductor used to make contact
with a nonmetallic part of a circuit. An electrode in an electrochemical cell
is referred to as either an anode or a cathode.

Electric Double Layer (EDL): A model of the interface between an elec-
trode and the solution close to it. In this model a sheet of one type of
electrical charge surrounds the surface of the electrode and a sheet of the
opposite charge surrounds the first sheet in the solution.

Electrochemical cell: An electrochemical cell is a device capable of either
generating electrical energy from chemical reactions or facilitating chemical
reactions through the introduction of electrical energy.

Electrolytic cell: An electrolytic cell is an electrochemical cell that under-
goes a redox reaction when electrical energy is applied. An electrolytic cell
has three parts, an electrolyte and two electrodes (a cathode and an anode).
The electrolyte is usually a solution of water or other solvents in which ions
are dissolved.

Glow-discharge (GD): An electrical discharge that passes through a gas at
low pressure and causes the gas to become luminous. The glow is produced
by the decay of excited atoms and molecules.

Glow-discharge electrolysis (GDE): If an electric discharge is passed
to a conducting solution (electrolyte) from an electrode placed in the gas
space above the solution surface, chemical reactions can be brought about in

xiv



the liquid phase and the process is referred to as glow-discahrge electrolysis
(GDE). The fundamental difference between glow-discharge electrolysis and
glow-discharge is that the solution itself is one of the electrodes and the
reactions of interest are those which occur within the liquid phase. Research
has shown that the charge transfer is only a minor factor in GDE, and the
chemical effects are produced by charged particles which are accelerated
in the potential fall near the electrolyte surface and enter the liquid with
relatively high energies and can dissociate or excite solvent molecules by
collisions, in addition to entering into charge-transfer reactions, and the
chemical effects are analogous to those produced by ionizing radiations [7].

Ion: An atom or group of atoms that has either lost one or more electrons,
making it positively charged (a cation), or gained one or more electrons,
making it negatively charged (an anion).

Normal electrolysis: The production of a chemical reaction by passing an
electric current through an electrolyte is termed as normal electrolysis or just
electrolysis. In electrolysis, positive ions migrate to the cathode and negative
ions to the anode. The reactions occurring depend on electron transfer at
the electrodes and are therefore redox reactions. At the anode, negative ions
in solution may lose electrons to form neutral species. Alternatively, atoms
of the electrode can lose electrons and go into solution as positive ions. In
either case the reaction is an oxidation. At the cathode, positive ions in
solution can gain electrons to form neutral species. Thus cathode reactions
are reductions.

Polar solvents: Polar solvents are compounds such as water and liquid
ammonia, which have dipole moments and consequently high dielectric con-
stants. These solvents are capable of dissolving ionic compounds or covalent
compounds that ionize.

Plasma: A collection of charged particles containing about equal numbers
of positive ions and electrons and exhibiting some properties of a gas but
differing from a gas in being a good conductor of electricity and in being
affected by an electromagnetic field.

Radicals: An atom or group of atoms with an unpaired valence electron.
Free radicals can be produced by photolysis or pyrolysis in which a bond
is broken without forming ions. Because of their unpaired valence electron,
most free radicals are extremely reactive.

xv



Reverse-osmosis: A method of obtaining pure water from water containing
a salt, as in desalination. Pure water and the salt water are separated by a
semipermeable membrane and the pressure of the salt water is raised above
the osmotic pressure, causing water from the brine to pass through the
membrane into the pure water. This process requires a pressure of some 25
atmospheres, which makes it difficult to apply on a large scale.

Redox (reduction-oxidation): Originally, oxidation was simply regarded
as a chemical reaction with oxygen. The reverse process (loss of oxygen)
was called reduction. Reaction with hydrogen also came to be regarded
as reduction. Later, a more general idea of oxidation and reduction was
developed in which oxidation was loss of electrons and reduction was gain
of electrons. This wider definition covered the original one.
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Abstract

Contact glow discharge electrolysis for liquid waste

processing
Neeraj Sharma

Ph.D. in Mechanical Engineering

Professor Gerardo Diaz, Advisor

University of California, Merced

2014

With the growing scarcity of water resources and increasing demand in energy,
research efforts in effective water treatment and liquid waste management have
been expanding steadily. The ability of UV light present in various electric dis-
charges to disinfect water makes the use of plasma based technologies an effective
alternative to the traditional methods like reverse-osmosis, distillation, etc. The
interaction of plasmas with liquids has been a subject of current research and the
present thesis includes both experimental and theoretical work done to better un-
derstand the physics of contact glow discharge electrolysis applied to waste water
treatment.

Other aspects of the interaction between electric fields and electrolytes have
also been analyzed in this work. For instance, electric double layer theory has
been used to model the interaction between electric field and liquid waste close
to the solid surface incorporating joule heating and evaporation. The presence of
the electric field results in a coupling of the momentum, energy, and mass transfer
equations which are solved simultaneously with the Poisson-Boltzmann equation
that describes the electric potential distribution. The results show that the rate
of evaporation at the air-liquid interface is a strong function of the applied electric
field and bulk ion-concentration.

Temperature patterns observed in electrolytic cell experiments has been ex-
plained using buoyancy-driven flow model. As the heating element does not extend
along the entire axial length of the cylindrical tank, this configuration displays
very particular vortex patterns inside the cell and divides the domain into two
regions of different temperatures.

To model electrohydrodynamics accurately, boundary conditions for Navier-
Stokes equations are revisited and a new formulation has been proposed to numer-
ically solve the Navier-Stokes equations. The proposed formulation is particularly

xix



suitable for transient problems including start-up problems. In addition, a novel
projection scheme has been proposed which is coupled with Navier-Stokes algo-
rithm to produce numerical solutions on non-staggered grids, which is 2nd order
accurate in both space and time. The proposed projection scheme is also suitable
for generating compatible initial data from given initial data at the start of any
numerical simulation. The methodology developed can be adapted to study the
dynamics of plasma based on a two-fluid formulation.
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Chapter 1

Introduction

1.1 Background

Scarcity of water resources and increasing global demand for clean energy
has provided the need for research and development in the area of sustainable
and renewable energy application to waste water management. Use of electric
discharges in water treatment is not new but the physics behind the interaction of
electric discharges with liquid waste has not been fully understood. The present
dissertation has made a contribution in the following areas:

1. Experimental study of contact glow discharge electrolysis under new opera-
tional range of voltage and current.

2. Experimental study of CGDE in the presence of liquid waste and biomass
along with the study of the role of nonconducting medium (pebbles) in
preventing the direct arcing under higher current conditions.

3. Experimental study of the application of CGDE in steam production from
liquid waste.

4. Modeling the interaction between electric fields and fluid near the surface of
nonconducting medium using the theory of electric double layer.

5. Modeling the buoyancy driven flow in the presence of an electrode using
the weakly compressible flow equations and without making the Boussinesq
approximation which is not valid under the conditions of higher driving
temperature difference. This analysis can be coupled with the analysis done
using electric double layer theory to simulate the interaction of electric field
and fluid at the fluid-air interface.
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Chapter 1. Introduction

6. Contact glow discharge present near the cathode is modeled using the DC
plasma equations which can be extended to include the contributions from
other plasma reactions and coupling it with the analysis done in the fluid
for a complete modeling of CGDE.

7. A new fully explicit finite-difference scheme for solving transient Navier-
Stokes equations on a nonstaggered grid has been proposed. To verify the
accuracy of the scheme, it has been implemented using Sparse matrix struc-
ture in Matlab for a well known benchmark problem of driven cavity and
the results are compared with the known benchmark results from the litera-
ture. So far similar schemes are known to give checkerboard oscillations. As
modeling the fluid part is integral to modeling the plasma-fluid interactions
which are inherently of transient nature, the new scheme can be applied to
track the transient behavior more accurately.

The following subsections give a brief overview of the existing state of the art
in the related areas.

1.1.1 Contact glow discharge electrolysis

Retracing the early history of electrochemical discharges, Wüthrich and Mandin
[8] attributed the first description of electrochemical discharges to the work of
French physicists Hippolyte Fizeau and Léon Foucault [9] published in 1844. The
authors in [8] also mentioned the work of Jules Violle and Michel Chassagny [10]
published in 1889 which described how normal electrolysis established in a cell
with two platinum electrodes dipped in sulphuric acid gave rise to a new effect
above a certain voltage in which the thinner electrode became surrounded by a
gas film with electrochemical discharges taking place inside the film. In particular,
the field of electrochemical discharges in aqueous solutions has been studied and
expanded considerably since Kellogg [11] first reported similarities between anode
effect in molten electrolysis and electrochemical discharges in aqueous solutions
at high current density. Kellog concluded that when the electrode temperature
reached the boiling point of the electrolyte, normal operation of the anode was
found to cease and the cell entered a “transition period,” which instantaneously
changed to “aqueous anode-effect” when the voltage was raised beyond a critical
value. Hickling and Newns [12] studied similar discharges in liquid-ammonia so-
lution and noted the similarity of the chemical effects to those produced in glow
discharge electrolysis generated by passing a discharge to the surface of the solu-
tion at reduced pressure [13–16]. They noted that, at low voltages, conventional
electrolysis was established in the electrolytic cell but upon increasing the volt-
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age beyond a threshold, conventional electrolysis broke down resulting in a sud-
den increase in voltage across the electrodes and a reduction in current through
the cell with the anode surrounded by a greenish discharge. They named the
process “contact glow discharge electrolysis” to differentiate it from the process
in which one electrode is not directly in contact with the electrolyte. Hickling
and Ingram [7] further studied contact glow discharge electrolysis to find out its
characteristic features, chemical effects and the reason for the breakdown of con-
ventional electrolysis. They concluded that such a breakdown can be expected
whenever current density near the electrode with smaller area was high enough
for joule heating to cause local vaporization of the solvent. More recently, Sen-
gupta et al. [17] studied contact glow-discharge electrolysis and identified solvent
vaporization near an electrode and the onset of hydrodynamic instabilities in sol-
vent vaporization at the electrode as two prime factors for transition of normal
electrolysis to CGDE. Gangal et al. [18] examined the applicability of Helmholtz-
Taylor’s boiling heat transfer theory to the breakdown of normal electrolysis and
the transition to CGDE. They found that anolyte surface tension, the anode wire
dimension, and the anode material affect the critical voltage necessary for the
breakdown of normal electrolysis.

Since then contact glow discharge electrolysis has been used in various applica-
tions. Harada et al. [19] used it in synthesis of uracil and thymine. Under the name
of “plasma electrolysis” it finds numerous applications in surface engineering, an
extensive review of which has been presented by Yerokhin et al. [20]. Wüthrich
et al. [21] studied physical principle and miniaturization of spark assisted chem-
ical engraving. They observed that by adding surfactants to the electrolyte, the
critical voltage reduces significantly. Gao et al. [22] studied the oxidative degrada-
tion of acridine orange under different mediums, pHs, and voltages using CGDE.
More recently, plasma electrolysis has been used to generate hydrogen which has
attracted a lot of attention [23–27] due to the importance of hydrogen as a fuel
and the interest in reducing carbon emissions. Hu et al. [28] conducted a study
on water treatment induced by plasma with CGDE and reported oxidative degra-
dation of eight kinds of dyes in aqueous solution. Mandin et al. [29] presented
the electrochemical engineering modeling of two-phase electrolysis properties at
electrode vicinity.

Most of the research in CGDE has been carried out under relatively low values
of current (1 A). The present research explores the CGDE under higher values of
current (10-40 A). As a result of higher current densities present in the system, the
chances of direct arching between the electrodes increase. To prevent the forma-
tion of arc between electrodes which may result in material failure, nonconducting
material (pebbles) has been introduced between the electrodes which results in the
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formation of the electric double layer around the surfaces of the nonconducting
pebbles. In the present dissertation the effect of the electric double layer as well
as the current and voltage characteristics at new operating conditions have been
studied.

1.1.2 Liquid film evaporation in the presence of an electric
field

In the present dissertation various aspects of contact glow discharge electrolysis
are studied with the aim to better understand the interaction of electric discharges
and liquid waste. A mathematical model is developed to understand the evap-
oration of liquid films in the presence of electric fields. Liquid-film evaporation
and condensation have been extensively studied in the past due to the interesting
transport phenomena involved and the many applications of these processes in a
variety of areas that include renewable energy, chemical distillation, air condition-
ing, cooling towers, drying, desalination, liquid film evaporation, heat and mass
exchangers, and desiccant systems, among others.

Mathematically, the process of falling film evaporation is similar to that of
falling film condensation [30]. The heat transfer mechanism in liquid films occurs
due to conduction and convection inside the film where phase change takes place
at the air-liquid interface [31]. Chun and Seban [32] studied the process of heat
transfer in evaporating liquid film on a heated vertical tube under nonnucleat-
ing conditions. Their purpose was to estimate the heat transfer coefficient. No
temperature distribution inside the liquid film was presented in their study. The
process of heat transfer to a liquid film draining off a vertical plate was studied
numerically by Isenberg and Gutfinger [33]. The temperature distribution inside
the liquid film was obtained under the assumption of creeping flow. The temper-
ature distribution in the gas side was not calculated. The lack of experimental
data prompted Chandra and Savery [34] to study heat and mass transfer over
a vertical falling film under forced convection. The nonhomogeneous boundary
conditions were specified by using measured temperature and concentration dis-
tributions along the gas-liquid interface. The problem of evaporation and heating
with turbulent falling liquid films was studied by Seban and Faghri [35]. An ap-
propriate turbulence model was examined and more experimental results were
obtained with essentially the same apparatus used by Chun and Seban [32]. The
evaporation of water into a laminar stream of dry air, humid air, and superheated
steam was studied numerically by Chow and Chung [36]. The focus of their study
was to investigate the physical reasons for the existence of the inversion tempera-
ture and to discuss the suitability of the one-third-rule for defining the reference
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temperature and mass concentration. Their paper presented the mathematical
formulation of the heat and mass transfer on the air side and at the liquid-air in-
terface. Schröppel and Thiele [37] studied heat and mass transfer in laminar and
turbulent boundary layer flows of gas over a vaporizing liquid film. The liquid film
was considered stationary with a constant thickness. The heat and mass trans-
fer effects on the liquid film were not presented. Yan et al. [38] experimentally
studied the evaporative cooling of liquid film through interfacial heat and mass
transfer in a vertical channel. The theoretical model for the same process was
discussed in a separate paper by Yan and Lin [39]. The model was simplified by
neglecting inertia in the momentum equation and the normal convection term in
the heat equation for the liquid film flow. Making similar assumptions, Yan and
Soong [40] numerically studied the convective heat and mass transfer along an
inclined heated plate with film evaporation. Mezaache and Daguenet [41] studied
film evaporation along an inclined plate for various inlet conditions using a two-
dimensional boundary-layer model. Jabrallah et al. [42] studied convective heat
and mass transfer involved in the evaporation of a falling liquid film in closed
rectangular cavity with constant wall heat flux.

The effect of the application of an electric field to a fluid containing free ions,
i.e. an electrolyte, has been studied by several authors. Rice and Whitehead [43]
analyzed theoretically the effect of electrokinetic radius on the electrokinetic flow
in a narrow cylindrical capillary tube under the Debye-Hückel condition. In order
to see whether the theory could be reasonably extended to the higher values of
surface potential, they proposed to obtain a numerical solution of the Poisson-
Boltzmann equation for a cylindrical capillary and compare it with the approxi-
mate solution. Levine et al. [44] extended the theory developed in [43] to higher
zeta-potential, that corresponds to the potential at the shear surface between the
charged surface and the electrolyte solution [30]. They developed an analytical ap-
proximation to the solution of the Poisson-Boltzmann equation within a capillary
tube. It is known that some materials immersed in an electrolyte solution develop
a surface charge. Helmholtz proposed in the nineteenth century that this surface
charge is balanced by a layer of oppositely charged ions that is known as the
electric double layer (EDL). The effect of the electric double layer near the solid-
liquid interface and the flow induced electrokinetic field on the pressure-driven
flow through a rectangular microchannel were analyzed by Yang et al. [45]. Both
the velocity and the temperature fields for various conditions were determined for
steady-state fully-developed laminar flows. It was shown that for aqueous solu-
tions of low ionic concentration and a solid surface of high zeta potential, the liquid
flow and heat transfer in rectangular microchannels are significantly influenced by
the presence of the electric double layer. The characteristics of electroosmotic flow
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(EOF) in rectangular microchannels were investigated numerically by Arulanan-
dam and Li [46]. The results demonstrated the significance of geometry effects,
ionic concentration, and zeta potential on EOF. The energy equation was not
included but it was indicated that for the conditions analyzed, the thermal effects
were negligible. Hsu et al. [47] studied the electrokinetic flow through an ellipti-
cal microchannel under the basis of three boundary conditions: constant surface
potential, constant surface charge density, and charge regulated surface. Jamaati
et al. [48] considered the effect of slip at the walls for pressure-driven electroki-
netic flows in planar microchannels. Their study indicated that liquid slip at the
walls could increase the induced voltage significantly. A mathematical model was
developed to study the electrokinetic effects on pressure-driven liquid flow in a
parallel slit by Chen et al. [49]. The model included the general Nernst-Planck
equation to describe anion and cation distribution, the Poisson equation to de-
termine the electrical potential profile, and the modified Navier-Stokes equation
to determine the velocity flow field. The results showed that the presence of the
EDL in the developing flow decreases the fluid velocities. It was also shown that in
the developing regime the electrical potential and the electrical net charge density
predicted by using the Nernst-Planck equation and the Boltzmann distributions
were very different.

In the literature related to liquid-film evaporation, heat transfer to the fluid
is generally specified at the boundary, in terms of either wall temperature or heat
flux, or as a volumetric heat generation term. In the present work, the heat source
results from an externally applied electric field which also has an effect on the fluid
velocity distribution. The effect of the application of an electric field on the rate
of evaporation and temperature distribution in an electrolyte film in contact with
moist air is the focus of mathematical model presented.

The inclusion of nonconducting medium in the system analyzed in the present
dissertation prompted the study of electric double layer in the context of CGDE.

1.1.3 Buoyancy driven flows with partially immersed elec-
trode

The literature related to the mathematical modeling of buoyancy driven flow
in the presence of partially immersed electrode acting as a heating element was
also surveyed. This phenomenon occurs in electrolytic cells used to process liquid
waste.

Natural convection heat transfer and fluid flows have been studied in various
configurations by many researchers with applications ranging from passive cooling
of electronics to heat transfer in nuclear fuel rods. Bazylak et al. [50] studied nat-
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ural convection in an enclosure with distributed heat sources. Their heat sources
were located at the bottom wall and they found that spacing equal to that of source
length provided the most effective heat transfer. Convective heat transfer from
four in-line simulated electronic chips in a vertical rectangular channel using water
as the working fluid was studied experimentally in [51]. They analyzed the effect
of heat fluxes, flow rates and geometrical parameters such as chip number and
developed empirical correlations using Nusselt, Reynolds and Grashof numbers,
based on channel hydraulic diameter. Chadwick et al. [52] studied both experi-
mentally and theoretically the natural convection from two-dimensional discrete
heat sources in a rectangular enclosure and found that the location of heat source
near the bottom of the enclosure maximizes the heat transfer in high Grashof
number range. Buoyancy convection in the presence of mutually orthogonal heat
generating baffles has been studied in [53] in a square cavity with walls subjected
to an isothermal temperature or outward heat flux. The problem was formulated
and solved in terms of vorticity-stream function for various configurations of the
baffles. Keyhani et al. [54] performed an experimental study of natural convection
with discrete heat sources in an ethyl-glycol filled vertical cavity. With the help
of heat transfer data and flow visualization, they found that stratification was the
primary factor influencing the temperature of heated sections. Effective boundary
conditions at the open side of two and three dimensional open-ended structures
was studied in [55, 56]. Convective heat transfer in vertical or inclined annular
enclosures with either constant heat flux at the inner wall or constant temperature
at inner wall have been studied both experimentally and theoretically by various
authors [57–63]. Reddy and Narasimham [64] performed a numerical study of
conjugate natural convection in a vertical annulus with centrally located verti-
cal heat generating rod as the driving source using pressure-correction algorithm
with the problem formulated in primitive form. Their study has applications in
spent nuclear casks and electrical and electronics equipment where temperature
distribution in the central vertical rod is of interest.

More recently, the numerical study of natural convection in a vertical annulus
with localized heat source was done in [65]. Their study focused on the effect of
size and location of a single isoflux heat source on the buoyancy induced convection
in a cylindrical annulus. They found that the rate of heat transfer is an increasing
function of radii ratio of the annulus. They also determined that the placement of
the heater near the center of the cylinder avoided hot spots and yielded maximum
heat transfer.

Most of the studies found in literature related to convection in vertical annu-
lus with either discrete or continuous heating source or constant wall temperature
employ the Boussinesq approximation which limits the driving temperature dif-

7



Chapter 1. Introduction

ferences to relatively low values. A recent notable exception to this approach
being [66], in which the authors have studied non-Boussinesq conjugate natural
convection in a vertical annulus with axial heat generating rod which extends
along the entire length of the outer cylinder.

The present study is aimed at formulating the steady-state natural convection
in a partial annulus in the general framework of weakly compressible flow with-
out applying Boussinesq approximation. The Rayleigh number still limits the
applicability of a laminar flow model. The configuration studied in the present
dissertation has the inner cylindrical heating element extended only partially into
the outer cylinder. This configuration finds applications in heating of fluids us-
ing partially immersed heating elements. Convection in a electrolytic cell with a
partially immersed electrode can also be represented by the present configuration
with the additional electro-chemical processes affecting the heat transfer and fluid
flow.

1.2 Motivation and outline of dissertation

This dissertation presents experimental and theoretical research based on ex-
periments of contact glow discharge electrolysis of liquid waste conducted at the
Sustainable Plasma Gasification Lab at UC Merced.

The experimental setup consisted of an electrolytic cell used for the generation
of steam from liquid waste. Another set of experiments was conducted in a smaller
scale electrolytic cell to study other aspects such as the contact glow discharge
electrolysis in the presence of biomass.

The experimental research included in this dissertation pertains to understand-
ing of plasma-liquid interaction and the process of generation of steam from liquid
waste using contact glow discharge electrolysis in an electrolytic cell. To better
understand the underlying physics, a mathematical model of evaporating liquid
film in the presence of applied electric field was developed. A temperature strat-
ification was observed in the electrolytic cell which motivated the development
of mathematical model of buoyancy driven flow in the presence of partially im-
mersed heating element to explain such temperature distribution without making
Boussinesq assumption.

Further, glow discharge present near the cathode was modeled using plasma
equations. As water vapor is the most abundant species present in the glow dis-
charge region in experiments carried out in the present dissertation, the method-
ology was applied to run a simulation with water vapor filling the region between
the electrodes. Results are shown to be extremely sensitive to the electric field
boundary conditions.
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With the aim to better understand the interaction (confined to a very thin layer
near solid boundaries and free surfaces) between electric field and charges present
in the liquid waste in the form of ions and include them as a part of boundary
conditions, we revisited Navier-Stokes equations and the accompanying boundary
conditions. A survey of pertinent literature made us aware of the issues related
to the boundary conditions of Navier-Stokes equation. A need to delve deeper
into the modeling aspect of Navier-Stokes equations and corresponding boundary
conditions became apparent. As a result, a new formulation is presented to solve
transient Navier-Stokes equations on nonstaggered grids. A computer code has
been developed using the sparse matrix structure in Matlab for implementing
the new formulation and the results are compared against the well established
benchmark problem of driven cavity.
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Chapter 2

Experimental: CGDE applied to
liquid waste

This chapter includes various experiments performed to better understand the
interaction between contact glow discharge electrolysis and liquid waste. First
the experimental setup is described in detail followed by experimental procedure.
Various current and voltage characteristics along with relevant explanation are
described in results and discussion. Finally we describe another set of focused
experiments carried out to quantify the amount of steam generated and the effi-
ciency of CGDE in generating steam. Work presented in this chapter has been
published [67–69].

2.1 Experimental Setup

Experiments were performed at the Sustainable Plasma Gasification Lab at
UC Merced. The equipment used corresponded to the patented HiTemper� elec-
trolytic cell from Foret Plasma labs [1]. A preliminary set of tests aiming to
measure electrolyte temperature distribution were conducted in an electrolytic
cell with an anode composed of a stainless steel container of 270 mm in diameter
and 260 mm in height, as shown in Fig. 2.1. The cathode is a graphite electrode
with a diameter of 8 mm that is positioned along the central axis of the container.
The effect of electrolyte concentration is analyzed by testing NaHCO3 solutions
with concentrations of 1% and 2% by weight in distilled water, and NaCl solutions
with a concentration of 1%.

Power was provided by an ESP-150 power supply manufactured by ESAB with
a control console developed by Foret Plasma Labs [1]. The unit has a current range
between 0 and 150 Amperes and a maximum voltage of 380 Volts. A potentiometer
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Figure 2.1: Stainless steel electrolytic cell utilized for the first set of experiments.
T1, T2, and T3 correspond to temperature measurements taken at depths of h1,
h2, and h3, respectively.
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knob on the power supply panel is used to set the current level during tests.
Three thermistors equally spaced along the radius of the container were placed
at various depths from the surface of the electrolyte to measure the temperature
variation with respect to depth and radial distance. The temperature scale of the
thermistors covers a range between -40◦C and 230◦C with a resolution of 0.1◦C.
Figure 2.1 shows the location of the thermistors where h1 = 20 mm, h2 = 100 mm,
and h3 = 150 mm. The cathode was submerged at a depth h = h1. Table 2.1 gives
the values of various parameters used in the experiment. A National Instruments�

data acquisition system was used along with NI LabVIEW� to record current,
voltage, and temperatures with measurements taken every two seconds. Current
values were measured with a Veris direct current sensor model H970HCA with a
maximum current range of 200 A and ±3% of accuracy at full scale. Voltages
were read directly from a remote control connecting pin on the power supply.

Table 2.1: Values of various dimensions and parameters in experimental setup.

Parameter Unit Values
Diameter of electrolytic cell mm 270
Height of electrolytic cell mm 260
Height of electrolyte surface mm 140
Depth of cathode submerged in electrolyte mm 20
Concentration of NaHCO3 electrolyte % by weight 1 and 2
Concentration of NaCl electrolyte % by weight 1

2.2 Experimental Procedure

The electrolytic cell was filled with electrolyte solution until the electrode was
submerged to a depth h = 20 mm, as seen in Fig. 2.1. The potentiometer knob at
the power supply panel was set to a low position that remained fixed throughout
the experiment. Higher potentiometer settings in this configuration resulted in
high power densities at the cathode surface generating excessive water splash and
free-surface motion producing a variable wetting of the cathode and thermistors
during tests. Therefore, power was kept at moderate levels to ensure uniform wet-
ting of electrode and thermistors. The potentiometer limits the amount of current
flowing between the electrodes but the power supply allows variation of voltages
and currents depending on the physical parameters affecting the process. At the
start of each experiment the electrolyte solution, NaHCO3 or NaCl in distilled
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water, was near room temperature and the cell operated in conventional electrol-
ysis mode, also called, normal or conventional electrolysis. The temperature of
the electrolyte solution increased due to Joule heating resulting in a higher rate
of evaporation that lowered the liquid level in the cell, thereby, decreasing the
submerged length of the cathode and further increasing electric current density
near the cathode. At a critical value of current density and when the solution
temperature near the cathode approached its boiling point, the operating mode
in the cell transitioned from normal electrolysis to contact glow discharge mode
generating a visible glow and enhancing the volumetric heat generation rate near
the cathode, substantially increasing steam production.

2.3 Electrochemical Reactions

Once flow of current is established due to the presence of an electric field, the
overall reaction for the electrochemical process in a solution of NaHCO3 in water
becomes [70,71]:

4NaHCO3 + 2H2O −→ 2H2 +O2 + 4CO2 + 4NaOH (2.1)

Some of the most common reactions between electrons and neutral water molecules
in plasma are listed in Table 2.2.

Table 2.2: Reactions between electrons and neutral water molecules in plasma [4].

Type of reaction Reaction Threshold (eV)
Ionization H2O+ e −→ H2O

+ + 2 e 13.0
Ionization H2O+ e −→ OH+ +H+ 2 e 15.0
Ionization H2O+ e −→ O+ +H2 + 2 e 22.5
Ionization H2O+ e −→ O+H+

2 + 2 e 29.0
Ionization H2O+ e −→ OH+H+ + 2 e 19.0

When an electric field is applied to a solution of NaCl in water, current flow is
established and the following reactions occur at the anode: Cl−(aq) −→ Cl + e−

and Cl + Cl −→ Cl2(g), which releases chlorine gas. The reactions at the cathode
are H+(aq) + e− −→ H and H + H −→ H2(g).

Also, the formation of other species such as H2O2 and hydroxyl radicals is well
documented in the literature but was not the subject of study in this work.
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2.4 Results and Discussion

With the electrolyte solution near room temperature, the electrolytic cell op-
erates in normal electrolysis mode. The potentiometer on the power supply panel
was set to 1/8 of its full scale and remained fixed during the entire duration of the
test. As the experiment progresses, the temperature of the electrolyte increases as
a result of Joule heating. Values of electrical conductivities of different electrolyte
solutions before and after the test were measured using Thermo Scientific portable
multiparameter meter. These values are given in Table 2.3.

Table 2.3: Values of electrical conductivities of different electrolyte solutions be-
fore and after the test.

Electrolyte Concentration Initial electrical Final electrical
conductivitya conductivitya

(kΩ−1cm−1) (kΩ−1cm−1)
NaCl 1 % 17.66 19.56
NaHCO3 1 % 8.53 9.72
NaHCO3 2 % 15.66 17.3
a @ 25◦C approx.

The electrical conductivity of the electrolyte increases with temperature and
it causes the current passing between the electrodes to augment during the first
minutes of the test. Figure 2.2 shows the variation of the current with respect to
time for NaHCO3 solutions of 1% (solid line) and 2% (dashed line), and a NaCl
solution of 1% (dash-dotted line) on a mass basis. Increasing the salt concentration
in the electrolyte solution has the expected effect of incrementing the flow of
current due to the higher electrical conductivity. For a particular concentration of
a salt, transition from normal electrolysis to contact glow discharge electrolysis is
marked by sudden drop in current which results in abrupt change in the slope of
the plots. Once the process transitions to contact glow discharge electrolysis, the
transient and oscillatory nature of the vapor film results in current fluctuations
appearing in the plot. The results for NaCl display the same trend as NaHCO3

but current values are larger due to the higher electrical conductivity of NaCl
compared to NaHCO3. Figure 2.3 shows the variation of voltage with respect to
time for the same three cases where, at the beginning of the test, voltages decrease
smoothly to a stable value. The decrease in voltage is due to the nature of power
supply which tries to maintain the total power supplied within a certain range.
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Figure 2.2: Variation of current with time for NaHCO3 concentrations of 1% and
2%, and NaCl concentration of 1% in distilled water.

15



Chapter 2. Experimental: CGDE applied to liquid waste

0 100 200 300 400 500 600 700 800
50

100

150

200

250

300

350

time ( s )

V
ol

ta
ge

 (
 V

 )

 

 

1% NaHCO
3

1% NaCl
2% NaHCO

3

Figure 2.3: Variation of voltage with time for NaHCO3 concentrations of 1% and
2%, and NaCl concentration of 1% in distilled water.
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As the temperature of the electrolyte increases due to Joule heating, enhanced
evaporation rates occur and the level of liquid inside the cell decreases resulting
in higher current density near the cathode. When the electrolyte temperature
near the cathode approaches its boiling point, vapor bubbles start to coalesce and
form a continuous vapor layer around the cathode resulting in an overall increase
in the electrical resistance between the electrodes. Vapor is generated which is
composed of a mixture of water vapor and a small fraction of non-condensable
gases that are generated due to electrolysis. Since the resistance of the vapor
layer is substantially higher than the resistance of the electrolyte, most of the
voltage drop occurs across this vapor film resulting in very high electrical field
across the film. This high electrical field ionizes the vapor layer stimulating the
transition from normal electrolysis to contact glow discharge electrolysis. This
transition is accompanied by an increase in voltage where large fluctuations are
seen as voltage augments until it stabilizes at a value between 250 V and 300 V,
as seen in Fig. 2.3, where the temperature of the solution near the free surface has
reached a stable value near its boiling point. A simultaneous decrease in current
is observed in Fig. 2.2 during the transition. From the test data, it is observed
that transition to CGDE occurs at 250 seconds, 590 seconds, and 230 seconds, for
1% and 2% of NaHCO3, and 1% of NaCl, respectively. Therefore, increasing the
concentration of NaHCO3 from 1% to 2% delayed transition to CGDE. However,
the NaCl solution with a concentration of 1% was slightly faster in transitioning
to glow discharge despite the larger electrical conductivity of 1% solution of NaCl
compared to a 2% solution of NaHCO3.

These results are explained by observing the temperature variation over time in
the electrolytic cell. Figure 2.4 shows the measured temperatures, for a solution of
1% of NaHCO3, recorded at three different depths and radial locations, as depicted
in Fig. 2.1. The temperature probe near the free surface of the electrolyte shows a
higher rate of temperature increase with temperature stabilizing at a value around
90◦C at 400 seconds. The probe submerged at 100 mm shows a much lower rate
of temperature increase reaching 50◦C after 600 seconds. Finally, temperature
measurements at a depth of 150 mm show that the solution remains near ambient
conditions for the entire duration of the test. Thus, a very strong temperature
gradient occurs inside the electrolytic cell which varies from a temperature near the
boiling point close to the free surface of the electrolyte solution to a temperature
near ambient conditions at the bottom of the container. The measurements also
show that transition to CGDE occurred once the free surface of the electrolyte
solution had reached a value close to its boiling point. The voltage, seen in Fig. 2.3,
remained relatively stable once the temperature of the surface of the electrolyte
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Figure 2.4: Variation of temperature in the electrolytic cell at three different
depths from the surface of the electrolyte (1% NaHCO3).

had reached a stable value near 90◦C and the electrolytic cell operated in glow
discharge mode.

A strong gradient is also observed in Fig. 2.5 for a 2% solution of NaHCO3 in
distilled water where the temperature at depths of 20 mm and 100 mm reached
88◦C and 85◦C, respectively, after 700 seconds. The rate of temperature increase
at a depth of 150 mm is substantially lower and the temperature remained below
40◦C during the first 700 seconds of the test. These results show that two very
distinctive temperature zones are observed in the solution. The results for 1% of
NaCl in distilled water are shown in Fig. 2.6, where the temperature measured
by the probe submerged near the free surface of the liquid solution rose quickly,
reaching 90◦C after only 250 seconds. On the other hand, the remaining two
temperatures, i.e. depths of 100 mm and 150 mm, stayed near ambient tempera-
ture during the entire duration of the test. Thus, the region of cold temperature
is much larger than in previous tests with NaHCO3 and the electrolyte solution
approached the boiling point only inside a small layer near the free surface.
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Figure 2.5: Variation of temperature in the electrolytic cell at three different
depths from the surface of the electrolyte (2% NaHCO3).
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Figure 2.6: Variation of temperature in the electrolytic cell at three different
depths from the surface of the electrolyte (1% NaCl).
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This two-temperature pattern is formed by two distinct vortices inside the cell
that preclude fluid particles in separate vortices to mix and exchange energy by
convection. The vortices are formed by a combination of natural convection and
the effect of rising vapor bubbles along the wall of the hot cathode.

2.4.1 Steam Generation

A second type of the experiment was performed with the purpose of quantifying
the rate of steam generation under contact glow-discharge electrolysis. The basic
principles of operation remained the same as described in Section 2.2 but instead
of a small-scale electrolytic cell with an open top, a HiTemper� enclosed steam
generator as shown in Fig. 2.7 by Foret Plasma Labs was used [1].

The reactor consists of a cathode made of a 50.8 mm diameter stainless-steel
cylindrical screen in coaxial configuration with a stainless-steel screen with 203.2
mm of diameter and 700 mm in length that acts as the anode. The entire as-
sembly is enclosed by a stainless steel reactor that has an inlet at the bottom to
allow pumping of electrolyte solution into the reactor, and an outlet at the top
for releasing the steam and the small fraction of non-condensable gases generated.
Samples taken at the outlet of the reactor showed that non-condensable gases ac-
counted for only 1% to 2% of the mass of the sample with the rest of the product
gases being steam. Measurements of the composition of the small fraction of non-
condensable gases generated with a 1% solution of NaHCO3 showed 45% of H2,
33% of CO2, and 12% of O2 with smaller fractions of other components also found.
The space in between the two stainless steel screens can be filled with electrolyte
solution or with a non-conductive media such as gravel, ceramic spheres, rocks,
etc., that minimizes the possibility of arcing between the two electrodes. In such
configuration, the electrolyte solution occupies the space left by the voids cre-
ated by the non-conductive material. For the test results obtained in this paper,
commercially available gravel was used as the non-conductive material between
the screens. Tests were conducted following the same procedure as described in
Section 2.2, in which the reactor starts operating in normal electrolysis mode and
then it transitions to CGDE. Figures 2.8(a) and 2.8(b) show these two operat-
ing modes for a solution of 1% NaHCO3 in distilled water and for stainless-steel
cylindrical screen with a diameter of 50.8 mm used as cathode. Due to the larger
volume of the reactor, the power supply potentiometer was fixed at half of its full
scale.

Figure 2.10 shows the variation of voltage with respect to time for the two con-
figurations tested, i.e. with and without gravel in between the two stainless-steel
screens. The variation of voltage and current showed a similar trend as in tests
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Figure 2.7: Schematic of the HiTemper� (electrolytic cell) used to generate steam
[1].
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Figure 2.8: Operating modes with stainless steel cathode in 1% solution of
NaHCO3. (a) Normal electrolysis, (b) Contact glow discharge electrolysis.
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described in Section 2.4, showing a smooth decay of voltage at the beginning of
the test from 150 V to 100 V, followed by an increase in voltage when transition to
CGDE occurred. The higher potentiometer position resulted in a voltage around
350 V during CGDE operating conditions. The initial reduction in voltage during
normal electrolysis occurs because of the increased electrical conductivity of the
solution due to Joule-heating related temperature increase. During transition to
CGDE, the enclosed nature of the reactor allows for a very smooth increase in
voltage as opposed to the tests run with the open electrolytic cell. The presence
of the non-conductive material reduces fluctuations on the electrolyte free-surface
and thus, smoothes the transition from normal electrolysis to CGDE. Figure 2.11
shows the corresponding variation in current with respect to time for the two con-
figurations. Current increased sharply to 125 A at the very beginning of the test
and remained relatively constant during normal electrolysis operating mode. As
the voltage started to increase, current decreased at a very low rate until transi-
tion to CGDE occurred where a sudden reduction in current from 125 A to 30 A
was observed.

The current value was used as a control parameter to monitor the level of
liquid inside the reactor. To justify the use of current as a control parameter,
a separate experiment was conducted with a small electrolytic cell of stainless
steel cylinder as anode and a tungsten cathode of 3.5 mm diameter and 178 mm
length. In the beginning of the experiment the level of electrolyte (1% NaHCO3)
was below the lower tip of the tungsten cathode. After the voltage was supplied
across the electrodes, a constant flow of electrolyte was continuously fed into the
cell and level of electrolyte was monitored using a Solinist Levelogger Model No.
3001 sensor. Current through the cell was measured with a current sensor as
mentioned in Section 2.1. Figure 2.9 shows the variation of current through the
cell with change in the submerged length of the electrode under CGDE operating
conditions. For the submerged length between 5 to 50 mm, the variation of current
with submerged cathode length behaves linearly. This justifies the use of current
as a control parameter for the level of electrolyte in the reactor.

Thus, in the steam generator, which is a closed system, the value of current is
used as an indicator for the level of electrolyte. The steam reactor is connected
to a separate electrolyte storage tank from which electrolyte can be pumped into
the reactor by operating an electric pump. In the present experiment, the electric
pump was operated manually to pump the electrolyte into the reactor. However,
due to the linear relation between current and liquid level, automatic control could
be easily implemented for industrial operation.

After transition to CGDE occurred inside the steam generator, a low value of
current was maintained to avoid any possibility of arcing between the electrodes.
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Figure 2.9: Variation of current with length of submerged electrode.
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As the current dropped below 30 A, electrolyte solution from a storage tank
was pumped inside the reactor increasing the area of the cathode submerged
in the solution which augmented the value of the current measured between the
electrodes. As steam was produced in CGDE mode, the electrolyte level inside the
reactor as well as the current started to decrease. Once current reached 30 A, more
electrolyte solution was pumped to the reactor and the cycle was repeated. This
explains the sawtooth behavior seen in Figs. 2.10 and 2.11. This procedure ensured
a continuous operation of the cell in glow-discharge mode for an extended period of
time. If a substantial amount of electrolyte solution was added to the reactor, the
process transitioned back to normal electrolysis due to the lower current density at
the cathode and also, due to the reduction in temperature of the solution since the
makeup solution entered the reactor near ambient conditions. Figures 2.10 and
2.11 also show that transition to CGDE was slower in the configuration without
gravel. The volume of fluid inside the reactor with gravel was smaller and as the
electrolyte as well as the non-conductive material in the space between the two
screens increased their temperatures, the smaller volume of solution approached
its boiling temperature faster than in the case without gravel.

To estimate the amount of steam generated in contact glow discharge electrol-
ysis, a test was run for an extended period of time (600 secs) keeping the current
and voltage values constant at 30 A and 360 V. Steam was generated at a rate of
12.7 kg/hr in the configuration with gravel and at 10.6 kg/hr in the configuration
without gravel. Considering the power consumption during the experiment for
each of the two configurations, the estimated efficiency of steam generation was
80% with gravel and 67% without gravel, approximately. Clearly, contact glow-
discharge electrolysis constitutes a viable way of generating steam continuously,
especially in configuration with gravel that compares well with the generation of
steam using boilers which tend to show efficiencies between 65% and 85% [72] .

2.5 Conclusions

Experimental measurements of the transition from normal electrolysis to con-
tact glow discharge electrolysis were performed. The transition was found to occur
when the electrolyte solution approached its boiling point and when a critical cur-
rent density, determined by the area of the cathode in contact with the electrolyte,
was reached. Transition to CGDE was accompanied by a substantial increment in
voltage and a reduction in current due to substantial increase in overall resistance
between the two electrodes due to the formation of a vapor film around the cath-
ode. Such observations have been reported in literature but this dissertation uses
this phenomenon for the purpose of quantifying its potential utilization for gener-
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Figure 2.10: Variation of voltage with time during steam generation using glow
discharge electrolysis for two different operational conditions, with gravel and
without gravel.
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Figure 2.11: Variation of current with time during steam generation using glow
discharge electrolysis for two different operational conditions, with gravel and
without gravel.
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ating steam. This method can be used to generate steam from a variety of liquid
wastes. The formation of a two-temperature distribution pattern in the cell is
also described and attributed to the formation of counter-rotating vortices within
the electrolyte inside the cell. Contact glow discharge electrolysis can be used to
efficiently generate steam in continuous mode with steam generation efficiencies
of the order of 80%.
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Chapter 3

Modeling: evaporation in the
presence of applied electric field

The experiment described in the previous chapter provided a rich source of
transport phenomena that have not been fully understood. The current chapter
provides a theoretical analysis of some of these effects. To better understand
the interaction of electric field and liquid waste we apply the theory of electric
double layer to model the evaporation of liquid film in the presence of an applied
electric field. Because of the presence of salts and minerals, liquid waste acts
as electrolyte with considerable presence of free ions. When a nonconducting
material is added to the liquid waste to prevent direct arcing, these ions come
in contact with the solid surface around the nonconducting material and form
what is known as electric double layer. The effect of an externally applied electric
field and bulk ion concentration on the evaporation rate of an electrolyte film
in contact with a wall is studied numerically. A mathematical model for steady
state condition is developed to couple momentum, energy, and mass conservation
equations together with the Poisson-Boltzmann equation that describes charge
distribution in the liquid film. The model also describes the interaction with humid
air flowing above the electrolyte film. The results show nonuniform volumetric
heat generation due to Joule heating that induces a temperature variation along
the film length and in the direction away from the wall. Work presented in this
chapter has been published [67,73].

3.1 Mathematical Formulation

Most surfaces acquire a surface charge upon coming into contact with a polar
medium. Some of the charging mechanisms are ionization, ion dissolution, and
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Figure 3.1: Schematic at the top shows a typical surface charge around the non-
conducting medium and the electric double layer surrounding it. Schematic at the
bottom shows a 2D model for this electric double layer and an adjacent portion
of the fluid and air under the simplification of negligible curvatures compared to
the thickness of the double layer with L = 0.005 m, Hl = 0.0001 m, Ha = 0.0004
m and ψw = -0.075 V.

ion adsorption. The surface charge in an electrolyte solution influences the distri-
bution of nearby ions in the solution. As a result of this electric interaction, ions
of opposite charge (counter-ions) are attracted towards the surface while ions of
same charge (co-ions) are repelled from the surface. This process of attraction and
repulsion combined with the motion of ions leads to the formation of an electric
double layer [30]. An externally applied electric field acts upon the charge dis-
tribution in the electric double layer and induces momentum transport and joule
heating, as shown in Fig. 3.1.

The hydrodynamics and Joule heating due to externally applied electric field
are formulated following the description in [74].
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3.1.1 Poisson-Boltzmann equation

According to the theory of electrostatics, the electrical potential distribution,
ψ (x, y), is governed by the Poisson equation,

∇ · (ε∇ψ) = −ρe
ε0

(3.1)

where ρe is the local charge density, ε0 is the permittivity of free space (8.85 ×
10−12C/V m), ε is the real dielectric constant of the electrolyte which is considered
to be a function of temperature, as described in [74].

ε (T ) = a exp

(
−T
b

)
(3.2)

where a = 305.7, b = 219K, and T is temperature inK. In the case of a symmetric
electrolyte with co-ions and counter-ions having the same charge valence, its ionic
concentration distribution for both anions and cations is assumed to follow the
Boltzmann distribution,

n+ = n0 exp

(
−zeψ
kbT

)
, n− = n0 exp

(
zeψ

kbT

)
(3.3)

where kb is the Boltzmann constant, e is the fundamental charge, and z is the
charge valence of the ions. Once the concentration distributions of cations and
anions are known, the local charge density can be calculated as:

ρe (x, y) = ze
(
n+ − n−) = −2zen0 sinh

(
zeψ

kbT

)
(3.4)

The Poisson-Boltzmann equation is obtained from Eqs. (3.1) and (3.4) as:

∇ · (ε∇ψ) = 2zen0

ε0
sinh

(
zeψ

kbT

)
(3.5)

The distribution of the externally applied electric potential is governed by the
Laplace equation,

∇ · (λ∇ϕ) = 0 (3.6)

where λ is the electrical conductivity of the electrolyte defined below as given
in [74]:

λ (T ) = λ+ (T ) η+ + λ− (T ) η− (3.7)

λ+ (T ) = λ+0 + 0.025λ+0 (T − 298) (3.8)

λ− (T ) = λ−0 + 0.025λ−0 (T − 298) (3.9)
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where λ+ (T ) and λ− (T ) are ionic conductivities of cations and anions of the
electrolyte at temperature T . The terms λ+0 and λ−0 are ionic conductivities of
cations and anions of the electrolyte at 298 K and η+ and η− are the molar
concentrations of cations and anions of the electrolyte, respectively.

3.1.2 Conservation equations in liquid film

In the presence of an applied electric field parallel to the surface, the flow of
an electrolyte solution is influenced by the interaction between net charge den-
sity in the EDL and the applied electric field, and is governed by steady state,
incompressible Navier-Stokes equations with an added term to include the effect
of electric force. Thus, under the assumption of laminar flow, the governing equa-
tions take the following form:
Continuity equation

∇ · u⃗l = 0 (3.10)

Momentum equations
The Navier-Stokes equation including the effect of the electric field becomes:

ρl u⃗l · ∇u⃗l = −∇pl +∇ · (µl ∇u⃗l) + ρeE⃗ (3.11)

where E⃗ = −∇ϕ is the strength of the local applied electric field, and µl is the
temperature dependent viscosity of the electrolyte solution.
Energy equation

The energy equation neglecting viscous dissipation and taking into account
Joule heating effect can be expressed as:

ρl Cp,l (u⃗l · ∇Tl) = ∇ · (kl ∇Tl) + q̇ (3.12)

where kl is the temperature-dependent thermal conductivity of the electrolyte
solution, q̇ is the volumetric Joule heating, which consists of two parts: one due
to the local applied electric field imposed on the conductive solution (Eλ), and
the other due to the net charge density moving with the flow (ul ρe). According
to Ohm’s law, Joule heating can be expressed as:

q̇ =
(ul ρe + Eλ)2

λ
(3.13)

3.1.3 Conservation equations on air side

The evaporation of liquid film adds vapor to the air flowing above the film.
The heat and mass transfer on the air side and at the interface can be formulated
using conservation of momentum, energy, mass, and concentration [41].
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Continuity equation
∇ · u⃗a = 0 (3.14)

Momentum equations

ρa u⃗a · ∇u⃗a = −∇pa +∇ · (µa ∇u⃗a) (3.15)

where µa is the temperature dependent viscosity, ρa is the density, ua is the
velocity, and pa is the pressure of the air. It is to be observed that no electric field
is applied on the air side.
Energy equation

ρa Cp,a (u⃗a · ∇Ta) = ∇ · (ka ∇Ta) + ρaDa (Cp,v − Cp,a)
∂mv

∂y

∂Ta
∂y

(3.16)

where Cp is the specific heat at constant pressure, T is the temperature, ka is the
thermal conductivity, D is the diffusion coefficient, and m is the mass fraction.
Subscript a and v are for air and vapor respectively. the last term represents en-
ergy transport by mass diffusion under the assumption dh = CpdT . Temperature
dependent values of µl, µa, kl, and ka are taken from [75] corresponding to water
and air.

At steady state, the vapor mass fraction in air is given by,

u⃗a · ∇mv = Da∇2mv (3.17)
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3.1.4 Boundary conditions

Table 3.1: Boundary conditions

Dimensional Nondimensional
Inlet Tl = Ta = Tin T̄l = T̄a = Tin/Tr
(x = 0) pl = 0 p̄l = 0

ua = 2 ur ūa = 2
mv = mv,in mv = mv,in

ϕ = E0 L,
∂ψ
∂x

= 0 ϕ̄ = 1, ∂ψ̄
∂x̄

= 0
Wall u = v = 0 ū = v̄ = 0

(y = 0) −
(
k ∂T
∂y

)
w
= 0 −

(
k̄ ∂T̄
∂ȳ

)
w
= 0

ψ = ψw,
∂ϕ
∂y

= 0 ψ̄ = ψw/ψr,
∂ϕ̄
∂ȳ

= 0

Interface ul,i = ua,i, vl,i = va,i = 0 ūl,i = ūa,i, v̄l,i = v̄a,i = 0
(y = Hl) pl,i = pa,i, Tl,i = Ta,i p̄l,i = R p̄a,i, T̄l,i = T̄a,i(

µ∂u
∂y

)
l,i
=
(
µ∂u
∂y

)
a,i

(
µ̄∂ū
∂ȳ

)
l,i
= U

(
µ̄∂ū
∂ȳ

)
a,i

−
(
k ∂T
∂y

)
l,i
= −

(
k ∂T
∂y

)
a,i

−
(
k̄ ∂T̄
∂ȳ

)
l,i
= −K

(
k̄ ∂T̄
∂ȳ

)
a,i

+(ωhfg)i +(ω̄)iQr
∂ϕ
∂y

= 0, ∂ψ
∂y

= 0 ∂ϕ̄
∂ȳ

= 0, ∂ψ̄
∂ȳ

= 0

mv = mv,i mv = mv,i

Top zero shear stress

(y = Hl +Ha)
∂T
∂y

= 0, ∂mv

∂y
= 0 ∂T̄

∂ȳ
= 0, ∂mv

∂ȳ
= 0

Outlet pl = pa = 0 p̄l = p̄a = 0

(x = L) ∂T
∂x

= 0, ∂mv

∂x
= 0 ∂T̄

∂x̄
= 0, ∂mv

∂x̄
= 0

ϕ = 0, ∂ψ
∂x

= 0 ϕ̄ = 0, ∂ψ̄
∂x̄

= 0

The boundary conditions described in Table 3.1 along with the parameters
defined in Table 3.2 were utilized to solve the set of governing equations. It is
assumed that only convective fluxes are present at the outlet for heat and mass
transfer. In addition, the interfacial vapor mass flux ωi is given by:

ωi = −
(
ρaDa

1−mv

∂mv

∂y

)
i

(3.18)

where the subscript i denotes evaluation at the interface.
Assuming the air-vapor mixture to be an ideal gas and the interface to be in

thermodynamic equilibrium, the vapor mass fraction can be written as:

35



Chapter 3. Modeling: evaporation in the presence of applied electric field

Table 3.2: Values of various parameters used in the simulation.

Parameter Unit Values
Cp,l J kg−1 K−1 4181.3
Cp,a J kg−1 K−1 1012
Cp,v J kg−1 K−1 1864
Da m2 s−1 2.56 × 10−5

Er V m−1 30
hfg J kg−1 2.26 × 106

kl,r W m−1 K−1 0.6
ka,r W m−1 K−1 0.025
Ma kg mol−1 18 × 10−3

Mv kg mol−1 29 × 10−3

mv,in 0.22
nr m−3 6.022 × 1023

Tin K 300
λ+0 m2 S mol−1 a50.08 × 10−4

λ−0 m2 S mol−1 a76.31 × 10−4

µl,r Pa s 7.98 × 10−4

µa,r Pa s 1.98 × 10−5

ρl kg m−3 1000
ρa kg m−3 1.204
ψw V a-0.075
ϵr 78.4
z 1
a : Tang el al. [76]

mv,i =
Mvpv,i

Ma (p∞ − pv,i) +Mvpv,i
(3.19)

where pv,i is the partial pressure of the saturated vapor at the gas-liquid interface.
For the case of water vapor, the partial pressure is given by Bertrand’s equation
[77] :

log10 (pv,i) = 17.443− 2795

Ti
− 3.868 log10 (Ti) (3.20)

where pv,i is in atm and Ti is in K.

36



Chapter 3. Modeling: evaporation in the presence of applied electric field

3.1.5 Nondimensional equations

The above set of equations are nondimensionalized using the following dimen-
sionless variables and parameters:

x̄ = x/Hl, ȳ = y/Hl, T̄f = Tf/Tr, θ = (T − Tin)/Tin,

ψ̄ = ψ/ψr, ϕ̄ = ϕ/ϕr, ⃗̄uf = u⃗f/ur, p̄f = pf/pf,r,
⃗̄E = −∇ϕ̄,

λ̄ = λ/λr, k̄f = kf/kf,r, µ̄f = µf/µf,r, ω̄ = ω/ωr, ϵ̄ = ϵ/ϵr,

(3.21)

Ref =
ρfurHl

µf,r
, P rf =

µf,rCp,f
kf,r

, G =
Da(Cp,v − Cp,a)

HlurCp,a
,

Ar =
ρe,rurHl

ϕrλr
, B =

2βnrzeϕr
ρlu2r

, F = Hl

√
2βnrz2e2

ϵrϵ0kbTr
, α = E0/Er,

Qr =
ωrhfgHl

ϕ2
rλr

, K =
ka,r
kl,r

, R =
ρa
ρl
, U =

µa,r
µl,r

, β = n0/nr.

where,

Tr =
ϕ2
rλr
kl,r

, ur =
ϵrϵ0|ψw|αEr

µl,r
, ψr =

kbTr
ze

, ρe,r = 2βnrze.

λr = λ+0 η+ + λ−0 η−, ϕr = αErL, pf,r = ρfu
2
r, ωr =

ρaDa

Hl

The governing equations in nondimensional form using the above set of vari-
ables and parameters are given below.

Electric potential:

∇ ·
(
ϵ̄ ∇ψ̄

)
= F 2 sinh

(
ψ̄/T̄

)
(3.22)

∇ ·
(
λ̄ ∇ϕ̄

)
= 0 (3.23)
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Liquid film:

∇ · ⃗̄ul = 0 (3.24)

⃗̄ul · ∇ ⃗̄ul = −∇p̄l +
1

Rel

[
∇ ·
(
µ̄l ∇⃗̄ul

)]
−B ⃗̄E sinh

(
ψ̄/T̄l

)
(3.25)

⃗̄ul · ∇T̄l =
1

Rel Prl

[
∇ ·
(
k̄l ∇T̄l

)]
+

1

Rel Prl

(
Arρ̄eūl + Ēλ̄

)2
λ̄

(3.26)

Air film:

∇ · ⃗̄ua = 0 (3.27)

⃗̄ua · ∇ ⃗̄ua = −∇p̄a +
1

Rea

[
∇ ·
(
µ̄a ∇⃗̄ua

)]
(3.28)

⃗̄ua · ∇T̄a =
1

Rea Pra

[
∇ ·
(
k̄a ∇T̄a

)]
+G

∂mv

∂ȳ

∂T̄a
∂ȳ

(3.29)

⃗̄ua · ∇mv =
1

Sc Rea
∇2mv (3.30)

ω̄i = − 1

1−mv

∂mv

∂ȳ
(3.31)

3.2 Results and discussion

The Poisson-Boltzmann equation together with the coupled momentum, en-
ergy, and mass transfer equations along with the specified boundary conditions
were implemented and solved in 2D using the commercial finite element software
COMSOL Multiphysics 3.5 [78]. A total of 18000 (300× 60) and 6000 (300× 20)
quadrilateral elements in the liquid film and air, respectively, were used in the
simulations. A nonuniform grid along the thickness of the liquid film was used
so as to capture the boundary layer interaction between electric field and fluid.
The solver UMFPACK, which solves general systems of the form Ax = b us-
ing the nonsymmetric-pattern multifrontal method and direct LU factorization of
the sparse matrix A, was used for the simulations. COMSOL Multiphysics esti-
mates the error of the solution during each iteration. The convergence criterion is
ρ|M−1(b−Ax)| < tol|M−1b|, where ρ is a factor in error estimate (default is 400),
tol is the relative tolerance specified at 10−6, and M = LU with L and U being
the LU factors computed by the solver. Once the error estimate is small enough
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as determined by the convergence criteria, the software terminates the computa-
tions and returns a solution [78]. Grid independence was verified by refining the
grid until no significant difference was observed in the results. Also, to verify the
validity of results from the software, the normalized velocity profile in an elec-
troosmotic flow in a capillary under the effect of externally applied electric field
was compared to the analytical results of the Rice-Whitehead solution discussed
in [2]. Even though the case chosen for comparison is that of internal flow as
opposed to external flow, the main purpose of such a comparison is to establish
that the software is able to handle the complex interaction between externally
applied electric field, electric double layer, and the resulting hydrodynamics. The
flows in both cases are driven by an externally applied electric field, which acts on
the electric charge distribution established inside the electric double layer. The
comparison of the results shows excellent agreement between the analytical and
numerical solutions, as shown in Fig. 3.2, where “κ” is the inverse of Debye length,
“a” is the radius of a single long and uniform capillary containing the electrolyte.

In the present work, the electric field acts on the charge distribution in the
electric double layer along with the ions present in the region outside the double
layer. The motion of the charges due to the presence of the electric field gives rise
to an electric current that causes the temperature in the liquid film to increase
due to the Joule heating effect. Since the surface potential has a negative value,
the charge distribution in the double layer is predominantly positive. The length
of the domain analyzed is L = 0.005 m, the initial thickness of the liquid film
Hl = 0.0001 m, and the height of the air section is Ha = 0.0004 m, with a
surface potential ψw = -0.075 V. The dimensions and parameters are taken to be
approximately the same as in reference [76].

A uniform velocity profile is imposed at the air inlet and no velocity profile is
imposed at the inlet of the electrolyte film. The flow in the liquid film is driven
by the applied electric field, which varies along the length of the film according
to Eq. (3.23). This electric field acts on the charge distribution inside the electric
double layer resulting in the velocity profile depicted in Fig. 3.3, where α and
β represent dimensionless electric field and dimensionless number concentration,
respectively. As the net charge distribution is confined within the electric double
layer, the interaction between electrostatics and hydrodynamics are resolved by
means of using a fine mesh near the wall surface. Representative values for the
Reynolds number, inside the electric double layer and in the air adjacent to the
interface, are Rel = 2.5 × 10−4 and Rea = 3 × 10−5, respectively. The Prandtl
numbers for liquid and air are Prl = 5.6 and Pra = 0.8, respectively. The
small values of the Reynolds number indicate the extremely small thickness of the
electric double layer formed adjacent to the wall.
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Figure 3.2: Validation of results from COMSOL simulation against analytical
results for the normalized velocity profile from the Rice-Whitehead solution dis-
cussed in reference [2]. κ is the inverse of Debye length and a is the radius of a
single long and uniform capillary containing an electrolyte.
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Figure 3.3: Velocity profiles in liquid film and humid air domains at location
x̄ = 30.
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Figure 3.4: Temperature variation in liquid film and air along the length of the
domain at ȳ = 0.5 and ȳ = 3, respectively. Results are obtained for β = 5 and
different values of dimensionless applied electric field, α.

In order to show the effect of the applied electric field on the temperature
distribution, Fig. 3.4 depicts the temperature distribution in the liquid film and
humid air along the length of the domain at locations ȳ = 0.5 and ȳ = 3 from the
wall. The applied electric field plays a role in both, the momentum as well as the
energy conservation equations as described by Eqs. (3.25) and (3.26), respectively.
Volumetric heat generation increases with increase in the applied electric field
resulting in higher temperatures in both liquid and air. The nondimensional
outlet temperature, θ, of the liquid film increased by 0.038, 0.081, and 0.125
when nondimensional external electric fields, α, of 1/3, 2/3, and 1 were applied,
respectively. As a result of the volumetric heat generation, the rate of evaporation
along the liquid film length also augments. This can be observed by analyzing the
vapor mass fraction of the air near the liquid-air interface.

The variation of the vapor mass fraction along the length of the liquid film at
ȳ = 3 is shown in Fig. 3.5. At a constant dimensionless number concentration,
β = 5, the increase in nondimensional applied electric field, α, from 1/3 to 2/3
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Figure 3.5: Vapor mass fraction in air along the length of the domain at ȳ = 3
for β = 5 and different values of dimensionless applied electric field, α.

raised the vapor mass fraction from 0.049 kgv/kga to 0.12 kgv/kga. An increase of
α to a value of 1 increased the vapor mass fraction to 0.224 kgv/kga. It is observed
that mass flow rate of liquid is much larger than the mass liquid that evaporates,
so the changes in the thickness of the liquid film were neglected in this analysis.

The effect of bulk ion concentration on the temperature along the length of
the electrolyte-film and air domains at constant external electric field (α = 1)
is shown in Fig. 3.6. The bulk ion concentration, β, affects charge density in
the electric double layer as well as the electrical conductivity of the electrolyte as
described by Eqs. (3.4) and (3.7). β plays a minor role in the hydrodynamics of the
liquid film since the effect relates only to the electric double layer, as described by
Eq. (3.25). However, β has a substantial role in Joule heating through Eq. (3.26)
since it affects the entire domain of the electrolyte. As the bulk ion concentration
increases, volumetric Joule heating increases, resulting in an increase in the rate
of evaporation as shown in Fig. 3.7.

The presence of the electric double layer near the wall surface causes more
Joule heating near the wall, thus, raising its temperature. On the other hand,
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Figure 3.6: Temperature variations in liquid film and air along the length of the
domain at ȳ = 0.5 and ȳ = 3, respectively. Results are obtained for α = 1 and
different values of dimensionless number concentration, β.
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Figure 3.7: Vapor mass fraction in air along the length of the film at ȳ = 3 for α
= 1 and dimensionless number concentration, β.
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Figure 3.8: Temperature variation in liquid film and humid air across the thickness
of the domain at x̄ = 30.

evaporation occurring at the liquid free surface decreases the film temperature at
the air-liquid interface causing a temperature gradient along the thickness of the
film. The temperature distribution across the liquid film and humid air is shown
in Fig. 3.8 for values of α = 1 and β = 1 at an arbitrary location x̄ = 30. The
decrease in temperature in the direction towards the liquid-air interface results
in the decrease in the electric conductivity of the electrolyte and causes a slight
reduction in the rate of Joule heating across the film thickness. Therefore, a
nonuniform volumetric heat generation distribution is obtained.

3.3 Conclusions

Evaporation of an electrolyte film in the presence of an externally applied elec-
tric field is studied. The only source of heat generation is the volumetric Joule
heating due to the presence of the applied electric field. Also, the flow is solely
driven by the interaction of applied electric field with charge distribution in elec-
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tric double layer. The presence of the electric field results in a coupling of the
momentum, energy, and mass transfer equations that are solved simultaneously
with the Poisson-Boltzmann equation that describes the electric potential distri-
bution. The results show that the rate of evaporation at the air-liquid interface
is a strong function of the applied electric field and bulk ion concentration.
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Chapter 4

Modeling: buoyancy driven flow
with partially immersed electrode

The CGDE experiment performed in Chapter 3 showed distinctive temperature
patterns formed inside the electrolytic cell. This chapter provides a mathematical
model of the thermal effects that generate such temperature distributions. As a
first approximation, no interaction of liquid and electric field has been included.
Temperature distribution under the effect of buoyancy-driven flow in a cylindrical
tank with an electrode acting as a partially immersed heating element is presented
numerically for steady-state conditions. As the heating element does not extend
along the entire axial length of the cylindrical tank, this configuration displays very
particular vortex patterns inside the cell and divides the domain into two regions
of different temperatures. Heat transfer rates at the heating element and the inner
wall of the cylindrical tank are indicated by calculating the Nusselt number along
these surfaces. With the increase in aspect-ratio, Nusselt number at the surface
of the heating element increases while the Nusselt number at the inner surface of
the cylindrical tank decreases. Analysis is done in dimensionless form considering
temperature-dependent properties in a general framework of weakly compressible
flow without applying the Boussinesq approximation.

4.1 Mathematical Formulation

The governing equations for buoyancy-driven flow include mass, momentum,
and energy conservation with temperature dependent density, viscosity, thermal
conductivity, and specific heat. In most of the literature equations are simplified
by invoking Boussinesq approximation, which is valid only for small variations of
density with respect to temperature (∆ρ/ρ ≪ 1). In many situations this con-
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dition does not apply. In the present study steady-state laminar fluid flow and
heat transfer is modeled without Boussinesq approximation and using equations
for weakly compressible fluid flow at low Mach number. A schematic of the con-

Figure 4.1: Schematic of cylindrical container with partially immersed heating
element.

figuration is presented in Fig. 4.1, where rw corresponds to the radius of the outer
cylinder, re the radius of the heating element, l is the submerged depth of the
heating element, H is the height of the outer cylinder, and R is the difference be-
tween the radius of the heating element and the cylindrical tank. As the boundary
layers develop at the electrode and the cylinder walls in opposite directions, for
convenience we have defined two z coordinates. One, ze, is measured from the
submerged tip of the electrode and the other, zw, is measured from the top of the
outer cylinder wall.

The governing equations for weakly compressible fluid [79] are written in nondi-
mensional form as follows:
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ρ̄
(
⃗̄u · ▽̄⃗̄u

)
= ▽̄ ·

[
−pI + µ̄A

Re

(
▽̄⃗̄u+

(
▽̄⃗̄u
)T)− 2µ̄A

3Re

(
▽̄ · ⃗̄u

)
I

]
+

ρ̄

F r
⃗̄g (4.1)

▽̄ ·
(
ρ̄⃗̄u
)
= 0 (4.2)

ρ̄C̄p
(
⃗̄u · ▽̄T̄

)
+

1

Pe
▽̄ ·
(
−k̄▽̄T̄

)
= 0 (4.3)

The above set of nondimensional equations are obtained using the following
dimensionless variables and parameters:

ρ̄ = ρ/ρr, C̄p = Cp/Cp,r, k̄ = k/kr, ⃗̄u = u⃗/ur, ⃗̄g = g⃗/g (4.4)

▽̄· = Lr▽·, µ̄ = µ/µr, p̄ = (p− p0)/pr, T̄ = (T − T0)/Tr

Ra =
gβrTrL

3
r

νrαr
, Re =

ρrurR

µr
, F r =

ur√
gLr

, P e =
ρrCp,rurLr

kr
, (4.5)

Pr =
µrCp,r
kr

, A =
R

l

where,

R = rw − re, Lr = l, pr = ρru
2
r, Tr = Te − T0, (4.6)

ur =
√
gβrTrLr/

√
Pr, ρr = ρ (T0) , µr = µ (T0) , νr = µr/ρr,

Cp,r = Cp (T0) , kr = k (T0) , αr = kr/ (ρrCp,r)

It is noted that the length scale used to nondimensionalize the governing equa-
tions is the submerged length of the heating element. Choice of this length scale
becomes apparent under the limit of very large partial annulus gap (R) for which
the problem reduces to that of natural convection around a heated vertical cylin-
der. Also, the representative Reynolds number is calculated using R as the length
scale, which is the natural choice for defining Reynolds number for flow inside
an annulus. The reference velocity is defined so as to achieve nondimensional
velocities of the order of unity.

4.2 Results and Discussion

The numerical simulation of the steady-state heat transfer and buoyancy-
driven laminar flow in a cylinder with partially submerged heating element de-
scribed by Eqs. 4.1 to 4.3 was performed using the commercial software COMSOL
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3.5a, which is used as a PDE solver. Estimation of thermal and outer bound-
ary layer thicknesses, as explained in [80], were taken into account in generating
meshes so as to resolve the boundary layers appropriately. Mesh independence
has been verified by comparing simulation results for a sequence of cases with
decreasing mesh sizes until mesh independence was achieved. A combination of
triangular elements for the bulk and quadrilateral elements for the boundary layer
were used for all cases analyzed. Simulations were carried out for different values
of Rayleigh number, Ra, and inner-cylinder aspect ratio, A = R/l. Values of pa-
rameters used in the simulations are given in Table 4.1 and boundary conditions
are described in Table 4.2.

Table 4.1: Values of various parameters used in simulations with water as the
fluid.

Parameter Unit Values
Cp,r J kg−1 K−1 4180
g m s−2 9.81
kr W m−1 K−1 0.6
βr K−1 2.76 × 10−4

µr Pa s 8.55 × 10−4

ρr kg m−3 997
T0 K 300

Table 4.2: Boundary Conditions

Boundary Thermal Fluids
axis axisymmetric axisymmetric
electrode surface T = 1 wall, no-slip
cylinder wall n̂ ·

(
−k̄▽̄T̄

)
= Nu T̄ wall, no-slip

top n̂ ·
(
−k̄▽̄T̄

)
= Nu T̄ wall, slip

bottom insulation wall, no-slip

Figures 4.2(a) and 4.2(b) show the results of the simulations in terms of stream-
lines and temperature distribution for two different Rayleigh numbers. It is ob-
served that for a low value of Rayleigh number (Ra = 0.14×105), the flow pattern
shown in Fig. 4.2(a) is markedly different with only one vortex formed within the
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entire domain as opposed to the multiple vortices that are formed for a higher
Rayleigh number (Ra = 84.2× 105), as shown in Fig. 4.2(b). It is observed that
the temperature distribution is also quite different between the two cases, with
high temperatures being mainly located near the surface of the heating element
(inner cylinder) for Ra = 0.14× 105 in contrast to the two-zone temperature dis-
tribution seen for Ra = 84.2× 105, where a relatively uniform temperature profile
is seen in the upper section of the domain (in between the two cylinders) that is
located on top of a much cooler region at the bottom of the tank.

A typical variation of vertical velocity along the radial direction at half depth
of the heating element, at ze = 0.5, is shown in Fig. 4.3 for Ra = 10.5× 105 and
A = 4. The plot shows the formation of two boundary layers, one at the surface
of heating element and the other at the surface of the outer cylinder. Velocities
inside the boundary layer near the heating element are nearly five times higher
because of the stronger buoyancy effects in that region.

Figure 4.4 shows a typical variation of temperature in the radial direction
at two different vertical locations, i.e. zw = 0.5 and zw = 3.0, for a case of
multiple vortex formation with Ra = 10.5× 105 and A = 4, where the dotted line
denotes the location of the surface of the heating element. Again, ze is measured
from the submerged tip of the electrode and zw is measured from the top of
the cylindrical wall. The figure shows a clear thermal stratification with higher
temperatures in the region adjacent to the submerged heating element. Similar
thermal stratification patterns have also been reported in a experimental study
performed by the authors [69] for the case where the heating element is replaced
by an electrode inside an electrolytic cell. It is seen that the temperature profiles
at both vertical locations remain relatively uniform for most of the domain but
it varies inside the boundary layers. The local Nusselt numbers at the surface of
heating element and on the internal wall of outer cylinder have been defined as,

Nue = − 1

|∆T̄ |max

(
∂T̄

∂r̄

)
e

(4.7)

Nuw = − H̄

|∆T̄ |max

(
∂T̄

∂r̄

)
w

(4.8)

where, |∆T̄ |max is the maximum driving temperature difference (defined as
|T̄e − T̄w|z̄w=0) as suggested for thermally stratified fluid reservoirs in [80].
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(a) Ra = 0.14× 105

(b) Ra = 84.2× 105

Figure 4.2: Temperature distribution and streamlines for flow with different
Rayleigh numbers and same aspect ratio (A = 2). (a) Ra = 0.14 × 105, (b)
Ra = 84.2× 105.
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Figure 4.3: Variation of vertical velocity with respect to radial direction at a
location where ze = 0.5 for Ra = 10.5× 105 and A = 4. Dotted line indicates the
location of the bottom tip of the heating element.

Average Nusselt numbers at the two surfaces are defined as,

Nue = − 1

|∆T̄ |max

∫ 1

0

(
∂T̄

∂r̄

)
e

dz̄e (4.9)

Nuw = − 1

|∆T̄ |max

∫ H̄

0

(
∂T̄

∂r̄

)
w

dz̄w (4.10)

Figure 4.5 shows the variation of local Nusselt number at the surface of the
heating element with respect to the distance from the lower end, ze, as the bound-
ary layer develops along this surface with velocities in the upward direction. As
the fluid rises, it absorbs the thermal energy from the heating element and its
temperature rises. This in turn decreases the gradient of the temperature in the
radial direction and, thus, lowers the magnitude of the Nusselt number. Nue de-
creases from a value around 15 at the tip of the heating element to a value near
3 at the free surface of the liquid. As expected, the Nusselt number increases
with the increase in Rayleigh number. Figure 4.6 shows the variation of the local
Nusselt number at the outer cylinder surface with respect to the distance from
the top, z̄w, as the boundary layer develops from top to bottom and for a heating
element with an aspect ratio A = 4. Due to the thermal stratification and forma-
tion of two vortices, the Nusselt number is, in general, higher at the upper part
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Figure 4.4: Variation of temperature with respect to radial direction at depths of
zw = 0.5 and zw = 3 for Ra = 10.5 × 105 and A = 4. Dotted line indicates the
location of the cylindrical surface of the heating element.
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of the cylinder compared to the lower section. Fluid that was in contact with the
heating element flows radially near the free surface of the domain and gets into
contact with the upper section of the outer cylinder wall. Most of the heat trans-
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Figure 4.6: Variation of local Nusselt number along the surface of cylindrical tank
for different Rayleigh numbers and A = 4. Dotted line indicates the location of
the bottom tip of the heating element.

fer occurs due to the presence of the vortex located between the heated element
and the tank wall, therefore, increasing the value of Nuw in the section of the
tank wall in close proximity to this vortex. The rest of the fluid domain remains
at a lower temperature and does not play a significant role in transferring heat
from the heating element to the tank wall, so Nuw decreases considerably near
the bottom of the tank. The vertical dotted line in the figure shows the position
of the tip of the submerged heating element. It is clear that the submerged length
determines the interface of thermal stratification. It is also seen that the Nusselt
number increases with increasing Rayleigh number. The effect of Rayleigh num-
ber on average Nusselt number at the heating element and outer cylinder wall for
different aspect ratios is presented in Figs. 4.7 and 4.8, respectively. An increase
in aspect ratio indicates an increase in the difference between the radii of the
heating element and cylindrical tank for a fixed height of the heating element.
For a higher value of aspect ratio (A=4), the heating element is able to dissipate
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Figure 4.7: Variation of average Nusselt number along the vertical surface of
immersed heating element with respect to Rayleigh number for different aspect
ratios.

thermal energy more effectively when compared to a lower value aspect ratio, i.e.
A=3 and A=2, because the vortex located in between the heating element and
tank wall contains a larger volume of fluid so its bulk temperature tends to be
lower than for smaller aspect ratios, therefore increasing the potential of heat
transfer at the heating-element surface.

The trend is reversed for average Nusselt number at the tank wall, as seen
in Fig. 4.8, where Nuw decreases with the increase in aspect ratio. The effect of
Rayleigh number is more pronounced at the tank wall where a positive slope is
obtained as Ra increased, as opposed to a flat profile seen at the surface of the
heating element, especially for low aspect ratios.

4.3 Conclusions

Buoyancy-driven flow in a cylindrical tank with a partially immersed heating
element has been formulated in nondimensional form and solved numerically with-
out Boussinesq approximation. Thermal stratification of flow inside the domain is
reported and explained. The results indicate that partial immersion of a heating
element results in a much higher temperature near the free surface of the fluid,
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Figure 4.8: Variation of average Nusselt number along the wall of the cylindrical
tank with respect to Rayleigh number for different aspect ratios.

and much lower temperatures near the bottom of the tank. The pattern occurs
due to the formation of vortices that appear inside the domain that depend on
the value of the Rayleigh number and aspect ratio. Results are shown in terms
of local and average Nusselt numbers at the surface of the heating element and
cylindrical tank wall for different values of aspect ratio and Rayleigh numbers.
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Chapter 5

Modeling: glow discharge in
vapor film

5.1 Introduction

The process of contact glow discharge electrolysis is initiated by the high elec-
tric field that exists near the cathode as a result of a vapor film formed around
the cathode [68]. After the formation of a thin film of vapor around the electrode,
the entire voltage drop takes place within this thin film because of substantially
higher electrical resistivity of the film compared to the rest of the system which
results in breakdown of vapor into glow discharge mode. Gas discharges have been
extensively studied by many researchers, both experimentally and theoretically.
Initial interest in modeling such discharges was restricted to gases at low pressure;
more recently the interest in atmospheric pressure discharges has been growing.
Even though the chemical kinetics and the level of ionization are very different for
low pressure and high pressure discharges, the underlying physics is similar and
researchers have been able to modify and extend the models developed for low
pressure discharges to atmospheric pressure.

We start by surveying the existing models for low pressure discharges with
the aim to eventually extend the model to atmospheric pressure contact glow
discharge electrolysis with respect to parameters like variation of electric field,
level of ionization, and electron and ion densities in the glow discharge region
next to the cathode.

Ward [5] modified the Townsend’s basic ionization equations for cold-cathode
gas discharge between parallel plates to account for space-charge effect. The
author concluded that, at lower values of current density, the electric field was
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nearly linear with distance, but for higher current density the electric field was
large at the cathode.

Most of the early authors assumed a linear variation of the electric field in the
cathode fall region (region near cathode across which most of the potential drop
happens). Neuringer [81] performed an analytic investigation of the cathode fall
region without explicitly assuming a linear variation of the electric field. But in the
analysis the effect of ratio of ion to electric drift velocity in the discharge equations
was neglected. Davies and Evans [82] further extended the work of Neuringer
to provide an analytic relationship between the electric field and the electron
current density within the entire discharge gap. In a review paper [83] Davies first
presented methods to model electrical discharges in a gaseous dielectric assuming
all charged particles to be at equilibrium with ionization and transport coefficients.
As this assumption is not valid near the electrodes, the author presented possible
models for ionization growth in nonequilibrium regions, such as the cathode-fall
region.

5.2 Physical model

As explained in Chapter 2, glow discharge takes place in a thin liquid film
surrounding the electrode. Figure (5.1) shows the schematic of the vapor film
formed around the electrode. On one side the film is bounded by the electrode,
which acts as a heat source as well as a current source. On the other side the
film is bounded by liquid waste which acts as a source for continuous generation
of vapor.
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Figure 5.1: Schematic of vapor film formed around the electrode in glow discharge
mode.

The thickness of the vapor film depends upon the dynamic balance between
the pressure exerted by the fluid and the pressure generated inside the film due
to continuous formation of vapor. The thickness of the gap governs the intensity
of electric field generated inside the vapor film, because the potential difference
between the electrode and the vapor-fluid interface is almost equal to that of
applied voltage. This is because of the fact that resistivity of vapor is much higher
than that of fluid and so most of the potential drop happens across the vapor gap.
Even though the gap width does not attain a steady-state value because of the
transient nature of forces and its value depends upon the vertical location on the
electrode, as a preliminary approximation we have considered a one-dimensional
gap for the purpose of modeling glow discharge inside the film. More complexity
in terms of variable gap width changing with time can be added later to simulate
the actual process more closely.

5.3 Mathematical model

Next we describe a mathematical model developed by Shi and Kong [84] which
combines relevant models from the literature to build a hybrid model for atmo-
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spheric pressure glow discharges that treats the cathode fall region kinetically
(nonequilibrium) but retains the hydrodynamic (equilibrium) description for the
region between the thin cathode fall layer and the anode.

The hydrodynamic model for gas discharge consists of a conservation equation
for charged particles (electrons and ions) combined with Poisson’s equation for
electric field and potential as

∂ne
∂t

+∇ · Γe = Se, (5.1)

∂ni
∂t

+∇ · Γi = Si, (5.2)

∇ · (ϵE⃗) = |e| (ni − ne), (5.3)

E⃗ = −∇V, (5.4)

where ni, e, Γi, e and Si, e are particle densities, particle fluxes, and particle creation
rates. As mentioned in [84], when the electrode gap is much smaller than the char-
acteristic length of the electrode, multidimensional effects can be neglected. In
contact glow discharge electrolysis, even though the electrode gap is large, the
actual region of glow discharge is restricted to a very thin vapor layer/film sur-
rounding the cathode and the thickness of this film can be considered as the effec-
tive electrode gap. We can further simplify the above set of equations employing
the following set of assumptions:

1. system geometry allows 1D modeling.

2. stepwise and Penning ionization are negligible compared to direct ionization.

3. under the applied dc voltage, the discharge reaches steady state without
arcing.

4. electrons and ions reach their equilibrium drift velocities on a spatial and
temporal scale much smaller than the corresponding scale of variation of the
electric field.

5. recombination rates are much lower than ionization rates.

The vapor film thickness can be estimated by performing mass and momentum
balance in a control volume enclosing the vapor film. The expression is given by

δ =

√
8q̇zeνv

(ρl − ρv)hfgg
,
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where q̇ is the volumetric heat generation, ze is the z coordinate from the tip of
the electrode, νv is the kinematic viscosity of vapor, ρl is the density of the liquid,
ρv is the density of vapor, hfg is the enthalpy of vaporization of the liquid, and g
is the gravity. The simplified set of equations is

dJe
dz

= αTJe, (5.5)

dJi
dz

= −αTJi, (5.6)

dE

dz
=

1

ϵ

(
Ji
vi

−
Je
ve

)
, (5.7)

Ji, e = ±|e| ni, evi, e, (5.8)

where αT , Ji, e and vi, e are the Townsend first coefficient, current densities, and
drift velocities of ions and electrons. Eqns. (5.5) and (5.6) indicate that the total
current density J = Ji + Je remains constant during the discharge. Introducing
je = Je/J as the normalized electron current density, the above set of equations
can further be reduced to

dje
dz

= αT je, (5.9)

dE

dz
=

J

ϵvi

[
1−

(
1 +

vi
ve

)
je

]
. (5.10)

The above set of equations supplemented with expressions and parameters
given in Tables 5.1 and 5.2 and appropriate boundary conditions is solved for
electron and ion densities and the electric field. Value of normalized current
density at the anode is specified as je = 1 and the value of electric field at the anode
is specified as E = 131.349 V/cm for the case with argon and E = 33847.0728
V/cm for the case of water vapor. The case with argon at low pressure is run to
validate the code. The case with water vapor is of interest in the present research.
For the case with water vapor, values of αT and ve are taken from [6].

5.4 Results

A code in C was written to solve the above set of equations. Runge-Kutta
method (RK-4) was used to integrate the Eqns. (5.9) and (5.10) on a grid with
106 divisions and gap width of 1 cm for argon and 0.4 cm for Water Vapor. For
verifying the code, simulation with argon using the expressions and parameters
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Table 5.1: Values of various parameters used in simulations with argon [5].

Parameter Unit Values
p Torr 10
J A cm−2 5.62 × 10−6 p2 (p in Torr)
gap width cm 1
A cm−1 Torr−1 31.5
B V1/2 cm−1/2 Torr−1/2 27.1
αT cm−1 A p exp(-B p1/2 E−1/2)
vi cm s−1 µi E
ve cm s−1 −µe E
µi cm2 V−1 s−1 1444/p (p in Torr)
µe cm2 V−1 s−1 3.0 × 105/p (p in Torr)

Table 5.2: Values of various parameters used in simulations with water vapor [6].

Parameter Unit Values
p Torr 760
J A cm−2 0.18
gap width cm 0.4
vi cm s−1 µi E
ve cm s−1 −µe E
µi cm2 V−1 s−1 0.61 × 103
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given in Table 5.1 is run and the results are analyzed. The results match well
with the solution obtained by Ward [5]. Figure 5.2 shows the variation of electric
field in glow discharge established between the electrodes in the presence of argon.
As observed in glow discharges, in cathode fall region the electric field decreases
almost linearly with distance from the cathode. As electrons generated near cath-
ode accelerate towards anode in the cathode fall region to reach equilibrium with
the local electric field after leaving the cathode fall region, the normalized electron
current density increases near the cathode as shown in Fig. 5.3 and reaches unity
around towards the end of the cathode fall region.
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Figure 5.2: Spatial variation of electric field in the gap (argon).
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Figure 5.3: Spatial variation of electron current density in the gap (argon).

Figure 5.4 shows the variation of electron and ion current densities between the
electrodes. As soon as electrons are generated near the cathode they are moved
away by the influence of the electric field thereby resulting in large ion densities
and small electron densities in the cathode fall region. As the electrons accelerate
towards the anode gaining energy, the electron production increases considerably
resulting in an increase in the electron current density and a proportional reduction
of the ion current density.
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Figure 5.4: Spatial variation of electron density and ion density in the gap (argon).

After validating the code, a case with water vapor at atmospheric pressure is
simulated using the parameters and expressions given in Table 5.2. Figures 5.5
and 5.6 show the variation of electric field and normalized electron current density
inside the vapor gap. The variation of electron and ion density is shown in Fig. 5.7.
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Figure 5.5: Spatial variation of electric field in the vapor gap with je = 0.01.
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Figure 5.6: Spatial variation of electron current density in the vapor gap with
je = 0.01.
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Figure 5.7: Spatial variation of electron density and ion density in the vapor gap
with je = 0.01.

Value of normalized current density at the cathode was determined by the
level of secondary ionization present near cathode. Electric field at the anode was
adjusted until the desired value of normalized electron current density was reached
at the cathode. Simulation results were found to be extremely sensitive to the
value of electric field at the anode. Figures 5.8 and 5.9 show how the normalized
electron current density and electric field variation in the gap varies considerably
with very small variation in the electric field boundary condition at the anode.
This presented considerable difficulty in carrying out the simulations.
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(a) E = 33847.070 V/cm at the anode
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(b) E = 33847.079 V/cm at the anode

Figure 5.8: Variation of normalized electron current density in the vapor gap
for two different values of electric field boundary condition at the anode. (a)
E = 33847.070 V/cm at the anode, (b) E = 33847.079 V/cm at the anode.
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Figure 5.9: Variation of electric field in the vapor gap for two different values of
electric field boundary condition at the anode. (a) E = 33847.070 V/cm at the
anode, (b) E = 33847.079 V/cm at the anode.

5.5 Conclusions

This chapter presents a basic methodology to analyze the region of glow dis-
charge near the cathode and calculate the various relevant glow discharge char-
acteristics. A computer code in C is written to implement the methodology. The
code is verified for the case of argon from the literature. As water vapor is the
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most abundant species present in the glow discharge region in experiments carried
out in the present dissertation, the methodology is applied to run a simulation
with water vapor filling the region between the electrodes. Results are shown to
be extremely sensitive to the electric field boundary conditions.
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Chapter 6

Development of new
finite-difference method for
problems in
electrohydrodynamics

In reviewing the role of interfacial shear stresses in electrohydrodynamics,
Melcher and Taylor [85] noted that many of the most interesting problems in
electrohydrodynamics involved both an effect of the fluid motion on the fields and
an influence of the fields on the motion. Problems involving interfaces are particu-
larly difficult as charges are often confined to a thin layer near the interface which
results in the interfacial shear stress boundary conditions involving the interaction
of electric field with charge distribution. Such problems are difficult to analyze
using commercial CFD packages owing to peculiar boundary conditions.

A need was felt to develop a method which can handle boundary forces in
transient problems in a robust way and which could be implemented in a straight-
forward manner using finite-difference methods on nonstaggered grids using prim-
itive variables (pressure and velocities as opposed to vorticity, stream functions
or other variables). So far such methods are known to produce checkerboard os-
cillations on nonstaggered grids [86]. In the present Chapter a new numerical
method has been developed for solving transient fluid equations with emphasis on
boundary conditions. A computer code has been written to implement the new
method using sparse matrix structure in Matlab and the code has been verified by
comparing the results from a well known benchmark problem of lid-driven cavity.

Navier-Stokes equations for viscous incompressible Newtonian fluid written in
primitive variables u⃗, p are the focus of this chapter. It is often said that the
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equations are nothing but Newton’s law combined with an incompressibility con-
straint. Numerical solutions of Navier-Stokes equations occupy a central theme in
computational fluid mechanics (CFD). Numerical solutions of even the most ele-
mentary fluid problems require specialized techniques in discretization of various
terms appearing in the Navier-Stokes equations. One quickly realizes this if one
attempts to discretize the equations on a simple (nonstaggered) grid using finite
difference methods. Issues of stability and convergence start to guide aspects of
numerical methods ranging from staggered grids, nonstaggered grids, explicit, im-
plicit, semi-implicit to the treatment of nonlinear terms, viscous terms, and the
pressure term.

In the present work an effort is made to understand the equations and bound-
ary conditions from a physics point of view and to extend the understanding to
establish a novel, fully explicit numerical algorithm to solve Navier-Stokes equa-
tions on nonstaggered grids without the use of ghost points.

To highlight the need for research efforts in such a direction at fundamental
level despite the vast advances in CFD, we mention the following excerpt from
Gallavotti [87]:

No one is, to date, capable of writing an algorithm that, in an a priori known
time and within a prefixed approximation will produce the calculation of any prop-
erty of the equations’ solution following an initial datum and forces which are not
“very small” or “very special.”

6.1 Terms appearing in the equation

The equation of motion for a Newtonian fluid in the absence of external forces is

ρ

(
∂u⃗

∂t
+ u⃗ · ∇u⃗

)
= −∇p−

[
∇ · τ

]
(6.1)

where,

τ = −µ
(
∇u⃗+ (∇u⃗)T

)
+

(
2

3
µ− κ

)
(∇ · u⃗) I.

In the above equations τ is the viscous stress tensor, I is a unit tensor, µ is the
dynamic viscosity, and κ is the dilational viscosity.

6.1.1 Navier-Stokes: viscous terms

For constant µ and κ, the divergence of the viscous stress tensor can be expressed
as
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[
∇ · τ

]
= −µ∇2u⃗−

(
1

3
µ+ κ

)
∇ (∇ · u⃗) (6.2)

= µ∇× (∇× u⃗)−
(
4

3
µ+ κ

)
∇ (∇ · u⃗)

where we have used the vector identity ∇× (∇× u⃗) = ∇ (∇ · u⃗)−∇2u⃗.
We mention two more simplified forms of the equation of motion in the absence
of external forces as

ρ

(
∂u⃗

∂t
+ u⃗ · ∇u⃗

)
= −∇p+ µ∇2u⃗ = f⃗ , (6.3)

ρ

(
∂u⃗

∂t
+ u⃗ · ∇u⃗

)
= −∇p− µ∇× (∇× u⃗) = f⃗ . (6.4)

Note that in general Eqns. (6.1), (6.3), and (6.4) are mathematically different and
only when coupled with the incompressibility constraint, (∇ · u⃗ = 0), the three
resulting system of equations are equivalent.

6.1.2 Navier-Stokes: momentum transfer equation

For all subsequent discussions in the present chapter ρ and µ are considered as
constants unless otherwise stated. Also, for the sake of brevity, we define f⃗ 1

µ =

µ∇2u⃗, f⃗ 2
µ = −µ∇× (∇× u⃗), ω⃗ = ∇× u⃗, and m = ∇ · u⃗.

We would like to note the following properties of f⃗ 2
µ which are independent of the

incompressibility constraint:

∇ · f⃗ 2
µ = 0, (6.5)

as the divergence of a curl is always zero, and∫∫
A

f⃗ 2
µ · dA⃗ = −µ

∮
∂A

ω⃗ · d⃗l, (6.6)

using Stokes’ theorem.
Property (6.5) is desirable from a numerical point of view as will be clear in subse-
quent discussion, while property (6.6) gives a nice interpretation of the integral of
normal viscous force on the entire or a section of the boundary surface in terms of
the circulation of vorticity. The corresponding relations for f⃗ 1

µ can only be written
if the incompressibility constraint is satisfied independently.
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There is one more relevant issue often mentioned in the literature, which arises
when we take the divergence of the momentum equation to derive the Poisson
equation in pressure. Taking the divergence of Eqns. (6.3) and (6.4) we get

ρ

(
∂m

∂t
+ u⃗ · ∇m+∇u⃗ : (∇u⃗)T

)
+ f⃗ · ∇ρ

ρ
= −∇2p+ µ∇2m, (6.7)

ρ

(
∂m

∂t
+ u⃗ · ∇m+∇u⃗ : (∇u⃗)T

)
+ f⃗ · ∇ρ

ρ
= −∇2p, (6.8)

respectively. Note, the above equations tell us how the momentum transfer equa-
tion makes the quantity “m” evolve in time independent of any incompressibility
constraint. Any control on m will have to be derived from the above equations,
which are implicit in the corresponding momentum equations. One way of doing
this is to write

−∇2p = ρ∇u⃗ : (∇u⃗)T + f⃗ · ∇ρ
ρ

(6.9)

which, for the above two cases implies

ρ

(
∂m

∂t
+ u⃗ · ∇m

)
= µ∇2m, and (6.10)

ρ

(
∂m

∂t
+ u⃗ · ∇m

)
= 0, (6.11)

respectively. In both of the above cases, the presence of the convective term
indicates that we can think of “m” as a property similar to say, temperature, of the
fluid particles which gets transported along with the particles. In Eqn. (6.10) this
property also gets diffused just like temperature in heat equation and in Eqn. 6.11
it is only convected without any diffusion. Eqn. (6.9) ensures that the generation
of “m” implicit in the momentum equation is set to zero. To ensure m = 0 for
all times, both cases require m(0, x⃗) = 0, initially. And, as fluid can enter or
leave the boundary at any time, we also require that any fluid parcel entering and
leaving fluid must have m(t, b⃗) = 0. The difference between the two cases is that
while any violation of m = 0 will be diffused in the case of Eqn. (6.10), it will
stay localized to the particle in the case of Eqn. (6.11). In this sense Eqn. (6.11)
controls the spread of error better than Eqn. (6.11).
Generally, Eq. 6.3 along with the incompressibility constraint represent Navier-
Stokes equations for an incompressible fluid with constant viscosity. Based on the
above discussion, in the present thesis, we define the Navier-Stokes equation for
momentum transfer with constant viscosity as
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ρ

(
∂u⃗

∂t
+ u⃗ · ∇u⃗

)
= −∇p− µ∇× (∇× u⃗) (6.12)

Note, the curl-form of the viscous term appears in the literature as a mathematical
“trick” performed on the Navier-Stokes equation 6.3. In the present work we use
Eqn. (6.12) as the fundamental form of the momentum transfer equation for in-
compressible Newtonian fluid. To recover Eqn. (6.3) from Eqn. (6.12), one would
have to use the mathematical identity mentioned earlier along with the incom-
pressibility constraint. One observation from Eqn. (6.2) is that both Eqns. (6.3)
and (6.4) require the same level of assumptions when derived from Eqn. (6.1).
In the next subsection we will consider various forms of the incompressibility
constraint and find the most appropriate one for the purpose of the present dis-
sertation.

6.1.3 Navier-Stokes: incompressibility constraint

It is said that the role of pressure appearing in the Navier-Stokes equation is to
enforce the incompressibility constraint, ∇ · u⃗ = 0, for all times. One minor point
that may cause confusion is related to the interpretation of such a statement. At
any instant of time t0, which of the following three does p(t0, x⃗) enforce?

(∇ · u⃗)|t0 = 0, (6.13)

∂(∇ · u⃗)
∂t

∣∣∣∣
t0

= 0, (6.14)

d(∇ · u⃗)
dt

∣∣∣∣
t0

=

(
∂(∇ · u⃗)
∂t

+ u⃗ · ∇(∇ · u⃗)
)∣∣∣∣

t0

= 0. (6.15)

At first, the three conditions may appear to be the same, but note that the pressure
gradient appearing in the Navier-Stokes equation has the physical interpretation
of force. A similar question would be whether the pressure gradient at any instant

of time controls u⃗,
∂u⃗

∂t
, or

du⃗

dt
. A clear answer to this is obviously,

du⃗

dt
. So, from

a physical point of view we rule out Eqn. (6.13). Also, note that Eqn. (6.15) is
the same as Eqn. (6.11), which indicates how ∇ · u⃗ evolves implicitly from 6.12
under the restriction given in 6.9. One may argue that Eqn. (6.14) is an equally
good option. But notice that if one were to write the incompressibility constraint
at steady state, 6.14 appears to be satisfied by definition without any “apparent”
role being played by pressure. We say “apparent” as it is the correct pressure,
which brought the system from an initial state to the steady-state. On the other
hand, Eqn. (6.15) will work equally well, both in transient and at steady-state.
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Based on the above discussion, extending the physical interpretation of force to
the pressure gradient term in the Navier-Stokes equation, we conclude that it is
d(∇ · u⃗)

dt
, which is controlled by the instantaneous pressure field and not (∇ · u⃗).

6.2 Nondimensionalization

In the literature, one can find the following two nondimensional forms of equation
of motion:

∂u⃗

∂t
+ u⃗ · ∇u⃗ = −∇p1 −

1

Re
∇×

(
∇× u⃗

)
(6.16)

Re

(
∂u⃗

∂t
+ u⃗ · ∇u⃗

)
= −∇p2 −∇×

(
∇× u⃗

)
(6.17)

where,

u⃗ =
u⃗

U
, ∇ = L∇, t =

t

L/U
, p1 =

p

ρU2
, p2 =

p

µU/L

Generally, Eqn. (6.16) is used for moderate to high Reynolds number flows and
Eqn. (6.17) is used for low Reynolds number flows (Stokes flow). For clarity, we
will drop the bar over nondimensional quantities and represent them with regular
symbols. All the quantities mentioned in the remainder of the current chapter are
to be considered dimensionless unless otherwise stated.
We propose to use Eqn. (6.17) for the entire range of Reynolds number as this does
not artificially reduce the significance of viscous forces for large Reynolds number.

In the limit of large Reynolds number, the viscous force term − 1

Re
∇× (∇× u⃗) in

Eqn. (6.16) “appears” to have lesser significance compared to other terms in the
equation, but this appearance is misleading as in the absence of any known a priori
bound on the magnitude of ∇× (∇× u⃗), nothing can be said about the relative
magnitude/significance of viscous force anywhere in the domain and especially at
the solid boundaries where the no-slip condition implies pressure forces balance
viscous forces and both can have arbitrarily large magnitude for any Reynolds
number.
Also, pressure is recovered by taking the divergence of the momentum equation
and using the incompressibility constraint to arrive at a Poisson equation in pres-
sure given by
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−∇2p1 = ∇u⃗ : (∇u⃗)T or, (6.18)

−∇2p2 = Re∇u⃗ : (∇u⃗)T . (6.19)

We would like to note here that the Reynolds number does not appear explicitly
in Eqn. (6.18) derived from Eqn. (6.16) giving the “appearance” of pressure being
independent of Reynolds number. The dependence of p1 on Reynolds number
is tied with boundary conditions supplemented to solve Eqn. (6.18). Reynolds
number appears explicitly in Eqn. (6.19) derived from Eqn. (6.17).

6.3 Minimal set of data

6.3.1 Heat equation with Dirichlet boundary

In the present subsection we review the idea of minimal set of data required
to construct, in principle, an algorithm to solve a heat equation instantaneously
(evaluate the value of ∂T/∂t) supplemented with an initial condition and Dirichlet
boundary data. In the next subsection we will carry over the discussion to Navier-
Stokes equations in a fixed domain subject to an initial condition and Dirichlet
boundary data, both in terms of a specified velocity vector.
The heat equation we study is

∂T

∂t
= Tt = ∇2T, (6.20)

T (0, x⃗) = T0; T (t, b⃗) = Tb. (6.21)

We will assume that all spatial derivatives are mentioned hereafter in distribu-
tional sense. Also, all the time derivatives mentioned in this thesis should be
interpreted in the one-sided, forward-in-time sense, in case of a discontinuity. As
∇T denotes the flux of a conserved quantity, we would like a physical solution
to have continuous ∇T up to the boundary so that all the thermal energy in
transit can be accounted for. In a discrete sense this amounts to saying that all
the boundary data should be incorporated through spatial derivatives defined at
internal points. A specified T (t, b⃗) ∀ t implies that, in principle, at any instant in
time, say t0, we can independently specify

T (t0, b⃗), Tt(t0, b⃗), Ttt(t0, b⃗), . . . , T
(k)
t (t0, b⃗) ∀ k (6.22)
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where, T
(k)
t =

∂kT

∂tk
. This includes the ability to define the above derivatives for t+0

independent of their values for t−0 . Of course, the regularity of the overall solution
at t0 will depend upon regularity carried over from t−0 to t+0 . We ask, what are the
minimum data required at any instant of time, say t0, in the domain and at the
boundary so that one can evaluate Tt(t0, x⃗) in the entire domain in a physically

meaningful sense. Note, if we know T (t0, x⃗), T (t0, b⃗) we can construct ∇2T and
thus Tt(t0, x⃗) from Eqn. (6.20) in a physical sense at all domain points. Also, in
general, we cannot expect the limiting value of Tt(t0, x⃗) as x→ b to coincide with

Tt(t0, b⃗) as this will undermine our ability to specify Tt(t0, b⃗) independently, as a
part of boundary condition. Any agreement between the limit and the boundary
value will be an outcome of higher regularity and should be considered as special
case. This indicates that if one attempts to apply domain equations at boundary,
there might be a discontinuity in ∇2T at the boundary rendering such an attempt
nonphysical.
Once Tt(t0, x⃗) is determined, we can combine it with independently specified

boundary data Tt(t0, b⃗) to construct another set of minimal data for the equa-
tion derived from 6.20 as

Ttt = ∇2Tt, (6.23)

and repeat the above reasoning to determine Ttt(t0, x⃗) in the domain. This shows,
in principle, one can determine

T (t0, x⃗), Tt(t0, x⃗), Ttt(t0, b⃗), . . . , T
(k)
t (t0, x⃗) ∀ k

utilizing independently specified boundary data 6.22 and finally determine

T (t0 +∆t, x⃗) = T (t0, x⃗) + Tt(t0, x⃗)∆t+
1

2!
Ttt(t0, x⃗)∆t

2 + . . . (6.24)

+
1

k!
T

(k)
t (t0, x⃗)∆t

k +O(∆tk+1)

Before we finish the present subsection, we would like to comment on the
notion of one-sided differentiation and integration from a physical point of view.
This is inspired by a short note written by Temam [88] . As mentioned in the
note, from a mathematical point of view, the solution of a differential equation at
t0 is a continuation of its value from t−0 to t+0 . In other words, one should be able
to replace (∆t) in Eqn. (6.24) with (−∆t) to compute the value of T (t0 −∆t, x⃗).
Mathematically, a problem may come only at t = 0 when the differential equation
is supposed to start and only available information is in terms of initial data at
t = 0 with no information available from t = 0−. In contrast, to devise a numerical
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scheme, there is no difference in the basic idea to progress the solution from t = 0
to t = 0+ and say from t = t0 to t = t+0 . The present discussion on minimal sets
of data is put in the spirit that one should be able to write

T (t0 +∆t, x⃗) = T (t0, x⃗) + T+
t (t0, x⃗)∆t+

1

2!
T+
tt (t0, x⃗)∆t

2 + . . . (6.25)

+
1

k!
T

(k)+
t (t0, x⃗)∆t

k +O(∆tk+1), and

T (t0 −∆t, x⃗) = T (t0, x⃗) + T−
t (t0, x⃗)(−∆t) +

1

2!
T−
tt (t0, x⃗)(−∆t)2 + . . .(6.26)

+
1

k!
T

(k)−

t (t0, x⃗)(−∆t)k +O((−∆t)k+1)

to allow for discontinuity in derivatives not just at t = 0 but at any general time
t = t0. In this sense we ask for one-sided minimal data required at any time t = t0
to evaluate the solution at t = t+0 from Eqn. (6.25).

6.3.2 Navier-Stokes with Dirichlet boundary

In the present subsection, we extend the previous discussion to the system of
Navier-Stokes equations given by

Re

(
∂u⃗

∂t
+ u⃗ · ∇u⃗

)
= −∇p−∇× (∇× u⃗) in Ω, (6.27)

∂(∇ · u⃗)
∂t

+ u⃗ · ∇(∇ · u⃗) = 0 in Ω, (6.28)

u⃗(0, x⃗) = u⃗0; u⃗(t, b⃗) = u⃗b at Γ. (6.29)

where pressure can be recovered from

−∇2p = Re∇u⃗ : (∇u⃗)T = S. (6.30)

Again, a specified velocity field at boundary ∀ t implies that we can specify at the
boundary b, at any time, say t0

u⃗⊥, u⃗t⊥, u⃗tt⊥, . . . , u⃗tk ⊥ ∀ k (6.31)

u⃗∥, u⃗t ∥, u⃗tt ∥, . . . , u⃗tk ∥ ∀ k (6.32)

independently where, u⃗tk =
∂ku⃗

∂tk
, u⃗⊥ = (u⃗ · n̂) n̂, u⃗∥ = n̂× (u⃗× n̂) and n̂ is a unit

vector normal to the boundary. Of course, the compatibility condition in terms
of net mass flux through boundaries being zero needs to be satisfied.
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We ask, what is the minimal set of data required at any time t0 in a domain and at
the boundary so that in principle we can evaluate u⃗t at all points in the domain.
We examine four candidates

u⃗ such that ∇ · u⃗ = 0 in Ω, (6.33)

u⃗⊥, u⃗∥ at Γ.

u⃗ such that ∇ · u⃗ = 0 in Ω, (6.34)

u⃗⊥, u⃗∥ at Γ,

u⃗t ∥ at Γ.

u⃗ such that ∇ · u⃗ = 0 in Ω, (6.35)

u⃗⊥, u⃗∥ at Γ,

u⃗t⊥ at Γ.

u⃗ such that ∇ · u⃗ = 0 in Ω, (6.36)

u⃗⊥, u⃗∥ at Γ,

u⃗t⊥, u⃗t ∥ at Γ.

It is said that the Navier-Stokes equation (momentum transfer) is nothing but
Newton’s law, which expresses acceleration in terms of force, assuming constant
mass. To solve the inverse problem of estimating force on any given point mass
at any instant by observing its motion, one needs to know its velocity in a small
interval around that instant and calculate the time rate of change of the velocity.
In general, one cannot find force from only instantaneous velocity. The conditions
given in Eqn. (6.33) seem to be doing this, calculating u⃗t from given instantaneous
u⃗ in the domain and on the boundary. Note however, if we have velocity data in
an interval of time for the boundary only, we can conceive a suitable mechanism to
establish a communication between the acceleration of the fluid inside the domain
and its observed/prescribed value at the boundary. The pressure term appearing
in the Navier-Stokes equation does precisely this. Therefore, on physical grounds
we consider the information given in Eqn. (6.33) as insufficient. Note that in the
case of the heat equation in previous subsection, similar conditions as given in
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Eqn. (6.33) were enough to calculate
∂T

∂t
. This shows the shortcoming of treating

the Navier-Stokes equation on a similar footing as the heat equation in u⃗.
For the conditions given in Eqns. (6.34), (6.35), and (6.36), let us first consider a
case where viscous as well as pressure forces are continuous up to the boundary.
In such a case we can apply momentum equation (6.27) at the boundary. For a
given velocity field, specifying the entire vector u⃗t at the boundary amounts to
specifying the entire ∇p at the boundary. If pressure is recovered from a Poisson-
Neumann type of equation, this is clearly an over-specified boundary condition.
So, such an approach renders option 6.36 as over-specified in case viscous and
pressure forces are continuous upto the boundary.
Such an approach is possible only when either u⃗t⊥ or u⃗t ∥ is specified and the
other is free to assume any value that might come as a part of solution. Even
then, specifying u⃗t ∥ independently has another problem. As the gradient field is a
conservative field, its circulation around a closed loop should be zero. If we specify
u⃗t ∥ with nonzero circulation, the pressure gradient will not be able to produce
circulation. At this point one may invoke a certain compatibility condition on the
velocity field, which will amount to saying that the instantaneous velocity field
already has the information of independently specified u⃗t ∥ , and it has assumed
such a value so that the viscous force generated from it at the boundary has
eliminated the nonzero circulation, leaving the remaining circulation-free part for
pressure to enforce.
This leaves us with option 6.35. Note, the same conditions as given in 6.35 are
applicable for inviscid flows where only the normal component of u⃗t is specified as
a part of boundary condition and the tangential component is free to respond to
the solution. This case has been discussed in the work of Gallavotti [87], where
he terms this the Navier-Stokes-Euler equation. This is a valid approach in case
of inviscid flows, but with viscous flows this leaves us with an inability to enforce
a no-slip condition or any other specified u⃗t ∥ conditions unless the instantaneous
velocity field already has the information of both u⃗t⊥ and u⃗t ∥ and it has assumed
such values that the tangential viscous force generated from it at the boundary
takes care of u⃗t ∥ and ∇p∥ resulting from solving a Poisson-Neumann type of
equation with boundary condition in terms of u⃗t⊥. It is this information about
the pressure gradient, required to be implicit in instantaneous velocity fields, which
makes such a compatibility condition global rather than local in space.
So, even if conditions 6.35 give a solution, it is not the proper solution for viscous
flows. This makes us reconsider the set of data given in 6.36 which, in principle,
attempts to enforce the proper boundary conditions. One possible way out in favor
of 6.36 is if we assume that one cannot determine viscous force at the boundary
from a given instantaneous velocity field. This, in principle, will render conditions
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given in Eqns. (6.34) and (6.35) as inapplicable since viscous force information is
missing at the boundary. In such a case, one would not be able to separate the
boundary force into pressure and viscous components the way it is possible inside
the domain, and derive a Neumann type of pressure boundary condition. If we
require the total force to be continuous up to the boundary (more desirable than
having only pressure gradient being continuous), any discontinuity in viscous force
will result in a discontinuity in the pressure gradient at the boundary leaving the
possibility of the total force being continuous upto the boundary. We will pursue
this line of reasoning in our next subsection.

6.4 Impenetrable, no-slip boundary at rest

In this subsection we would like to examine closely the role of a boundary condition
most often encountered while dealing with viscous flows, a solid wall at rest. Such
a boundary is impenetrable and any fluid in contact with it would stick to it and
is represented mathematically as u⃗⊥ = 0, u⃗∥ = 0. We ask, at any instant of time
t0, what dynamic role does such a boundary play for a given velocity field u⃗(t0, x⃗)

in the domain and u⃗(t0, b⃗) = 0 at the boundary? It is noted that both u⃗⊥(t0, b⃗)

and u⃗∥(t0, b⃗) are zero.
To answer this question, let us consider the state of stress at the boundary. Ac-
cording to the work done by Caswell [89] , viscous stresses developed at such a
boundary are given by

n̂ · A(1) = 2 n̂ (∇ · u⃗) + ω⃗ × n̂, (6.37)

n̂× A(1) = ω⃗ n̂ (6.38)

where A(1) =
(
∇u⃗+ (∇u⃗)T

)
= 2 n̂ n̂ (∇ · u⃗) + n̂ ω⃗ + ω⃗ × n̂ n̂

Caswell also notes that the above equations hold equally well when we replace
velocity and vorticity with their partial time derivatives. Eqn. (6.37) tells us that
when such a wall comes in contact with an incompressible fluid, the normal viscous
stress at the wall becomes zero. Note that this is not true in the case where the
fluid is compressible. As pressure is the only normal stress at the wall, we can say
that the pressure at a solid wall takes such a value so as to ensure that the normal
viscous stress at wall is zero, by ensuring incompressibility. In a discrete sense,
one can think of pressure at the wall as controlling the approach velocity (normal
to wall) of the particle next to the wall. Following the reasoning of section 6.1.3

we conclude, the “dynamic” role of such a boundary is to enforce
d(∇ · u⃗)

dt
= 0. As

the dynamic data available at the wall are u⃗t⊥|t0 = u⃗t ∥
∣∣
t0
= 0, and the pressure
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gradient and viscous force terms are not available at the boundary, we will use
the following more appropriate but equivalent equation

∇ · du⃗
dt

= Re∇u⃗ : (∇u⃗)T at Γ. (6.39)

In the next section we will study a special projection method, which will pave
the way to express the above boundary condition in terms of pressure, when the
momentum equation is inapplicable at the boundary in the sense that pressure
gradient and viscous forces appearing in the equation cannot be interpolated as
an internal limit while the total force is continuous up to the boundary.

6.5 Projection method: new boundary condi-

tion

In principle, any existing projection method tries to construct a new vector field
from a given vector field, in the domain and at the boundary, by modifying it with
a gradient field so as to enable the new field to satisfy a specified divergence condi-
tion in the domain, which was not satisfied by the original field. Mathematically,
for a given u⃗0, g, and un, we would like to construct a field u⃗ such that

∇ · u⃗ = g in Ω, (6.40)

u⃗ · n̂ = un at Γ,

where, g and ub satisfy the standard flux compatibility condition. We construct
such a field u⃗ with the help of a gradient field defined as u⃗ = u⃗0 − ∇φ, and
combining it with the above equations to form a Poisson-Neumann type of problem
in φ as

∇2φ = ∇ · u⃗0 − g in Ω, (6.41)

∂φ

∂n
= u⃗0 · n̂− un at Γ.

Generally, in numerical methods to solve the Navier-Stokes equation, some form of
such a projection may be employed to enforce the incompressibility constraint on
an intermediate velocity field derived from the momentum equation, which does
not satisfy the incompressibility constraint. Another instance where projection
may be useful is in deriving compatible initial data for start-up problems, from
a given initial data set which does not satisfy the incompressibility constraint.
In both cases, the method suffers the drawback of not being able to satisfy any
restriction on the tangential component of the field, u⃗∥.
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Ideally, we would like a method to construct a u⃗ such that

∇ · u⃗ = g in Ω, (6.42)

u⃗⊥ = un at Γ, (6.43)

u⃗∥ = us at Γ. (6.44)

Note how in Eqn. (6.40), the inability to enforce the tangential component may
manifest itself in the form of discontinuity in ∇ · u⃗ at the boundary. One possible
(weaker than condition 6.44) way to incorporate independently specified normal
and tangential components is to enforce ∇ · u⃗ = g at the boundary. Even then,
well-posedness of Eqn. (6.40) makes the problem over-specified with the inclusion
of condition 6.44, if we are to try a solution along the lines of using a gradient field.
One possible alternative is to assume that u⃗0 is given only inside the domain and
its value at the boundary is unknown. This scenario allows for a discontinuity
at the boundary in the value of u⃗0. So in effect we attempt to project a given
velocity field minus its boundary value to find a desired velocity field, which in
turn is continuous up to the boundary in a weak sense mentioned earlier. For the
final field to be continuous up to the boundary, any discontinuity in the initial
field will result in a discontinuity in the gradient field at the boundary.
For a given vector field u⃗0 in a domain with unknown and discontinuous value at
the boundary we require g, un, and us to construct a field u⃗ such that

∇ · u⃗ = g in Ω, (6.45)

∇ · u⃗|b = g at Γ, (6.46)

where condition 6.46 is interpreted in a one-sided sense and incorporates specified

un and us. It can also be transformed to a condition in the form
∂(u⃗ · n̂)
∂n

= c,

where c can be computed from g and us. Along the same lines described by 6.41,
we define a gradient field −∇φ such that u⃗ = u⃗0 − ∇φ but, this time because
of discontinuity, we can only write this relation inside the domain and not at the
boundary. We arrive at the following Poisson like equation with new boundary
conditions,

∇2φ = ∇ · u⃗0 − g in Ω, (6.47)

∂(u⃗ · n̂)
∂n

= c at Γ. (6.48)

We emphasize that to compute ∇ · u⃗0 inside the domain, one should only use
the data available inside domain and not the data on the boundary even if it is
available. In a discrete sense this would translate to writing a discrete form of

87



Chapter 6. Development of new finite-difference method for problems in electro-
hydrodynamics

spatial derivative of u⃗0 at points next to the boundary using a one-sided scheme so
as to avoid incorporating boundary data. One way of deriving a discrete boundary
condition in φ is to discretize Eqn. (6.48) using a one-sided scheme, incorporating
the specified boundary values (un, us), and expressing any component of u⃗ inside
the domain using u⃗ = u⃗0 −∇φ, which is valid inside the domain.

6.6 Pressure recovery

In this section we will formulate the pressure recovery process in terms of the
projection method described in the previous section. Following along the lines
of Eqns. (6.45)-(6.46), for a given vector field −∇ × (∇ × u⃗) in a domain with
unknown and discontinuous values at the boundary, we require a given g, fn, and
fs to construct a field f⃗ such that

∇ · f⃗ = g in Ω, (6.49)

(∇ · f⃗)
∣∣∣
b

= g at Γ. (6.50)

where, g = ∇u⃗ : (∇u⃗)T . Condition 6.50 should be interpreted in a one-sided
sense, which incorporates independently specified u⃗t⊥ and u⃗t ∥ at the boundary
through fn = (u⃗t + u⃗ · ∇u⃗)⊥ and fs = (u⃗t + u⃗ · ∇u⃗)∥, respectively. Note that
this formulation enables one to directly specify tangential forces at the boundary
as a boundary condition. This is useful in electrohydrodynamics as oftentimes
interaction between electric field and interfacial charges produce a force confined to
a very narrow region near the interface. Such a force can be directly incorporated
as a boundary condition in the present formulation.
As before, we define a gradient field (−∇p) as f⃗ = −∇p − ∇ × (∇ × u⃗) where,
due to discontinuity, this relation can only be written inside the domain and not
at the boundary. We arrive at the following Poisson equation with new boundary
conditions,

−∇2p = Re∇u⃗ : (∇u⃗)T in Ω, (6.51)

∇ · du⃗
dt

= Re∇u⃗ : (∇u⃗)T at Γ. (6.52)

6.7 Navier-Stokes: numerical algorithm

In this section we will construct an algorithm fully explicit in time, which can be
implemented to integrate Navier-Stokes equations in time on a nonstaggered grid
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without using any ghost points outside the domain. At any instant of time, say
t0, if we have the following data

u⃗ such that ∇ · u⃗ = 0 in Ω, (6.53)

u⃗⊥, u⃗∥ at Γ,

u⃗t⊥, u⃗t ∥ at Γ. (6.54)

We can compute u⃗t by utilizing the above set of data in the following system of
equations

Re

(
∂u⃗

∂t
+ u⃗ · ∇u⃗

)
= −∇p−∇× (∇× u⃗) in Ω,

−∇2p = Re∇u⃗ : (∇u⃗)T = S in Ω,

∇ · du⃗
dt

= S at Γ.

We can then combine the computed u⃗t data along with independently specified
boundary conditions u⃗t, and u⃗tt to arrive at a new set of data at time t0 given by

u⃗t such that ∇ · u⃗t = 0 in Ω, (6.55)

u⃗t⊥, u⃗t ∥ at Γ,

u⃗tt⊥, u⃗tt ∥ at Γ. (6.56)

Repeating as above, we can compute u⃗tt by utilizing the above set of data in the
following system of equations

Re

(
∂u⃗

∂t
+ u⃗ · ∇u⃗

)
t

= −∇pt −∇× (∇× u⃗t) in Ω,

−∇2pt = St in Ω,

∇ ·
(
du⃗

dt

)
t

= St at Γ.

Continuing in the same way, starting from the data in Eqn. (6.53) and indepen-
dently specified boundary conditions given by Eqns. (6.31) and (6.32), one can
find a new velocity field at time t0 +∆t as

u⃗(t0 +∆t, x⃗) = u⃗(t0, x⃗) + u⃗t(t0, x⃗)∆t+
1

2!
u⃗tt(t0, x⃗)∆t

2 + . . . (6.57)

+
1

k!
u⃗
(k)
t (t0, x⃗)∆t

k +O(∆tk+1)
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6.8 Results and discussion

One of the requirements on the initial velocity field used in numerical solutions
of incompressible Navier-Stokes equations is that the field should be divergence-
free. In addition to this, there should be compatibility between the field inside the
domain and at the boundary. In the literature [90] one may find arguments sup-
porting the compatibility between normal velocity components at the boundary,
but generally such a compatibility between tangential components is left out. On
the other hand, the importance of the incompressibility constraint at the boundary
is recognized by most researchers. We would like to point out that any fulfillment
of the incompressibility constraint at the boundary essentially requires that the
tangential component of velocity be compatible at the boundary.

Independent of whether such a compatibility between tangential components
is essential or not, the current method (projection method) used to derive a
divergence-free velocity field by modifying the given velocity field using an auxil-
iary gradient field is unable to take into account the compatibility of tangential
components.

To show the usefulness of the new projection method, we consider the transient
problem of a 2-D lid-driven cavity with initial zero velocity field inside the cavity
and a specified value at the top boundary (lid). From physical considerations the
velocities at the two corners should be zero. This creates a horizontal velocity gra-
dient at the top boundary. Near the two corners the incompressibility constraint
is not satisfied. If we use the current projection method to project the initial
velocity field onto a divergence-free (inside domain as well as at the boundary)
velocity field, we get the same initial field because the current projection method
is unable to take into account the specified tangential velocity at the boundary.

If we apply the projection method developed in Section 6.5 to the initial ve-
locity field in the cavity, we get the velocity field shown in Fig. 6.1. This initial
field is more realistic than the given velocity field and takes into account the
compatibility of tangential components at the boundary.
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Figure 6.1: Projection of initial velocity field to generate compatible initial velocity
field.

Next we combine the new projection method with the new solution method for
solving the Navier-Stokes equations as developed in Section 6.7 for the problem
of a lid-driven cavity at Re=100. Comparison of results at steady-state with the
benchmark velocity profiles from Ghia et al. [3] is presented in Figs. 6.2 and 6.3.
The profiles calculated from the code developed agree well with the benchmark.
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Figure 6.2: Comparison of u along y at x = 0.5 with benchmark solution from
Ghia et al. [3].
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Figure 6.3: Comparison of v along x at y = 0.5 with benchmark solution from
Ghia et al. [3].

Figure 6.4 shows the streamlines of the velocity field at Re = 100 at t = 10.
The flow mainly consists of one main vortex and a smaller bottom right vortex.
The arrow at the top represents the direction of velocity given to the top sliding
surface.
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Figure 6.4: Streamlines at Re = 100.

One of the distinguishing features of the present method to solve the Navier-
Stokes equation is that for the first time, to our knowledge, we have been able to
compute the instantaneous time rate of change of pressure within the framework
of incompressible Navier-Stokes equations. This quantity is of great interest from
a physical point of view as it gives us an indication of how fast the pressure, which
changes instantaneously in space (infinite speed of sound) within the framework of
the incompressible Navier-Stokes equation, is changing with time. Figures 6.5 and
6.6 show the spatial variation of pressure as well as its time rate of change at time
t=10. As shown in Fig. 6.5, most of the pressure develops near the top corners and
pressure variations are small away from the driving lid. One interesting thing to
note in Fig. 6.6 is that even though at t=10 variations in the velocity field during
subsequent iterations are below a prefixed tolerance indicating a state close to
steady-state, the instantaneous rate of change of pressures are large.

94



Chapter 6. Development of new finite-difference method for problems in electro-
hydrodynamics

0 0.2 0.4 0.6 0.8 1
−100

−80

−60

−40

−20

0

20

y

p

Figure 6.5: Spatial variation of pressure along vertical direction (y) at various
horizontal locations (x) at Re = 100 and t = 10.
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Figure 6.6: Spatial variation of time rate of change of pressure along vertical
direction (y) at various horizontal locations (x) at Re = 100 and t = 10.
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Conclusions

7.1 Summary

In the first part of the dissertation we described the experimental work related
to CGDE (contact glow discharge electrolysis) applied to various liquid wastes to
better understand the interaction between CGDE and liquid waste. We discussed
various current and voltage characteristics as well as temperature distribution
inside the electrolytic cell. We then carried out a second type of experiment
with the purpose of quantifying the rate of steam generation under contact glow
discharge electrolysis.

Experimental observations became the basis for the theoretical models de-
scribed in subsequent Chapters. In Chapter 3 we applied the theory of electric
double layer to model the evaporation of liquid film in the presence of an applied
electric field. A mathematical model for steady-state condition was developed to
couple momentum, energy, and mass conservation equations together with the
Poisson-Boltzmann equation that describes charge distribution in the liquid film.
The model also describes the interaction with humid air flowing above the elec-
trolytic film. The results showed nonuniform volumetric heat generation in the
film.

Experiments also showed a distinctive temperature distribution formed inside
the electrolytic cell. To explain that this temperature pattern resulted from the
partially immersed electrode acting as heating element, in Chapter 4 we described
buoyancy-driven flow in electrolytic cell with partially immersed electrode. Ther-
mal stratification of flow inside the electrolytic cell was reported and explained.
The results indicated that partial immersion of the electrode results in a much
higher temperature near the free surface of the fluid, and much lower near the
bottom of the cell.

97



Chapter 7. Conclusions

In Chapter 5 we modeled the contact glow discharge that occurs near the
cathode inside the vapor film surrounding it. As a preliminary model we have
neglected multidimensional effects and presented a mathematical model, which
accounts for electron density, variation of electric field and electron energy inside
the glow discharge. We have verified the results from the model for argon at
low pressure. We subsequently used the model to find the characteristics of glow
discharge in the presence of water vapor.

Modeling of interaction between electric field and fluid indicated a need to
further explore the Navier-Stokes equations with emphasis on boundary conditions
from physical and mathematical points of view. In Chapter 6 we developed a
new projection method which also indicated a way to use projection method to
implement pressure boundary conditions. The new projection method can be used
to derive a compatible initial condition from a given general velocity field so as
to make it divergence-free and compatible with boundary data both in normal
as well as tangential directions. The emphasis was on physical motivation within
the mathematical framework of Navier-Stokes systems. A new methodology was
developed to numerically solve fluid equations for incompressible flow, which can
be extended to all ranges of Reynolds number and works equally well for startup,
transient, and steady-state problems.

Generally it is not clear how the pressure varies with time within the frame-
work of incompressible Navier-Stokes equations as pressure appears in an elliptic
manner and the Poisson equation for pressure does not contain time. We de-
veloped the methodology to bring out the hidden time dependence of pressure
and numerically calculated instantaneous time rate of change of pressure for an
incompressible flow.

7.2 Future work

The work presented in this dissertation can be extended along the following
directions:

1. Experimental study should be carried out with focus on the region near the
cathode where glow discharge takes place using diagnostic tools to charac-
terize plasma.

2. Model of contact glow discharge should be extended to include the contri-
butions from other plasma reactions and couple it with the analysis done in
the fluid for a complete modeling of CGDE.
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3. Understand the mechanism of diffusion of sodium ions into vapor film when
the electrolyte has sodium salt.

4. Model excitation of sodium atom which is responsible for the orange color
seen in glow discharge in NaHCO3/NaCl solutions.

5. During the experiments it was observed that the presence of biomass in the
liquid waste failed to produce significant gasification as most of the energy
was absorbed by the liquid. Based on this observation a set of experiments
should be performed to study the electric discharges in the biomass itself
without including the liquid waste.

6. Model developed for studying discharges in liquid waste should be extended
to study discharges directly inside the organic solid waste in the presence
and absence of moisture.

7. Numerical method developed to solve Navier-Stokes equations should be
extended to include interfacial conditions between glow discharge and fluid.

8. The analysis done on Navier-Stokes equations indicates that the pressure
gradients may not be smooth near boundaries. The role of pressure at the
boundary should further be explored both numerically and experimentally.

9. Use the new method to incorporate the effect of electric field on buoyancy
driven flow analyzed in this dissertation.

10. Analyze of the bifurcation that generates the transition to CGDE.

11. Analyze the effects of pressure on the ionization in CGDE.

12. Develop a 2D model in cylindrical coordinates for CGDE.

13. Conduct spectroscopy analysis of species generated during CGDE.
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