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1. Introduction: 

 My senior design project is a wireless audio transmitter, or WAT for short. Fundamentally, 

this is a device which takes in analog audio waveforms from a 3.5 mm AUX input and uses an 

analog to digital converter to discretize the data as a 16 bit digital number. Once the data is 

discretized, it is transmitted to another module via a Wi-Fi server. Once the data is received by the 

other module, Bluetooth is used to sync up playback between both modules to create a surround 

sound effect.  The data is played back by passing through an analog to digital converter where it 

is played out of a speaker connected by a 3.5 mm AUX cord.  The first module also allows a user 

to apply digital audio effects to a 10 second recorded audio sample.  The user can select a low pass 

filter, which will make the audio sound low pitch, or a high pass filter, which will make the audio 

sound high pitch. 

 This was not a solo effort, as that would be a monumental undertaking. I worked with 

Duane Buccholz, Ethan Kim, and Robert Jimenez.  Their contributions will be discussed in the 

acknowledgments section. This capstone report will be focused on my contribution to this project.  

I worked primarily on two areas: analog to digital conversion and digital signal processing.  Analog 

to digital conversion is the process of sampling analog audio data into discrete, or digital values. 

This way, the audio can be processed by a microprocessor and transmitted via Wi-Fi. Digital signal 

processing the process of taking the sampled music data and applying digital filters to it.  These 

filters serve as audio effects that can change the way the music sounds.  The rest of this report is 

written in a technical writing style, so everything is written in the third person. 

  



4 
 

Definitions and Acronyms: 
WAT:  Wireless Audio Transceiver (The overall project)  

WAT1: Wireless Audio Transceiver 1 (The main module)  

WAT2: Wireless Audio Transceiver 1 (The second module)  

RPi3: Raspberry Pi 3 B+ (Each WAT module runs off of a Raspberry Pi 3 B+)  

AUX: Auxiliary Port (A standard communications port that allows for auxillary inputs of analog 

audio data from a phone, microphone, etc.) 

ADC: Analog to Digital Converter (Samples analog signals, in the case audio data over AUX, to 

digitize the music data.)  

DAC: Digital to Analog Converter (Converts digital signals, in the case sampled audio data, back 

into a continuous signal that is then sent to a speaker.)  

SNR: Signal to Noise Ratio (A metric for how “good” audio data is by comparing a desired signal 

in dB to the noise of the signal in dB. The DAC and ADC have an SNR greater than 40dB)  

THD+n: Total Harmonic Distortion plus Noise (The sum of all harmonic distortion. The ADC and 

DAC have less than 60dB (0.1%) THD+n)  

SPS: samples per second (ADC samples at 48,100 samples per second.)  

I2C: Inter-Integrated Circuit (serial communication protocol)  

Hz: Hertz (The unit of frequency, equivalent to one cycle per second.)  

DSP: Digital Signal Processing ( DSP to design and implement various filters)  

HPF: High Pass Filter (filters out lower frequencies)  

LPF: Low Pass Filter (filters out higher frequencies)  
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3. Experimentation Procedure: 

Experiment 1A and 1B: 

Julian Bell designed experiments centered around ADC testing, audio sampling, and audio 

filtering. The first test used the ADS1115 to verify its ability to sample music cleanly. This ADC 

was 16 bit, 860 SPS. This test was done by using a TRRS adapter which allows both audio channels 

to be wired to the ADC. The ADC communicated with an RPi3 via I2C. A Python 3 script was 

created to record 10 seconds of audio data and to convert it from a numpy array to a .wav file. The 

expected results were for audio to play cleanly, but instead there was only static white noise. This 

was a flawed test, as there was no way to analyze where the issue was when the only thing known 

is that music doesn’t play properly. The issue could be the sampling rate, chunk size, the SNR, the 

THD+n, or potentially anything else. 

Julian Bell used a variable AC waveform generator to create a sinusoid with a constant 

amplitude, frequency, and phase shift. If the input was constant and predictable, he could properly 

analyze errors in the ADC output waveform. His input waveform had the following characteristics: 

amplitude of 1 Vpp, phase shift of 0 radians, and a range of frequencies. The frequencies include: 

10 Hz, 100 Hz, 200 Hz, 400 Hz, 500 Hz, 1 kHz, 5 kHz, 10 kHz, and 20 kHz.  Humans can only 

hear up to about 20 kHz, so there was no need to test past this point.   

The ADS1115 had a variable sampling rate that goes up to 860 SPS. In order to increase 

this, Julian Bell overclocked the RPi3’s I2C bus in order to increase its sampling rate. The first 

test analyzed the sampling rate due to the overclocked bus and the second test analyzed the digital 

reconstruction of different analog waveform frequencies. Due to the results which will be 

discussed in the next section, the ADS1115 was insufficient for sampling audio as the overclocked 

sampling was not high enough.  
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Experiment 2: 

Julian Bell experimented with the SSS1629 DAC and ADC combo. The ADC was 16 bit, 

48 kSPS and used USB and I2C for serial communication. It has a variable sampling rate that goes 

up to 48 kSPS. He performed a test that measures SNR, THD+n, and waveform reconstruction. 

He used the same amplitude and phase shift, but instead tested the following frequencies: 100 Hz, 

1 kHz, 10 kHz, and 15 kHz.  

Experiment 3: 

Julian Bell also performed filtering tests. Since this added too much latency to the live 

playback and there wasn’t enough time to fully implement them, he did filtering separately as a 

proof of concept. He tested two different second order Z-transform filters, with the intent of 

making a low pass and high pass filter. He recorded 10 seconds of audio data and played it back 

as it records. Then, the data was convoluted with the discrete time impulse response of the filter. 

He is using filter coefficients in the form:  

H(z) = �
(1+�� −1)(1+� �� −1)

, where ac is the complex conjugate of a. Through calculations, 

he found that good coefficient values were a = .9 +.1j and ac = .9 - .1j for a low pass filter, and a 

= 1.2 + .4j and ac  = 1.2 - .4j for a high pass filter. He found the c value by substituting z = ejω at 

ω = pi, which yielded c = .02 for a low pass filter and c = .2 for a high pass filter.   
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4. Experimentation Results: 

Experiment 1A: 

Figure 4.2.1 shows the results from the first experiment which tested the sampling rate after 

overclocking the I2C at varying AC waveform frequencies for the ADS1115. The overclocked 

sampling rate of 2500 SPS is still insufficient, as the Nyquist rate for perfect audio sampling is 

44.1 kSPS. 

 

 Figure 4.2.1: 

Frequency of 
Sinusoid (Hz)  

Number of Samples  Elapsed Time (s)  Average Samples Per 
Second (SPS)  

10  1000  0.3981  2512  

100  1000  0.4002  2498  

200  1000  0.3993  2504  

400  1000  0.3995  2502  

500  1000  0.4002  2498  

1000  1000  0.4006  2496  

5000  1000  0.3990  2506  

10000  1000  0.3983  2510  

20000  1000  0.3986  2508  
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Experiment 1B: 

Figures 4.2.2, through 4.2.4 show the results from testing the digital waveform 

reconstruction at varying analog frequencies for the ADS1115. As the input sinusoid’s frequency 

went up, the reconstructed sinusoid’s period went down. This was the result of undersampling. 

The ADS1115 had failed feasibility tests, and was insufficient for sampling audio data. 

 

Figure 4.2.2: 200 Hz input sinusoid reconstruction (raw data) for ADS1115 
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Figure 4.2.3: 400 Hz sinusoid reconstruction (raw data) for ADS1115:  

       

 Figure 4.2.4: 1 kHz sinusoid reconstruction (raw data) for ADS1115:   
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Experiment 2: 

Figures 4.2.5 through 4.2.8 show the FFT spectrum graphs for a constant sinusoidal analog 

input to the SSS1629 ADC, where blue is the left channel, and orange is the right channel. The 

peak of the FFT spectrum corresponds to the dominant frequency of the waveform and the rest of 

the graph is minor noise detected. The SSS1629 had a variable sampling rate that went up to 48 

kSPS. This ADC was sufficient in reconstructing the full audible range of frequencies. There was 

interference that is noticeable at the 60 Hz band. This is because the 3.5mm AUX cord used was 

broken and picked up electromagnetic interference from the wall power. Purchasing a new cord 

fixed the problem. 

   

Figure 4.2.5: 100 Hz sinusoid reconstruction (FFT data) for SSS1629:  
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Figure 4.2.6: 1 kHz sinusoid reconstruction (FFT data) for SSS1629:  

               

         Figure 4.2.7: 10 kHz sinusoid reconstruction (FFT data) for SSS1629:   
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Figure 4.2.8: 15 kHz sinusoid reconstruction (FFT data) for SSS1629:  
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Experiment 3: 

These are the FFT spectrum results from the audio filtration test, where blue is the left 

channel and orange is the right channel. Figure 4.2.9 shows the unfiltered 10 second audio sample 

and Figure 4.2.10 shows that same audio sample after it has passed through a low pass filter.  

Figure 4.2.11 and 4.2.12 show the FFT spectrum of a different unfiltered 10 second audio sample 

and the audio after passing through a high pass filter. 

Figures 4.2.13 and 4.2.1.15 show the zero-pole plot of the poles and zeros of the Z-

transform of the low and high pass filters.  The HPF had poles outside of the unit circle, and the 

LPF had poles within the unit circle, which was expected. Figured 4.2.14 and 4.2.16 show the FFT 

filter response of the magnitudes of both the HPF and LPF.  The LPF’s magnitude decreased as 

the frequency went up, and the HPF’s magnitude increased as the frequency went up, which was 

also expected. 

  

Figure 4.2.9: Unfiltered  
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Figure 4.2.10: Low Pass Filter  

             

Figure 4.2.11: Unfiltered   
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 Figure 4.2.12: High Pass Filter:  

  

Figure 4.2.13: Poles (x) and Zeros (o) LPF:   
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Figure 4.2.14: LPF 

      

 Figure 4.2.15: Poles (x) and Zeros (o) HPF:   
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Figure 4.2.16: HPF  
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5. High Level Design: 

Figure 5.1.1 shows the system block diagram of the WAT module. Julian Bell was 

responsible for the ADC and DSP blocks. He performed feasibility tests on the ADC measuring 

its sampling rate, SNR, THD+n, and effective waveform reconstruction. He also sampled audio 

data in half second chunks and stored them into .wav files. He also designed a filter script which 

can record audio and apply a high or low pass filter. The filters were calculated and designed in 

Matlab, then imported to Python 3.  
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 Figure 5.1.2 shows the high level interaction between WAT modules and the Wi-Fi 

server.  Digitized data is transmitted to a Wi-Fi server via Wi-Fi and then it is transmitted from 

the server to another module.  Once the data has been transmitted, the modules communicate 

between each other via Bluetooth to sync up audio playback. 

 

Figure 5.1.2: High Level Hardware Interaction 

 Figure 5.1.3 shows the high level Python software flowchart.  Analog audio is sampled 

by a sampling script, then filtered by DSP, and transmitted via a Wi-Fi communication script to 

the other module.  Once data is transmitted, bluetooth will sync up playback in the play script. 

 

Figure 5.1.3: High Level Software Flowchart  
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6. Hardware Architecture: 

Figure 6.1.1 shows the block diagram of the hardware architecture for the SSS1629 USB 

ADC/DAC combo. The WAT uses the 3.5 mm AUX MIC Line in as the input to the ADC. Figure 6.1.2 

shows the pinout of the SSS1629 chip. 

 

Figure 6.1.1: SSS1629 DAC and ADC Schematic:  

 

Figure 6.1.2: SSS1629 Chip Pinout  



21 
 

7. Software Architecture: 

The flowchart in Figure 7.1.1 is for the sampling script. initializes arrays and objects, 

then samples half a second of data stored into a numpy array. It is then converted to a .wav file 

and stored in a file directory. 
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The script in Figure 7.1.2 records data and applies a user selected filter to it. The filters are 

created with filter coefficients and plays back a .wav file.  It first plays back the unfiltered audio, 

then plays back the filtered audio data so the user can hear the difference.    
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Figure 7.1.3 shows a Python script “mulit.pi” for WAT1 which calls three other scripts to 

run them in parallel using the multi-processing and os libraries. First, the script clears all previously 

recorded audio files from the file directory in order to sample new ones. This script overall allows 

WAT1 to sample, playback, send audio data over Wi-Fi, and communicate with WAT2 over BT 

simultaneously. It simply requires that all of the other scripts running be in the same directory that 

the multi.py script has access to.  

 

Figure 7.1.3: WAT1 Module 1 multi.py Script:  
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Figure 7.1.4 shows a Python script “mulit_C2.pi” for WAT2 which calls three other scripts 

to run them in parallel using the multi-processing and os libraries. First, the script clears all 

previously recorded audio files from the file directory in order to sample new ones. This script 

overall allows WAT1 to playback and send audio data over Wi-Fi, and communicate with WAT1 

over BT simultaneously. It simply requires that all of the other scripts running be in the same 

directory that the multi_C2.py script has access to.  

 

Figure 7.1.4 WAT2 multi_C2.py Script:  
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8. Low Level Design: 

Module 1: ADC 

This module includes digital sampling with the SSS1629 ADC and perfectly reconstructing 

analog waveforms as digital signals.  

Processing narrative for ADC   

All sampling is done on the WAT1 and handled by the following Python script: 

● samp_C1.py 

ADC interface description  

The ADC module received an input from a 3.5 mm AUX cord into a TRS port attached to 

the SSS1629. Once the analog audio was sampled and digitized, I2C and USB are used to transfer 

the digital output audio signal to the RPi3’s ARM CPU so it could be processed and transmitted 

via Wi-Fi. 

ADC processing details  

This script in Figure 8.1.1 and 8.1.2 used the pyaudio library in order to stream audio, 

numpy in order to use a numpy array data type, os.path in order to access file directories, scipy.io 

to write .wav files, time in order to use delays, and the pybluez library to access the RPi3’s built 

in Bluetooth BLE 4.1 module. The pyaudio library cluttered the command terminal with useless 

error messages, so the ctypes library was used to suppress the error messages.   

Audio was sampled at 48 kSPS in 128 byte chunks. Then, 200 of these chunks were concatenated 

into a numpy array. After this, the numpy array was reformatted from a single row vector with 
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alternating left and right channel data values into a 2D array. Then, it was converted to a wav file. 

and stored into a directory location. 

 

Figure 8.1.1 WAT1 First Half of the Sampling and Bluetooth Script: 
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Figure 8.1.2: WAT1 Second Half of Sampling and Bluetooth Script 
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Module DSP:  

Julian Bell was responsible for the  DSP block. An LPF and HPF were created 

using a second order digital Z-transform, discrete time impulse response, and filter 

coefficients. 

Processing narrative for DSP   

All of the filtering was handled in one python script: 

● filters_C1.py 

DSP interface description  

The DSP received a digital audio signal via I2C and USB from the SSS1629 

ADC and outputs to the SSS1629 DAC via I2S. 

DSP processing details  

This script in Figures 8.1.3, 8.1.4, and 8.1.5 used the scipy.signal library to 

convolute the audio data with the impulse response of the filter and the matplotlib 

library to plot data. The script initialized all streaming parameters for the pyaudio object 

and all numpy arrays needed. The filter was created with filter coefficients calculated 

in Section 4.1. Analog audio was sampled for 10 seconds and played back in real time. 

The user had a choice to apply a LPF or a HPF. The filter was applied by convoluting 

the left and right channel data with the discrete time impulse response of the Z 

transform filter and the audio is played back. Once playback completed, the FFT was 

taken of the filtered and unfiltered audio channels and plotted on a logarithmic scale of 

magnitude vs frequency. 
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Figure 8.1.3: First part of filters_C1.py script:  
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Figure 8.1.4: Second part of filters_C1.py script: 
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Figure 8.1.5: Third part of filters_C1.py script:  
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9. Test Procedure: 

Julian Bell decided on the SSS1629 DAC and ADC combo. The ADC is 16 bit, 48k SPS 

and uses USB and I2C for serial communication. It has a variable sampling rate that goes up to 

48k SPS. He performs a test that measures SNR, THD+n, and waveform sampling.   

To ensure that sampling continues smoothly without interference from other scripts, Julian 

Bell created a multi-processing script that runs each script in parallel with each other. This way, 

there is no latency in the sampling from other functions, such as Wi-Fi or bluetooth, by running in 

parallel. This way, no audio data is missed.  

Julian Bell also performed filtering tests. Since this added too much latency to the live 

playback and there isn’t enough time to fully implement them, he has done filtering separately as 

a proof of concept. He tests two different second order Z-transform filters, with the intent of 

making a low pass and high pass filter.   

When integrating this with all the other components, Julian Bell found that it added too 

much latency for the RPi3 to sample, filter, and send the audio. Even when running them in 

parallel, it still added about 50 ms of delay, which is very noticable when listening to playback. 

The solution was to run the script separately from the other scripts. 

Julian Bell noticed that audio playback would be very choppy. This was fixed when the 

size of the audio buffer chunk was lowered in order to lower latency. Also, making small arrays 

of audio and concatenating them later reduced latency compared to concatenating audio into one 

large array.  
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Julian Bell noticed that the filters were yielding unreliable results and maybe the 

coefficients need to be recalculated. Once coefficients were recalculated, the filter behaved more 

as to be expected and the audio came out properly filtered. 

 

10. Test Results: 

Test 1:  

Test 1 was for the ADS1115, which did not pass feasibility, so it isn't relevant to the 

integrated system.  

Test 2:  

1. The results of test two remained the same as experiment two. The ADC was able to 

reconstruct signals ranging from 20 Hz to 20 kHz, the full audible range of human hearing.   

2. The results were exactly as expected; with a sampling rate of 48k SPS, which is more than 

the Nyquist rate of audio, the analog waveform is able to be fully reconstructed.  

3. The full audible range of frequencies were able to be reconstructed. The SNR and THD+n 

matched what was expected from the datasheet.  

4. No corrective actions needed  

Test 3:  

1. The audio filtering did not match what was expected at first. The filtered frequencies did 

not match until filter coefficients were recalculated.  

2. The results were different from what was expected, as the high pass filter would filter out 

low frequencies and vice versa.  
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3. The poles and zeros of the high pass filter were within the unit circle on the Z plane and 

the the poles and zeros were out of the unit circle for the low pass filter  

4. Calculating filter coefficients fixed this issue 

 

11. Conclusion: 

 Julian Bell designed the audio sampling and audio filtering. The sampling worked perfectly well. 

Audio was successfully sampled at 48k SPS in 128 byte chunks. 200 chunks were concatenated and 

converted to a .wav file which is half a second of audio data and 100 kB big. Though the filters were unable 

to be integrated in the whole system, they work perfectly well as a system by itself. Audio is able to be 

sampled and played back and filter is able to be applied to the original data.  

Julian Bell learned a lot about how sampling affects the digital reconstruction of the analog 

waveform. He learned how the size of the data affects the processing time. He learned about multi-

processing and running Python scripts in parallel to make the system more efficient. He also learned about 

digital filters and how to use Z transform filter coefficients to create both low pass and high pass filters. He 

learned how the frequency response of the filter affects the filtered audio and how the poles and zeros can 

be used to predict aspects of the filter.  

Julian Bell also learned how to read datasheets efficiently and pick out the useful information 

inside.  
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Appendices: 

Appendix A: Parts List with Prices: 

Part name  Unit price  Unit price  Total price + Tax  
(CA) + Shipping  

Raspberry Pi 3B+  $35.00  $35.00  $76.30  

USB ADC/DAC  $9.95  $9.95  $21.64  

3.3 ft. 3.5mm AUX  
Cords (2 pack)  

$6.99  $6.99  $7.62  

RPi Power Supply  $9.99  $9.99  $21.72  

Transistors (10 pack):  
BJT MJE3055T NPN  

$8.49  $8.49  $9.15  

Inductor 100uH  $6.99  $6.99  $7.53  

Capacitor (10 pack):  
4700uF  

$8.99  $8.99  $9.69  

Schottky Diode (10 pack)  $5.38  $5.38  $5.80  

Insulated Wire  
24AWG  

$7.95  $7.95  $8.57  

Lithium Ion Batteries 
(4 pack)   $19.96  $19.96  $24.77  

Battery Holder (10 pack)  $6.58  $6.58  $7.09  

Micro USB Male Port  
Connector (10 pack)  

$6.99  $6.99  $7.53  

Boost Regulator  
MC34063A  

$6.95  $6.95  $14.98  

32 GB micro-SD  
Card  

$8.99  $8.99  $18.52  

 
Total : $240.92 ($120.46 per WAT module)  
  



38 
 

Appendix B: Equipment List: 

● Oscilloscope,   

● Power Supply,   

● Monitors,   

● USB cables,   

● HDMI Cables,  

● Variable AC Waveform Generators  

 

Appendix C: Python Libraries:  

● matplotlib: https://matplotlib.org/  

● numpy: https://numpy.org/  

● pyaudio: https://pypi.org/project/PyAudio/  

● pygame: https://www.pygame.org/  

● scipy: https://scipy.org/scipylib/  

https://matplotlib.org/
https://numpy.org/
https://numpy.org/
https://pypi.org/project/PyAudio/
https://www.pygame.org/
https://scipy.org/scipylib/
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