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ABSTRACT OF THE DISSERTATION 

 

 

Advancing in situ observations of physical and biological processes with underwater imaging 

systems 

 

by 

 

 

Pichaya Lertvilai 

 

Doctor of Philosophy in Oceanography 

 

University of California San Diego, 2022 

 

 

Jules S. Jaffe, Chair 

 

 

The ocean is a complex and dynamic environment with physical and biological processes 

that span across all scales. Though scientific studies in laboratory setting can provide insights 

into these complicated processes, it is difficult to fully replicate the natural environment in the 

lab. As a result, studies of processes in the natural environment, or in situ studies, can help 

bridge information from laboratory experiments to their actual implication in the nature. Recent 

technological advances have enabled the ocean to become more accessible for scientific research 

and exploration. Particularly, breakthroughs in imaging technology have enabled new imaging 

techniques to be accessible at smaller form factors and lower costs, such that they are suitable for 

oceanic deployments.  



 

xvii 

Here I developed four underwater imaging systems and demonstrated their capability as 

tools for studying both physical and biological processes in the ocean. The first system is a 

particle imaging system that can be used to resolve average flow velocity by applying a modified 

particle image velocimetry algorithm. The formulated algorithm allows the system to be 

constructed with low-cost components that permits the whole system to be more affordable. The 

second system is an underwater microscope for zooplankton study that is based on open-sourced 

hardware and software. The system was used to investigate the emergence pattern and the 

spectral response of demersal zooplankton in the Kaneohe Bay, Hawaii. The third system is a 

stereoscopic imaging system that implements a tilted lens approach to increase the shared field of 

view between the two cameras. The method allows the stereoscopic system to perform in situ 

trait measurements of aquatic invertebrates. The system was deployed in Kendall-Frost 

saltmarsh, San Diego, to determine the relationship between the swimming speed and the body 

length of aquatic insects, Trichocorixa californica. Finally, the fourth system is an underwater 

microscope that has sufficient resolution and contrast perform label-free imaging of marine 

microorganisms. The instrument utilizes a laser-pulsed darkfield microscopy technique to image 

individual cells of marine microorganisms and to detect fluorescence signals from natural 

pigments. The system was used in an in situ observational study on biofilm formation on a man-

made substrate. 
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Chapter 1: In situ underwater average flow velocity estimation using a low-cost video 
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Figure S1 The behaviors of flow in the experimental flume as measured by an ADV. (a) The flow at 

lowest velocity setting where the main flow velocity is 5.7±0.4 cm/s. (b) The flow at highest velocity 

setting where the main flow velocity is 29.9±2.0 cm/s.  

 

S1. Real-time Processing Detailed Method 

To explore the ability of the VIV to perform real-time velocity measurement, data from the 

field deployment was used to benchmark the processing speed of several candidate internal 

computers.   For this study, three models of Raspberry Pi: model Zero W, 3A+ and 4B (2GB RAM) 

were evaluated. All three boards ran on 32GB Class 10 microSD Card (SanDisk, California) 

flashed with Rasbperry Pi Operating System. Each unit was powered by a benchtop power supply 

(Eventek) that supplied 5V. The current draw of the computers was measured by connecting a 

multimeter (Extech Instruments, Massachusetts) from the positive end of the power supply to the 

positive input of the computer board.  

The video from the deployment shown in Fig. 5 was read by each computer, which was 

programmed to obtain two consecutive frames from the video ports and then run the full processing 

algorithm to estimate the velocity components before obtaining the next pair of frames. All 

programming was done in Python 3.7. The video decoding and image processing were handled by 

OpenCV package, and the image cross correlation and peak detection were handled by OpenPIV 

package. The analysis time for each pair of images as measured in the Python code was recorded 

for 1000 velocity estimations. The data presented in Table 2 represent the mean and the standard 

deviation from the set of 100 measurements.  

Additionally, a Jetson Nano developer kit (Nvidia) with 4GB RAM, another low-cost single 

board computer, was also tested. It represents a family of single board computer with a more 

powerful graphical processing unit that enables accelerated image processing. The developer kit 

was chosen for this test because it worked natively with Raspberry Pi Camera V2, which was used 

in the VIV, without any need for additional software installation. The experimental setup for the 

Nano developer kit was the same as for the Raspberry Pi boards, but the SD card was instead 

flashed with Ubuntu 18.04 operating system.  
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dissertation author was the primary investigator and author of this paper. 
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Abstract 

1. In situ observation of traits of aquatic organisms, including size and motility, requires 

three-dimensional measurements that are commonly done with a stereoscopic imaging system. 

However, to observe traits of small aquatic invertebrates, the imaging system requires relatively 

high magnification, which results in a small overlapping volume between the two cameras of a 

conventional stereoscopic system. The provision of a larger shared volume would therefore be of 

great advantage, especially, when the organism abundance is low.  

2. We implement a stereoscopic system that utilizes a tilted lens approach, known as the 

Scheimpflug principle, to increase the common imaging volume of two cameras. The system was 

calibrated and tested in the lab and then deployed in a saltmarsh to observe water boatmen 

(Trichocorixa californica). Processing of the image data from the field deployments resulted in 

the simultaneous estimation of the traits of body length and swimming speed of the aquatic 

insects. 

3. Our in situ data and subsequent processing reveal that the instrument can capture 

stereoscopic images that resolve both body length and swimming speed of the aquatic insects. 

Results indicate that, the relationship between the body length and the swimming speed of the 

water boatmen is linear in the log-log space with an exponent of 0.28 ± 0.07.   

4. Our results demonstrated that the stereoscopic system with tilted lenses can be used to 

observe key traits of small aquatic organisms in an ecologically relevant context. This work 

expands the capability of underwater imaging systems to measure important traits of an 

individual aquatic invertebrate in its natural environment and aids in providing a trait-based 

approach to zooplankton ecology.  

Chapter 3: In situ size and motility measurement of aquatic invertebrates with an underwater 

stereoscopic camera system using tilted lenses 
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1. Introduction 
Small aquatic invertebrates, including zooplankton and aquatic insects, are a group of 

abundant organisms that occupy a key trophic position in freshwater and marine ecosystems. 

They often serve as primary consumers that maintain the aquatic food webs by linking the 

primary producer, such as phytoplankton and algae, to larger predators, such as fish and large 

invertebrates (Santhanam, Pachiappan, & Begum, 2018; Kiørboe, 2019). As a result, 

investigations of the invertebrate communities can provide valuable insights to aquatic ecology 

of both freshwater and marine environments. A common approach to study ecological 

communities is to perform interspecific analyses between different species or key functional 

groups (Litchman & Klausmeier, 2008). However, due to their small size and high diversity, 

identifying the exact species of each individual organism in samples can be difficult and labor 

intensive. An alternative approach that is gaining interest in ecological studies is trait-based 

analyses, which focuses on key traits of organisms rather than taxonomy or functional groups 

(Litchman, Ohman, & Kiørboe, 2013; Kiørboe, Visser, Andersen, & Browman, 2018). 

The importance of individual traits can vary, based on ecological functions of interest, 

but some traits can influence multiple functions and can disproportionately affect the overall 

ecology. One such trait is the body size. Since the body size directly relates to energy allocation, 

many other functional traits, such as feeding rate, prey size, growth rate and mortality, scale 

allometrically with the size of an organism (Litchman et al., 2013). As a result, size can be used 

to characterize many aspects of aquatic ecology, such as diel vertical migration in zooplankton 

(Ohman & Romagnan, 2016), vulnerability to climate change of aquatic insects (Conti, Schmidt-

Kloiber, Grenouillet, & Graf, 2013) and interactions across trophic levels (Colina, Calliari, 

Carballo, & Kruk, 2016). Another trait that transcends multiple functions is the motility, such as 

swimming speed and pattern, which directly influences encounters with both prey and predators 
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(Visser, 2007). These two important traits together determine the Reynold’s number the 

organisms experience, which ultimately shapes their behaviors and natural history (Dusenbery, 

2009).  

Measurement of traits is typically done by sampling these small aquatic organisms using 

towed nets, pumps and traps, and then examining the samples in the laboratory (Suthers & 

Rissik, 2009). Automated digital image analysis, such as the ZooScan system (Gorsky et al., 

2010) and the video-based analysis system (Yu et al., 2019), has greatly facilitated the 

processing of field samples and enabled investigations of zooplankton traits in many studies 

(Marcolin, Schultes, Jackson, & Lopes, 2013; Ohman & Romagnan, 2016). However, traditional 

field sampling requires high financial cost and is labor-intensive, so it often suffers from low 

temporal resolution and limited spatial coverage (Orenstein et al., 2020). Field sampling also 

excludes certain types of organisms, such as strong swimmers (Fleminger & Clutter, 1965) and 

delicate zooplankton (Brownlee, Olson, & Sosik, 2016). Certain aquatic invertebrates can also be 

difficult to keep alive.  In addition, the organisms can behave differently in the lab setting so that 

behaviors, such as swimming pattern, cannot be fully replicated, making laboratory studies of 

motility difficult or impossible (Clark & Hermans, 2009).   

An emerging alternative is to use optical-based instruments that enable automated and 

less invasive in situ observations. Several underwater systems have been developed, including 

the Imaging FlowCytobot, the In Situ Ichthyoplankton Imaging System, the Underwater Vision 

Profiler, the ZOOPS-O2, the Zooglider, the In situ Plankton Assemblage eXplorer, and the 

Scripps Plankton Cameras (Olson & Sosik, 2007; Cowen & Guigand, 2008; Picheral et al., 2010; 

Briseño-Avena, Roberts, Franks, & Jaffe, 2015; Ohman et al., 2019; Lertvilai, 2020; Orenstein et 

al., 2020). These underwater instruments have been deployed in various environments and have 
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produced high quality in situ data that provide many insights into the aquatic ecology (Lombard 

et al., 2019). Despite their utilities, these optical instruments are not designed to directly estimate 

traits and are often equipped with a camera that provides a single view of an organism. 

Particularly, for free-space imaging, which is the least invasive observation technique, an 

organism can orient in any arbitrary angle with respect to the image sensor, so the size on the 

image can be biased from the 3D to 2D projection. This projection bias from the arbitrary 

orientation is even more pronounced in aquatic invertebrates compared to smaller organisms, 

such as phytoplankton, because they generally lack the spherical symmetry that reduces the bias 

(Vandromme et al., 2012).  

A combination of optical and acoustic systems can facilitate in situ trait measurements. 

An acoustic system is capable of 3D localization, which can be used to observe natural 

behaviors, such as the depth keeping in zooplankton (Genin, Jaffe, Reef, Richter, & Franks, 

2005). When combining with an optical instrument that helps identify organisms, the system can 

be used in trait-based approaches. For examples, the OASIS system (Robertis, Jaffe, & Ohman, 

2000) could identify size-dependent timing of vertical migration in zooplankton, and the 

ZOOPS-O2 (Briseño-Avena et al., 2015) could measure orientation and acoustic reflectivity of 

individual zooplankter.  

Another alternative for trait measurements is underwater holography, which can be used 

to obtain 3D spatial information from the reconstruction of holograms. Several underwater 

holographic systems have been developed for in situ studies of zooplankton (Katz, Donaghay, 

Zhang, King, & Russell, 1999; Malkiel, Sheng, & Katz, 2006; H. Sun et al., 2008). However, the 

holographic reconstruction process can be data-intensive and requires advanced processing 

capability (Nayak, Malkiel, McFarland, Twardowski, & Sullivan, 2021). The use of coherent 



 

 

28 

light source also makes holographic systems more suitable for characterizing very small targets, 

such as particles and phytoplankton, compared to aquatic invertebrates, especially when 

identifications are required.  

Despite the success of previous underwater systems, a simpler system that can also 

provide 3D measurements of small aquatic invertebrates would be a great advantage to aquatic 

research. To address this need, we have developed an underwater stereoscopic imaging system 

that can perform 3D measurements of aquatic invertebrates in the size range of 1-10mm by 

implementing a tilted lens approach. The system is capable of measuring important traits, 

including body lengths and swimming speed, of the organisms in this size range in an 

ecologically relevant context. This article presents the configuration of the instrument, laboratory 

testing to validate its performance, and a field study where we observed the body length and 

swimming speed of aquatic insects in a saltmarsh.  

2. Materials and method 
2.1 Stereoscopic system with the tilted lenses 

Stereoscopic vision systems are utilized in many underwater ecological studies to 

perform 3D observations, such as fish sizing (Muñoz-Benavent et al., 2018) and seagrass survey 

(Díaz-Gil et al., 2017). These systems are often equipped with regular cameras that have focal 

planes parallel to both the lens planes and the camera sensors. This simple stereoscopic setup 

works well for applications where a low magnification is sufficient because the vision system 

will have a relatively large field of view (FOV) and also a thick depth of field (DOF) (see Steger, 

2016 for a review of the relationship between the magnification, the FOV and the DOF of a 

camera). However, imaging small aquatic invertebrates in the millimeter range requires a high 

magnification that results in both a small FOV and a thin DOF. In this case, a typical 
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stereoscopic setup where two cameras are in parallel (Fig 3.1.a) will result in a small or even non 

overlapping FOV. If the two cameras are in a converging setup where they are pointing toward 

one another (Fig 3.1.b), then the thin DOFs will result in small shared DOF.  

 
Figure 3.1: Configurations for stereo camera systems. (a) A typical stereo setup with two cameras in 

parallel. (b) A converging setup where two cameras are pointing toward one another. (c) A stereo setup 

that implements the Scheimpflug principle by tilting the lenses relative to the image sensors (d) A detailed 

view of the stereo setup with tilted lens outlining the location of important geometric parameters. Note 

that (a)-(c) are drawn to scale according to camera parameters and stereo extrinsic parameters shown in 

Section 2.2. (d) is not drawn to scale, and the tilt angles are exaggerated to emphasize geometry of the 

optics (see Fig S1.b for the Scheimpflug geometry that is drawn to scale).  

 

For a system with high magnification, this limitation of small overlapping FOV and DOF 

can be alleviated by tilting the lens with respect to the camera sensor, a method often referred to 

as the Scheimpflug principle (Steger, 2016). When the lens is tilted, the focal plane of the system 

is also tilted such that the focal plane, the lens plane and the image plane are concurrent at a 
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point called the Scheimpflug intersection (Fig 3.1.d). Using a thin lens model, the object distance 

𝑢, the image distance 𝑣 and the focal length of the lens 𝑓 follow the lens law: 

1

𝑢
+

1

𝑣
=

1

𝑓
 (1) 

For a simple camera system that is focused close to the lens, the thickness of the DOF 𝑇 on one 

side of the focal plane can be approximated as (Fig S1.a) 

𝑇 =
𝑐𝑁(1 + 𝑚)

𝑚2
, (2) 

where 𝑁 is the f-number of the lens, 𝑐 is the diameter of the circle of confusion and 𝑚 =
𝑣

𝑢
 is the 

magnification (Allen & Triantaphillidou, 2011). 

When the lens is tilted at an angle of 𝜃 with respect to the image sensor, the object and 

the image distance along the line perpendicular to the image plane (Fig S3.1.b) become 

𝑢′ =
𝑢

cos 𝜃
(3)  

and 

𝑣′ =
𝑣

cos 𝜃
 , (4) 

respectively. The angle between the image plane and the focal plane 𝜙 can then be calculated 

(Steger, 2016) as  

𝜙 = arctan
𝑣′

𝑣′ cos 𝜃 − 𝑓
sin 𝜃 (5) 

and, equivalently, 

𝜙 = arctan
𝑢′

𝑓
sin 𝜃 (6) 

In this case, the DOF of each camera will no longer extend between parallel planes on both sides 

of the focal plane (Fig. 3.1.a and 3.1.b), but the DOF will become wedge shaped as shown in Fig 
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3.1.c and 3.1.d. The DOF is shallower at points closer to the focal plane rotation axis and 

expands at points that are further away. The depth of field on each side of the focal plane along 

the line perpendicular to the image plane (Fig S3.1) can be calculated as  

𝑇 =
𝑁𝑐

𝑓
(

1

tan 𝜃
−

1

tan 𝜙
) 𝑢′. (7) 

When the tilted lens is positioned to image further away from the focal plane rotation axis, the 

method can result in a DOF that is larger than a traditional setup with the same lens setup.  

When designing a stereoscopic system with tilted lenses, the lens and the object distance 

should be chosen first to provide appropriate FOV and magnification according to Equation 1. 

Then, Equations 3 to 6 can be used to calculate the tilt angle and the position of the two cameras 

according to other limitations of the system, such as housing size and illumination. 

It should be noted that the main goal of tilting lenses is to maximize the shared sampling 

volume of the two cameras in the stereoscopic system with high magnification. This method 

does not affect the trade-offs between FOV, DOF and magnification, so the high magnification 

system will still have relatively small FOV and shallow DOF.  

2.2 Instrument Description 

The underwater camera system used in this study is based on the In Situ Plankton 

Assemblage eXplorer (IPAX) system (Lertvilai, 2020), which is a low-cost system operated on a 

Raspberry Pi environment (Fig 3.3.a). However, instead of having only one camera, this 

stereoscopic system is equipped with two cameras that implement the Scheimpflug principle. 

The stereo cameras are based on Sony IMX477 sensors and are synchronized by an off-the-shelf 

synchronization circuit (Arducam, China). Each camera is equipped with an M12 lens with a 

focal length of 12 mm and an f-number of f/2 (Edmund Optics, California), and the lens is 

positioned such that the focal plane is 80 mm away from the front of the lens, resulting in a field 
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of view of 35 mm x 20 mm.  The lenses are tilted with respect to the image sensor by inserting a 

3D-printed standoff with the tilt angle 𝜃 = 3.0∘ (Fig 3.3.b). This tilt results in the expected angle 

between the image plane and the focal plane of 𝜙 = 19.3∘, according to Equation (5).  

The system is illuminated by a ring light of 12 CREE XQE LEDs (Wolfspeed, North 

Carolina). Each LED is individually collimated by a small lens, and the light from all LEDs is 

then focused by an acrylic Fresnel lens onto the imaging volume, which is approximately 50 mm 

away from the front acrylic viewport of the instrument (Fig 3.2). The focusing from the Fresnel 

lens increases the light intensity inside the imaging volume while reducing the stray light outside 

of the imaging volume. This configuration also increases the contrast of images because objects 

outside the imaging volume are less likely to be illuminated. In contrast to a traditional glass 

lens, the acrylic Fresnel lens can be drilled in the middle to allow the cameras to image without 

obstruction (Fig 3.3.c), which allows the entire imaging system to fit inside a compact 

waterproof housing.  

 
Figure 3.2: The schematic of the illumination system. The light from each LED is collimated by a small 

collimating lens, and the light from all 12 LEDs on the ring is then focused by a Fresnel lens to the 

imaging volume. See Fig S6 inset for the illumination pattern in the field experiment. 

 

The main computer inside the instrument is a Raspberry Pi model 4B with 4GB RAM. 
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This powerful Raspberry Pi computer is needed to ensure that the instrument can utilize the 

cameras and the synchronization board properly. The instrument is equipped with a 195Wh 

lithium-ion battery pack, which can last up to approximately 26 hours of continuous image 

acquisition. All components are housed in an off-the-shelf pressure housing (Bluerobotics, 

California) that has a diameter of 100 mm and is 380 mm in length (Fig 3.3.a). The detailed 

specification of the instrument is provided in Supplementary Table S1, and the internal parts of 

the instrument are shown in Fig S3.2.  

 
Figure 3.3: (a) The fully assembled instrument inside a waterproof housing. (b) The implementation of 

the Scheimpflug optics on the stereo cameras using 3D-printed standoffs. (1) The M12 lens. (2) The 3D-

printed part that tilts the lens relative to the image sensor. (3) The image sensor. (c) The illumination. (4) 

Two cameras that form the stereoscopic setup. (5) The Fresnel lens that focuses the light from all LEDs 

into the imaging volume. (6) The LED ring with 12 LEDs that are individually collimated by small 

collimating lenses. 
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2.3 Instrument Calibration  

The stereoscopic system was calibrated to determine the intrinsic parameters and 

distortion coefficients of each camera as well as the extrinsic parameters relating the position of 

the two cameras (Wehkamp & Fischer, 2014). The intrinsic parameters and the distortion 

coefficients are used to undistort the images that is due to any distortions from optics.  The 

extrinsic parameters are used in the triangulation step to find 3D positions using corresponding 

points from both cameras (Bradski & Kaehler, 2008). A Scheimpflug camera typically requires a 

complex camera model that incorporates the tilt angles in the calibration (C. Sun, Liu, Jia, & 

Chen, 2018). However, when the tilt angle is small (≤ 6∘), the calibration method of a regular 

camera can compensate for the lens tilting (Legarda, Izaguirre, Arana, & Iturrospe, 2013). Since 

the tilt angle of the system is 𝜃 = 3∘, the Zhang method (Zhang, 1999) for a regular stereo setup 

is used for this study.  

A checkerboard pattern consisting of 2 mm x 2 mm squares with a total of 6 x 9 internal 

corners was used to calibrate the system (Fig S3.3). The instrument was fully submersed in a 

tank filled with saltwater, and the checkerboard pattern was placed at the bottom of the tank. 

This calibration was done entirely underwater to ensure that there was no bias from different 

media (Bianco, Ekvall, Bäckman, & Hansson, 2013). The instrument captured 28 images of the 

checkerboard pattern in various positions, which are used to perform the stereo calibration. This 

stereo calibration and all subsequent data analyses were done with programs written in 

MATLAB 2020b, and the calibration was performed with the MATLAB Stereo Calibration 

application (Fetić Azra, Jurić Davor, 2012).  

After obtaining the extrinsic parameters for the stereo setup from the calibration, 

Equations (2) and (7) were used to calculate the depth of field of each camera with and without 



 

 

35 

the implementation of the Scheimpflug principle. A circle of confusion with a diameter of 0.1 

mm was used in the DOF calculation. The overlapping sampling volumes of the two cameras 

were then calculated and compared between different stereo setups as shown in Fig 1.(a)-(c). 

The accuracy of the camera parameters was also validated by using them to perform 3D 

triangulation to measure the known widths of patterns on a USAF1951 target (Fig S3.4).  With 

the target was placed at the bottom of the test tank the system captured 10 images of the target 

from various positions while keeping the target in focus. The widths of patterns in groups 0 and 1 

were computed by triangulating the end points of each pattern and then compared to the known 

widths.  

2.4 Field Deployment 

The instrument was deployed in a water channel in the Kendall-Frost saltmarsh, San 

Diego, California in July 2021 to observe Trichocorixa californica, a species of aquatic insects 

commonly referred to as “water boatmen”, which are the most abundant invertebrates in the 

water column at the study site (Fig S3.5). The system was mounted on a speed rail structure to 

position it approximately 30 cm above the bottom of the channel and 50 cm below the water 

surface. This elevation from the bottom was necessary to minimize imaging obstruction by mud 

particles. The imaging system was programmed to capture 60 s videos with a resolution of 1920 

x 1080 pixels at 30 frames per second. A total of 14 videos were recorded with a 10 min interval 

between two consecutive videos. The entire deployment was done during a high tide extreme to 

minimize ambient flow in the channel as well as ensuring that the instrument was fully 

submerged at approximately the same depth throughout the duration.  

2.5 Image Processing 

An image processing routine was applied to raw images from the field deployment to 
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segment aquatic organisms and ambient particles. The images of organisms were used to track 

the movement and the size while the images of ambient particles were used to estimate the 

ambient flow velocity. The raw 8-bit color image from the stereoscopic system (Fig 3.4.a) was 

first separated into two views and converted to grayscale. The grayscale images were then 

undistorted using the camera parameters obtained from calibration (Fig 3.4.b).  

To segment the aquatic insects, an edge detection algorithm similar to the process in the 

Scripps Plankton Camera system (Orenstein et al., 2020) was used. A Sobel edge detector was 

applied to the undistorted images to detect the outlines of all organisms, and these outlines were 

morphologically dilated by three structuring elements: a vertical line, a horizontal line and a 

circle. This dilation step ensured that detected edge of an organism is connected, forming only 

one binary blob. A region filling algorithm was then applied to fully close the contours, and the 

mask was further morphologically opened with a circle to remove appendages from organisms. 

Finally, a size filtering algorithm was applied such that only detected blobs with area larger than 

a threshold of 1000 pixels were kept. These steps resulted in a mask of the body of each 

organism without their appendages (Fig 3.4.c). For each organism, an ellipse was fitted to the 

binary mask to find the centroid and the end points of the major axis, which represented the body 

length of the organism (Fig 3.4.d) (Vandromme et al., 2012). Visual inspection was done on 

sample images to ensure that the algorithm works as intended. The pseudo-code for this image 

processing is provided in the supplementary material.  

To segment particles from raw images, a global thresholding algorithm was applied to the 

undistorted images to generate a binary mask of all pixels that were brighter than a threshold of 

1. Then, a size filtering algorithm was applied to all the binary blobs to only save blobs that have 

areas within the range of 5 to 50 pixels, which was an appropriate size of ambient particles that 
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were approximately larger than 100 µm in diameter.  

 

 
Figure 3.4: Image processing steps. (a) A raw color image from the stereo system containing views from 

both image sensors. (b) The image from the left view is converted to grayscale and undistorted using the 

camera parameters from the calibration. (c) The binary mask of organisms obtained by applying an edge 

detector and morphological processing to (b). (d) The final length measurement of each organism in (b) 

inside the yellow region. The red line indicates the major axis, and the yellow dot indicates the centroid of 

each organism.  
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2.6 3D Tracking 

For each video frame, the centroids of all segmented organisms were used to perform 

stereo correspondence. Using the extrinsic camera parameters from the stereo calibration, a 

centroid from the left view was triangulated with all centroids in the right view to obtain a 3D 

position of each pair. The 3D positions were then reprojected back to both left and right views 

and the reprojection errors were calculated. The centroid on the right view with the smallest 

reprojection error that did not exceed 10 pixels was considered the correspondence to the 

centroid on the left view.  If no centroid on the right yielded a reprojection error below the 

threshold, then the centroid on the left had no correspondence.  

The correspondence algorithm was repeated on the next frame, and a global nearest 

neighbor algorithm (Reid, 1979) was used to track the 3D positions of organisms between two 

consecutive frames. A centroid in the current frame was matched with the centroid in the next 

frame that was closest to it and was not farther than a threshold of 8 mm in the object space. If no 

centroid in the next frame was found within the distance threshold, then the track was considered 

broken, and the track was considered ended when it was broken for more than 4 consecutive 

frames. The ambient particles were also tracked with the same algorithm to determine the 

ambient flow velocity, but the distance threshold was reduced to 3 mm.  

2.7 Data Analysis 

For each 60-second video, the instantaneous speed of an ambient particle was calculated 

by dividing the distance it traveled between two consecutive frames by the time between frames, 

which was 33.3 ms for the frame rate of 30 frames per second. During the time of the 

deployment, the ambient flow was slow and approximately unidirectional, so the mean flow 

velocity of all particles in the video was used to estimate the ambient flow velocity.  
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For the aquatic insects, each individual track was manually checked to ensure that the 

tracked object was indeed a water boatman, and only tracks that were longer than 5 frames were 

considered in further analyses. The instantaneous velocity of each insect was compensated by 

subtracting the estimated ambient flow velocity from particle tracking, and the mean value of all 

instantaneous speeds in a track was used for further analyses. The body length of each insect was 

also calculated by triangulating the end points of the major axis (Fig 3.4.d) to find the 3D 

positions of the end of its body and then computing the distance between the two end points. The 

mean value of the body length in every frame in the track was used as the mean body length of 

the individual insect.  

The data from all tracked insects in the 14 videos were used to determine the relationship 

between the swimming speed and the body length of water boatmen. A linear regression was 

performed on the logarithmic scale of both swimming speed and body length to determine the 

relationship. Additionally, the Reynold’s number (Re) of each insect was calculated using the 

equation: 

𝑅𝑒 =
𝜌𝑢𝐿

𝜇
 , (6) 

where 𝜌 is the density of saltwater, 𝑢 is the mean speed of each insect, 𝐿 is the body length of the 

insect, and 𝜇 is the dynamic viscosity of saltwater.  

3. Results 
3.1 Instrument calibration 

The stereo calibration yields camera parameters that result in an overall mean 

reprojection error of the checkerboard corners of 0.64 pixels (Fig S3.6.a). The extrinsic 

parameters show that the view angle between the two cameras is 44°, and the baseline distance is 

43.7 mm (Fig S3.6.b). The depth of field of the simple camera is calculated to be 15.1 mm, while 



 

 

40 

that of the camera with the Scheimpflug setup is 35.5 mm (Fig S3.1). This result means that the 

parallel stereo setup (Fig 1.a) yields no overlapping sampling volume at all because the FOV is 

smaller than the size of the camera board. Using the extrinsic parameters, the converging stereo 

setup (Fig 3.1.b) results in an overlapping sampling volume of 57.5% of the sampling volume of 

one camera, which is equivalent to 5.8 cm3 total sampling volume. The tilted lens setup (Fig 1.c), 

on the other hand, results in an overlapping volume of 67.8%, which is 18.2 cm3 sampling 

volume, an increase of 3.1 times compared to a converging setup. 

The result from using the system to measure the width of Group 0 and 1 of a USAF1951 

resolution target is shown in Fig 3.5. Within the range of 0.1 to 0.5 mm, the system can 

accurately measure the length with a percent error of 6%.  

 
Figure 3.5: The comparison of the length of USAF1951 target Group 0 and 1 between the actual object 

distance and the length measured by the stereo system. The error bar indicates the standard deviations.   

 

3.2 Field deployment and tracking 

The system was deployed in the water channel and captured videos with suitable image 

quality for further analyses (Supplementary Video S1). The density of water boatmen was 9.7 
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individuals per liter, which was sufficiently low such that the global nearest neighbor tracking 

worked well to track each individual insect that was clearly seen by both cameras (Fig. 3.6.a and 

Supplementary Video S2). From the 14 videos, a total of 482 water boatmen were tracked and 

verified with an average of 34.36 insects per 60-second video. The average track length was 0.53 

seconds (15.87 frames), and the longest track was 6.6 seconds (198 frames).  

For particles, the density of trackable particles was 0.36 particles per ml. An average of 

214.36 particles were tracked in each video, which is equivalent to 2.35 tracked particles per 

frame. The average track length for the particles was 0.67 seconds (17.06 frames), and the 

longest track was 5.23 seconds (158 frames). The mean speed of tracked particles in each video 

ranges from 6.1 to 8.2 mm/s (Fig. S3.7). For each video, all particles are moving in 

approximately the same speed and direction at low speed, so the uniform flow condition can be 

assumed (Fig. 3.6.b and Fig. S3.8), and the mean velocity of all particles are used to compensate 

for the movement of insects. 

 
Figure 3.6: (a) The 3D tracks of 20 individual water boatman from a 60-second video. (b) The 3D tracks 

of ambient particles in the same video. The origin of the 3D coordinates (0,0,0) is located at the center of 

the left camera of the system.  
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3.3 Swimming speed and body length of water boatmen 

The relationship between the swimming speed and the body length of the water boatmen 

(Fig. 3.7a) shows a linear relationship in the log-log scale with a slope of 1.64 ± 0.15 (𝑅2 =

0.45, 𝑝 < 0.001). The fitted equation can be rewritten in the exponential form,  

𝑢 = 𝑘𝐿𝛼  , (6) 

where 𝑢 is the swimming speed, 𝐿 the body length, and 𝑘 and 𝛼 are constants from the curve 

fitting. In this exponential form, the exponent is 𝛼 = 0.81 ± 0.07. The relationship between 

Reynold’s number and the body length of the aquatic insects is shown in Fig. 3.7b. The range of 

the Reynold’s number spans three order of magnitudes from 100 to 103.  

 
Figure 3.7: (a) The relationship between the body length and the mean swimming speed of water boatmen 

(N=482 tracks). The solid line indicates linear regression estimates (𝑅2 = 0.45, 𝑝 < 0.001), and the 

dashed lines indicate 95% prediction intervals. (b) The relationship between the body length and the 

Reynold’s number of water boatmen.  

 

4. Discussion 
4.1 In situ three-dimensional measurements 

The results from the laboratory calibration and validation indicate that the stereoscopic 

system is suitable for 3D measurement of small aquatic invertebrates in the size range of 1-10 
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mm. The implemented Scheimpflug setup increases the overall sampling volume of the 

stereoscopic system by 3.1 times compared to the setup with the same lens and sensors and the 

same extrinsic parameters without tilting the lenses. This increase in the sampling volume allows 

the system to image more organisms and to track them in 3D space for a longer period. 

Additionally, the camera parameters from the calibration enables the system to measure length of 

targets on the USAF1951 resolution chart within 6% error. However, this lab validation is done 

on an ideal target with known corresponding points at the edges of each line. In field 

applications, the end points and the centroid of an organism cannot be resolved with the same 

resolution, so the accuracy will be lower depending on the certainty of stereo correspondence.  

Our field results demonstrate that the dual-view system is capable of resolving 3D traits 

of aquatic invertebrates in situ. With the implementation of the Scheimpflug principle, the 

system can image the same organisms from two different views that can then be used to perform 

triangulation to measure both the body length and the position in 3D space. For free space in situ 

imaging, even though the size measurement can be estimated with a single-view system given a 

calibration to correct for the bias, this measurement can only be corrected on the statistics of an 

entire group of organisms, such as the mean body length, and not on the individual basis (Merz 

et al., 2021). Using our stereoscopic system, the body length of each individual organism can be 

measured independently. As a result, the dual-view system offers a new capability to perform 

size measurement of small aquatic invertebrates in situ that cannot be done by other existing 

underwater systems.  

For velocity measurements, the system can be used to track position of water boatmen to 

find their velocity between frames. Additionally, we isolate the velocity of the insects from the 

ambient flow by tracking particles to obtain the flow velocity. However, the system is not 
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designed to perform particle imaging and only a few particles can be imaged and tracked 

between frames. As a result, we can only use the mean flow velocity for each video to perform 

the ambient flow compensation. This approach works well in our field study because the 

deployment was done during the tide extreme where ambient flow in the saltmarsh was 

sufficiently slow and unidirectional. However, if the ambient flow is faster or turbulent, other 

more sophisticated flow meters might be necessary. For instance, an acoustic doppler 

velocimeter or a separate imaging platform that is designed to perform particle image 

velocimetry or particle tracking velocimetry (Lertvilai, Roberts, & Jaffe, 2021) should be 

deployed at the same time as the stereoscopic imaging system.  

In this field deployment, we achieved good tracking results with a relatively simple 

global nearest neighbor algorithm because the densities of both the insects and the particles that 

could be imaged were sufficiently low such that the correspondence between two views and the 

tracking between frames were straightforward. However, if the stereoscopic system is deployed 

in an environment with higher density of organisms, then the simple algorithm might not be able 

to correspond and track organisms, and a more sophisticated 3D tracking is needed (e.g. Fuchs, 

Hain, & Kähler, 2017). Adding more cameras to the system will also improve the accuracy of 

correspondence between views, but the trade-off is a more complicated optical setup and a larger 

size of the overall instrument (e.g. Adhikari, Gemmell, Hallberg, Longmire, & Buskey, 2015).  

4.2 Relationship of swimming speed and body size of water boatmen 

For the water boatmen, our field result shows that the relationship between the body 

length (L) and the mean swimming speed (u) exhibits a linear relationship in the log-log space as 

𝑢 ∝ 𝐿0.68 (Fig. 3.7a). For swimming organisms, the mass (M) scales with the body length 

according to the approximation 𝑀 ∝ (2𝐿)3 (Videler & Nolet, 1990), so our result can be 
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converted to the relationship between the mass and the swimming speed as 𝑢 ∝ 𝑀0.23. This 

relationship follows the trend of a wide range of motile organisms where the mass and the 

movement speed exhibits a linear relationship in the log-log space (Bejan & Marden, 2006). The 

optimal speed that allows the organisms to maximize travelled distance or minimize energy used 

is scaled by 𝑢 ∝ 𝑀
1

6 (Heglund & Taylor, 1988; Bejan & Marden, 2006), while the maximum 

sustainable speed is scaled by 𝑢 ∝ 𝑀
1

3 (Meyer-Vernet & Rospars, 2016). Our scaling exponent of 

0.23 lies between these two values, signifying that the water boatmen are swimming with the 

mean velocity between the optimal and the maximum speed.  

Our result shows that the water boatmen experience the regime of intermediate Reynold’s 

numbers spanning the range of 100 to 103 (Fig. 3.7b), which agrees with previous laboratory 

study of this family of aquatic insects (Ngo & McHenry, 2014). This intermediate regime 

indicates that the insects utilize both viscous and inertial forces. They move by paddling their 

metathoracic hindlegs, so their speed is periodic with a short burst at the start of paddling and 

then slowing down as they coast. Due to the limitation of the frame rate of the system, our 

instrument cannot resolve the dynamic of this movement, and our analysis only involves the 

mean speed. As a result, it is possible that the insects might have a maximum instantaneous 

speed at the beginning of each paddling cycle that has a scaling exponent that is closer to 1/3 as 

predicted by Meyer-Vernet & Rospars, 2016.   

4.3 Instrument potential and limitation 

Our results demonstrate the potential of using a stereoscopic imaging system with tilted 

lenses to provide ecological insights in the small scale that is relevant to many aquatic 

organisms. The stereoscopic setup can help expand the utility of in situ imaging systems beyond 

species identification and density estimation to include parameters, such as swimming speed and 



 

 

46 

size, that are important in the emerging trait-based analysis in ecology. The system is suitable for 

3D tracking, which can be used to resolve movement speed of organisms, when the ambient flow 

is sufficiently low such that target organisms can stay in the field of view for an extended period 

of time, similar to our field study with the water boatmen. If a more sophisticated camera system 

is implemented such that higher frame rate can be achieved, then it is also possible to use the 

stereoscopic setup to resolve movement of main body parts, such as the hindlegs of aquatic 

insects, so that the dynamic of their locomotion can be understood. When the flow is high or the 

system is mounted on a moving platform, tracking might not be feasible, but the system is still 

suitable for size measurements. The stereoscopic setup can be implemented on a monitoring 

platform so that the size of individual organism can be measured.  

The stereoscopic setup with the Scheimpflug principle is also relatively straightforward 

to implement. The setup only needs a stereo-calibration to obtain camera parameters that are 

used for undistortion and triangulation. When the tilt angle is small (≤ 6∘), a regular calibration 

that is available through open-source software, such as OpenCV (Bradski & Kaehler, 2008), or 

readily available toolbox, such as the MATLAB Stereo Calibration application (Fetić Azra, Jurić 

Davor, 2012), can be used. Here we also demonstrated that the optical setup can be implemented 

on a low-cost platform that utilizes the Raspberry Pi ecosystem and off-the-shelf parts, including 

pressure housing, cameras and synchronization circuits. The system can be modified to suit 

many ecological studies by determining the required field of view and the resolution that are 

appropriate for the target organisms and, then, selecting suitable lenses, imaging sensor and lens 

tilt angle that can achieve these desired parameters. However, it should be noted that the imaging 

system is subject to the trade-off between resolution, field of view and depth of field where 

higher resolution requires smaller field of view and shallower depth of field, effectively smaller 
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sampling volume (Orenstein et al., 2020).   

5. Conclusion 
The results reported here highlight the application of the Scheimpflug principle to 

construct a stereoscopic imaging system that is capable of resolving 3D measurements of aquatic 

invertebrates in situ. Our results demonstrate that the optical setup can be used to measure the 

body length and the swimming speed of small aquatic organisms in an ecologically relevant 

context. This work expands the capability of underwater imaging systems to measure important 

traits of individual aquatic invertebrate in its natural environment and offers an important step 

towards trait-based approach to aquatic ecology.  

 

Chapter 3, in part, is currently under review in Methods in Ecology and Evolution. 

Lertvilai, Pichaya; Jaffe, Jules. The dissertation author was the primary investigator and author 

of this paper. 
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Supplementary Tables 

 

Supplementary Table 3.1: Specifications of the underwater stereoscopic imaging system 

Parameters Values Notes 

Instrument weight in air 2.2 kg Excluding battery pack 

Total weight in air  3.3 kg Including battery pack 

Weight in seawater ~0.1 kg buoyant  Including battery pack 

Size 380 mm length x 100 mm ø  

Computer Raspberry Pi 4B (4GB RAM)  

Camera sensor Sony IMX477 x2  Synchronized by Arducam 

stereo board 

Camera lens f = 12 mm, f/2, M12 mount Edmund optics #89-752 

Illumination CREE XQE LEDs x 12  

Field of view 35 mm x 20 mm  

Internal battery 195.36 Wh 11.1V lithium battery 

Tenergy #31194 

Data storage 256 GB Micro SD card 

Power consumption 7.5W during image acquisition 

2.9W idling 

 

Depth rating 100m Rating from Blueorobotics 4” 

series housing 
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Supplementary Figures 

 
Supplementary Figure 3.1: (a) The geometry of a traditional camera setup with the lens plane parallel to 

the image plane. 𝑢 and 𝑣 are the object distance and the image distance, respectively. 𝑇 is the depth of 

field on one side of the focal plane. (b) The geometry of a camera system with a tilted lens. 𝑢′ and 𝑣′ are 

the object distance and the image distance along the line of sight perpendicular to the image plane, 

respectively. 𝜃 is the lens tilt angle with respect to the image sensor, and 𝜙 is the focal plane tilt angle 

with respect to the image sensor. The schematics are drawn to scale based on the parameters of the 

camera used in the actual system.  
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Supplementary Figure 3.2: The internal components of the system. (1) An internal 195Wh lithium-ion 

battery pack. (2) Arducam synchronized stereo camera board. (3) Control board. (4) Raspberry Pi 4 

board.  

 
Supplementary Figure 3.3: The checkerboard pattern used to perform stereo calibration for the system. 

The pattern contains 6 x 9 internal corners, and each square is 2 mm x 2 mm.  
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Supplementary Figure 3.4: An example image of a USAF1951 resolution target used to verify the length 

measurement using the system.  

 
Supplementary Figure 3.5: The field deployment of the system in a water channel at the Kendall-Frost 

saltmarsh, San Diego, California. The instrument was mounted on an aluminum speed rail structure that 

lifted the system approximately 0.3 m above the bottom of the channel. The inset shows the converging 

light from the LEDs that was collimated by the Fresnel lens.  
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Supplementary Figure 3.6: The result of the stereo calibration. (a) The mean reprojection error of each 

stereo pair. (b) The visualization of the extrinsic parameters of the two cameras. The blue camera is 

associated with the left camera of the instrument, the red camera with the right camera. The view angle 

between the two cameras is 𝛼 = 44∘, and the baseline distance is 𝑏 = 43.7 mm. 

 

 
Supplementary Figure 3.7: The mean speed of all tracked particles in each video during the deployment. 

The solid line indicates that mean value, and the shaded errorbar indicates the standard deviation of the 

speed of all particles.  
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Supplementary Figure 3.8: An example of the probability density distribution of particle velocity from a 

60-second video showing that the particles are moving at approximately the same velocity. The 

probability density distributions shown are in the polar coordinates with r represents the magnitude, 𝜃 the 

polar angle and 𝜙 the azimuthal angle.  

Supplementary Videos 

Video S1: The raw footage from the field deployment in Kendall-Frost saltmarsh. The playback 

speed is in real time.  

Video S2: An excerpt of the video S1 showing the tracking algorithm of 20 individual insects 

that can be tracked for more than 5 consecutive frames. The playback speed is 1/3 of real time.  
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Supplementary Listings 

Pseudo-code for image processing steps to segment organisms from raw images 

Note that all programs used in this study are written in MATLAB 2020b. Equivalent OpenCV 

functions are given as a reference for users who are interested in using Python instead of 

MATLAB. N/A in the Python OpenCV column indicates that there is no direct function in 

OpenCV and a custom function has to be written to perform an equivalent step.  

STEP PROCESS MATLAB 

FUNCTION 

PYTHON OPENCV 

1 Load raw RGB image imread imread 

2 Crop left and right views imcrop im[:] 

3 Convert to grayscale rgb2gray cvtColor 

4 Undistort image undistortImage undistort 

5 Apply Sobel edge detector Edge Sobel 

6 Morphological dilation imdilate dilate 

7 Region filling imfill N/A 

8 Morphological opening imopen morphologyEx 

9 Blob size filtering bwareaopen N/A 

10 Final binary mask   
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Abstract 
Marine microorganisms, including bacteria, protozoans and phytoplankton, constitute 

more than half of the biomass in the ocean and also play important ecological roles in aquatic 

ecosystems. However, most marine microbes, including ecologically important bacteria strains, 

cannot be cultured in laboratory, so the study of their ecology in the laboratory is therefore 

limited. To facilitate the research of microbial ecology, without depending on laboratory 

cultivation, there is a need for a system that can observe the microbial processes in the natural 

underwater environment with minimal disturbance. Here we reported the development of a novel 

underwater microscope that can perform in situ label-free imaging of aquatic microorganisms. 

The instrument utilizes a laser-pulsed darkfield microscopy technique to image individual cells 

of marine microorganisms and to detect fluorescence signals from natural pigments without the 

need for chemical labeling. We demonstrated the performance of the system with both a 

laboratory validation and an in situ observational study on biofilm formation on a man-made 

substrate. Our work provides a technological platform that helps facilitate future research in 

aquatic microbiology and to bridge the gaps between laboratory experiments and natural 

environments.   

  

Chapter 4: Label-free underwater single-cell and fluorescence imaging of aquatic 

microorganisms with laser-pulsed darkfield microscopy 
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1. Introduction 
Marine microorganisms, including bacteria, protozoans and phytoplankton, constitute 

more than half of the biomass in the ocean (Bar-On, Phillips, & Milo, 2018) and also play many 

important ecological roles, such as substrate conditioning (Bhosle, Garg, Fernandes, & Citon, 

2005) and nutrient cycling (Pedler, Aluwihare, & Azam, 2014). However, approximately 99% of 

marine bacteria are unculturable (Amann, Ludwig, & Schleifer, 1995; Hugenholtz, Goebel, & 

Pace, 1998), including ecologically important bacteria strains, such as the abundant 

Woeseiaceae/JTB255 strains (Mu, Ouyang, Chen, & Du, 2021), cannot be cultured in laboratory, 

so the study of their ecology in the laboratory is naturally limited.  

Fortunately, the majority of these marine microbes live in communities that are 

associated with surfaces (Bar-On et al., 2018). In particular, bacteria often form high-density 

colonies on surfaces, known as biofilms (McDougald, Rice, Barraud, Steinberg, & Kjelleberg, 

2012), which can house various interactions between diverse microorganisms that give rise to 

complex microbial ecology. These surface-associated communities can be studied with various 

microscopy techniques, and advances in analytical techniques and imaging technology are 

enabling scientists to study them in more realistic environments (Wessel, Hmelo, Parsek, & 

Whiteley, 2013; Dobretsov et al., 2014). 

Traditional light microscopy is a relatively inexpensive and simple method to observe 

living biofilms; however, epifluorescent microscopy is more common because of enhanced 

contrast and higher specificity from fluorescent staining (Dobretsov et al., 2014). Fluorescence 

In Situ Hybridization (FISH) is a popular conditioning technique that is often used in conjunction 

with epifluorescent microscopy to allow phylogenetic identification of microorganisms in 

environmental samples. FISH is often considered “in situ” for biofilms study as it allows 

observation of biofilms without the need for cultivation or gene amplification (Dobretsov et al., 
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2014). Since the structure of biofilms is often complex and three-dimensional, laser microscopy, 

mostly used as confocal laser scanning microscopy (CLSM), is a widely used imaging technique 

that yields 3D reconstruction of the biofilms (Neu & Lawrence, 2016).  A multispectral CLSM 

utilizes multiple laser lines with different wavelength to differentiate between different types of 

stains and autofluorescence. Yet another method, Magnetic Resonance Imaging (MRI),  based on 

the phenomenon of nuclear magnetic resonance, allows non-invasive measurements of chemical 

transports in biofilms (Neu et al., 2010). This method has been used to determine the fate of 

paramagnetic metals (Phoenix & Holmes, 2008) and to track pollutants and biocides in natural 

biofilms (Graf von der Schulenburg et al., 2008).  

Even though these imaging techniques can provide insights into the ecology of live 

biofilms, all of them require the samples to be taken out of their natural habitat and to be imaged 

in laboratory setting, often with additional staining with fluorescence labels. Label-free 

underwater imaging, if available, would provide advantages in resolving uncertainties about 

whether the lab experiments fully replicate the underwater environment. Several attempts have 

been made to bridge the gap between the observations in laboratory to the natural environment 

by creating semi-natural habitats that aim to imitate natural environment in laboratory. A flow 

cell with ambient water from natural habitat is often used to grow biofilms, which are readily 

imaged by CLSM without disturbing the interactions inside the flow cell (Matz, Bergfeld, Rice, 

& Kjelleberg, 2004; Pamp, Sternberg, & Tolker-Nielsen, 2009; Scherwass, Erken, & Arndt, 

2016). For more precise topology and complicated microscale features, a microfluidic device can 

be fabricated to meet experimental requirements and can be utilized the same way as a flow cell 

(Wessel et al., 2013).  

Field studies of biofilms are infrequent and often involve Color-Infrared Imagery (CIR), 
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which measures reflectance of an area at multiple wavelengths. CIR can be used to determine the 

amount of chlorophyll-a in biofilms as an index of biomass (Thomason et al., 2014). For 

example, Murphy et al. (Murphy, Underwood, Tolhurst, & Chapman, 2008) used this technique 

to investigate the spatial scales of variability in chlorophyll of biofilms on intertidal rocks.  

Despite all these advances in biofilm studies over the past few decades, there is currently 

no available instrument capable of resolving the microscopic interactions in biofilms in their 

natural underwater habitats. Semi-natural experiments in flow cells or microfluidic devices 

cannot replicate all intricacies of the natural environment, and field studies are limited to 

intertidal areas with chlorophyll measurements only. In this study, we developed a novel 

underwater microscope, the Moore Underwater Microscope (MUM), that is capable of 

performing label-free imaging of aquatic microorganisms in their natural habitat with minimal 

disturbance. This article presents the description of the instrument, laboratory validation of its 

performance and a field study that includes both temporal and spatial observation of 

development of biofilm on a substrate. 

2. Materials and methods 
2.1 Instrument description 

2.1.1 Overview 

The Moore Underwater Microscope (MUM) is an imaging system that provides in situ 

underwater observations of microorganisms at micrometer resolution. The system utilizes a 

darkfield microscopy technique to achieve the desirable resolution and contrast, which allows 

tracking of individual cells. The instrument consists of two separate housings: one for the 

illumination hardware, and the other that encloses an embedded computer, optics and two 

cameras (Fig. 4.1(a)). Both housings have optically clear acrylic ports and communicate with one 
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another through a Subconn underwater cable.  

The instrument is equipped with an internal computer (Nvidia Jetson TX1), an on-board 

2TB solid state drive for data storage and an internal lithium-ion battery. All components are 

housed inside a waterproof housing that is depth rated for 65m. The internal computer can be 

programmed to operate autonomously or can be tethered through an ethernet connection to an 

external controller. When the MUM is operated by a SCUBA diver, it can be controlled by an 

iPad housed in a waterproof housing (iDive Housing, California) through an underwater Wi-Fi 

cable (Camdo Solutions, Canada). The iPad can communicate with the internal computer through 

a remote desktop application, and the diver can then control the MUM using a custom program 

with a graphical user interface (Fig. 4.2). The software provides a real-time image stream to the 

diver and allows the diver to adjust necessary camera parameters, such as exposure, and also to 

manually adjust the focal plane of the imaging system.  

 

 
Figure 4.1: (a) The instrument fully assembled inside a waterproof housing. (1) The laser diode assembly. 

(2) An internal battery. (3) An Nvidea Jetson TX1 single-board computer. (4) Optical components. (b) 

The optical components and the optical path of the imaging system. (5) The laser diode assembly with the 

individual components shown in the inset: (i) a plano-convex collimating lens, (ii) a diffuser, (iii) an 

aspherical lens and (iv) a 450nm laser diode. (6) An objective lens. (7) A 90:10 beam splitter. (8) and (9) 

90° mirrors. (10) A 90° mirror with 460nm long-pass filter. (11) the scattered light camera (12) the 

fluorescence camera.  
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Figure 4.2: The Moore Underwater Microscope (MUM) during an in situ deployment at the seafloor near 

Scripps Pier, California. (1) An iPad inside a waterproof housing. (2) An underwater Wi-Fi cable. (3) The 

underwater microscope.  

 

2.1.2 Illumination 

A challenge in label-free imaging is to provide sufficient illumination intensity such that 

the intensity of light scattered from microorganisms can be detected by the imaging system while 

maintaining high contrast. To overcome this challenge, we implemented a darkfield illumination 

by using an array of ten 450-nm 1600mW multimode laser diode (Thorlabs #L450P1600MM). 

Each laser diode is collimated by an aspheric lens (f=2.8 mm, NA=0.6) and the ten diodes are 

arranged in a circular pattern with a radius of 20 mm. The illumination from each diode passes 

through a diffuser and is then focused by a plano-convex lens (f=50 mm) to the location of the 

sampling volume (Fig. 4.1(b)). All laser diodes are driven by a driver circuit (IC Haus #IC-HG) 

that allows for precise control of pulse width and intensity. For the purposes of this study, the 

pulse width is set to 50 µs, though the pulse width can be precisely controlled within the range of 

10 – 100 µs. 
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Another challenge in illumination design is to balance the amount of light such that it 

does not damaging the cells of microorganisms. Intense laser pulse can cause cell damage, which 

interferes with development of natural processes, including biofilm formation, so the 

illumination has to be carefully designed to avoid this interference (Kanavillil Nandakumar et al., 

2010a, 2010b). The damage threshold of a laser is determined by the laser fluence (F), which is 

the product of the irradiance (E) and the pulse width (t) (K. Nandakumar, Obika, Utsumi, Ooie, 

& Yano, 2006), 

𝐹 = 𝐸𝑡 (1) 

To achieve this balance, we set the intensity of the laser diode array such that the total irradiance 

at the focal point is 1.7 × 105 W/m2. For a laser pulse width of 50µs, this irradiance results in a 

laser fluence of 8.3 × 10−4J/cm2. According to previous studies (Kanavillil Nandakumar et al., 

2003, 2010c; K. Nandakumar et al., 2006), the fluence of 5.0 × 10−2J/cm2 for 30 s results in 

less than 5% mortality rate of marine bacteria and other marine fouling organisms, such as 

diatoms and barnacle larvae. As a result, the fluence of the MUM, which more than 100 times 

less potent than the threshold, is not expected to cause cell damage during our deployment. 

2.1.3 Optical System 

The MUM is equipped with two monochrome machine vision cameras (Matrix Vision 

BlueFox 3) that are set to record raw 8-bit images at a resolution of 2500 x 2500 pixels and a 

frame rate of 30 fps (Fig. 4.1(b)). The two cameras serve different purposes: one camera captures 

scattered light from all objects in the imaging volume and the other only captures fluorescence 

signal from pigmented organisms. The 450nm light from the laser diode assembly is scattered by 

objects in the imaging volume and then passed through a 5X infinity-corrected objective lens 

(Mitutoyo #378-802-6) and a tube lens. The light is then split by a 90:10 beamsplitter where 10% 
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of the optical power is passed to the scattered light camera, and 90% is passed through a 460nm 

long-pass filter into the fluorescence camera (Fig 1(b)). This long pass filter eliminates the 

stimulating light while preserving all light that is re-emitted, primarily by fluorescence. This 

ratio of beamsplitting is necessary to both preserve the weaker fluorescent signal while, at the 

same time, preventing oversaturation of the images of the scattered light camera. 

With this optical setup, the imaging system performs darkfield microscopy so that objects 

in the sampling volume appear bright on a black background. The field of view of each camera is 

1.2 mm x 1.2 mm, resulting in a pixel resolution of 0.48 µm/pixel. The expected resolving power 

according to the illumination wavelength of 450 nm and the numerical aperture of the objective 

lens of 0.14 is 1.6µm. The depth of field is approximately 10 µm for a feature of 10 µm in size, 

so the effective sampling volume is 0.014 µL.  

2.2 Laboratory Validation 

To determine the fluorescence camera response, the camera was used to image a solution 

of fluorescein. To accomplish this, solutions of fluorescein with concentrations between 1 and 10 

µM in filtered seawater were injected into a 400 µm wide microfluidic channel (iBidi µ-Slide 

Chemotaxis), and the MUM was set to image with pulse widths varying from 10 to 60 µs. The 

calibration curve of the fluorescence camera was then calculated from the mean pixel intensity of 

1000 images from each treatment.  

To validate the capability of the MUM to image individual bacterial cell and to image 

fluorescence signal from natural pigments, we used the system to image a mixture of a bacteria 

isolate and a phytoplankton culture. The mixture contained a culture of TW7 bacteria (Vibrio sp.) 

with an approximate size of 1.6 µm (Bidle & Azam, 2001) and a culture of Dunaliella salina 

with approximate size 4-8 µm. The mixture was injected into the iBidi µ-Slide VI – Flat, and the 
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MUM was set to image in the middle of the channel.  

In order to process these images, first, the raw image from the scattered light camera was 

contrast-stretched to enhance contrast and then median-subtracted to remove static background 

noise. Then, an adaptive thresholding algorithm (Wellner, 1993) was applied to segment 

individual cells from the remaining background. For the fluorescence camera, a simple global 

thresholding algorithm was applied to remove background noise and segment individual 

phytoplankton cell. The images from both cameras were then aligned to form a combined image 

that distinguish bacterial cells from phytoplankton cells. Additionally, ten in-focus bacterial cells 

from the scattered light camera and ten in-focus phytoplankton cells from the fluorescence 

camera were averaged to determine the point spread functions of both types of organisms. 

 

2.3 Field Experiments 

2.3.1 Overview  

The utility of the MUM for in situ microscopy was demonstrated through an 

observational study on biofilm formation on a man-made substrate. The field study was 

conducted in a shallow lagoon on the Coconut Island in the Kaneohe Bay, Hawaii at a depth of 

approximately 1-2 m. An optically clear glass substrate was placed in the imaging area such that 

the focal plane of the imaging system lies on a surface of the substrate (Fig. 4.3). The system was 

submersed for 72 hours and was programmed to image the surface for 60 s every 30 mins. The 

illumination from the laser diode was only turned on during the imaging to ensure that the laser 

fluence did not damage microorganisms in the developing microfouling community.  



 

 

69 

 
Figure 4.3: The field deployment of the MUM in a shallow lagoon on the Coconut Island in the Kaneohe 

Bay, Hawaii to perform an observational study on biofilm formation on an optically clear glass substrate. 

The inset shows the placement of the glass substrate at the focal plane of the imaging system.  

2.3.2 Bacterial Motility Analysis 

An analysis on the motility of bacterial cells on the glass substrate was performed on an 

image sequence that was recorded 2.5 hours after the initial submersion. The background 

subtraction and the adaptive thresholding processing were applied to the raw images from the 

scattered light camera as described in Section 2.2 to segment individual bacterial cells. A simple 

global nearest neighbor algorithm (Reid, 1979) was then applied to each detected cell to track it 

between two consecutive frames. A cell in the current frame was matched with the one in the 

next frame that was closest to it and not farther than a threshold of 20 pixels (9.6 µm). A track is 

considered ended when no matching cell can be found for more than 4 consecutive frames. The 

speed of each cell was then calculated by dividing the distance it traveled between two frames by 

the period between frames.  

2.3.3 Autotroph Colonization Analysis 

The images from the fluorescence camera were used to analyze the colonization rate and 

pattern of autotrophs with detected fluorescing pigments. For each sequence of 60 s recording, 
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the median image was calculated, and then an adaptive thresholding algorithm was applied to the 

median image to segment the area in the image with detectable fluorescence signal. The 

percentage of the image that contains fluorescence signal was calculated to determine the 

colonization rate over the period of submersion.  

Additionally, the colonization pattern of the photosynthetic organisms was analyzed 

using the pair correlation function (PCF) statistics, which is a noncumulative neighborhood 

density function (Condit, 2000; Wiegand & Moloney, 2004). The segmented binary images were 

rasterized into grids with a cell size of 5 x 5 pixels (2.4 µm x 2.4 µm), which was the 

approximate size of microcolonies on the images. The PCF was then applied to the rasterized 

image using the grid-based approach (Wiegand & Moloney, 2004). The value of the PCF (g(r)) 

at a distance r is calculated as  

𝑔(𝑟) =
𝑃(𝑟)

𝑃𝑟𝑎𝑛𝑑
, (2) 

𝑃(𝑟) is the probability of finding an autotroph colony at radius r and is calculated by summing 

the number of cells on the radius r of a colony that contains another colony and divided by the 

total number of cells on the radius. 𝑃𝑟𝑎𝑛𝑑 is the probability of finding a colony randomly and is 

calculated by dividing the number of all cells with colony by the total number of cells.  

3. Results 
3.1 Response of the fluorescence camera 

The response of the fluorescence camera to the fluorescein tracer of concentrations 

between 1 to 10 µM shows a strong linear response (𝑅2 = 0.99) for the pulse duration of 50 µs, 

which was used throughout this study (Fig. 4.4(a)). When the pulse duration was also varied 

between 10 to 60 µs, the overall response of the fluorescence camera (I) shows a linear 

dependence (𝑅2 = 0.99) on the pulse width (d), the fluorescein concentration (c) and the product 
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of both parameters in the form (Fig 4(b)) 

𝐼(𝑐, 𝑑) = −120.1𝑐 + 0.3𝑑 + 164.5𝑐𝑑 − 1.1 (3) 

 

 
Figure 4.4: The response of the fluorescence camera to the fluorescein tracer. (a) The average intensity of 

images from the fluorescence camera with varying fluorescein concentrations from 1 to 10 µM and a laser 

pulse of 50 µs. (b) The average intensity of images from the fluorescence camera when both fluorescein 

concentrations and laser pulse lengths are varied. 

3.2 Single cell imaging 

When the MUM was used to image a mixture of TW7 bacteria and Dunaliella salina 

phytoplankton, the raw images from the scattered light camera (Fig 5(a)) provides image quality 

that is sufficient to distinguish individual bacterial and phytoplankton cells. After the image 

processing routine is applied, the point spread function of each bacterial cell that span a full 

width at half maximum (FWHM) of 8 pixels (Figs 4.6(a)-(b)), indicating that the bacterial cell 

can be clearly seen and easily distinguished from the background (Fig. 4.5(b)).  

The fluorescing pigments on Dunaliella salina show up well on the fluorescence camera 

such that individual phytoplankton has a point spread function with a FWHM span of 16 pixels 

(Figs 4.5(c)-(d)). When the information from both the scatter light camera and the fluorescence 

camera is combined into a composite image, the phytoplankton cells and the bacterial cells can 

be differentiated based on the presence of fluorescence pigments (Fig. 4.5(d)). 
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Figure 4.5: Images of a mixture of TW7 bacteria isolate and Dunaliella salina phytoplankton. (a) The raw 

image from the scattered light camera. (b) The same image after applying an image processing routine to 

remove background and to improve contrast. (c) The image from the fluorescence camera after applying a 

contrast enhancement routine. (d) The combination of (a) and (c) allows microorganisms with fluorescent 

pigments (green) to be distinguished from those without (red). Note that the size of (d) is slightly smaller 

than (a)-(c) because of the alignment between the two cameras. The scalebars indicate 100µm.  
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Figure 4.6: (a) The average point spread function of in-focused individual TW7 bacterial cells (Vibrio sp.) 

from the scattered light camera. (b) The corresponding relative intensity of the peak of the point spread 

function in (a) as denoted by the red line. (c) The average point spread function of in-focused individual 

Dunaliella salina cells from the fluorescence camera. (d) The corresponding relative intensity of the peak 

of the point spread function in (c) as denoted by the red line. 

3.3 Field Experiments 

3.3.1 Overview 

The field experiment results in a temporal observation of fouling community on an 

optically clear glass substrate. Various microorganisms, ranging from motile bacteria, pennate 

diatoms to multicellular organisms, were present on the substrate throughout the 72 hours of 

submersion (Fig 7). The image sequence also shows different micro-scale processes that 

happened on the substrate, such as swarming behavior of protozoa (Video S1) and sloughing of 

microcolonies (Video S2). 
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Figure 4.7: Sample images from an in situ deployment of the MUM. (a) A swarm of protozoa. (b)-(c) 

Pennate diatoms moving among microfouling colonies. (d) Microfouling colonies. (e)-(f) Large 

multicellular organisms. 

3.3.2 Bacterial motility 

The images from the field study provide sufficient contrast that is suitable for 

segmentation of individual cells. The detected motile cells from the image sequence have an 

average size of 1.5 µm and a density of 694 cells/µL. The global nearest neighbor successfully 

tracks a total of 40 individual cells with an average track length of 101.7 frames (3.39 seconds). 

The cells appear to move throughout the imaging volume in a random pattern (Fig. 4.6(a) and 

Video S3). The median speed of all cells is 125 µm/s, and the maximum instantaneous speed is 

301 µm/s (Fig. 4.8(b)).  
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Figure 4.8: (a) A sample of 10 tracks from individual motile bacterial cells moving on a glass slide. (b) 

The histogram of measured instantaneous speed of bacterial cells.  

3.3.3 Autotroph colonization 

The images from the fluorescence camera shows an increasing trend of area coverage by 

autotroph with detectable fluorescing pigments (Fig. 4.9(a)). The increase rate is linear at the rate 

of 0.9% per day (𝑅2 = 0.77). The percent coverage fluctuates significantly more during daytime 

compared to nighttime because the presence of motile phytoplankton that did not colonize the 

substrate and was more active during the daytime.  
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Figure 4.9: The autotroph colonization on a glass slide measured from the percent coverage of the 

imaging area by pigmented organisms on the fluorescence camera. The solid line shows the mean area 

coverage for a sequence of 1000 images, and the shaded error bar shows the standard deviation.  

 

The spatial analysis of the colonization pattern shows that the PCF (g(r)) varied 

throughout the experiment. At 24 hours after the submersion, the PCF shows 𝑔(𝑟) > 1 at 

distance 𝑟 < 300 µm, and 𝑔(𝑟) < 1 at other longer distance (Fig. 4.10(a)). As time progressed, 

the value of PCF at distance 𝑟 > 300 µm increases and becomes closer to 1 (Fig. 4.10(b)). At the 

end of the experiment. The value of PCF becomes very close to 1 at all distances beyond 200 µm 

(Fig. 4.10(c)).  
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Figure 4.10: (a)-(c) The images from the fluorescence camera of the MUM at the end of each deployment 

day. (d)-(f) The corresponding pair-correlation-function plots showing the colonization pattern at the end 

of each day.  

4. Discussion 
4.1 Instrument performance 

The results from the laboratory experiments indicate that the Moore Underwater 

Microscope (MUM) is capable of performing label-free single-cell imaging of microorganisms. 

The array of ten 450nm laser diodes produces high intensity darkfield illumination that is 

sufficient to illuminate large motile bacterial cell (~1.6 µm in size) with high contrast such that 

each individual cell can be segmented with image processing algorithms. The intensity of the 

illumination is also sufficient to produce strong fluorescence signals in natural pigments of 

microorganisms such that they can be detected by the imaging system. The information from 

both the scattered light camera and the fluorescence camera allows the MUM to distinguish 

between types of microorganisms with fluorescing pigments and those without.  

Additionally, the fluorescence camera shows a linear response to the concentration of 
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fluorescence chemical, allowing a direct calculation of fluorescence concentration from images 

with a calibration curve. As a result, in addition to detecting natural pigments in microorganisms, 

the fluorescence camera can also be used to track chemical gradients by using fluorescing dyes 

as a proxy. By combining the images from both cameras, this capability allows the MUM to 

perform other types of manipulation experiments, such as observation of chemotaxis in gradients 

of chemoattractant.  

4.2 Bacterial motility 

The field experiment demonstrates that the MUM can perform in situ imaging of 

microorganisms that allow for tracking of individual cells. We achieved good tracking results 

with a relatively simple global nearest neighbor because the density of large motile cells was 

relatively low. The tracking and the subsequent movement speed calculations reveal that the 

observed large motile bacteria could move at a median speed of 125 µm/s and at a maximum 

speed of 301 µm/s (Fig. 4.8). This observed speed is much faster than previously reported 

cultured marine bacteria that could be investigated in the lab where the mean speed was 

approximately 40 µm/s and the max speed was 80 µm/s (Johansen, Pinhassi, Blackburn, Zweifel, 

& Hagström, 2002). However, natural bacterial assemblage that could not be cultured could have 

the mean observed speed could be as high as 230 µm/s with a maximum speed of 400 µm/s 

(Mitchell, Pearson, Dillon, & Kantalis, 1995), which were relatively close to our observations. 

This discrepancy in the speed of cultured and natural bacterial assemblage emphasizes the need 

for in situ observations of these microorganisms. Since approximately 99% of bacteria are 

unculturable (Amann, Ludwig, & Schleifer, 1995; Hugenholtz, Goebel, & Pace, 1998), the 

MUM can facilitate further research into these unculturable organisms that can only be 

investigated in the field.  
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4.3 Autotroph colonization 

The data from the fluorescence camera from the field study reveals that the MUM can 

perform in situ observation of fluorescence signals from natural pigments in microorganisms. 

The trend of autotroph colonization matches the expectation that these photosynthetic 

microorganisms would reproduce and expand their colonies rapidly during daytime with 

sunlight, and the growth would become stagnant at night without their energy source (Fig. 4.9). 

For large phytoplankton, such as diatoms (Fig. 4.7), the MUM can be used to resolve their 

morphology with the scattered light camera and also locate their fluorescence pigments in the 

cells with the fluorescence camera. 

The spatial analysis on the pattern of colonization reveals the micro-scale dynamic of 

photosynthetic microorganisms. At 24 hours after submersion, these autotrophs aggregate on the 

glass substrate in small colonies within the size of approximately 300 µm (Fig. 4.10). However, 

these colonies avoid one another within the range of 300-1000 µm. As time progresses, this 

avoidance decreases as the number of colonies increases. At the late stage of biofilm formation, 

these autotrophs still live in colonies with nearly the same size as at the beginning, but the 

colonies become randomly distributed (𝑔(𝑟) ≈ 1) throughout the substrate instead. This 

observation agrees with previous studies that show a similar pattern of algal colonization on 

other substrates (Mullen et al., 2016), although more complete studies with replications are 

needed to confirm this interpretation.  

4.4 Instrument potential and limitation 

Even though our study has demonstrated that the utility of the MUM, the instrument has 

some limitations that need to be considered when designing a study with the instrument. We 

designed the system as a darkfield microscope with a 5x objective in order to achieve relatively 
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large (1.2 mm x 1.2 mm) field of view and high contrast that is suitable for individual cell 

tracking. The drawback of this approach is that morphology of small organisms cannot be 

resolved well (Fig. 4.7), so the main method to distinguish between microorganisms and small 

particles is based on the motion. The system cannot differentiate between non-motile 

microorganisms and ambient particles of the similar size. As a result, the MUM is limited to 

study motile organisms for non-pigmented targets.  

Additionally, the light intensity required to illuminate label-free microorganisms is high, 

so we designed the system with appropriate laser diodes. Even though the laser fluence of the 

illumination is relatively low compared to the amount required to damage cells (K. Nandakumar 

et al., 2006), a prolonged continuous exposure to the laser can result in disruption of natural 

processes. In this study, we only limited a constant exposure to 60 s maximum, which prevents 

damage from occurring. However, a study that needs a continuous observation will need to be 

cautioned about the effects of the laser on microorganisms.  

Despite these limitations, our results have demonstrated that the MUM can perform in 

situ imaging of microorganisms. The instrument utilizes motility and fluorescence signal to 

detect living cells, so it can achieve label-free imaging, which is the least invasive for in situ 

studies. The MUM can be used in many applications in aquatic microbiology, such as direct 

observations of bacterial behaviors and interactions between different types of organisms as 

shown in our observational study in the field. When used in conjunction with other molecular 

and genetic techniques, the MUM can facilitate research in unculturable microorganisms that 

cannot be investigated in the laboratory (Hallam et al., 2006; Groisillier et al., 2010). 

Additionally, the capability of resolving micron-sized targets in situ can be used to observe 

particles as well. As a result, the MUM is suitable for determining density and size distribution 
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of ambient particles and studying flows in microfluidic devices in natural environments using 

various particle tracking and particle image velocimetry techniques.  

Finally, the MUM serves as a platform for further technological development. It can be 

modified and enhanced in future designs that allow the instrument to facilitate other observations 

of micro-scale phenomena. For instance, laser diodes with other wavelengths and appropriate 

optical filters can be added such that the fluorescence camera can detect fluorescing pigments in 

other wavelengths, which allows the MUM to distinguish between different types of 

photosynthetic pigments, such as phycocyanin in cyanobacteria from chlorophyll a in diatoms 

(Seppälä et al., 2007; McQuaid, Zamyadi, Prévost, Bird, & Dorner, 2011). Additionally, a linear 

stage can be added to the system such that the focal plane can be programmatically adjusted. 

This capability will allow the MUM to scan through different depths and observe 3D structure in 

complex microbial communities, such as biofilms.  

5. Conclusion 
The instrument description and the results reported here highlight the application of a 

novel underwater microscope that is capable of performing label-free single-cell imaging of 

microorganisms and detecting fluorescence natural pigments in photosynthetic organisms. Our 

results demonstrate that the instrument can be used to track individual bacterial cells and observe 

spatial and temporal pattern of autotroph colonization on a microfouling community in situ. This 

work provides a technological platform that helps facilitate future research in aquatic 

microbiology and helps bridge the gaps between laboratory experiments and the natural 

environments.   
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Chapter 4, in part, is currently being prepared for submission for publication of the 

material. Lertvilai, Pichaya; Jaffe, Jules. The dissertation author was the primary investigator and 

author of this paper. 
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