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Abstract

A geometric perspective on some topics in statistical learning
by
Yuting Wei
Doctor of Philosophy in Statistics
University of California, Berkeley
Professor Martin Wainwright, Co-chair

Professor Adityanand Guntuboyina, Co-chair

Modern science and engineering often generate data sets with a large sample size and
a comparably large dimension which puts classic asymptotic theory into question in many
ways. Therefore, the main focus of this thesis is to develop a fundamental understanding of
statistical procedures for estimation and hypothesis testing from a non-asymptotic point of
view, where both the sample size and problem dimension grow hand in hand. A range of
different problems are explored in this thesis, including work on the geometry of hypothesis
testing, adaptivity to local structure in estimation, effective methods for shape-constrained
problems, and early stopping with boosting algorithms.

Our treatment of these different problems shares the common theme of emphasizing the
underlying geometric structure. To be more specific, in our hypothesis testing problem,
the null and alternative are specified by a pair of convex cones. This cone structure makes
it possible for a sharp characterization of the behavior of Generalized Likelihood Ratio
Test (GLRT) and its optimality property. The problem of planar set estimation based
on noisy measurements of its support function, is a non-parametric problem in nature. It
is interesting to see that estimators can be constructed such that they are more efficient
in the case when the underlying set has a simpler structure, even without knowing the
set beforehand. Moreover, when we consider applying boosting algorithms to estimate a
function in reproducing kernel Hibert space (RKHS), the optimal stopping rule and the
resulting estimator turn out to be determined by the localized complexity of the space.

These results demonstrate that, on one hand, one can benefit from respecting and making
use of the underlying structure (optimal early stopping rule for different RKHS); on the
other hand, some procedures (such as GLRT or local smoothing estimators) can achieve
better performance when the underlying structure is simpler, without prior knowledge of the
structure itself.

To evaluate the behavior of any statistical procedure, we follow the classic minimax
framework and also discuss about more refined notion of local minimaxity.
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Chapter 1

Introduction

With thousands of hundreds of data being collected everyday from modern science and
engineering, statistics has entered a new era. While the cost or time for data collection
has constrained the previous scientific studies, advanced technology allows for obtaining
extremely large and high-dimensional data. These data sets often have dimension of the
same order or even larger than the sample size, which often puts the class asymptotic theory
into question and a non-asymptotic point of view is called for in modern statistics.

The main focus of this thesis is to develop a fundamental understanding of statistical
procedures for high-dimensional testing and estimation, and brings together a combination
of techniques from statistics, optimization and information theory. In this thesis, a range
of different problems are explored, including work on the geometry of hypothesis testing,
adaptivity to local structure in estimation, effective methods for shape-constrained problems,
and early stopping with boosting algorithms. A common theme underlying much of this work
is the underlying geometric structure of the problem. In the following sections, we outline
some of the core problems and key ideas that will be developed in the remainder of this
thesis.

1.1 Geometry of high-dimensional hypothesis testing

Hypothesis testing, along with the closely associated notion of a confidence region, has long
played a central role in statistical inference. While research on hypothesis testing dates
back to the seminal work of Neyman and Pearson, high-dimensional and structured testing
problems have drawn attention in recent years, motivated by the large amounts of data
generated by experimental sciences and technological applications.

The generalized likelihood ratio test (GLRT) is a standard approach to composite test-
ing problems. Despite the wide-spread use of the GLRT), its properties have yet to be fully
understood. When is it optimal, and when can it be improved upon? How does its perfor-
mance depend on the null and alternative hypotheses? In this thesis, we provide answers
to these and other questions for the case where the null and alternative are specified by
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a pair of closed, convex cones. Such cone testing problems arise in various applications,
including detection of treatment effects, trend detection in econometrics, signal detection in
radar processing, and shape-constrained inference in non-parametric statistics.

The main contribution of this study is to provide a sharp characterization of the GLRT
testing radius purely in terms of the geometric structure of the underlying convex cones.
When applied to concrete examples, our result reveals some fundamental phenomena that do
not arise in the analogous problem of estimation under convex constraints. In particular, in
contrast to estimation error, the testing error no longer depends only on the problem instance
via a volume-based measure such as metric entropy or Gaussian complexity; instead, other
geometric properties of the cones also play an important role. In order to address the issue
of optimality, we proved information-theoretic lower bounds for the minimax testing radius
again in terms of geometric quantities. These lower bounds applies to any test function thus
providing a sufficient condition for the GLRT to be an optimal test.

These general theorems are illustrated by examples including the cases of monotone and
orthant cones, and involve some results of independent interest. It is worthwhile to note
that these newfound connections between the hardness of hypothesis testing and the local
geometry of the underlying structures have many implications. In particular, as we pointed
out, they reveal the intrinsic similarities and differences between estimation and hypothesis
testing.

1.2 Shape-constrained problems

Research on estimation and testing under shape constraints started in the 1950s. A non-
parametric problem is said to be shape-constrained if the underlying density or function is
required to satisfy constraints such as monotonicity, unimodality, or convexity (e.g., [70]).
Shape-constrained methods have their own merits in many ways, first of all, being non-
parametric, these methods are more robust than standard parametric approaches; on the
other hand, although these methods deal with infinite-dimensional models, shape constraints
may be implemented without tuning parameters (such as bandwidth, or penalization param-
eter).

Recent years have witnessed renewed interest in shape-constrained problems, motivated
by applications in areas such as medical research and econometrics. Here, in the second
part, we consider the problem of estimating an unknown planar convex set from noisy mea-
surements of its support function. For a given direction, the support function of a convex
set measures the distance between the origin and the supporting hyperplane that is per-
pendicular to that direction. Set recovery from support functions is used in areas such as
computational tomography, tactical sensing in robotics, and projection magnetic resonance
imaging [115].

For this problem, we construct a local smoothing estimator with an explicit data-driven
choice of bandwidth parameter. The main contribution is to establish the interesting fact
that, in every direction, this estimator adapts to the local geometry of the underlying set, and
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it does so without any pre-knowledge of the set itself. Using a decision-theoretic framework
tailored to specific functions first introduced in Cai and Low [29], we establish the optimality
of our estimator in a strong pointwise sense. From these point estimators, we also construct
a set estimator that is both adaptive to polytopes with a bounded number of extreme points,
and achieves the globally optimal minimax rate.

Similarly to other shape-constrained problems, results developed for this problem also
exhibit a form of adaptivity to local problem structure, with methods performing better for
certain instances than suggested by a global minimax analysis. We will make these points
more concrete in our later chapter. In this general area, there are many problems that still
remain open. For example, there is only very limited theory on estimating multivariate
functions under shape constraints. The absence of a natural order structure in R for d > 1
presents a significant obstacle to such a generalization. Moreover, relative to estimation, it
is less clear how one can construct optimal and adaptive confidence intervals or regions (in
the multi-dimensional case) in these scenarios.

1.3 Optimization and early-stopping

Many methods for statistical estimation and testing, including maximum likelihood and
the generalized likelihood ratio test, are based on optimizing a suitable data-dependent
objective function. It is well-understood that procedures for fitting non-parametric models
must involve some form of regularization to prevent overfitting to the noisy data. The
classical approach is to add a penalty term to the objective function, leading to the notion
of a penalized estimator.

An alternative approach is to apply an iterative optimization algorithm to the original
objective, and then stop it after a pre-specified number of steps, thereby terminating it
prior to convergence. To be more specific, suppose based on the observations, we construct
empirical loss function £,(f). A optimization algorithm is based on taking gradient steps

FHL = ft glgt

to minimize this loss function. We want to specify the number of steps T', such that f7 is
as close to the minimizer of the population loss as possible.

Relative to our rich and detailed understanding of regularization via penalization (e.g.,
[138, 63]), our understanding of early stopping regularization is not as well-developed. In
particular, for penalized estimators, it is now well-understood that complexity measures such
as the localized Gaussian width, or its Rademacher analogue, can be used to characterize
their achievable rates.

In this part, we show that such sharp characterizations can also be obtained for a broad
class of boosting algorithms with early stopping, including L?-boost, LogitBoost, and Ad-
aBoost, among others. This result, to our best knowledge, is the first one to establish a
precise connection between early stopping and regularized estimation in a general setting.
Since boosting algorithms are used broadly in data analysis, understanding this connection
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provides direct guidance in many applications for obtaining more generalizable and stable
statistical estimates.

1.4 Thesis overview

We want to note that although the emphasis to date has been primarily methodological
and theoretical, all of this work is motivated by applications arising from areas such as
computational imaging, statistical signal processing, and treatment effects which will be
further pursued in the future.

The remainder of this thesis is organized as follows. We begin with the basic statistical
notation and terminology in Chapter 2. It introduces important criteria to evaluate both
hypothesis testing and estimation procedures that will be used through out the thesis. Chap-
ter 3 is devoted to discuss a hypothesis testing problem where the null and alternative are
both specified both convex cones. It is based on my joint work with A. Guntuboyina and M.
Wainwright [149]. In Chapter 4, we consider the problem of estimating a planar set based
on noisy measurements of it support function. The estimators are constructed based on
locally smoothing and we focus on their adaptive behaviors when the underlying geometry
varies. This part is based on joint work with T. Cai and A. Guntuboyina [28]. In Chap-
ter 5, we explore a type of algorithmic regularization, where an optimal early stopping rule
is purposed for boosting algorithms applied to reproducing kernel Hibert space. The result
of this chapter is based on the joint work with F. Yang and M. Wainwright [150]. Finally
we close in Chapter 6, with discussions on possible future directions and open problems, as
a supplementary to the discussions in each Chapter. Proofs of more technical lemmas are
deferred to the appendices.



Chapter 2

Background

Understanding the fundamental limits of estimation and testing problems is worthwhile for
multiple reasons. Firstly, it provides insights of the hardness of these tasks, regardless of
what procedures we are using. From a mathematical point of view, it often reveals some
intrinsic properties of the problems themselves. On the other hand, exhibiting fundamental
limits of performance also makes it possible to guarantee that an estimator/testing procedure
is optimal, so that there are limited pay-offs in searching for another procedure with lower
statistical error, although it might still be interesting to study other procedures with better
performance in other metrics.

In this chapter, our first goal is to set up the basic minimax frameworks for both es-
timation and hypothesis testing, which are regarded as standards for discussing about the
optimality of estimation and testing procedures in later chapters. Our second goal is to
introduce the standard setting of non-parametric estimation, of which we will discuss about
an important class of functions called reproducing kernel Hilbert space. It worth noting
that this chapter only includes some basic statistical notion and terminology, and for more
detailed descriptions, we refer the readers to examine the introductory material of individual
chapters.

2.1 Evaluating statistical procedures

Our first step here is to establish the minimax framework we use throughout the thesis.
Depending on the problem we work on, we use either the minimax risk or minimax testing
radius to evaluate optimality of our statistical procedures. Our treatment here is essentially
standard and more references can be found (e.g. [153, 156, 135, 81, 82, 49, 132, 96]).

Throughout, let P denote a class of distributions, and 6 denote a functional on the space
P—a mapping from every distribution P to a parameter (IP) taking value in some space ©.
In some scenarios, the underlying distribution P is uniquely determined by the quantity 6(P),
namely, 0(Py) = 0(P;) if and only if Py = P;. In these cases, 6 provides a parameterization
of the family of distributions, and we write P = {Py | 6 € ©} for such classes.



CHAPTER 2. BACKGROUND 7

2.1.1 Minimax estimation framework

Suppose now, we are given i.i.d observations X; drawn from a distribution P € P for which
(P) = 0*. From these observation X" = {X;},, our goal is to estimate the unknown
parameter 6* and an estimator 0 to do so is a measurable function # : X™ — ©. In order
to evaluate the quality of any estimator, let p : © x © — [0,00) be a semi-metric and we
consider the quantity p(é\, 0*). Note that here 6* is a fixed but unknown quantity, whereas
= a(X ") is a random quantity. So we then assess the quality of the estimator by taking
expectations over the randomness in X;, which gives us

~

Ep p(0(X1,. .., X,),0%). (2.1)

As the parameter 6* varies, this quantity also changes accordingly, which referred to as the
risk function associated with the parameter. Of course, for any 6*, we can always estimate
it by ignoring the data completely and simply returning #*. This estimator will have zero
loss when evaluated at 6* but is likely to behave badly for other choices of the parameter.

In order to deal with the risk in a more uniform sense, let us look at the minimax
principle, first suggested by Wald [145]. For any estimator 6, its behavior is evaluated in an
adversarial manner, meaning we compute its worst-case behavior supp.p Ep[p(6, 0(P))] and
compare estimators according to this criterion. The optimal estimator in this sense defines
the minimax risk—

~

M(O(P), p) = infsupEp | p(0(XT),0(P))] , (2.2)
0 PeP
where the infimum is taken over all possible estimators. Often the case, we are interested
in evaluating the risk through some function of a norm—by letting & : R, — R, be a
non-decreasing function with ®(0) = 0 (for example, ®(¢) = t?), then a generalization of the
p-minimax risk can be defined as

~

M(O(P), @ o p) = infsupEp | 2(p(6(X7), 6(P))) (2:3)
S
For instance, if p(0,0") = ||0 — ¢'||s and ®(t) = 3, it corresponds to the minimax risks for

the mean squared error.

2.1.2 Minimax testing framework

Suppose again we are given observation X from P, a goodness-of-fit testing problem is to
decide whether the null-hypothesis 0(IP) € O, holds or instead the alternative 0(P) € ©,
holds. Here both sets ©g and ©; are subsets of ©. Usually the set ©( corresponds to some
desirable properties of the object of study. When both ©y and ©; consist of only one point,
we called the hypothesis simple, otherwise it is called composite.

We want to construct a decision rule with the values 1 when the null-hypothesis is rejected,
or 0 when the null-hypothesis is accepted. The decision rule ¢ : X — {0, 1} is a measurable
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function of an observation and it is called a test. Two types of errors are considered in
hypothesis testing literature. The type I error is made if the null is rejected whenever it is
true and the type II error is made if the null is accepted whenever it does not hold. We refer
the readers to Lehmann and Romano [94] for more details.

For any test function v, two types of error are clearly defined when the testing problem
is simple, however for a composite testing problem, we measure its performance in terms of
its uniform error

E(Y;00,01,€) :=sup Eg[o(y)] +  sup  Eg[l —(y)], (2.4)
[ZSSH) 0€01\B2(¢;00)

which controls the worst-case error over both null and alternative. Here, for a given € > 0,
we define the e-fattening of the set Oq as

Bs(Op;€) := {0 € R | IIGlgl 160 — ulls <€}, (2.5)
u€Bg

corresponding to the set of vectors in © that are at most Euclidean distance ¢ from some
element of ©.

The reason to do is because our formulation of the testing problem allows for the pos-
sibility that 6 lies in the set ©1\0g, but is arbitrarily close to some element of ©y. Thus,
under this formulation, it is not possible to make any non-trivial assertions about the power
of any other test in a uniform sense. Accordingly, so as to be able to make quantitative
statements about the performance of different statements, we exclude a certain e-ball from
the alternative. This procedure leads to the notion of the minimaz testing radius associated
this composite decision problem. This minimax formulation was introduced in the seminal
work of Ingster and co-authors [81, 82]; since then, it has been studied by many authors
(e.g., [49, 132, 96, 97, 7]).

For a given error level p € (0, 1), we are interested in the smallest setting of € for which
some test 1) has uniform error at most p. More precisely, we define

eopT(00, O1; p) : = inf {e \ irdljfg(w;@o,@l,e) < p}. (2.6)

When the sets (0, 01) are clear from the context, we occasionally omit this dependence,
and write eopr(p) instead. We refer to these two quantities as the minimax testing radius.

By definition, the minimax testing radius eppt corresponds to the smallest separation e
at which there exists some test that distinguishes between the hypotheses Hy and H; with
uniform error at most p. Thus, it provides a fundamental characterization of the statistical
difficulty of the hypothesis testing. Similar to the definition of minimax estimation risk,
defined in (2.6), the minimax testing radius also characterize the best possible worst-case
guarantee.
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2.2 Non-parametric estimation

In this section, we move beyond the parametric setting, where P is uniquely determined
by a lower dimensional functional #(P). We instead consider the problem of nonparametric
regression, in which the goal is to estimate a (possibly non-linear) function on the basis of
noisy observations.

Suppose we are given covariates x € X, along with a response variable y € ). Through
out this thesis, unless it is particularly mentioned, we focus our attention on the case of
real-valued response variables, where the space ) is the real-line or or some subset of the
real line. Given a class of functions F, our goal is to find a function f : X — ) in F, such
that the error between y and f(z) is as small as possible.

Consider a cost function ¢ : R x R — [0,00), where the non-negative scalar ¢(y,0)
denotes the cost associated with predicting # when the true response is y. Some common
examples of loss functions ¢ that we consider in later sections include:

e the least-squares loss ¢(y,0) := 3(y — 0)?
e the logistic regression loss ¢(y,0) = In(1 + e~¥?), and
e the exponential loss ¢(y,0) = exp(—y0).

In the fized design version of regression, only the response is a random quantity, in which
case it is reasonable to measure the quality of any f in terms of its error

LU= Bye [ 23 0% )] @7

Accordingly, we can define L£(f) for the random design case, where the expectation is taken
over both the responses and the covariates. Note that with the covariates {x;}! , fixed, the
functional £ is a non-random object. In function space F, the optimal function minimizes
the population cost functional—that is

fre arggcnei]rrlﬁ(f). (2.8)

As a standard example, when we adopt the least-squares loss ¢(y,0) = %(y — 0)?, the
population minimizer f* corresponds to the conditional expectation x — E[Y | x].

Since we do not have access to the population distribution of the responses however,
the computation of f* is impossible. Given our samples {Y;} ;, we consider instead some
procedure applied to the empirical loss

La(f) 1= 5 D7 600 S @), 2.9)
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where the population expectation has been replaced by an empirical expectation. For
example, when L, corresponds to the log likelihood of the samples with ¢(Y;, f(x;)) =
log[P(Y;; f(x;))], direct unconstrained minimization of £,, would yield the maximum likeli-
hood estimator.

2.2.1 Adaptive minimax risk

In this section, let us consider the case when the response {y;}", is generated through
ylzf*(l'l)—le for i = 1,2,...,”, (210)

where w; is a random variable characterizing the noise in the measurements, with mean zero.
Now, based on these noisy responses, our goal is to find a function f (in the function class
F) such that f: X — R is as close as f* as possible.

For each estimator f, recall that its performance is measured by the loss function (2.7),
where

L(f,[*) =Eyx [% zj: o (Y, f(%‘))] :

Note that here, the response is generated from model (2.10) so the loss is also a function of
f*. Of course, for each f* € F, we can always estimate it by omitting the data and simply
returning f*. This will give us a zero loss at f* but possibly huge loss for other choices of
functions. So analogous to our Section 2.1.1, we compare estimators of f* by their worst-case
behavior, namely

R(F, Fo,¢) = inf sup L(f, f*). (2.11)
fE]'—f*E]'—o

Here the infimum is taken over all possible estimators in function class F and the supremum
is taken over the space Fy that f* lies in. If there is no side knowledge of f*, we may take
Fo to be all possible functions.

Note that in this classic minimax risk framework, estimator are compared via their worst-
case behavior as measured by performance over the entire problem class. When the risk
function is near to constant over the set, then the global minimax risk is reflective of the
typical behavior. If not, then one is motivated to seek more refined ways of characterizing
the hardness of different problems, and the performance of different estimators.

One way of doing so is by studying the notion of an adaptive estimator, meaning one
whose performance automatically adapts to some (unknown) property of the underlying func-
tion being estimated. For instance, estimators using wavelet bases are known to be adaptive
to unknown degree of smoothness [44, 45]. Similarly, in the context of shape-constrained
problems, there is a line of work showing that for functions with simpler structure, it is
possible to achieve faster rates than the global minimax ones (e.g. [109, 158, 39]).
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To discuss the optimality in this adaptive or local sense, we review the notion of local
minimax framework here where the focus is on the performance at every function, instead
of the maximum risk over a large parameter space as in the conventional minimax theory.
This framework, first introduced in Cai and Low ( [29, 30]) for shape constrained regression,
provides a much more precise characterization of the performance of an estimator than the
conventional minimax theory does.

For a given function f € JFy, we choose the other function, say g, to be the one which is
most difficult to distinguish from f in the ¢-loss. This benchmark is defined as

R,.(f) = sup igfmax{ﬁ(f,f), E(f,g)}. (2.12)
geFo f

Cai and Low [29] demonstrates that this is an useful benchmark in the context of estimating
convex functions, namely Fy denotes the class of convex functions. They established some
interesting properties, such as R, (f) varies considerably over the collection of convex func-
tions and outperforming the benchmark R, (f) at some convex function f leads to worse
performance at other functions. We want to point out that without saying this is a very
useful benchmark to evaluate the optimality of adaptive estimators, but there can be other
reasonable definitions of local minimax framework that are suitable in other contexts.

2.2.2 Reproducing kernel Hilbert spaces

In this section, we provide some background on a particular class of functions that will
be used in our later chapters—a class of function-based Hilbert spaces that are defined by
reproducing kernels. These function spaces have many attractive properties from both the
computational and statistical points of view.

A reproducing kernel Hilbert space % (short as RKHS, see standard sources [143, 73,
128, 17]), consisting of functions mapping a domain X to the real line R. Any RKHS is
defined by a bivariate symmetric kernel function K : X x X — R which is required to be
positive semidefinite, i.e. for any integer N > 1 and a collection of points {z;}}, in X, the
matrix [K(z;, z;)];; € RV*Y is positive semidefinite.

The associated RKHS is the closure of the linear span of functions in the form f(-) =
> o1 wWiK(, z;), where {z;}52, is some collection of points in X, and {w;}32; is a real-
valued sequence. We can also define the inner product of two functions in the space. For
two functions f1, f € # which can be expressed as a finite sum fy(-) = 327, oK (-, 2;) and
fa() = Zﬁil B;K(-, z;), the inner product is defined as

f17f2 Zzazﬁj (L‘Z,Q?]

=1 j=1

with induced norm || f1]|%, = 3201, a?K(x;, ;). For each z € X, the function K(-, ) belongs
to s, and satisfies the reproducing relation

(f, K(,2))r = f(x) forall fe . (2.13)
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This property is known as the kernel reproducing property for the Hilbert space, and it gives
the power of RKHS methods in practice.

Moreover, when the covariates X; are drawn i.i.d. from a distribution Pyx with compact
domain X', we can invoke Mercer’s theorem which states that any function in J# can be
represented as

K(z,z') = Zukgbk(x)gbk(x’), (2.14)
k=1

where py > ps > -+ > 0 are the eigenvalues of the kernel function K and {¢y}72, are
eigenfunctions of K which form an orthonormal basis of L?(X,Py) with the inner product
(f.9) := [} f(x)g(x)dPx(x). We refer the reader to the standard sources [143, 73, 128, 17]
for more details on RKHSs and their properties.
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Part 11

Statistical inference and estimation
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Chapter 3

Hypothesis testing over convex cones

3.1 Introduction

Composite testing problem arise in a wide variety of applications and the generalized like-
lihood ratio test (GLRT) is a general purpose approach to such problem. The basic idea
of the likelihood ratiotest dates back to the early works of Fisher, Neyman and Pearson; it
attracted further attention following the work of Edwards [48], who emphasized likelihood
as a general principle of inference. Recent years have witnessed a great amount of work on
the GLRT in various contexts, including the papers [94, 112, 93, 51, 50]. However, despite
the wide-spread use of the GLRT, its optimality properties have yet to be fully understood.
For suitably regular problem, there is a great deal of asymptotic theory on the GLRT, and
in particular when its distribution under the null is independent of nuisance parameters
(e.g., [9, 120, 117]). On the other hand, there are some isolated cases in which the GLRT
can be shown to dominated by other tests (e.g., [147, 107, 106, 93]).

In this chapter, we undertake an in-depth study of the GLRT in application to a particular
class of composite testing problem of a geometric flavor. In this class of testing problem,
the null and alternative hypotheses are specified by a pair of closed convex cones C and
(s, taken to be nested as C} C (5. Suppose that we are given an observation of the form
y = 0 4+ w, where w is a zero-mean Gaussian noise vector. Based on observing y, our goal is
to test whether a given parameter 6 belongs to the smaller cone Cj—corresponding to the
null hypothesis—or belongs to the larger cone C5. Cone testing problem of this type arise
in many different settings, and there is a fairly substantial literature on the behavior of the
GLRT in application to such problem (e.g., see the papers and books [18, 89, 118, 117, 119,
122, 110, 107, 108, 47, 130, 147], as well as references therein).

3.1.1 Some motivating examples

Before proceeding, let us consider some concrete examples so as to motivate our study.
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Example 1 (Testing non-negativity and monotonicity in treatment effects). Suppose that
we have a collection of d treatments, say different drugs for a particular medical condition.
Letting 0; € R denote the mean of treatment j, one null hypothesis could be that none of
treatments has any effect—that is, 6; = 0 for all j = 1,...,d. Assuming that none of the
treatments are directly harmful, a reasonable alternative would be that 6 belongs to the
non-negative orthant cone

Kiy:={0eR"|6;>0 forallj=1,...,d}. (3.1)

This set-up leads to a particular instance of our general set-up with C; = {0} and Cy = K.
Such orthant testing problem have been studied by Kudo [89] and Raubertas et al. [117],
among other people.

In other applications, our treatments might consist of an ordered set of dosages of the
same drug. In this case, we might have reason to believe that if the drug has any effect, then
the treatment means would obey a monotonicity constraint—that is, with higher dosages
leading to greater treatment effects. One would then want to detect the presence or ab-
sence of such a dose response effect. Monotonicity constraints also arise in various types
of econometric models, in which the effects of strategic interventions should be monotone
with respect to parameters such as market size (e.g.,[42]). For applications of this flavor, a
reasonable alternative would be specified by the monotone cone

M:={0€eR"| 6y <0y < <0y} (3.2)

This set-up leads to another instance of our general problem with C} = {0} and Cy = M.
The behavior of the GLRT for this particular testing problem has also been studied in past
works, including papers by Barlow et al. [9], and Raubertas et al. [117].

As a third instance of the treatment effects problem, we might like to include in our
null hypothesis the possibility that the treatments have some (potentially) non-zero effect

but one that remains constant across levels—i.e., 8; = 05 = --- = 6,. In this case, our null
hypothesis is specified by the ray cone
R:={0eR?"| §=cl forsomecéeR}. (3.3)

Supposing that we are interested in testing the alternative that the treatments lead to a
monotone effect, we arrive at another instance of our general set-up with ¢, = R and
Cy = M. This testing problem has also been studied by Bartholomew [10, 11] and Robertson
et al. [121] among other researchers.

In the preceding three examples, the cone C) was linear subspace. Let us now consider
two more examples, adapted from Menendnez et al. [108], in which C is not a subspace. As
before, suppose that component 8; of the vector # € R? denotes the expected response of
treatment 7. In many applications, it is of interest to test equality of the expected responses
of a subset S of the full treatment set [d] = {1,...,d}. More precisely, for a given subset S
containing the index 1, let us consider the problem of testing the the null hypothesis

Cle(S)::{OeRd\ 9,-:01Vi65,and0j291Vj§éS} (3.4)
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versus the alternative Cy = G(S) = {0 € R? | §; > 6, V j € [d]}. Note that C; here is not a
linear subspace.

As a final example, suppose that we have a factorial design consisting of two treatments,
each of which can be applied at two different dosages (high and level). Let (6;,62) denote the
expected responses of the first treat at the low and high dosages, respectively, with the pair
(03, 604) defined similarly for the second treatment. Suppose that we are interesting in testing
whether the first treatment at the lowest level is more effective than the second treatment
at the highest level. This problem can be formulated as testing the null cone

Cr:={0cR* |0, <0, <03<0,} versus the alternative
02 = {9 € R4 ‘ 91 S 02, and (93 S 64} (35)

As before, the null cone C] is not a linear subspace.

Example 2 (Robust matched filtering in signal processing). In radar detection problem [126],
a standard goal is to detect the presence of a known signal of unknown amplitude in the
presence of noise. After a matched filtering step, this problem can be reduced to a vec-
tor testing problem, where the known signal direction is defined by a vector v € R?,
whereas the unknown amplitude corresponds to a scalar pre-factor ¢ > 0. We thus ar-
rive at a ray cone testing problem: the null hypothesis (corresponding to the absence
of signal) is given C; = {0}, whereas the alternative is given by the positive ray cone
Ry = {0 €R? |6 = ¢y for some ¢ > 0}.

In many cases, there may be uncertainty about the target signal, or jamming by ad-
versaries, who introduce additional signals that can be potentially confused with the target
signal . Signal uncertainties of this type are often modeled by various forms of cones, with
the most classical choice being a subspace cone [126]. In more recent work (e.g., [18, 66]),
signal uncertainty has been modeled using the circular cone defined by the target signal
direction, namely

Clyia) := {0 € R | (y, 0) > cos(a) [[7]|2]16]]2}, (3.6)

corresponding to the set of all vectors 6 that have angle at least o with the target signal.
Thus, we are led to another instance of a cone testing problem involving a circular cone.

Example 3 (Cone-constrained testing in linear regression). Consider the standard linear
regression model

y=XB+oZ, where Z ~ N (0, 1,), (3.7)

where X € R"*? is a fixed and known design matrix. In many applications, we are interested
in testing certain properties of the unknown regression vector [, and these can often be
encoded in terms of cone-constraints on the vector 6 := X 3. As a very simple example,
the problem of testing whether or not 8 = 0 corresponds to testing whether 6 € C : = {0}
versus the alternative that # € Cy := range(X). Thus, we arrive at a subspace testing
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problem. We note this problem is known as testing the global null in the linear regression
literature (e.g., [24]). If instead we consider the case when the p-dimensional vector g lies
in the non-negative orthant cone (3.1), then our alternative for the n-dimensional vector ¢
becomes the polyhedral cone

P:={#eR"| § =X forsome 3> 0}. (3.8)

The corresponding estimation problem with non-negative constraints on the coefficient vector
f has been studied by Slawski et al. [131] and Meinshausen [104]; see also Chen et al. [40]
for a survey of this line of work. In addition to these preceding two cases, we can also
test various other types of cone alternatives for 3, and these are transformed via the design
matrix X into other types of cones for the parameter 6 € R".

Example 4 (Testing shape-constrained departures from parametric models). Our third ex-
ample is non-parametric in flavor. Consider the class of functions f that can be decomposed
as

k
f= ajb;+. (3.9)
j=1

Here the known functions {¢; ;?:1 define a linear space, parameterized by the coefficient vec-
tor a € R¥, whereas the unknown function v models a structured departure from this linear
parametric class. For instance, we might assume that i) belongs to the class of monotone
functions, or the class of convex functions. Given a fixed collection of design points {t;}";,

suppose that we make observations of the form y; = f(t;) + 0g; for i = 1,..., n, where each
g is a standard normal variable. Defining the shorthand notation 6 := (f(t1),..., f(t,))
and g = (g1, ..., gn), our observations can be expressed in the standard form y = 0 + og. If,

under the null hypothesis, the function f satisfies the decomposition (3.9) with ¢ = 0, then
the vector # must belong to the subspace {®a | a € R*}, where the matrix ® € R™** has
entries q)ij = qb](xz)

Now suppose that the alternative is that f satisfies the decomposition (3.9) with some v
that is convex. A convexity constraint on ¢ implies that we can write § = ®a + v, for some
coefficients a € R* and a vector v € R™ belonging to the convex cone

Y2 — N Y3 — V2 Yn — VYn—1
V{t; ::{ c R"” < <---<—}. 3.10
(i) = {re R | Pt < PP o < o (310)

This particular cone testing problem and other forms of shape constraints have been studied
by Meyer [110], as well as by Sen and Meyer [129].

3.1.2 Problem formulation

Having understood the range of motivations for our problem, let us now set up the problem
more precisely. Suppose that we are given observations of the form y = 6 + og, where
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6 € R? is a fixed but unknown vector, whereas g ~ N(0,1;) is a d-dimensional vector of
i.i.d. Gaussian entries and o2 is a known noise level. Our goal is to distinguish the null
hypothesis that 6 € C) versus the alternative that § € Cy\C, where C; C Cy are a nested
pair of closed, convex cones in RY.

In this chapter, we study both the fundamental limits of solving this composite testing
problem, as well as the performance of a specific procedure, namely the generalized likelihood
ratio test, or GLRT for short. By definition, the GLRT for the problem of distinguishing
between cones C and C5 is based on the statistic

supgec, Po(y)
T(y):= —2log (—1 .
) SuPgec, Po(y)
It defines a family of tests, parameterized by a threshold parameter 8 € [0, 00), of the form

(3.11a)

1 ifT(y) =B

0 otherwise.

¢s(y) :=1T(y) = ) = { (3.11b)

Recall that in our Section 2.1.2, we have set up the minimax testing framework. In
order to be able to make quantitative statements about the performance of different state-
ments, we exclude a certain e-ball from the alternative. We consider the testing problem of
distinguishing between the two hypotheses

Ho:0€Cp and Hy:0 € Cy\By(Chje), (3.12)
where

By(Cyye) := {6 € R* | lrLreucr} 160 — ulls < €}, (3.13)

is the e-fattening of the cone C';. To be clear, the parameter € > 0 is a quantity that is used
during the course of our analysis in order to titrate the difficulty of the testing problem. All
of the tests that we consider, including the GLRT, are not given knowledge of €. Let us
introduce shorthand 7 (Cy, Cy; €) to denote this testing problem (3.12).

Obviously, the testing problem (3.12) becomes more difficult as ¢ approaches zero, and
so it is natural to study this increase in quantitative terms. Recall that for any (measurable)
test function v : RY — {0, 1}, we measure its performance in terms of its uniform error

E(; C1, Core) i=sup Eo[vo(y)] +  sup  Eo[l —¥(y)], (3.14)
0eCq 0€C2\Ba(&Ch)
which controls the worst-case error over both null and alternative.

For a given error level p € (0, 1), we are interested in the smallest setting of € for which

either the GLRT, or some other test ¢ has uniform error at most p. More precisely, we define

eopt(Cy,Ca; p) : = inf {e | il;;fg(w;C]_,CQ,e) < p}, and (3.15a)
P

eqLr(C1, Co; p) = inf {e | ;2£8(¢5; C,Cy,€) < } (3.15Db)
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When the subspace-cone pair (C}, Cy) are clear from the context, we occasionally omit this
dependence, and write eopr(p) and egrr(p) instead. We refer to these two quantities as the
minimazx testing radius and the GLRT testing radius respectively.

By definition, the minimax testing radius eppr corresponds to the smallest separation
€ at which there exists some test that distinguishes between the hypotheses Hy and H; in
equation (3.12) with uniform error at most p. Thus, it provides a fundamental characteri-
zation of the statistical difficulty of the hypothesis testing. On the other hand, the GLRT
testing radius egrr(p) provides us with the smallest radius e for which there exists some
threshold—say [*— for which the associated generalized likelihood ratio test ¢g- distin-
guishes between the hypotheses with error at most p. Thus, it characterizes the performance
limits of the GLRT when an optimal threshold * is chosen. Of course, by definition, we
always have eopr(p) < eqLr(p). We write eopr(p) <X eqrr(p) to mean that—in addition to
the previous upper bound—there is also a lower bound eopr(p) > coeqrr(p) that matches
up to a constant ¢, > 0 depending only on p.

3.1.3 Overview of our results

Having set up the problem, let us now provide a high-level overview of the main results of
this chapter.

1. Our first main result, stated as Theorem 3.3.1 in Section 3.3.1, gives a sharp characterization—
meaning upper and lower bounds that match up to universal constants—of the GLRT
testing radius eqgrr for cone pairs (C, Cy) that are non-oblique (we discuss the non-
obliqueness property and its significance at length in Section 3.2.2). We illustrate the
consequences of this theorem for a number of concrete cones, include the subspace
cone, orthant cone, monotone cone, circular cone and a Cartesian product cone.

2. In our second main result, stated as Theorem 3.3.2 in Section 3.3.2, we derive a lower
bound that applies to any testing function. It leads to a corollary that provides suf-
ficient conditions for the GLRT to be an optimal test, and we use it to establish
optimality for the subspace cone and circular cone, among other examples. We then
revisit the Cartesian product cone, first analyzed in the context of Theorem 3.3.1, and
use Theorem 3.3.2 to show that the GLRT is sub-optimal for this particular cone, even
though it is in no sense a pathological example.

3. For the monotone and orthant cones, we find that the lower bound established in
Theorem 3.3.2 is not sharp, but that the GLRT turns out to be an optimal test. Thus,
Section 3.3.3 is devoted to a detailed analysis of these two cases, in particular using a
more refined argument to obtain sharp lower bounds.

The remainder of this chapter is organized as follows: Section 3.2 provides background
on conic geometry, including conic projections, the Moreau decomposition, and the notion
of Gaussian width. It also introduces the notion of a non-oblique pair of cones, which have
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been studied in the context of the GLRT. In Section 3.3, we state our main results and
illustrate their consequences via a series of examples. Sections 3.3.1 and 3.3.2 are devoted,
respectively, to our sharp characterization of the GLRT and a general lower bound on the
minimax testing radius. Section 3.3.3 explores the monotone and orthant cones in more
detail. In Section 3.5, we provide the proofs of our main results, with certain more technical
aspects deferred to the appendix sections.

Notation Here we summarize some notation used throughout the remainder of this chap-
ter. For functions f(o,d) and g(o,d), we write f(o,d) < g(o,d) to indicate that f(o,d) <
cg(o,d) for some constant ¢ € (0,00) that may only depend on p but independent of (o, d),
and similarly for f(o,d) 2 g(o,d). We write f(o,d) < g(o,d) if both f(o,d) < g(o,d) and
f(o,d) Z g(o,d) are satisfied.

3.2 Background on conic geometry and the GLRT

In this section, we provide some necessary background on cones and their geometry, including
the notion of a polar cone and the Moreau decomposition. We also define the notion of a
non-oblique pair of cones, and summarize some known results about properties of the GLRT
for such cone testing problem.

3.2.1 Convex cones and Gaussian widths

For a given closed convex cone C' C R, we define the Euclidean projection operator Il :
R? — C via

le(v) := argmiél |v — ulfs. (3.16)
ue

By standard properties of projection onto closed convex sets, we are guaranteed that this
mapping is well-defined. We also define the polar cone

C*:={veR?|(v,u) <0 forallueC}. (3.17)

Figure 3.1(b) provides an illustration of a cone in comparison to its polar cone. Using ITc~
to denote the projection operator onto this cone, Moreau’s theorem [111] ensures that every
vector v € RY can be decomposed as

v =1Ig(v) + e« (v), and such that (Ilo(v), Hes(v)) = 0. (3.18)

We make frequent use of this decomposition in our analysis.
Let S7!:= {u € R? | ||u|ls = 1} denotes the Euclidean sphere of unit radius. For every
set A C S7!, we define its Gaussian width as

W(A) := E[Slelgw, 9] where g ~ N(0, ). (3.19)
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This quantity provides a measure of the size of the set A; indeed, it can be related to the vol-
ume of A viewed as a subset of the Euclidean sphere. The notion of Gaussian width arises in
many different areas, notably in early work on probabilistic methods in Banach spaces [113];
the Gaussian complexity, along with its close relative the Rademacher complexity, plays a
central role in empirical process theory [137, 87, 14].

Of interest in this work are the Gaussian widths of sets of the form A = C NS, where
C' is a closed convex cone. For a set of this form, using the Moreau decomposition (3.18),
we have the useful equivalence

W(CnS™) = E[ sup (u, e(g) +1c(9))] = E[e(g)ll2, (3.20)

ueCnsS—1

where the final equality uses the fact that (u, IIc«(g)) < 0 for all vectors u € C', with equality
holding when u is a non-negative scalar multiple of IIx(g).

For future reference, let us derive a lower bound on E|[II¢g||2 that holds for every cone
C strictly larger than {0}. Take some non-zero vector u € C' and let Ry = {cu | ¢ > 0} be
the ray that it defines. Since Ry C C, we have ||IIcgllo > ||, gll2. But since R, is just a
ray, the projection I, (g) is a standard normal variable truncated to be positive, and hence

1
E|Tcgllz 2 EllTr, gllz = 1/ 5 (3.21)

This lower bound is useful in parts of our development.

3.2.2 Cone-based GLRTs and non-oblique pairs

In this section, we provide some background on the notion of non-oblique pairs of cones, and
their significance for the GLRT. First, let us exploit some properties of closed convex cones
in order to derive a simpler expression for the GLRT test statistic (3.11a). Using the form
of the multivariate Gaussian density, we have

o U2 s U2 — 2 ., 2
T(y) = minlly =0l — min [ly — 6] = ly — e, ()l2 = Iy — He ()ll2 (3.22)
= e, ()15 = e, ()13, (3.23)

where we have made use of the Moreau decomposition to assert that

ly = e, )lI2 = Iyl = [Me, W)I2, and |y — e, ()12 = llyllz — [T, (y)]12-

Thus, we see that a cone-based GLRT has a natural interpretation: it compares the squared
amplitude of the projection of y onto the two different cones.

When C; = {0}, then it can be shown that under the null hypothesis (i.e., y ~ N(0,0%1,)),
the statistic T'(y) (after rescaling by 0?) is a mixture of y?-distributions (see e.g., [117]). On
the other hand, for a general cone pair (C,Cy), it is not straightforward to characterize
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the distribution of T'(y) under the null hypothesis. Thus, past work has studied conditions
on the cone pair under which the null distribution has a simple characterization. One such
condition is a certain non-obliqueness property that is common to much past work on the
GLRT (e.g., [147, 107, 108, 80]). The non-obliqueness condition, first introduced by Warrack
et al. [147], is also motivated by the fact that are many instances of oblique cone pairs for
which the GLRT is known to dominated by other tests. Menendez et al. [106] provide an
explanation for this dominance in a very general context; see also the papers [108, 80| for
further studies of non-oblique cone pairs.

A nested pair of closed convex cones (' C Cj5 is said to be non-oblique if we have the
successive projection property

e, (z) = e, (T, (x)) for all z € RY. (3.24)

For instance, this condition holds whenever one of the two cones is a subspace, or more
generally, whenever there is a subspace L such that C; C L C Cy; see Hu and Wright [80]
for details of this latter property. To be clear, these conditions are sufficient—but not
necessary—for non-obliqueness to hold. There are many non-oblique cone pairs in which
neither cone is a subspace; the cone pairs (3.4) and (3.5), as discussed in Example 1 on
treatment testing, are two such examples. (We refer the reader to Section 5 of the paper [108§]
for verification of these properties.) More generally, there are various non-oblique cone pairs
that do not sandwich a subspace L.

The significance of the non-obliqueness condition lies in the following decomposition
result. For any nested pair of closed convex cones (' C (5 that are non-oblique, for all
x € R? we have

H02 (x) = H01 ({L’) -+ HCQHCT (l‘) and <H01 ([L’), HCngf ({E)> =0. (325)

This decomposition follows from general theory due to Zarantonello [157], who proves that
for non-oblique cones, we have Heynor = Heplle,—in particular, see Theorem 5.2 in this
paper.

An immediate consequence of the decomposition (3.25) is that the GLRT for any non-
oblique cone pair (Cy, Cy) can be written as

T(y) = [He, (W — Mo, W3 = [Meane; W)

= |lyll; —  min

_ 2
secarics 1Y Ol

Consequently, we see that the GLRT for the pair (C7,C5) is equivalent to—that is, deter-
mined by the same statistic as—the GLRT for testing the reduced hypothesis

Ho:0=0 versus H,:0¢ (Co N CY)\Ba(e). (3.26)

Following the previous notation, write it as 7 ({0}, Co N CY;€) and we make frequent use of
this convenient reduction in the sequel.
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3.3 Main results and their consequences

We now turn to the statement of our main results, along with a discussion of some of their
consequences. Section 3.3.1 provides a sharp characterization of the minimax radius for the
generalized likelihood ratio test up to a universal constant, along with a number of concrete
examples. In Section 3.3.2, we state and prove a general lower bound on the performance
of any test, and use it to establish the optimality of the GLRT in certain settings, as well
as its sub-optimality in other settings. In Section 3.3.3, we revisit and study in details two
cones of particular interest, namely the orthant and monotone cones.

3.3.1 Analysis of the generalized likelihood ratio test

Let (Cy, Cs) be a nested pair of closed cones C; C Cy that are non-oblique (3.24). Consider
the polar cone Cf as well as the intersection cone K = Cy N Cf. Letting g € R? denote a
standard Gaussian random vector, we then define the quantity

. E| kgl 2
5§R(01,02)::mm{EHHKg||2, ( , ) : (3.27)
f EII
max{0, il (0, Ellcg)}

Note that 67 (C1, Cy) is a purely geometric object, depending on the pair (Cy, Cy) via the new
cone K = Cy N CY, which arises due to the GLRT equivalence (3.26) discussed previously.

Recall that the GLRT is based on applying a threshold, at some level 5 € [0, 00), to
the likelihood ratio statistic T'(y); in particular, see equations (3.11a) and (3.11b). In the
following theorem, we study the performance of the GLRT in terms of the the uniform testing
error £(¢p; C, Cy, €) from equation (3.14). In particular, we show that the critical testing
radius for the GLRT is governed by the geometric parameter 67 (C1, Cs).

Theorem 3.3.1. There are numbers {(b,, B,),p € (0,1/2)} such that for every pair of
non-oblique closed convex cones (Cy,Cy) with Cy strictly contained within Csy:

(a) For every error probability p € (0,0.5), we have

inf )8(@3; C1,Cy¢) <p  forall e > B, c* 67 ,(Ch, Cy). (3.28a)

B€[0,00

(b) Conversely, for every error probability p € (0,0.11], we have

ﬁé{{){@ﬁ@g; C1,Cy€) > p  forall € <b,o?67,(C, Cy). (3.28b)

See Section 3.5.1 for the proof of this result.
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Remarks While our proof leads to universal values for the constants B, and b,, we have
made no efforts to obtain the sharpest possible ones, so do not state them here. In any case,
our main interest is to understand the scaling of the testing radius with respect to ¢ and the
geometric parameters of the problem. In terms of the GLRT testing radius eqrr previously
defined (3.15b), Theorem 3.3.1 establishes that

caLr(Ch, Cy; p) < 0 0Lr(C1, Cs), (3.29)

where < denotes equality up to constants depending on p, but independent of all other
problem parameters. Since egLr always upper bounds eppr for every fixed level p, we can
also conclude from Theorem 3.3.1 that

copt(C1, Co;p) S 0 dLr(Ch, Cy).

It is worthwhile noting that the quantity 67 (C},Cs) depends on the pair (C},Cs) only via
the new cone K = (5 N Cf. Indeed, as discussed in Section 3.2.2, for any pair of non-oblique
closed convex cones, the GLRT for the original testing problem (3.12) is equivalent to the
GLRT for the modified testing problem T ({0}, K;¢).

Observe that the quantity 675 (C1,Cy) from equation (3.27) is defined via the minima
of two terms. The first term E|Ilxg||2 is the (square root of the) Gaussian width of the
cone K, and is a familiar quantity from past work on least-squares estimation involving
convex sets [139, 37]. The Gaussian width measure the size of the cone K, and it is to be
expected that the minimax testing radius should grow with this size, since K characterizes
the set of possible alternatives. The second term involving the inner product (n, Ellxg) is
less immediately intuitive, partly because no such term arises in estimation over convex sets.
The second term becomes dominant in cones for which the expectation v* := E[llxg] is
relatively large; for such cones, we can test between the null and alternative by performing
a univariate test after projecting the data onto the direction v*. This possibility only arises
for cones that are more complicated than subspaces, since E[lIxg] = 0 for any subspace K.

Finally, we note that Theorem 1 gives a sharp characterization of the behavior of the
GLRT up to a constant. It is different from the usual minimax guarantee. To the best of
our knowledge, it is the first result to provide tight upper and lower control on the uniform
performance of a specific test.

3.3.1.1 Consequences for convex set alternatives

Although Theorem 3.3.1 applies to cone-based testing problem, it also has some implications
for a more general class of problem based on convex set alternatives. In particular, suppose
that we are interested in the testing problem of distinguishing between

Ho:60 =0y versus H,:0¢€S, (3.30)

where § is a not necessarily a cone, but rather an arbitrary closed convex set, and 6, is some
vector such that 6y € S. Consider the tangent cone of § at 6y, which is given by

Ts(0) := {u € R? | there exists some ¢ > 0 such that  + tu € S}. (3.31)
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Note that Ts(6y) contains the shifted set S — y. Consequently, we have

E(W; {0}, S — 0o, €) < Eg—o[th(y)] + oer (51)189 o )Ee[l —Y(y)] = EW;{0},Ts(bo),€),

which shows that the tangent cone testing problem
Ho: 6 =0 versus H;: 0 € Ts(by), (3.32)

is more challenging than the original problem (3.30). Thus, applying Theorem 3.3.1 to this
cone-testing problem (3.32), we obtain the following:

Corollary 1. For the conver set testing problem (3.30), we have

- ElT7s 609112 2
2 2 s(Vo
€opr(bo, S;p) S o mln{EHHTS(90)9H27 ( - ) . (3.33)
0 f EII
max{0, il (0, Ellzs9)}
This upper bound can be achieved by applying the GLRT to the tangent cone testing prob-

lem (3.32).

This corollary offers a general recipe of upper bounding the optimal testing radius. In
Subsection 3.3.1.6, we provide an application of Corollary 1 to the problem of testing

Ho:0=0y versus H,:0¢€ M,

where M is the monotone cone (defined in expression (3.2)). When 6y # 0, this is not a
cone testing problem, since the set {6y} is not a cone. Using Corollary 1, we prove an upper
bound on the optimal testing radius for this problem in terms of the number of constant
pieces of 6.

In the remainder of this section, we consider some special cases of testing a cone K
versus {0} in order to illustrate the consequences of Theorem 3.3.1. In all cases, we compute
the GLRT testing radius for a constant error probability, and so ignore the dependencies
on p. For this reason, we adopt the more streamlined notation egrr(K) for the radius

eaLr({0}, K p).

3.3.1.2 Subspace of dimension k

Let us begin with an especially simple case—namely, when K is equal to a subspace S}
of dimension k < d. In this case, the projection Ilx is a linear operator, which can be
represented by matrix multiplication using a rank k projection matrix. By symmetry of
the Gaussian distribution, we have E[llxg] = 0. Moreover, by rotation invariance of the
Gaussian distribution, the random vector ||Ixgl|3 follows a y?*-distribution with & degrees
of freedom, whence

Vk
7 < E||HK9H2 < EHHKgH% = \/E
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Applying Theorem 3.3.1 then yields that the testing radius of the GLRT scales as
2 n(Sk) =< V. (3.34)

Here our notation =< denotes equality up to constants independent of (o, k); we have omitted
dependence on the testing error p so as to simplify notation, and will do so throughout our
discussion.

3.3.1.3 Circular cone

A circular cone in R? with constant angle o € (0,7/2) is given by Circy(a) := {0 € R? |
0y > ||0||]2 cos(a)}. In geometric terms, it corresponds to the set of all vectors whose angle
with the standard basis vector e; = (1,0,...,0) is at most « radians. Figure 3.1(a) gives an
illustration of a circular cone.

C*

(a) (b)
Figure 3.1. (a) A 3-dimensional circular cone with angle «. (b) Illustration of a cone
versus its polar cone.

Suppose that we want to test the null hypothesis 8§ = 0 versus the cone alternative
K = Circy(a). We claim that, in application to this particular cone, Theorem 3.3.1 implies
that

ep(K) = o’ min {Vd, 1} = o?, (3.35)

where < denotes equality up to constants depending on (p, «), but independent of all other
problem parameters.

In order to apply Theorem 3.3.1, we need to evaluate both terms that define the geometric
quantity 623(Cy,Cs). On one hand, by symmetry of the cone K = Circg() in its last
(d — 1)-coordinates, we have Ell g = fe; for some scalar § > 0 and e; denotes the standard
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Euclidean basis vector with a 1 in the first coordinate. Moreover, for any n € K N.S™!, we
have 7; > cos(«), and hence

inf (n, Ellgg) = mf > cos(a)B = cos(a)||Ellxkgll.
neKns—1

Next, we claim that ||Ellxg|l> < E||Ilkg|2. In order to prove this claim, note that Jensen’s
inequality yields

(a) ()
Elkgll2 > [[Ellgglls > (Ellcie,0)9)1 = E(Mcire,()9)1 > El[Hcirey@)gll2 cos(a), (3.36)

where in this argument, inequality (a) follows from simply fact that ||z||s > |21| whereas in-
equality (b) follows from the definition of circular cone. Plugging into definition 67 (C1, Cy),
the corresponding second term equals to a constant. Therefore, the second term in the def-
inition (3.27) of 67 (C1, Cy) is upper bounded by a constant, independent of the dimension
d.

On the other hand, from known results on circular cones (see §6.3, [103]), there are
constants k; = () for j = 1,2 such that k1d < E|lkg|3 < rad. Moreover, we have

, @ , © )
E[lkgl; -4 < (Ellxgll)” < E[Tkgl3.

Here inequality (b) is an immediate consequence of Jensen’s inequality, whereas inequality
(a) follows from the fact that var(||Tlxg||s) < 4—see Lemma A.4.1 in Section 3.5.1 and the
surrounding discussion for details. Putting together the pieces, we see that E|[IIxgll, < vd
for the circular cone. Combining different elements of our argument leads to the stated
claim (3.35).

3.3.1.4 A Cartesian product cone

We now consider a simple extension of the previous two examples—namely, a convex cone
formed by taking the Cartesian product of the real line R with the circular cone Circg_1(a)—
that is

K, := Circg_1(a) x R. (3.37)

Please refer to Figure 3.2 as an illustration of this cone in three dimensions.

This example turns out to be rather interesting because—as will be demonstrated in
Section 3.3.2.3—the GLRT is sub-optimal by a factor v/d for this cone. In order to set up
this later analysis, here we use Theorem 3.3.1 to prove that

2 n(Ky) = o?Vd. (3.38)

Note that this result is strongly suggestive of sub-optimality on the part of the GLRT. More
concretely, the two cones that form K, are both “easy”, in that the GLRT radius scales as
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? Ko

.
L.
L.
4“
L.

Figure 3.2: Illustration of the product cone defined in equation (3.37).

o? for each. For this reason, one would expect that the squared radius of an optimal test
would scale as o2—as opposed to the 0?v/d of the GLRT—and our later calculations will
show that this is indeed the case.

We now prove claim (3.38) as a consequence of Theorem 3.3.1. First notice that projecting
to the product cone Ky can be viewed as projecting the first d — 1 dimension to circular cone
Circy_1(ev) and the last coordinate to R. Consequently, we have the following inequality

(a)
E[Hcire, @9llz < Elllk, glla < 1/Elllk, gl3

= \/Elcie, . (9ll3 +Elg3]

where inequality (a) follows by Jensen’s inequality. Making use of our previous calculations
for the circular cone, we have E|[Ig, g|| =< v/d. Moreover, note that the last coordinate of
E[lg, g] is equal to 0 by symmetry and the standard basis vector e € R?, with a single one
in its last coordinate, belongs to K, N.S™1, we have

inf ~(n, Ellg, (9)) < (eq, Ellg, (g9)) = 0.
neKxNS—1

Plugging into definition 67 (C1, Cy), the corresponding second term equals infinity. There-
fore, the minimum that defines 67 (C1, Cs) is achieved in the first term, and so is proportional
to v/d. Putting together the pieces yields the claim (3.38).

3.3.1.5 Non-negative orthant cone

Next let us consider the (non-negative) orthant cone given by K, := {6 € R? | ¢; >
0 foryj=1,... ,d}. Here we use Theorem 3.3.1 to show that

2 n(Ky) = o2V (3.39)
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Turning to the evaluation of the quantity 07;(Cy,Cy), it is straightforward to see that
[k, (0)]; = max{0,6;}, and hence Ellg, (g) = 3E|g:| 1 = \/LQ? 1, where 1 € R? is a
vector of all ones. Thus, we have

d

BT, ()2 = /-

d
md Bl @)l < Bk @)l < Bl @ - /2

where the second inequality follows from Jensen’s inequality. So the first term in the defini-
tion of quantity 67 (Cy, Cy) is proportional to Vd. As for the second term, since the standard
basis vector e; € K, N S™!, we have

1 1
inf , EII <(e, —1) = —.
n€K+mS*1<n K9) = (e 2T ) V2T

Consequently, the second term in the definition of quantity 675 (Cy, Ca) lower bounded by a
universal constant times d. Combining these derivations yields the stated claim (3.39).
3.3.1.6 Monotone cone

As our final example, consider testing in the monotone cone given by M := {0 eRY| O, <
g, < ... < Hd}. Testing with monotone cone constraint has also been studied in different
settings before, where it is known in some cases that restricting to monotone cone helps
reduce the hardness of the problem to be logarithmically dependent on the dimension (e.g.,
[16, 148]).

Here we use Theorem 3.3.1 to show that

carr(M) =< o%+/logd. (3.40)

From known results on monotone cone (see §3.5, [3]), we know that E|[IIg|l2 < v/logd. So
the only remaining detail is to control the second term defining 625 (Cy, Cy). We claim that
the second term is actually infinity since

max{0, inf (n, Ell}g)} =0, (3.41)
neMnS—1

which can be seen by simply noticing vectors \/Lgl, —\/Lal € MNS~!and

: 1 1
min {<ﬁ, Ellyg), <—ﬁ, EHMg>} <0.

Here 1 € R? denotes the vector of all ones. Combining the pieces yields the claim (3.40).
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Testing constant versus monotone It is worth noting that the same GLRT bound
also holds for the more general problem of testing the monotone cone M versus the linear
subspace L = span(1) of constant vectors, namely:

ez (L, M) < o?y/log d. (3.42)
In particular, the following lemma provides the control that we need:

Lemma 3.3.1. For the monotone cone M and the linear space L = span(1), there is a
unwersal constant ¢ such that

inf (n, Ellgg) <c, K:=MnL"

nekKns—1

See Appendix A.7.1 for the proof of this lemma.

Testing an arbitrary vector ¢, versus the monotone cone Finally, let us consider an
important implication of Corollary 1 in the context of testing departures in monotone cone.
More precisely, for a fixed vector 6y € M, consider the testing problem

Ho:0=0, versus H;:6¢€ M, (3.43)

Let us define k(fp) as the number of constant pieces of §y, by which we mean there exist
integers dy, . .., dy@,) with d; > 1 and d; + - - - + dy(g,) = d such that 60, is a constant on each
set Sy = {j: > 1d+1<j <3S di}, for 1 <i < k().

We claim that Corollary 1 guarantees that the optimal testing radius satisfies

epr (00, M p) < 02\/k(90) log </<:(Z0)> (3.44)

Note that this upper bound depends on the structure of 6, through how many pieces 6,
possesses, which reveals the adaptive nature of Corollary 1.

In order to prove inequality (3.44), let us use shorthand & to denote k(fy). First notice
that both 1/v/d, —1/v/d € Ta(6y), then

0 inf EIl <0
max{0, e TMl(go)mS*lm’ T (00)9) } < 0,

which implies the second term for 675 (Cy, Cy) equals to infinity. It only remains to calculate
E[/IL7,,(80)9]2- Since the tangent cone Ty () equals to the Cartesian product of & monotone
cones, namely Tas(0g) = Mg, X --- x My, , we have

E||T73, 00913 = Ellag, gll5 + - - + El|Tag, glls = log(dy) + - -~ +log(dx)

d
< klOg (E) )
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where the last step follows from convexity of the logarithm function. Therefore Jensen’s
inequality guarantees that

d
Nt 00l < /Bl agl3 < | k1og (7 ).

Putting the pieces together, Corollary 1 guarantees that the claimed inequality (3.44) holds
for the testing problem (3.43).

3.3.2 Lower bounds on the testing radius

Thus far, we have derived sharp bounds for a particular procedure—namely, the GLRT. Of
course, it is of interest to understand when the GLRT is actually an optimal test, meaning
that there is no other test that can discriminate between the null and alternative for smaller
separations. In this section, we use information-theoretic methods to derive a lower bound
on the optimal testing radius eppr for every pair of non-oblique and nested closed convex
cones (C7, Cy). Similar to Theorem 3.3.1, this bound depends on the geometric structure of
intersection cone K := Cy N Cf, where C7 is the polar cone to C}.
In particular, let us define the quantity

: E[[Hkgl 2
52 1= E|[I . 4
OPT(Cl? 02) mln{ H KgH27 ( Sup <77’ EHK9>> (3 5)
neKNsS—1

Note that the only difference from 67 (C, Cs) is the replacement of the infimum over KNS™!

with a supremum, in the denominator of the second term. Moreover, since the supremum is

achieved at WE]E&ITK;"W we have sup,cxns-1(n, Ellxg) = [|[Ellkg|lo. Consequently, the second

term on the right-hand side of equation (3.45) can be also written in the equivalent form

Ellkgllz )

Ellkgll2 / ~
With this notation in hand, are now ready to state a general lower bound for minimax
optimal testing radius:

Theorem 3.3.2. There are numbers {k,,p € (0,1/2]} such that for every nested pair of
non-oblique closed convex cones C7; C Cs, we have

iﬁffj(w; C1,Cy€) > p  whenever € < k,0? 8% pp(Ch, Cy), (3.46)

In particular, we can take k, = 1/14 for all p € (0,1/2].

See Section 3.5.2 for the proof of this result.
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Remarks In more compact terms, Theorem 3.3.2 can be understood as guaranteeing

copt(C1, C2; p) 2 000pr(C1, Cy),

where 2 denotes an inequality up to constants (with p viewed as fixed).

Theorem 3.3.2 is proved by constructing a distribution over the alternative H; supported
only on those points in ‘H; that are hard to distinguish from H,. Based on this construction,
the testing error can be lower bound by controlling the total variation distance between two
marginal likelihood functions. We refer our readers to our Section 3.5.2 for more details on
this proof.

One useful consequence of Theorem 3.3.2 is in providing a sufficient condition for opti-
mality of the GLRT, which we summarize here:

Corollary 2 (Sufficient condition for optimality of GLRT). Given the cone K = Cy N CY,
suppose that there is a numerical constant b > 1, independent of K and all other problem
parameters, such that

sup (n, Ellgg) = ||[Ellgg|s <b inf (n, Ellkg). (3.47)
neKNsS—1 neKNS—1

Then the GLRT is a minimax optimal test—that is, eqrr(Ch, Ca; p) < €opr(Cy, Ca; p).

It is natural to wonder whether the condition (3.47) is also necessary for optimality
of the GLRT. This turns out not to be the case. The monotone cone, to be revisited
in Section 3.3.3.2, provides an instance of a cone testing problem for which the GLRT is
optimal while condition (3.47) is violated. Let us now return to these concrete examples.

3.3.2.1 Revisiting the k-dimensional subspace

Let S be a subspace of dimension k£ < d. In our earlier discussion in Section 3.3.1.2, we
established that €Z;5(Sk) < 0?Vk. Let us use Corollary 2 to verify that the GLRT is
optimal for this problem. For a k-dimensional subspace K = Sk, we have Ellxg = 0 by
symmetry; consequently, condition (3.47) holds in a trivial manner. Thus, we conclude that
€2 p(Sk) < €211 (Sk), showing that the GLRT is optimal over all tests.

3.3.2.2 Reyvisiting the circular cone

Recall the circular cone K = {# € R? | 6; > ||0|2cos(a)} for fixed 0 < o < 7/2. In our
earlier discussion, we proved that €% g (K) < 2. Here let us verify that this scaling is optimal
over all tests. By symmetry, we find that Ellxg = Be; € R?, where e; denotes the standard
Euclidean basis vector with a 1 in the first coordinate, and 5 > 0 is some scalar. For any
vector n € K NS~ we have n; > cos(a), and hence

inf (n, Ellgg) > cos(a)f = cos(a)||Ellkg]|.
nekKns—1
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Consequently, we see that condition (3.47) is satisfied with b = Fl(a) > 0, so that the GLRT
is optimal over all tests for each fixed a.. (To be clear, in this example, our theory does not

provide a sharp bound uniformly over varying a.)

3.3.2.3 Revisiting the product cone

Recall from Section 3.3.1.4 our discussion of the Cartesian product cone Ky = Circg_q(a) xR.
In this section, we establish that the GLRT, when applied to a testing problem based on
this case, is sub-optimal by a factor of v/d.

Let us first prove that the sufficient condition (3.47) is violated, so that Corollary 2 does
not imply optimality of the GLRT. From our earlier calculations, we know that E||IIx, g||2 <
v/d. On the other hand, we also know that Ellk, g is equal to zero in its last coordinate.
Since the standard basis vector e4 belongs to the set K, N.S~!, we have

inf (n, Ellg, g) < (eq, Ellg, g) = 0,
neKxNS—1

so that condition (3.47) does not hold.

From this calculation alone, we cannot conclude that the GLRT is sub-optimal. So let us
now compute the lower bound guaranteed by Theorem 3.3.2. From our previous discussion,
we know that Ellx g = ey for some scalar § > 0. Moreover, we also have ||[Ellx, gl = 5 =<
V/d; this scaling follows because we have |[Ell, gll2 = |[Ellgie, (@92 < v/d — 1, where we
have used the previous inequality (3.36) for circular cone. Putting together the pieces, we
find that Theorem 3.3.2 implies that

Eor(K) 2 0%, (3.48)
which differs from the GLRT scaling in a factor of v/d.

Does there exist a test that achieves the lower bound (3.48)7 It turns out that a simple
truncation test does so, and hence is optimal. To provide intuition for the test, observe that
for any vector § € K, NS~ we have 07 + 03 > cos?(«). To verify this claim, note that

02 d—1
—(?+62) > —L—+06% > 24002 = 1.
cos?(a) (61 + 9d> ~ cos?(a) s = ;93 0

Consequently, the two coordinates (y1,yq) provide sufficient information for constructing a
good test. In particular, consider the truncation test

o) =1[l(y1, va)ll2 > 8],

for some threshold 5 > 0 to be determined. This can be viewed as a GLRT for testing the
standard null against the alternative R?, and hence our general theory guarantees that it will
succeed with separation € > o2, This guarantee matches our lower bound (3.48), showing
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that the truncation test is indeed optimal, and moreover, that the GLRT is sub-optimal by
a factor of v/d for this particular problem.

We provide more intuition on why the the GLRT sub-optimal and use this intuition to
construct a more general class of problem for which a similar sub-optimality is witnessed in
Appendix A.1.

3.3.3 Detailed analysis of two cases

This section is devoted to a detailed analysis of the orthant cone, followed by the monotone
cone. Here we find that the GLRT is again optimal for both of these cones, but establishing
this optimality requires a more delicate analysis.

3.3.3.1 Revisiting the orthant cone

Recall from Section 3.3.1.5 our discussion of the (non-negative) orthant cone
Ky :={0eR"|0;>0 forj=1,...,d},

where we proved that eZ;r(K4) < 0?Vd. Let us first show that the sufficient condition
(3.47) does not hold, so that Corollary 2 does not imply optimality of the GLRT. As we
have computed in our Section 3.3.1.5, quantity E|[Tx, (g)|]2 < v/d and

1
inf <777 ]EHKg> S <€17

1
1) = —,
neKyNs—1 v 2 ) V2T
where use the fact that Ellx, (g9) = \/%7 1. So that condition (3.47) is violated.
Does this mean the GLRT is sub-optimal? It turns out that the GLRT is actually optimal

over all tests, as we can demonstrate by proving a lower bound—tighter than the one given
in Theorem 3.3.2—that matches the performance of the GLRT. We summarize it as follows:

Proposition 3.3.1. There are numbers {x,,p € (0,1/2]} such that for the (non-negative)
orthant cone K., we have

irdl}ff,'(w; {0}, Ky,e) > p whenever € <k, o>Vd. (3.49)

See the Section A.3.1 for the proof of this proposition.

From Proposition 3.3.1, we see that the optimal testing radius satisfies e2pp(Ky) 2 o/,
Compared to the GLRT radius €4z (K ) established in expression (3.39), it implies the
optimality of the GLRT.

3.3.3.2 Revisiting the monotone cone

Recall the monotone cone given by M := {6 € R% | §; < 0, < --- < 64}. In our previous dis-
cussion in Section 3.3.1.6, we established that € (M) =< o?/logd. We also pointed out
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that this scaling holds for a more general problem, namely, testing cone M versus linear
subspace L = span(1). In this section, we show that the GLRT is also optimal for both
cases.

First, observe that Corollary 2 does not imply optimality of the GLRT. In particular,
using symmetry of the inner product, we have shown in expression (3.41) that

max{0, inf , EIT =0,
x{ neMOSﬂ(U m9)}
for cone pair (C,Cy) = ({0}, M). Also note that from Lemma 3.3.1 we know that for cone
pair (C,Cy) = (span(1), M), there is a universal constant ¢ such that
inf (n, Ellgg) <c, K:=MnL*
neKns—1

In both cases, since E||llxg|l2 < +/logd, so that the sufficient condition (3.47) for GLRT
optimality fails to hold.

It turns out that we can demonstrate a matching lower bound for e2pr(M) in a more
direct way by carefully constructing a prior distribution on the alternatives and control the

testing error. Doing so allows us to conclude that the GLRT is optimal, and we summarize
our conclusions in the following:

Proposition 3.3.2. There are numbers {k,,p € (0,1/2]} such that for the monotone cone
M and subspace L = {0} or span(1), we have

iﬁfc‘f(zﬂ; L,M,e) > p whenever € < k,0%+/log(ed). (3.50)

See Section A.3.2 for the proof of this proposition.

Proposition 3.3.2; equipped with previous achievable results by GLRT (3.40), gives a
sharp rate characterization on the testing radius for both problem with regard to monotone
cone:

Ho:0=0 versus H;:0e M
and Ho: 60 € span(1l) versus H;:60¢€ M.

In both cases, the optimal testing radius satisfies €2 pp(L, M, p) < 024/log(ed). As a conse-
quence, the GLRT is optimal up to an universal constant. As far as we know, the problem
of testing a zero or constant vector versus the monotone cone as the alternative has not been
fully characterized in any past work.

3.4 Discussion

In this chapter, we have studied the the problem of testing between two hypotheses that are
specified by a pair of non-oblique closed convex cones. Our first main result provided a char-
acterization, sharp up to universal multiplicative constants, of the testing radius achieved
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by the generalized likelihood ratio test. This characterization was geometric in nature, de-
pending on a combination of the Gaussian width of an induced cone, and a second geometric
parameter. Due to the combination of these parameters, our analysis shows that the GLRT
can have very different behavior even for cones that have the same Gaussian width; for in-
stance, compare our results for the circular and orthant cone in Section 3.3.1. It is worth
noting that this behavior is in sharp contrast to the situation for estimation problem over
convex sets, where it is understood that (localized) Gaussian widths completely determine
the estimation error associated with the least-squares estimator [139, 37]. In this way, our
analysis reveals a fundamental difference between minimax testing and estimation.

Our analysis also highlights some new settings in which the GLRT is non-optimal. Al-
though past work [147, 107, 112] has exhibited non-optimality of the GLRT in certain set-
tings, in the context of cones, all of these past examples involve oblique cones. In Sec-
tion 3.3.1.4, we gave an example of sub-optimality which, to the best of our knowledge,
is the first for a non-oblique pair of cones—namely, the cone {0}, and a certain type of
Cartesian product cone.

Our work leaves open various questions, and we conclude by highlighting a few here.
First, in Section 3.3.2, we proved a general information-theoretic lower bound for the min-
imax testing radius. This lower bound provides a sufficient condition for the GLRT to be
minimax optimal up to constants. Despite being tight in many non-trivial situations, our
information-theoretic lower bound is not tight for all cones; proving such a sharp lower bound
is an interesting topic for future research. Second, as with a long line of past work on this
topic [117, 108, 106, 147], our analysis is based on assuming that the noise variance o2 is
known. In practice, this may or may not be a realistic assumption, and so it is interesting
to consider the extension of our results to this setting.

We note that our minimax lower bounds are proved by constructing prior distributions on
Ho and H; and then control the distance between marginal likelihood functions. Following
this idea, we can also consider our testing problem in the Bayesian framework. Without any
prior preference on which hypothesis to take, we will let Pr(Hy) = Pr(H;) = 1/2; thus the
Bayesian testing procedure makes decision based on quantity

_mly | Ho) _ Joec, Poly)m (0)do
m(y | H1)  fyee, Poly)ma(0)do’

BOl : (351)

which is often called Bayesian factor in literature. Analyzing the behavior of this statistic is
an interesting direction to pursue in the future.

3.5 Proofs of main results

We now turn to the proofs of our main results, with the proof of Theorems 3.3.1 and 3.3.2
given in Sections 3.5.1 and 3.5.2 respectively. In all cases, we defer the proofs of certain more
technical lemmas to the appendices.
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3.5.1 Proof of Theorem 3.3.1

Since the cones (C, Cy) are both invariant under rescaling by positive numbers, we can first
prove the result for noise level o = 1, and then recapture the general result by rescaling
appropriately. Thus, we fix ¢ = 1 throughout the remainder of the proof so as to simplify
notation. Moreover, let us recall that the GLRT consists of tests of the form ¢g(y) : =
I(T(y) > B), where the likelihood ratio T'(y) is given in equation (3.11a). Note here the
cut-off 5 € [0, 00) is a constant that does not depend on the data vector y.

By the previously discussed equivalence (3.26), we can focus our attention on the simpler
problem 7 ({0}, K;¢), where K = Cy N C}. By the monotonicity of the square function for
positive numbers, the GLRT is controlled by the behavior of the statistic ||IIx(y)]||2, and in
particular how it varies depending on whether y is drawn according to Hy or H;.

Letting g € R? denote a standard Gaussian random vector, let us introduce the random
variable Z(0) : = |1k (0 + g)||o for each § € RY. Observe that the statistic ||IIg(y)|o is
distributed according to Z(0) under the null #H,, and according to Z(#) for some 6§ € K
under the alternative H;. The Lemma A.4.1 which is stated and proved in Appendix A.4.1
guarantees random variables of the type Z(0) and (0, TIxg) are sharply concentrated around
their expectations.

As shown in the sequel, using the concentration bound (A.15a), the study of the GLRT
can be reduced to the problem of bounding the mean difference

[(0) : = E (k6 + g)ll2 — [Mkgll2) (3.52)

for each # € K. In particular, in order to prove the achievability result stated in part (a)
of Theorem 3.3.1, we need to lower bound I'(#) uniformly over § € K, whereas a uniform
upper bound on T'(f) is required in order to prove the negative result in part (b).

3.5.1.1 Proof of GLRT achievability result (Theorem 3.3.1(a))

By assumption, we can restrict our attention to alternative distributions defined by vectors
6 € K satisfying the lower bound |63 > B, 6i3 ({0}, K), where for every target level p €
(0,1), constant B, is chosen such that

1/2 9

) B
B, ::max{327r, inf (B >0 | (@ B) T+ 16 — % >\ —810%(0/2)>}.

o x1/2
— @) /416
constant B, defined above is always finite.

We first claim that it suffices to show that for such vector, the difference (3.52) is lower

bounded as

Since function f(z) : \/% is strictly increasing and goes to infinity, so that the

B)? 2

L) = (277TB/))1/4 +16 % = f(By)

(3.53)
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Taking inequality (3.53) as given for the moment, we claim that the test
¢r(y) =Mk (y)ll2 > 7] with threshold 7 : = (3f(B,) + E[| Tk (g)|l2])*
has uniform error probability controlled as

E(¢ri {0}, K €) : = Bolp (y)] +  sup Byl — .(y)] < 27 P8 <p (3.54)

0K, 0]13>€

where the last inequality follows from the definition of B,.

Establishing the error control (3.54) Beginning with errors under the null #,, we have

Eo[¢-(y)] = Po(lIllkglla = v7) = Po[|[Mxgll2 — E[[Ixcgll2] > £(B,)/2]
< exp(—f*(B,)/8),
where the final inequality follows from the concentration bound (A.15a) in Lemma A.4.1, as

along as f(B,) > 0.
On the other hand, we have

sup Bl — 6.5)] = PITx(6 + ) < 3/(B,) + Elllxcgll

0€K,||0]|3>€2
1
= P|[| L (0 + 9)ll2 — E|1Lic(6 + )12 < 5/(B,) = T(0)]

where the last equality follows by substituting I'(0) = E[||TIx (6 + ¢)|l2] — E[||Ikg]|2]. Since
the lower bound (3.53) guarantees that 3 f(B,) — I'(f) < —1f(B,), we find that

sup  Eg[1 — 00 (9)] < B[|T(0+ ) ~ BT (6 + ) < —5 F(5B,)]

0EK,|0]13>€
< exp(—[*(B,)/8),
where the final inequality again uses the concentration inequality (A.15a). Putting the pieces
together yields the claim (3.54).
The only remaining detail is to prove the lower bound (3.53) on the difference (3.52). To
prove inequality (3.53), we make use of the following auxiliary Lemma 3.5.1.

Lemma 3.5.1. For every closed convex cone K and vector € K, we have the lower bounds

S U B
~ 2||0]l2 + 8E|| kgl Ve

Moreover, for any vector 0 that also satisfies the inequality (0, Ellgg) > ||0]|3, we have

6, Ellicg) — 0]} 2
i) > a2y (0 Bl i |
O = OLSGT, + 2Rkl ~ Ve (3:950)

(3.55a)

where a(f) :=1 — exp (%HII?)Q)'
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See Appendix A.4.2 for the proof of this claim.
We now use Lemma 3.5.1 to prove the lower bound (3.53). Note that the inequality
101153 > B,02x ({0}, K) implies that one of the following two lower bounds must hold:

10112 > B,E||Tkgll2, (3.56a)
or (0, Ellgg) > /B,E||Tkgls. (3.56D)

We will analyze these two cases separately.

Case 1 In order to show that the lower bound (3.56a) implies inequality (3.53), we will
prove a stronger result—namely, that the inequality [|0]|3 > \/B,E|Ilxg||2/2 implies that
inequality (3.53) holds.

From the lower bound (3.55a) and the fact that, for each fixed a > 0, the function
x — 2%/(2x + a) is increasing on the interval [0, c0), we find that

vV BoE||Hkgll2/2 2
o) > i - —.
\/§Bp +8\/ E”HKg“z \/E

Further, because of general bound (3.21) that E|Ilxg|ls > 1/v27m and the fact that the
function z — x/(a + z) is increasing in z, we obtain

') > VB, _ 2

= 28rB,)VA+16 /e’

which ensures inequality (3.53).

Case 2 We now turn to the case when inequality (3.56b) is satisfied. We may assume the
inequality [|0]|3 > +/B,E|/Ilxgl|l2/2 is violated because otherwise, inequality (3.53) follows
immediately. When this inequality is violated, we have

(0, Ellkg) > /B,E|likglls and |05 < /B,E|lkgl2/2 (3.57)

Our strategy is to make use of inequality (3.55b), and we begin by bounding the quan-
tity « appearing therein. By combining inequality (3.57) and inequality (3.21)—mamely,
E|lkg|l2 > 1/v/27, we find that

\/ B, E||II /B
a>1—exp| — P Mgl >1—exp|— 2> 1/2, whenever B, > 32r.
4 4/ 27

Using expression (3.57), we deduce that

re) > a?y/B,E|| kgl ]2 > vV BE|kgll _\/?
— a(dB) Mt +4y/E|llkgll Ve T (20B,)V4 +16(/E|llggll. Ve

where the second inequality uses the previously obtained lower bound « > 1/2, and the fact
that the function z + x?/(z + b) is increasing in x.

This completes the proof of inequality (3.53) thus completing the GLRT achievability
result.
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3.5.1.2 Proof of GLRT lower bound (Theorem 3.3.1(b))
We divide our proof into two scenarios, depending on whether or not E||IIxg||s is less than

128.

Case E||lIxg|l2 < 128 We begin by setting b, =
then implies that

555 The assumed bound € < 3267 ({0}, K)

2 < — 2 K<< ———~2°= —.

For every ¢ < L1 we claim that £(¢;{0},K,e) > 1/2. Note that the uniform error
E(p; {0}, K, €) is at least as large as the error in the simple binary test

Ho:y~ N(0,1;) versus Hy:y~ N(0,1;), (3.58a)

where 0 € K is any vector such that ||f]|s = e. We claim that the error for the simple binary
test (3.58a) is lower bounded as

iﬁf&’(w; {0},{6},¢) >1/2  whenever €2 < 1/2. (3.58Db)

The proof of this claim is straightforward: introducing the shorthand Py = N (6, 1;) and
Py = N(0, 1), we have

igff‘:(iﬁ% {0},{6},€) =1 — [[Py — Poll7v.

Using the relation between x? distance and TV-distance in expression (A.lc) and the fact
that x*(Py,Py) = exp(e?) — 1, we find that the testing error satisfies

1
irqug(w; {0},{0},¢) > 1— 3 exp(e?) —1>1/2, whenever ¢ < 1/2.

(See Section A.2 for more details on the relation between the TV and y?-distances.) This
completes the proof under the condition E||IIxgl|ls < 128.

Case E||llkg|ls > 128 In this case, our strategy is to exhibit some 6 € H; for which
the expected difference I'(0) = E (||[T1x(0 + g)||2 — |[I1xg||2) is small, which then leads to
significant error when using the GLRT. In order to do so, we require an auxiliary lemma
(Lemma A.5.1) to suitable control I'(¢) which is stated and proved in Appendix A.5.1.

We now proceed to prove our main claim. Based on Lemma A.5.1, we claim that if
€2 < b,0tr ({0}, K) for a suitably small constant b, such that

2\ [b 1
bp;:sup{bp>0|12\/5+3\/@<g> +24 Q—Pgﬁ},
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then

r'e) < %, for some 0 € K, [|0]]2 > e. (3.59)
We take inequality (3.59) as given for now, returning to prove it in our appendix A.5.2. In
summary, then, we have exhibited some 6 € H;—mnamely, a vector § € K with ||f]s > e—
such that I'(¢) < 1/16. This special vector # plays a central role in our proof.

We claim that the GLRT cannot succeed with error smaller than 0.11 no matter how
the cut-off § is chosen. In order to see this, firstly the following lemma allows us to relate
|IIIkgl|2 to its expectation:

Lemma 3.5.2. Given every closed convex cone K such that E||Ilxgl|ls > 128, we have
P([[Mkgll2 > El[lkgl2) > 7/16. (3.60)

See Appendix A.5.3 for the proof of this claim.

For future reference, we note that it is relatively straightforward to show that the random
variable ||IIxgl|2 is distributed as a mixture of y-distributions, and indeed, the Lemma 3.5.2
can be proved via this route. Raubertas et al. [117] proved that the squared quantity ||TIxg||3
is a mixture of y? distributions, and a very similar argument yields the analogous statement
for ||k g]|2-

We are now ready to calculate the testing error for the GLRT given in equation (3.11b).
Our goal is to lower bound the error £(¢g; {0}, K, €) uniformly over the chosen threshold
f € [0,00). We divide the choice of 3 into three cases, depending on the relationship
between 5 and E||Ilkglla, E|[Il (6 4+ g)|l2. Notice this particular € is chosen to be the one
that satisfies inequality (3.59).

Case 1 First, consider a threshold g € [0, E||llxgl|2]. It then follows immediately from
inequality (3.60) that the type I error by its own satisfies

7
type T error = Po(|[Txylle > 8) = P(|Txglls = ElMkgl) = 1.

Case 2 Otherwise, consider a threshold 8 € (E||Ikg|l2, E||ILx(6 + g)||2]. In this case, we
again use inequality (3.60) to bound the type I error, namely
type I error = Py(|[Tlxyll2 > 5)
= P||lllxgll2 > Ellxglle] - P|lxg> € [ElllTxg]lz, 5)]

7
> 16 ~ max{ g, (2) (5 — El[lxgll2)},

where we use fj, g4, to denote the density function of the random variable ||IIxgl|l> As
discussed earlier, the random variable ||TIxg||2 is distributed as a mixture of x-distributions;
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in particular, see Lemma 3.5.2 above and the surrounding discussion for details. As can be
verified by direct numerical calculation, any y; variable has a density that bounded from
above by 4/5. Using this fact, we have

7 4 @ 7 4 (i1)
type I error > 6 5(5 — E||kgll2) > 6~ 5F<9) > 3/8,

where step (i) follows by the assumption that 3 belongs to the interval (E[|IIxgll2, E|ILx (0 + g)|l2],
and step (ii) follows since I'(¢) < 1/16.

Case 3 Otherwise, given a threshold 8 € (E|[Ilx(g -+ 6)]|2, 00), we define the scalar x : =
B—E|llg(g+0)|]2. From the concentration inequality given in Lemma A.4.1, we can deduce
that

type II error > Py(||xy|l2 < 5)

= 1= P (6 + g) 2 — Bl (0 + g) 12 > B — BTk (6 + g)]|2)
> 1 — exp(—2%/2).

At the same time,

type I error = Po([|[llxyl2 = 5) = P(|[lkgll2 > E[[llkgll) — P(Txgll2 € [Elkgll2, 5))
7 4

> L _2p_E|n
> 16 5(5 E|[ggll2),

where we again use inequality (3.60) and the boundedness of the density of || [Ixg||2. Recalling
that we have defined z : = 8 — E|[[Ilx (g + 0)|» as well as ['(6) = E(||ILx (6 + g)||> — [|[Lxgll2).
we have

1
8~ Elllliglo = +T(0) < o+ .

where the last step uses the fact that I'(#) < 1/16. Consequently, the type I error is lower
bounded as

7 4 31 4
type I error > 6~ 5(1: +1/16) = 0 " 5%

Combining the two types of error, we find that the testing error is lower bounded as
2

2 x 642

inf {(E - Z—lx)Jr +1-— exp(—x2/2)} =1—exp(— ) > 0.11.

>0 80 5

Putting pieces together, the GLRT cannot succeed with error smaller than 0.11 no matter
how the cut-off 3 is chosen.
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3.5.2 Proof of Theorem 3.3.2

We now turn to the proof of Theorem 3.3.2. As in the proof of Theorem 3.3.1, we can assume
without loss of generality that o = 1. Since 0 € Cy and K := Cy N C} C (Y, it suffices to
prove a lower bound for the reduced problem of testing

Ho:0=0, versus Hp:|f|.>¢€ 0€K.

Let B(1) = {6 € R? | ||0]]> < 1} denotes the open Euclidean ball of radius 1, and let
B¢(1) : = R¥\ B(1) denotes its complement.

We divide our analysis into two cases, depending on whether or not E||TIxg||2 is less than
7. In both cases, let us set xk, = 1/14.

Case 1 Suppose that E||IIxg|[2 < 7. In this case,

¢ < Kp00pr({0}, K) < £, E||Tkgll < 1/2.

Similar to our proof of Theorem 3.3.1(b), Case 1, by reducing to the simple verses simple
testing problem (3.58a), any test yields testing error no smaller than 1/2 if €2 < 1/2. So our
lower bound directly holds for the case when E||IIxg|2 < 7.

Case 2 Otherwise, suppose we have E||IIxgl|ls > 7. The following lemma provides a generic
way to lower bound the testing error.

Lemma 3.5.3. For every non-trivial closed convex cone K and probability measure Q sup-
ported on K N B¢(1), the testing error is lower bounded as

1
inf £(v3 {0}, K, €) = 1= /By exp(e(n. 7)) — 1, (3.61)
where E, ,, denotes expectation with respect to an i.i.d pair n,n" ~ Q.

See Appendix A.6.1 for the proof of this claim.
We apply Lemma 3.5.3 with the probability measure Q defined as

kg
Q)i =P (Gt < 4 | Il > Elftegls/2). (3.62)
for measurable set A C R? where g denotes a standard d-dimensional Gaussian random
vector i.e., g ~ N(0,1;). It is easy to check that measure Q is supported on K N B¢(1). We
make use of Lemma A.6.1 in Appendix A.6.2 to control E, . exp(e*(n, ') and thus upper
bounding the testing error.

We now lower bound the testing error when €* < k,83p1({0}, K). By definition of
63pr({0}, K), the inequality €? < k, 63pr({0}, K) implies that

EHHK9||2)2

2 2
e* < kE[kgl2 and € <k (
g " \IEx gl
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The first inequality above implies, with x, = 1/14, that € < E|[Ilxg||2/14 < (E|Ilkg|2)?*/32
(note that E|IIxg|l2 > 7). Therefore the assumption in Lemma A.G.1 is satisfied so that
inequality (A.40) gives

! exp (5 eIl 503

E, .,/ ex 62 ) ' S TR
nay €XP(€-(n, 1)) a2 p (E|Tkg||2)?

So it suffices to control the right hand side above. From the concentration result in Lemma A.4.1,
we obtain

(E[Mkgl2)*

1
a = P(||llkgll2 — E[[Tlxgll2 > —§EHHK9H2) > 1 —exp(— g

) >1- exp(—6),
where the last step uses E||Ilxg||2 > 7, and

E[TTkgll; = (ElTkgll2)* + var(|[Txgll2) < (E[Tkgll2)* + 4.

Here the last inequality follows from the fact that var(||lIxgl|ls) < 4—see Lemma A.4.1.
Plugging these two inequalities into expression (3.63) gives

! )2 (5 + 40K + 160r, )
— ] & K K —_ ],
1 — exp(—6) P\ 7 (E[Tggll2)?

where the right hand side is less than 2 when x, = 1/14 and E||lIxg|ls > 7. Combining with
inequality (3.61) forces the testing error to be lower bounded as

E, .y exp(X(n, 1)) < (

1 1
Vi, EW {0}, K, €) 2 1 5\ /Eyy exp(en ) =12 5 >,

which completes the proof of Theorem 3.3.2.
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Chapter 4

Adaptive estimation of planar convex
sets

4.1 Introduction

In this chapter, we discuss the problem of nonparametric estimation of an unknown planar
compact, convex set from noisy measurements of its support function on a uniform grid.
Before describing the details of the problem, let us first introduce the support function. For
a compact, convex set K in R?, its support function is defined by

hi(0):= max (x;cosf+ xysinf) for 0 € R.
(z1,22)EK

Note that hg is a periodic function with period 27. It is useful to think about # in terms of
the direction (cos#,sin@). The line z1 cosf + zosinf = hi(6) is a support line for K (ie.,
it touches K and K lies on one side of it). Conversely, every support line of K is of this
form for some 6. The convex set K is completely determined by the its support function hg
because K = (,{(x1,22) : ©1cosf + x9sinf < h(0)}.

The support function hx possesses the circle-converity property (see, e.g., [140]): for
every a; > a > ag and 0 < ap — g <,

hi (1) hi(az) sin(ag — )
sin(og — ) sin(a — ag) ~ sin(og — ) sin(a — az)

Moreover the above inequality characterizes h, i.e., any periodic function of period 27 sat-
isfying the above inequality equals hx for a unique compact, convex subset K in R%. The
circle-convexity property (4.1) is clearly related to the usual convexity property. Indeed, re-
placing sin a by « in (4.1) leads to the condition for convexity. In spite of this similarity, (4.1)
is different from convexity as can be seen from the example of the function h(f) = |sin |
which satisfies (4.1) but is clearly not convex.
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4.1.1 The problem, motivations, and background

We are now ready to describe the problem studied in this chapter. Let K* be an unknown
compact, convex set in R?2. We study the problem of estimating K* or hg- from noisy

measurements of hx«. Specifically, we observe data (6,Y1),...,(0,,Y,) drawn according to
the model

Y = hg«(0;) + & fori=1,...,n (4.2)
where 0y, ...,6, are fixed grid points in (—m, 7] and &, ... &, are i.i.d Gaussian random

variables with mean zero and known variance 0. We focus on the dual problems of estimating
the scalar quantity hg«(6;) for each 1 <1i < n as well as the convex set K*. In this chapter,
we propose data-driven adaptive estimators and establish their optimality for both of these
problems.

The problem considered here has a range of applications in engineering. The regression
model (4.2) was first proposed and studied by Prince and Willsky [115] who were moti-
vated by an application to Computed Tomography. Lele et al. [95] showed how solutions
to this problem can be applied to target reconstruction from resolved laser-radar measure-
ments in the presence of registration errors. Gregor and Rannou [67] considered application
to Projection Magnetic Resonance Imaging. It is also a fundamental problem in geomet-
ric tomography; see Gardner [57]. Another application domain where this problem might
plausibly arise is robotic tactical sensing as has been suggested by Prince and Willsky [115].
Finally this is a natural shape constrained estimation problem and would fit right into the
recent literature on shape constrained estimation (e.g. [70]).

Most proposed procedures for estimating K* in this setting are based on least squares
minimization. The least squares estimator kls is defined as any minimizer of Z?zl(Yi —
hi(0;))? as K ranges over all compact convex sets. The minimizer in this optimization
problem is not unique and one can always take it to be a polytope. This estimator was
first proposed by [115] who also proposed an algorithm for computing it based on quadratic
programming. Further algorithms for computing K were proposed in Prince et al. [115, 95,
58].

The theoretical performance of the least squares estimator was first considered by Gardner
et al. [59] who mainly studied its accuracy for estimating K* under the natural fixed design

loss:
n

Ly R) = 3 (e (6) — hie(6))° (43)
i=1

The key result of Gardner et al. [59] (specialized to the planar case that we are studying)
states that L;(K*, Ki;) = O(n~*/%) as n — oo almost surely provided K* is contained
in a ball of bounded radius. This result is complemented by the minimax lower bound in
Guntuboyina [74] where it was shown that n~%/% is the minimax rate for this problem. These
two results together imply minimax optimality of K, under the loss function L 7- No other
theoretical results for this problem are available outside of those in Gardner et al. [59] and
Guntuboyina [74].
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As a result, the following basic questions are still unanswered:

1. How to optimally and adaptively estimate hg~(0;) for a fixed i € {1,...,n}? This is
the pointwise estimation problem. In the literature on shape constrained estimation,
pointwise estimation has been well studied. Prominent examples include [23, 152, 68,
69, 34, 36, 83] for monotonicity constrained estimation and [77, 100, 71, 72, 29] for
convexity constrained estimation. For the problem considered here however, nothing
is known about pointwise estimation. It may be noted that the result L (K™, Kls) =
O(n=%/%) of Gardner et al. [59] does not say anything about the accuracy of h i, (03)
as an estimator for hg-(6;).

2. How to construct minimax optimal estimators for the set K* that also adapt to poly-
topes? Polytopes with a small number of extreme points have a much simpler structure
than general convex sets. In the problem of estimating convex sets under more stan-
dard observation models different from the one studied here, it is possible to construct
estimators that converge at faster rates for polytopes compared to the overall minimax
rate (see Brunk [22] for a summary of this theory). Similar kinds of adaptation has
been recently studied for monotonicity and convexity constrained estimation problems,
see [75, 38, 8]. Based on these results, it is natural to expect minimax estimators that
adapt to polytopes in this problem. This has not been addressed previously.

4.1.2 Overview of our results

We will answer both the above questions in the affirmative in this chapter. The main
contributions can be summarized as follows:

1. We study the pointwise adaptive estimation problem in detail in the decision theoretic
framework where the focus is on the performance at every function, instead of the
maximum risk over a large parameter space as in the conventional minimax theory in
nonparametric estimation literature. Recall that this framework which has been dis-
cussed in our Section 2.2.1, is first introduced in Cai and Low [29] for shape constrained
regression and provides a much more precise characterization of the performance of an
estimator than the conventional minimax theory does.

In the context of the present problem, the difficulty of estimating hg-«(6;) at a given
K* and 6; can be expressed by means of a benchmark R,,(K*,6) which is defined as
follows (below Ej denotes expectation taken with respect to the joint distribution of
Y1, ..., Y, generated according to the model (4.2) with K* replaced by L):

Ra(K*,0) = sup inf max (EK*(E — - (0))%, Ep(h — hL(e))2) , (4.4)

where the supremum above is taken over all compact, convex sets L while the infimum
is over all estimators h. In our first result for pointwise estimation, we establish, for
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eachi € {1,...,n}, alower bound for the performance of every estimator for estimating
hi~(0;). Specifically, it is shown that

0.2

* 0> .o
R.(K*,0;) > ¢ OFS]

(4.5)

where k, (i) is an integer for which an explicit formula can be given in terms of K* and
i; and ¢ is a universal positive constant. It will turn out that k. (i) is related to the
smoothness of hy-(0) at 0 = 0;.

We construct a data-driven estimator, iLi, of hg+(60;) based on local smoothing together
with an optimization scheme for automatically choosing a bandwidth, and show that
the estimator h; satisfies

2

Ex- (hi - hK*(Gi)>2 < (4.6)

(i) +1
for a universal constant C' > 0. Inequalities (4.5) and (4.6) (see also inequality (4.21))
together imply that h; is, within a constant factor, an optimal estimator of hi(6;)
for every compact, convex set K*. This optimality is much stronger than the tra-
ditional minimax optimality usually employed in nonparametric function estimation.
The quantity 02/(k.(i) + 1) depends on the unknown set K* in a similar way that the
Fisher information depends on the unknown parameter in a regular parametric model.
In contrast, the optimal rate in the minimax paradigm is given in terms of the worst
case performance over a large parameter space and does not depend on individual
parameter values.

A~

2. Using the optimal adaptive point estimators iLl, ..., hy, we construct two set estimators
K and K'. The details of this construction are given in Section 4.2.2. In Theorems
4.3.3 and 4.3.5, it is shown that K is minimax optimal for K* under the loss function
Ly while the estimator K’ is minimax optimal under the integral squared loss function
defined by

L(K* K) = / (h(6) — hic- (6))? db. (A7)
The square root of the above loss function is often referred to as the McClure-Vitale

metric on the space of non-empty compact, convex sets (e.g. [102, 43]). In Theorem
4.3.3, we prove that

) 4/5
7 f) (4.8)

2
By (k" K) < &+ (
n

provided K* is contained in a ball of radius R. This, combined with the minimax
lower bound in Guntuboyina [74], proves the minimax optimality of K. An analogous
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result is shown in Theorem 4.3.5 for Ex«L(K* K’). For the pointwise estimation
problem where the goal is to estimate hy-(6;), the optimal rate o%/(k.(i) + 1) can
be as large as n=%/3. However the bound (4.8) shows that the globally the risk is at
most n~*5. The shape constraint given by convexity of K* ensures that the points
where pointwise estimation rate is n=%/® cannot be too many. Note that we make no
smoothness assumptions for proving (4.8).

3. We show that our set estimators K and K’ adapt to polytopes with bounded number of
extreme points. Already inequality (4.8) implies that Ex«L;(K*, K ) is bounded from
above by the parametric risk Co?/n provided R = 0 (note that R = 0 means that K* is
a singleton). Because 02/n is much smaller than n~45, the bound (4.8) shows that K
adapts to singletons. Theorem 4.3.4 extends this adaptation phenomenon to polytopes
and we show that E-L;(K*, K) is bounded by the parametric rate (up to a logarithmic
multiplicative factor of n) for all polytopes with bounded number of extreme points.
An analogous result is also proved for Eg L(K™, K’ ) in Theorem 4.3.5. It should be
noted that the construction of our estimators K and K’ (described in Section 4.2.2)
does not involve any special treatment for polytopes; yet the estimators automatically
achieve faster rates for polytopes.

We would like to stress two features of the results in this chapter: (a) we do not make
any smoothness assumptions on the boundary of K* throughout; in particular, note that we
obtain the n=/5 rate for the set estimators K and K’ without any smoothness assumptions,
and (b) we go beyond the traditional minimax paradigm by considering adaptive estimation
in both the pointwise estimation problem and the problem of estimating the entire set K*.
In particular, pointwise estimation is studied in a general non-asymptotic framework, which
evaluates the performance of a procedure at eah individual set K™, not the worst case
performance over a large parameter space as in the conventional minimax theory.

The remainder of this chapter is structured as follows. The proposed estimators are
described in detail in Section 4.2. The theoretical properties are analyzed in Section 4.3;
Section 4.3.1 gives results for pointwise estimation while Section 4.3.2 deals with set estima-
tors. Section 4.4 considers optimal estimation of some special compact convex sets K* where
we explicitly compute the associated rates of convergence. A simulation study is given in
Section 4.5 where we compare the performance of our estimators to other existing estimators
in the literature. In Section 4.6, we summarize our main results and discuss potential open
problems for future work. The proofs of the main results are given in Section 4.7. Proofs of
other results together with additional technical results are given in Chapter B.

4.2 Estimation procedures

Recall the regression model (4.2), where we observe noisy measurements (61, Y1), ..., (65, Y5)
with 0; = 2mi/n — 7, = 1,...,n being fixed grid points in (—m, 7]. In this section, we first
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describe in detail our estimate iL, for hy«(6;) for each i. Subsequently, we will put together
these estimates hq, ..., h, to yield set estimators for K*.

4.2.1 Estimators for hg-(6;) for each fixed i

Fixing 1 < ¢ < n, our construction of the estimator ill for hg~(0;) is based on the key
circle-convexity property (4.1) of the function hg«(-). Let us define, for ¢ € (0,7/2) and
0 € (—m, 7|, the following two quantities:

hic (0 + 2¢) + hi- (0 — 29)
2

10, ) == cos ¢ (hic« (0 + &) + hye= (0 — ¢)) —

and
hic- (0 + ¢) + hic- (6 — 6)

2cos ¢
The following lemma states that for every 6, the quantity hy-() is sandwiched between

1(0,¢) and u(0,¢) for every ¢. This will be used crucially in defining h. The proof of this
lemma is a straightforward consequence of (4.1) and is given in Section B.1.6.

u(®, ¢) :=

Lemma 4.2.1. For every 0 < ¢ < /2 and every 6 € (—m, |, we have (0, ¢) < hg+(0) <
u(f, ).

For a fixed 1 < i <n, Lemma 4.2.1 implies that {(6,, 2%]) < hg«(0;) < u(b;, 2”) for every
0 < j < |[n/4]. Note that when j = 0, we have [(6;,0) = hg+(0;) = u(6;,0). Averaging these
inequalities for j = 0,1,...,k where k is a fixed integer with 0 < k < [n/4]|, we obtain

Li(0;) < hg(0;) < Ur(6;) for every 0 < k < |n/4] (4.9)
where
i 21y i 2mj
Lk<el> = Z ( iy T) and Uk Z < >
j=0

We are now ready to describe our estimator. Fix 1 < ¢ < n. Inequality (4.9) says that
the quantity of interest, hx«(6;), is sandwiched between L (6;) and U (6;) for every k. Both
Li(0;) and Ug(6;) can naturally be estimated by unbiased estimators. Indeed, let

Yijo; + Yio;
2 )

Yig; +Yiy

1(0;, 2j/n) = cos(2jm/n)(Yiy; + Viej) — 2 cos(2jm/n)

(6,247 /n) ==

and take

k k
Li(6 Z (0;, 27 /n) Z (0;,2jm/n) . (4.10)
7=0

7=0
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Obviously, in order for the above to be meaningful, we need to define Y; even for i ¢
{1,...,n}. This is easily done in the following way: for any i € Z, let s € Z be such that
i—sne{l,...,n} and take V; :==Y;_,.

As k increases, one averages more terms in (4.10) and hence the estimators Ly(6;) and
Uk(6;) become more accurate. Let Ay(6;) := Uy(6;) — Li(6;) which is the same as

k

A Z ’L+2J + }/z 2 COS(4J7T/7L) i+j + }/; —Jj (4 11)
= cos(2jm/n) 2 ' '

Because of (4.9), a natural strategy for estimating hy(6;) is to choose k for which A6, is
the smallest and then use either Ly (6;) or Uy (6;) at that k as the estimator. This is essentially
our estimator with one small difference in that we also take into account the noise present
in Ay(6;). Formally, our estimator for hg-(6;) is given by:

X . - A 20
hi = Ujy(0;), where k(i) := argrlzlel%l { (Ak(6¢)>+ + \/k:—i-l} (4.12)

and Z :={0}U{2 : 5 > 0and 2/ < |n/16]}.

Our estimator h; can be viewed as an angle-adjusted local averaging estimator. It is
inspired by the estimator of Cai and Low [29] for convex regression. The number of terms
averaged equals l%(z) + 1 and this is analogous to the bandwidth in kernel-based smoothing
methods. Our l%(z) is determined from an optimization scheme. Notice that unlike the
least squares estimator h Kls<0i>7 the construction of h; for a fixed i does not depend on the

construction of ﬁj for j #£ 1.

4.2.2 Set estimators for K*

We next present estimators for the set K*. The point estimators hl, ceey h,, do not directly
give an estimator for K™ because (hl, ey hn) is not necessarily a valid support vector i.e.,
(hl, ey h ») does not always belong to the following set:

H = {(hk(61),...,hk(0,)) : K C R is compact and convex} .

To get a valid support vector from (ﬁl, . ,Bn), we need to project it onto H to obtain:
. . . " 2
WP = (hP,... hF) = arg  min (h - h) 4.13
( 1> ) n) g(m ,,,, hn)EH; ( )

The superscript P here stands for projection. An estimator for the set K™ can now be
constructed immediately from A%’ ... A via

~

K = {(;El,xg) : 11 cosb; + xosinb; < fLZP for all i = 1,...,n}‘ (4.14)
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In Theorems 4.3.3 and 4.3.4, we prove upper bounds on the accuracy of K under the loss
function Ly given in (4.3).
There is another reasonable way of constructing a set estimator for K* based on the point

estimators hl, .. h We first interpolate hl, .. h to define a function ' : (—m, 7] = R
as follows:
. sin(f; 41 — 0) - sin(f — 0;) -
( ) sin(@i“ — 92) + Sin(9i+1 — QZ) 1 o =7 = ( )
Here i ranges over 1,...,n with the convention that 6,,,1 = 6; + 27 (and 6, < 0 < 0,44

should be identified with —7 < 6 < —m + 27/n). Based on this function I, we can define
our estimator K’ of K* by

K’ := argmin / (i/(e) - hK(0)>2d0. (4.16)
The existence and uniqueness of K’ can be justified in the usual way by the Hilbert space
projection theorem. In Theorem 4.3.5, we prove bounds on the accuracy of K’ as an estimator
for K* under the integral loss L given in (4.7).

Let us now briefly comment on the algorithms for computing our set estimators K and K.
The expression (4.14) shows how to write K in terms of izf ;0 =1,...,n and therefore, we only
need to be able to compute hP t=1,...,n for computing K. This can be done via quadratic
programming because the set H can explicitly written as {h € R" : al'h < 0,i=1,...,n}
for some collection of vectors ay,...,a, in R (see, for example, Prince and Willsky [115,
Theoreml]). To compute K', we take a fine uniform grid of points aq, . .., ay in (—m, ] for
a large value of M and approximate K’ via

argmmz < hK(ozl)>2.

More precisely, one can take K’ := {(xl, Tg) @ Ty COSQ; + Tosina; < hiforalli=1,..., M}

where

(h1,..shar)

M
(ha,... hy) = arg ming{M ; (fl’(@i) - hi)2

with HM = {(hg(a1),...,hx(ay)) : K C R?is compact and convex}. This estimator
can then be computed in an analogous way as K by quadratic programming. We present
simulation examples in Section 4.5 where one can see that there is often not much difference
between K and K’ in practice.

4.3 Main results

We now investigate the accuracy of the proposed point and set estimators. The proofs of
these results are given in Section 4.7.
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4.3.1 Accuracy of the point estimator

As mentioned in the introduction, we evaluate the performance of the point estimator hi
at individual functions, not the worst case over a large parameter space. This provides
a much more precise characterization of the accuracy of the estimator. Let us first recall
inequality (4.9) where hg(6;) is sandwiched between Ly (6;) and Uy(6;). Define A(6;) :=
Ui(0;) — Li(0;).

Theorem 4.3.1. Fizi € {1,...,n}. There exists a universal constant C' > 0 such that the
risk of h; as an estimator of hy+(6;) satisfies the inequality,

. 2 o2
Exc- (hi— hi-(6)) < C- PXCES (4.17)
where
k. (i) := argmin (Ak(ei) + 2—0) : (4.18)
kel VE+1

Remark 4.3.1. It turns out that the bound in (4.17) is linked to the level of smoothness
of the function hg- at ;. However for this interpretation to be correct, one needs to regard
hy- as a function on R? instead of a subset of R. This is further explained in Remark 4.4.1.

Theorem 4.3.1 gives an explicit bound on the risk of h; in terms of the quantity k. (i)
defined in (4.18). It is important to keep in mind that k. (i) depends on K* even though this
is suppressed in the notation. In the next theorem, we show that o?/(k,(i)+ 1) also presents
a lower bound on the accuracy of every estimator for hg~(6;). This implies, in particular,
optimality of h; as an estimator of hg-(6;).

One needs to be careful in formulating the lower bound in this setting. A first attempt
might perhaps be to prove that, for a universal constant ¢ > 0,

tEe (7= hiee (6)) o

] * — * 7/ > T

53 K< ke >> =)+ 1

where the infimum is over all possible estimators h. This, of course, would not be possible
because one can take h = hx«(6;) which would make the left hand side zero. A formulation
of the lower bound which avoids this difficulty was proposed by [29] in the context of convex
function estimation. Their idea, translated to our setting of estimating the support function
hi+ at a point 6;, is to consider, instead of the risk at K™, the maximum of the risk at

K* and the risk at L* which is most difficult to distinguish from K* in term of estimating
hi+(6;). This leads to the benchmark R, (K*, ;) defined in (4.4).

Theorem 4.3.2. For any fized i € {1,...,n}, we have

R (K*,0;) > c- (4.19)

k(i) +1

for a universal constant ¢ > 0.
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Theorems 4.3.1 and 4.3.2 together imply that 02 /(k, (i) +1) is the optimal rate of estima-
tion of hg«(6;) for a given compact, convex set K*. The results show that our data driven
estimator le for hg«(6;) performs uniformly within a constant factor of the ideal benchmark
R, (K*,0;) for every i. This means that lAzl adapts to every unknown set K™ instead of a
collection of large parameter spaces as in the conventional minimax theory commonly used
in nonparametric literature.

Remark 4.3.2 (A stronger upper bound on the risk of }ALZ) From the proof of Theorem
4.3.2, it can be seen that the following statement is true: there exists a compact, convex set
L* such that

00'2

inf max (B (b = hyc- (00)% Bge (b = hp(0))*) = 70— 4.20
the infimum above being over all estimators & of hg-(6;). In light of this, it is natural to ask
whether the following inequality

max (E (hi — b+ (0,)), B« (hy — h (a))ﬂ) . G (4.21)

K=\t K*\Yi)) s LaL*\Itg L*\Yy _l{?*(l)+1 .

holds for the same L* where h; refers to our estimator defined in (4.12) and C' represents
a universal constant. Note that this is a stronger inequality than (4.17). It turns out that
(4.21) is indeed a true inequality and we provide a proof in Section B.1.3.

Given a specific set K* and 1 < i < n, the quantity k.(i) is often straightforward to
compute up to constant multiplicative factors. Several examples are provided in Section
4.4. From these examples, it will be clear that the size of 0?/(k.(i) + 1) is linked to the
level of smoothness of the function hg« at 6;. However for this interpretation to be correct,
one needs to regard hg- as a function on R? instead of a subset of R. This is explained in
Remark 4.4.1.

The following corollaries shed more light on the quantity ¢2/(k.(i) + 1). The proofs of
these corollaries are given in Section B.1.4. The first corollary below shows that o2 /(k,(i)+1)
is at most C'(02R/n)~2/3 for every i and K* (C is a universal constant) provided K* is
contained in a ball of radius R. In Example 4.4.3, we provide an explicit choice of 7 and K*
for which 02/ (k.(i) + 1) > c¢(6?R/n)~%? (c is a universal constant). This implies that the
conclusion of the following corollary cannot in general be improved.

Corollary 4.3.1. Suppose K* is contained in some closed ball of radius R. Then for every
i€ {l,...,n}, we have, for a universal constant C > 0,

#:1 <C { (?)m + %2} (4.22)

E (hi - hK*(el-))2 <C { (#)m + %} . (4.23)

and
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Note that the above corollary implies the consistency of h; as an estimator for hc+(6;)
for every ¢ and K*. It turns out that h; is a minimax optimal estimator of hg-(6;) over the
class of all compact convex sets K* contained in some closed ball of radius R. This is proved
in the next result.

Proposition 4.3.1. For R > 0, let IC(R) denote the class of all compact, convez sets that

are contained in some fized closed ball of radius R. Then for every i € {1,...,n}, we have
R 2 2 2R\ 2/3
sup Ege (hi - hK*(Qi)> <C {“— + (U—) (4.24)
K*€K(R) n n

for a universal constant C'. We further have

~ 2 2 2\ 2/3
inf sup Ege (h ~ e (e@-)) > ¢ {0— + <"—R) } (4.25)

h K*cK(R) n n

for a universal constant ¢ > 0 where the infimum is taken over all possible estimators h of
hi«(6;).

It is clear from the definition (4.18) that k(i) < n for all i and K. In the next corollary,
we prove that there exist sets K, and ¢ for which k. (i) > cn for a constant c¢. For these sets,
the optimal rate of estimating hx«(6;) is therefore parametric.

For a fixed i and K*, let ¢1(i) and ¢o(i) be such that ¢;(i) < 0; < ¢o(i) and such that
there exists a single point (z1,25) € K* with

hi+(6) = z1 cos + x5 sin 6 for all 6 € [¢1(1), P2(7)]. (4.26)

The following corollary says that if the distance of ; to its nearest end-point in the interval
[01(4), do2(7)] is large (i.e., of constant order), then the optimal rate of estimation of hy«(6;)
is parametric. This situation happens usually for polytopes (polytopes are compact, convex
sets with finitely many vertices); see Examples 4.4.1 and 4.4.3 for specific instances of this
phenomenon. For non-polytopes, it can often happen that ¢;(i) = ¢2(i) = 0; in which case
the conclusion of the next corollary is not useful.

Corollary 4.3.2. For every i € {1,...,n}, we have
k(i) > ¢ nmin (6; — ¢1(7), p2(i) — 0;, ) (4.27)

for a universal constant ¢ > 0. Consequently

E <h - hK*(Qi)>2 < Co®

S T nmin( = 6u(0), 6200) — 0, 1) (4.28)

for a universal constant C' > 0.
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From the above two corollaries, it is clear that the optimal rate of estimation of hg«(6;)
can be as large as n=%/% and as small as the parametric rate n~'. The rate n=2/3 is achieved,
for example, in the setting given in Example 4.4.3 while the parametric rate is achieved, for
example, for polytopes.

The next corollary argues that bounding k., () in specific examples requires only bounding
the quantity Ax(6;) from above and below. This corollary will be useful in Section 4.4 while
working out k,(7) in specific examples.

Corollary 4.3.3. Fiz 1 < i <n. Let {fi(6;),k € Z} and {gx(0;).k € I} be two sequences
which satisfy gr(0;) < Ag(0;) < fr(0;) for all k € T. Also let

k(i) := max {k €T fi(6) < (\/i%l)a} (4.29)

and

k(i) := min {k’ €T :gr(b;) > 6(\/——)0} (4.30)

as long as there is some k € I for which g(0;) > 6(v2 — 1)o/Vk+1; otherwise take
k(i) := maxyer k. We then have k(i) < k(i) < k(i) and

B - (h . hK*(Qi)>2 <C (4.31)

for a universal constant C' > 0.

4.3.2 Accuracy of set estimators

We now turn to study the accuracy of the set estimators K (defined in (4.14)) and K’ (defined
n (4.16)). The accuracy of K will be investigated under the loss function L, (defined in
(4.3)) while the accuracy of K’ will be studied under the loss function L (defined in (4.7)).

In Theorem 4.3.3 below, we prove that E gL (K", K) is bounded from above by a con-
stant multiple of n=%® as long as K* is contained in a ball of radius R. The discussions
following the theorem shed more light on its implications.

Theorem 4.3.3. If K* is contained in some closed ball of radius R > 0, then

-y

Ex-L; (KK) <c!{Z + ( (4.32)

for a universal constant C' > 0. Note here that R = 0 is allowed (in which case K* is a
singleton).



CHAPTER 4. ADAPTIVE ESTIMATION OF PLANAR CONVEX SETS o7

Note that as long as R > 0, the right hand side in (4.32) will be dominated by the
(0>V/R/n)~*/5 term for all large n. This would mean that

4/5
o*VR /
n

sup Ex-L;(K* K)<C < (4.33)

K*€K(R)

where IC(R) denotes the set of all compact convex sets contained in some fixed closed ball
of radius R.

The minimax rate of estimation over the class K(R) was studied in Guntuboyina [74]. In
Theorems 3.1 and 3.2 [74], it was proved that

4/5
~ 2V/R
inf sup Eg-Lp(K* K)= *VR (4.34)
K K*cK(R) n

where < denotes equality upto constant multiplicative factors. From (4.33) and (4.34), it
follows that K is a minimax optimal estimator of K*. We should mention here that an
inequality of the form (4.33) was proved for the least squares estimator Kis by Gardner et
al. [59] which implies that K is also a minimax optimal estimator of K*.

The n~*° minimax rate here is quite natural in connection with estimation of smooth
functions. Indeed, this is the minimax rate for estimating twice differentiable one-dimensional
functions. Although we have not made any smoothness assumptions here, we are working
under a convexity-based constraint and convexity is associated, in a broad sense, with twice

smoothness (see, for example, Alexandrov [2]).

Remark 4.3.3. Because of the formula (4.3) for the loss function L, the risk Ex- L ;(K*, K)
can be seen as the average of the risk of K for estimating hi«(0;) over i = 1,...,n. We
have seen in Section 4.3.1 that the optimal rate of estimating hg-(6;) can be as high as
n~2/3. Theorem 4.3.3, on the other hand, can be interpreted as saying that, on average over
i = 1,...,n, the optimal rate of estimating hx-(6;) is at most n=%°. Indeed, the key to
proving Theorem 4.3.3 is to establish the following inequality:

o (#@)“

02 — 1
° - <!l
n;k*(i)—i—l_ n+ n

under the assumption that K* is contained in a ball of radius R. Therefore, even though
each term ¢2/(k, (i) + 1) can be as large as n=2/3, on average, their size is at most n=%/5.

Remark 4.3.4. Theorem 4.3.3 provides different qualitative conclusions when K* is a sin-
gleton. In this case, one can take R = 0 in (4.32) to get the parametric bound C'o?/n for
E g+ L(K*, K). Because this is smaller than the nonparametric n~% rate, it means that K
adapts to singletons. Singletons are simple examples of polytopes and one naturally wonders
here if K also adapts to other polytopes as well. This is however not implied by inequality
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(4.32) which gives the rate n=%/5 for every K* that is not a singleton. It turns out that
K indeed adapts to other polytopes and we prove this in the next theorem. In fact, we
prove that K adapts to any K* that is well-approximated by a polytope with not too many
vertices. It is currently not known if the least squares estimator K has such adaptivity.

We next prove another bound for Ex+ L (K™, K ). This bound demonstrates adaptivity
of K as described in the previous remark. Recall that polytopes are compact, convex sets
with finitely many extreme points (or vertices). The space of all polytopes in R"™ will be
denoted by P. For a polytope P € P, we denote by vp, the number of extreme points of
P. Also recall the notion of Hausdorff distance between two compact, convex sets K and L
defined by

ly(K,L):= Sup |hic(6) — R (0)]. (4.35)
This is not the usual way of defining the Hausdorff distance. For an explanation of the
connection between this and the usual definition, see, for example, Schneider [127, Theorem
1.8.11].

Theorem 4.3.4. There exists a universal constant C > 0 such that

Ex-L(K* K) < C inf T o (1 + (K", P) (4.36)
KLy ) = Fl}elp n og up H ) . .

Remark 4.3.5 (Near-parametric rates for polytopes). The bound (4.36) implies that &
has the parametric rate (upto a logarithmic factor of n) for estimating polytopes. Indeed,
suppose that K* is a polytope with v vertices. Then using P = K* in the infimum in (4.36),
we have the risk bound

A Co?v en
« * < —
Exc-Ly(K', K) < = 1og( - ) . (4.37)

This is the parametric rate o%v/n up to logarithmic factors and is smaller than the nonpara-
metric rate n~%° given in (4.32).

Remark 4.3.6. When v = 1, inequality (4.37) has a redundant logarithmic factor. Indeed,
when v = 1, we can use (4.32) with R = 0 which gives (4.37) without the additional
logarithmic factor. We do not know if the logarithmic factor in (4.37) can be removed for
values of v larger than one as well.

Now consider the second set estimator &’. The next theorem gives an upper bound on
its accuracy under the integral loss function L (defined in (4.7)).

Theorem 4.3.5. Suppose K* is contained in some closed ball of radius B > 0. The risk
Ex- L(K*, K') satisfies both the following inequalities:

4/5
02\/E> / R?

0.2

Ex-L(K*,K') < C{ — + (

= 4.38
" " + (4.38)
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and
2 2
S

" o (4.39)

The only difference between the inequalities (4.38) and (4.39) on one hand and (4.32) and
(4.36) on the other is the presence of the R?/n? term. This term is usually very small and
does not change the qualitative behavior of the bounds. However note that inequality (4.36)
did not require any assumption on K* being in a ball of radius R while this assumption is
necessary for (4.39).

Remark 4.3.7. The rate (0>v/R/n)*? is the minimax rate for this problem under the
loss function L. Although this has not been proved explicitly anywhere, it can be shown
by modifying the proof of Guntuboyina [74, Theorem 3.2] appropriately. Theorem 4.3.5
therefore shows that K’ is a minimax optimal estimator of K* under the loss function L.

4.4 Examples

We now investigate the results given in the last section for specific choices of K*. It is useful
here to note that Ag(0;) = Ux(0;) — Li(6;) has the following alternative expression:

RS . cos(4jm/n) _
Pl jgo (hK*(Qi + 457 /n) — Whm (0; 2]7T/n)) i (4.40)

where we write hg+(0; £ ¢) for (hg«(0; + &) + hg=(0; — ¢)) /2 with ¢ = 2j7/n,4j7/n.

Example 4.4.1 (Single point). Suppose K* := {(x1,z2)} for a fixed point (x1,25) € R% In
this case
hg+(0) = 1 cos 0 + xosiné for all 6. (4.41)

It can then be directly checked from (4.40) that Ag(6;) = 0 forevery k € Zandi € {1,...,n}.
As a result, it follows that £, (g) = maxger k > cn for a constant ¢ > 0. Theorem 4.3.1 then
says that the point estimator h; satisfies

Co?

Ex- (b - hK*(GZ-))Q < (4.42)

for a universal constant C' > 0. One therefore gets the parametric rate here.

Also, Theorem 4.3.3 and inequality (4.38) in Theorem 4.3.5 can both be used here with
R = 0. This implies that the set estimators K and K’ both converge to K* at the parametric
rate under the loss functions L; and L respectively.

Example 4.4.2 (Ball). Suppose K* is a ball centered at (z1,22) with radius R > 0. It is
then easy to verify that

hi+(0) = x1cos@ + xo8inf + R for all 6. (4.43)
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As a result, for every k € Z and i € {1,...,n}, we have

k 4my
R cos L cosdrk/n
)=y e ) < i ,
Anlt:) kE+1 (1 —2”> Sk <1 cos 27Tk:/n) (4.44)

=0 COS oy

Because k < n/16 for all k € Z, it is easy to verify that Ag(6;) < 8Rsin?(rk/n) < 8Rm%k?/n>.
Taking fi(0;) = 8R7?k?/n? in Corollary 4.3.3, we obtain that k.(i) > cmin(n, (n?0/R)*/?)
for a constant c. Also since the function 1 — cos(2z)/ cos(z) is a strongly convex function on
[—7/4, 7 /4] with second derivative lower bounded by 3, we have

R cos 41 R <=3 /2mj\* Rrk(2k+1)
Ayll) = —— 1——n | > = - .
#(6) k+1z< 2%)—k+1]z::2(n) n?

J=0

This gives k,(i) < Cmin(n, (n?0/R)*®) as well for a constant C. We thus have k,(i) =
(n?0/R)*" for every i. Theorem 4.3.1 then gives

~ 2
E - (hi—hK*(Gi)> o e (4.45)

4/5
o [o*/R

n

for every i € {1,...,n}. Theorem 4.3.3 and inequality (4.38) prove that the set estimators
K and K’ also converge to K* at the n=%/° rate.

In the preceding examples, we saw that the optimal rate o2/(k.(i) + 1) for estimating
hx~+(6;) did not depend on i. Next, we consider asymmetric examples where the rate changes
with <.

Example 4.4.3 (Segment). Let K* be the vertical line segment joining (0, R) and (0, —R)
for a fixed R > 0. Then hg+(0) = R|sind| for all §. Assume that n is even and consider
i =n/2 so that 6,/ = 0. It can be verified that

o
Ag(0n/2) = Ar(0) = Tl Ztanﬂ for every k € T.

Because j +— tan(27mj/n) is increasing, it is straightforward to deduce from above that
3rRk/(8n) < Ak(0) < 4wRk/n. Corollary 4.3.3 then gives

2 2 2p\ 2/3
o o (RN (4.46)
k.n/2)+1 n n

It was shown in Corollary 4.3.1 that the right hand side above represents the maximum
possible value of 02/(k.(i) + 1) when K* lies in a closed ball of radius R. Therefore this
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example presents the situation where estimation of hy(6;) is the most difficult. See Remark
4.4.1 for the connection to smoothness of hg-(-) at 6;.

Now suppose that i = 3n/4 (assume that n/4 is an integer for simplicity) so that §; = /2.
Observe then that hg«(0) = Rsinf (without the modulus) for § = 6, + 457 /n for every
0<j<kkeZ Using (4.40), we have Ag(0;) = 0 for every k € Z. This immediately gives
k.(i) = |n/16] and hence

o? o?

EGBn/4)+1" n

In this example, the risk for estimating hg-(60;) changes with i. For ¢ = n/2, we get the

n~2/3 rate while for i = 3n/4, we get the parametric rate. For other values of i, one gets a
range of rates between n=%? and n='.

Because K™ is a polytope with 2 vertices, Theorem 4.3.4 and inequality (4.39) imply that
the set estimators A and K’ converge at the near parametric rate 0% logn/n. It is interesting
to note here that even though for some 6;, the optimal rate of estimation of hg-(6;) is n=2/3,
the entire set can be estimated at the near parametric rate.

(4.47)

Example 4.4.4 (Half-ball). Suppose K* := {(x1,22) : 27 + 23 < 1,29 < 0}. One then has
hg(0) =1 for —m < 0 < 0 and hg(0) = |cosf| for 0 < § < m. Assume n is even and take
i =n/2 so that 6; = 0. It can be checked that

. |
Ak(o):ﬁ;(l_%)

This is exactly as in (4.44) with R = 1 and an additional factor of 1/2. Arguing as in
Example 4.4.2, we obtain that

o2 o2 a2\ ¥/
— = —+ =] .
ki(n/2)4+1  n (n)

Now take i = 3n/4 (assume n/4 is an integer) so that 6; = 7/2. Observe then that hy«(0) =
|cos | for 0 = 0; £ 4jm/n for every 0 < j < k,k € Z. The situation is therefore similar to

(4.46) and we obtain
o2 g o2 . o2\ /3
k.(3n/4)+1" n n '

Similar to the previous example, the risk for estimating g+ (6;) changes with ¢ and varies
from n~=2/3 to n=%®. On the other hand, Theorem 4.3.3 states that the set estimator K still
estimates K* at the rate n=4/°.

Remark 4.4.1 (Connection between risk and smoothness). The reader may observe that
the support functions (4.41) and (4.43) in the two examples above differ only by the constant
R. Tt might then seem strange that only the addition of a non-zero constant changes the risk
of estimating hg-(6;) from n~! to n=*/°. It turns out that the function (4.41) is much more
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smoother than the function (4.43); the right way to view smoothness of hg+(+) is to regard
it as a function on R?. This is done in the following way. Define, for each z = (21, z3) € R?,

hK* (Z) = (III’?SZéK* (xlzl + 1’222) .
When z = (cos#,sin §) for some 6 € R, this definition coincides with our definition of h g~ (6).
A standard result (see for example Corollary 1.7.3 and Theorem 1.7.4 in [127]) states that
the subdifferential of z — hg-(2) exists at every z = (21, 22) € R? and is given by

F(K*,Z> = {(1:1,:1:2) € K*: hK*(Z) = T1%1 +$222} .

In particular, z — hg-(z) is differentiable at z if and only if F/(K*, 2) is a singleton.

Studying hx- as a function on R? sheds qualitative light on the risk bounds obtained in the
examples. In the case of Example 4.4.1 when K* = {(x1,22)}, it is clear that F(K*, z) =
{(z1,29)} for all z. Because this set does not change with z, this provides the case of
maximum smoothness (because the derivative is constant) and thus we get the n! rate.

In Example 4.4.2 when K* is a ball centered at © = (1, x2) with radius R, it can be
checked that F(K*, z) = {x+ Rz/||z||} for every z # 0. Since F(K*, z) is a singleton for each
z # 0, it follows that z — hg«(z) is differentiable for every z. For R # 0, the set F/(K*,z)
changes with z and thus here hg« is not as smooth as in Example 4.4.1. This explains the
slower rate in Example 4.4.2 compared to 4.4.1.

Finally in Example 4.4.3, when K* is the vertical segment joining (0, R) and (0, —R), it
is easy to see that F'(K*, z) = K* when z = (1,0). Here F(K*, 2) is not a singleton which
implies that hg«(2) is non-differentiable at z = (1,0). This is why one gets the slow rate
n~%3 for estimating hg-(6,/2) in Example 4.4.3.

4.5 Numerical results

In this section, we compare the performance of our estimators to other existing estimators for
both the pointwise estimation and set estimation problems. We shall refer to our estimator
h; (defined in (4.12)) as the local averaging estimator (LAE). The set estimator K (defined
in (4.14)) will be referred to as LAE with projection and the set estimator K’ (defined in
(4.16)) will be referred to as LAE with infinite projection.

Note that our estimators require knowledge of the noise level o (which we have assumed
to be known for our theoretical analysis). In practice, o is typically unknown and needs to
be estimated. Under the setting of the present chapter, o is easily estimable by using the
median of the consecutive differences. Let 6; = Yo; — Yo,_1, i =1, ..., [%J A simple robust
estimator of the noise level ¢ is the following median absolute deviation (MAD) estimator:

median;|d; — median;(J;)|
V20-1(0.75)

We use this estimate of o in our simulations.

~ 1.05 x median,|d; — median;(d;)]|. (4.48)

o=



CHAPTER 4. ADAPTIVE ESTIMATION OF PLANAR CONVEX SETS 63

Let us now briefly describe the other estimators to which our estimators will be com-
pared. The first of these is the least squares estimator [115] which we have already described
in this chapter. The other estimators come from Fisher et al. [52, Section 2] where the
authors propose four different estimators for K*. These are: (A) a second-order local lin-
ear method; (B) a second-order Nadaraya-Watson kernel method; (C) a third-order local
quadratic estimator, and (D) a fourth-order Nadaraya-Watson kernel method. As remarked
in [52, Section 3], their method (D) is always inferior to (C) (even when the smoothing
parameters for (D) were chosen optimally). Therefore, we only compare our estimators with
the first three methods from [52]. We shall denote these estimators by FHTW-A, FHTW-B
and FHTW-C respectively (FHTW is an acronym for the author names of [52]). In our
simulations, we allow these three estimators to have knowledge of the true noise level o.

In total therefore, we evaluate the performance of seven estimators in this section: three
estimators proposed in this chapter (LAE, LAE with projection and LAE with infinite pro-
jection), the least squares estimator (LSE) and the three estimators from [52] (FHTW-A,
FHTW-B and FHTW-C).

In the interest of space, we present simulation results here for only two cases: K* is (a)
the unit ball, and (b) the segment joining (0, —3) to (0,+3). Simulation results for other
choices of K* including square, ellipsoid and random polytope are given in the Section B.2.

4.5.1 Pointwise estimation

In this section, we evaluate the performances of the seven pointwise estimators hg«(6;) for
fixed 1 < i < n. We measure the performance of each estimator s by the mean squared error
(MSE) E-(h—hg-(6;))%. For every fixed n, we simulate 200 random ensembles according to
the model (4.2) and then approximate the expectation by the average of error (h— hg-(6;))2.
In simulations, o = 0.5 and n ranges over {20, 50, 100, 200, 300, 500}. We plot the risk as a
function of n.

Ball: We start with the case when K™ is a ball. Without loss of generality then, we can
assume that the ball is the standard unit ball whose support function always equals one. By
rotation invariance of the ball, it is enough to study the case when #; = 0. In the following
plot, we draw the mean squared errors of all the estimators against the sample size n.

From Figure 4.1, it is clear that the behaviors of LSE and both the LAFE projection
estimators (LAE with projection and LAE with infinite projection) are almost the same,
while the performance of LAE is quite comparable. When n is large, the performance of
LAEF is as good as that of LSE and the LAE projection estimators i.e., in this case, projecting
the LAFE onto the support function space is unnecessary. Here the LAFE, which only uses
local information, is quite similar to that of the LSE. Also note that the best performance
in this setting is achieved by the three FHTW estimators.
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ball case 8= 0

Figure 4.1: Point estimation error when K* is a ball

Segment: Our second example is when K* is the segment from (0, —3) to (0, +3) and we
study the MSE when 6; equal to 0,7/4,7/2 (in this example, the performance of various
estimators will vary with 6;). The support function of K* here equals 3| sin 6| (this function
is plotted in the first plot of Figure 4.2); the three choices of #; are indicated in this plot
in red. The mean squared errors of all estimators against n are plotted in the last three
subplots of Figure 4.2 for each of the three choices of 6;.

support function for segment segment case

Figure 4.2: Point estimation error when K* is a segment

Observe that similar to the case of the ball, the behaviors of LSE and both the LAFE
projection estimators are almost the same. The LAFE has comparable performance. An
interesting fact is that if one looks at the range of y-axis in the last three subplots of Figure
4.2, although the mean squared error is decreasing at each 6;, the rate of decay varies with
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0;. It may be noted that this phenomenon is predicted in our theoretical analysis because
the benchmark R, (K™*,6;) is adaptive to the structure of hg at 6.

Note that in this example, the FHTW estimators perform poorly unlike the case of the
ball. The reason is that in [52], the support function is assumed to be twice differentiable
and so is the fitted h. On the other hand, in this example, the true support function is
non-differentiable which explains their poor performance. Note that in contrast, our local
averaging estimator requires no assumptions on the local smoothness and as we have seen,
the estimator actually adapts to local smoothness.

Analogous plots for other choices of K* are given in Appendix B.2.1. These plots reveal
the same story as the previous two settings.

4.5.2 Set estimation

We now turn to set estimation. Recall that we proposed two estimators for set estimation:
the LAE with projection estimator K (defined in (4.14)) and the LAE with infinite projection
estimator K’ (defined in (4.16)). We compare these two estimators to the LSE and the
FHTW estimators from [52]. In our simulations, we found that FHTW-B works much
better compared to FHTW-A and FHTW-C, which can also be seen from the simulations
for point estimation above. So we only present the results for FHTW-B among all the three
FHTW estimators.

For a set of specific choices of K* and n, we compute the expected squared errors
Ex-Ls(K,K*) and Ex-L(K, K*) for each of the estimators, where L; and L are defined
in (4.3) and (4.7) respectively. Similar to the point estimation case, these two expectations
are approximated by the empirical average of 200 random ensembles according to the model
(4.2). For our LAFE projection estimators which require the value of o, we estimate o via
(4.48). For the FHTW-B estimator which also requires o, we take o to be its true value.

We plot Ex-L(K, K*) and Eg-L(K, K*) for each estimator K as a function of n. For
visualizing the set estimator, we picked an ensemble randomly from the 200 ensembles and
plotted each estimator. Note that for the LAE with infinite projection, as we mentioned
before, we take a finer uniform grid of points aq, ...,y on (—m,x] for a large value of M
and approximate the set by the intersection of M hyperplanes. In this case, M is set to be
1000.

Ball: Figure 4.3 presents the simulation results when K* is the unit ball. It shows that the
performance of the LAFE projection estimator is almost identical to the that of the LSE. The
three set estimators LSE, LAFE with projection and LAE with infinite projection all look alike
in the last subplot. Observe that for the LAFE with infinite projection estimator, there are
many more support lines compared to the LAFE with projection estimator. This is because
of the infinite nature of the projection that is used to define the LAFE with infinite projection
estimator. The best estimator in this example is the FHTW-B estimator because it captures
the geometry of K* exactly.
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Figure 4.3: Set estimation when K* is a ball

Segment : Our second example takes K* to be the segment from (0, —3) to (0,43). The
plots are given in Figure 4.4. Similar to the ball case, our LAE projection estimators are
comparable to that of the LSE. Note that the FHTW-B estimator which assumes smoothness
of the support function becomes quite off (much higher risk) in this case.

From both these figures (as well as other set estimation figures in [27]), it is clear that
both our set estimators (f( and K’ ) look quite similar and have near identical performance.

segment case LSE LAE projection

segment case LAE infinite projection FHTW-B

Figure 4.4: Set estimation when K™ is a segment
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4.6 Discussion

In this chapter, we study the problems of estimating both the support function at a point,
hx~«(0;), and the whole convex set K*. Data-driven adaptive estimators are constructed and
their optimality is established. For pointwise estimation, the quantity k. (i), which appears
in both the upper bound (4.17) and the lower bound (4.19), is related to the smoothness
of hg«(0) at 6§ = 6;. The construction of lAzl is based on local smoothing together with an
optimization algorithm for choosing the bandwidth. Smoothing methods for estimating the
support function have previously been studied by Fisher et al. [52]. Specifically, working
under certain smoothness assumptions on the true support function hg-(6), Fisher et al. [52]
estimated it using periodic versions of standard nonparametric regression techniques such
as local regression, kernel smoothing and splines. They evade the problem of bandwidth
selection however by assuming that the true support function is sufficiently smooth. Our
estimator comes with a data-driven method for choosing the bandwidth automatically and we
do not need any smoothness assumptions on the true convex set. The fact that our pointwise
estimator uses only local information (i.e., for computing fL,-, we only use information on Y;
corresponding to 6; near §;) is quite advantageous in that the computational complexity can
be substantially reduced by parallelizing the computation.

It was noted that the construction of our estimators K and K’ given in Section 4.2.2
does not involve any special treatment for polytopes; yet we obtain faster rates for poly-
topes. Such automatic adaptation to polytopes has been observed in other contexts: isotonic
regression where one gets automatic adaptation for piecewise constant monotone functions
(see Sabyasachi et al. [38]) and convex regression where one gets automatic adaptation for
piecewise affine convex functions (see Guntuboyina and Sen [75]).

Finally, we note that because 2 /(k,(i)+1) gives the optimal rate in pointwise estimation,
it can potentially be used as a benchmark to evaluate other estimators for hg-(6;) such as the
least squares estimator hyz (0;). From our simulations in Section 4.5, it seems that the least
squares estimator is also optimal in our strong sense for pointwise estimation. It is however
difficult to prove accuracy results for the least squares estimator for pointwise estimation.
The main difficulty comes from the fact that the least squares estimator is technically a
non-local estimator (meaning that hy (6;) can depend on the values of Y; for ¢; far from
;). This and the other fact that there is no closed form expression for the least squares
estimator makes it very hard to study its pointwise estimation properties. In the related
problem of convex function estimation, pointwise properties of the least squares estimator
have been studied in Groeneboom et al. [71]. But their results are asymptotic in nature and,
more importantly, they make certain smoothness assumptions on the true function. In the
generality considered in this chapter, studying the least squares estimator seems difficult; it
will probably require new techniques which are beyond the scope of this chapter. This is an
interesting topic for future research.
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4.7 Proofs of the main results

This section contains the proofs of the main theorems stated in Section 4.3. The proofs of
the corollaries of Subsection 4.3.1 are given in the Section B.1.4. Some technical lemmas are
required for the proofs given below. These lemmas are also given in the Section B.1.6.

Please note that because of space constraints, for the first three proofs given below (those
of Theorem 4.3.1, Theorem 4.3.2 and Theorem 4.3.3), we only give a few details here and
relegate the complete argument to the appendix.

4.7.1 Proof of Theorem 4.3.1

We provide the proof of Theorem 4.3.1 here. The proof uses three simple lemmas: Lemma
B.1.2, B.1.3 and B.1.4 which are stated and proved in the Section B.1.6. Due to space
constraints, we only provide the initial part of the proof here moving the rest to Section
B.1.1.

Fix i =1,...,n. Because h; = U, (i) (0i), we write
(b= o (8)) = 32 (000 — hae-(0)) 1 { i) = &}
ke

where I(-) denotes the indicator function. Taking expectations on both sides and using
Cauchy-Schwartz inequality, we obtain

Ey- (h ~ hge- (6, ) <y \/E U6 hK*(Gi))‘*\/]P’K* {/%(z') - k}

kel

The random variable Uy — hg+(0) is normally distributed and we know that EZ* < 3(EZ2)?
for every gaussian random variable Z. We therefore have

Ex- (h ~ e (6; > < V33 E(U(6 hK*(Qi))Q\/IPK* {/2;(@') - k:}

kel

Because E- Ui (6;) = Uy (6;) (defined in (4.9)), we have
E i (U (0;) — b (0;))% = (Us(0;) — hie- (6;))? + var(Ug(6;)).

Because L (6;) < hg+«(0;) < Ux(0;), it is clear that (A]k(ﬁi)—hK*(Qi) < Uk(0)—Li(0;) = Ax(6;).
Also, Lemma B.1.4 states that the variance of Uy, is at most o?/(k + 1). Putting these
together, we obtain

Ex (h — D (6, ) <v3Y <A2 k:(fl) \/IPK*{I%(i):k}.

kel




CHAPTER 4. ADAPTIVE ESTIMATION OF PLANAR CONVEX SETS 69

The proof of (4.17) will therefore be complete if we show that

2 2

> (Ai(ei) + /«U+ 1) \/]pK* {12;(2') = k:} < cm (4.49)

kel

for a universal positive constant C. The proof of this inequality is technical and we have
moved it to the Section B.1.1.

4.7.2 Proof of Theorem 4.3.2

This subsection is dedicated to the proof of Theorem 4.3.2. The proof is again long and we
have moved most of the Section B.1.2. The basic idea is presented below and is based on a
classical inequality due to Le Cam [90] which states that for every estimator h and compact,
convex set L*, the quantity

[ (1 00)” i (- 0) ]

is bounded from above by

1
27 (hi+ (0;) — hi=(6;))* (1 — || P+ — Py

V) - (4.50)

Here Py« is the product of the Gaussian probability measures with mean hp«(6;) and variance
o fori=1,...,n. Also ||P — Q|lrv denotes the total variation distance between P and Q.
For ease of notation, we assume, without loss of generality, that #; = 0. We also write
Ay, for Ag(6;) and k, for k. (i).
Suppose first that K* satisfies the following condition: There exists some o € (0,7/4)
such that
hi-(@) + hie (=) o

— hg«(0) > N

where n, denotes the number of integers ¢ for which —a < 2ir/n < «. This condition
will not be satisfied, for example, when K* is a singleton. We shall handle such K* later.
Observe that n, > 1 for all 0 < o < 7/4 because we can take i = 0.

Let us define, for each o € (0,7/4),

(hK*(a) + hge(—a) hi-(a) — hK*(—oz)) |

2 cos o ’ 2 sin a

4.51
2cos « ( )

ags(a) = (4.52)
and let L* = L*(«) be defined as the smallest convex set that contains both K* and the
point ag«(a). In other words, L* is the convex hull of K* U {ax~(a)}.

We now use Le Cam’s bound (4.50) with this choice of L*. Details are given in [27,
Subsection B.1.2].
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4.7.3 Proof of Theorem 4.3.3

Recall the definition of A in (4.13) and the definition of the estimator K in (4.14). The
first thing to note is that

h(6;) = h for every i = 1,...,n. 4.53
K 7

To see this, observe first that, because hP = (iLf ey fzﬁ ) is a valid support vector, there
exists a set K with hz(6;) = hF for every i. It is now trivial (from the definition of K) to
see that K C K which implies that hg ) > hiz(6;) = hE. On the other hand, the definition
of K immediately gives hz(6;) < hf.

The observation (4.53) immediately gives

. 1 <& .\ 2
ELy(K*, K) = Eg-— (h (6 _hP>
L (K", K) = Ex ; K= (0:) = h;

It will be convenient here to introduce the following notation. Let h}S denote the vector
(hg(01), ..., hg=(0,)). Also, for u,v € R", let £(u,v) denote the scaled Euclidean distance
defined by *(u,v) := Y"1, (u; — v;)*/n. With this notation, we have

Ex-Lp(K*, K) = Eg-02(hyes, h?). (4.54)
Recall that h” is the projection of h= (iLl, e ,Bn) onto H. Because H is a closed convex
subset of R™, it follows that (see, for example, [133])

?(h,h) > C(h,h") + (h,hT)  for every h € H.

In particular, with h = R3¢, we obtain £2(hi, hP) < £2(h¥, h). Combining this with (4.54),
we obtain

2
Ex-Li(K*, K) < Ex (R, ) = ZEK( hK*(9)> . (4.55)
In Theorem 4.3.1, we proved that
B (i — b (0))" < —C7 f 1
* ;T * ; < - .~ . ) — o e .
K ( i K(z)) S )+l or every 1 )

This implies that

. 7 Co? & 1

For inequality (4.32), it is therefore enough to prove that

Zk +1— {1+(R;/ﬁ>2/5}. (4.56)

Proving the above inequality is the main part of the proof of Theorem 4.3.3. Because of
space constraints, we have moved this proof to [27, Subsection B.1.5]. Our proof of (4.56)
is inspired by an argument due to Zhang [159, Proof of Theorem 2.1] in a very different
context.
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4.7.4 Proof of Theorem 4.3.4

Let us start with some notation. For every compact, convex set P and i = 1,...,n, let k2 (i)
denote the quantity k. (i) with K* replaced by P. More precisely,

‘ . 20
kP (i) .= Argmin (Akp(ﬁi) + ﬁ) (4.57)

where A (6;) is defined as in (4.40) with K* replaced by P. Lemma B.1.6 (stated and
proved in Section B.1.6 will be used crucially in the proof below. This lemma states that for
every i = 1,...,n, the risk Ex- (iLl — hg+(6;))* can be bounded from above by a combination
of k(i) and how well K* can be approximated by P. This result holds for every P. The
approximation of K* by P is measured in terms of the Hausdorff distance (defined in (4.35)).

We are now ready to prove Theorem 4.3.4. We first use inequality (4.55) from the proof
of Theorem 4.3.3 which states

Ex-L; (KK) < %iEK* (h - hK*(Gi)Y.
=1

An application of Lemma B.1.6, specifically inequality (B.47) for i = 1,...,n, now implies
the existence of a universal positive constant C' such that

. o2 & 1
. * < e - 2 *
Eg«Ly <K ,K) _C<n ;:1 P00 1+€H(K ,P))

for every compact, convex set P. By restricting P to be in the class of polytopes, we get

N 02 & 1
. * < : s 2 *
BrLy (K ’K> —Céré%(n Zkf(z’)+1+€H(K ’P))‘

=1

For the proof of (4.36), it is therefore enough to show that

- 1 en
————— < Cuvplog — for every P € P 4.58
where vp denotes the number of extreme points of P and C' is a universal positive constant.
Fix a polytope P with vp = k. Let the extreme points of P be zy,...,2,. Let Si,..., Sk
denote a partition of {6y,...,6,} into k nonempty sets such that for each j = 1,...,m, we

have
hp(8;) = zj(1) cosb; + z;(2)sinf;  for all §; € S;

where z; = (z;(1), z;(2)). For (4.58), it is enough to prove that

1
Z FOE] < C'log(en;) forevery j=1,...,k (4.59)
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where n; is the cardinality of S;. This is because we can write

k
Z G z:: Z CZlog en;) <Cklog?

:0;E€85; j=1

where we used the concavity of x — log(ex). We prove (4.59) below. Fix 1 < j < k. The
inequality is obvious if S} is a singleton because k(i) > 0. So suppose that n; = m > 2.
Without loss of generahty assume that S; = {0y41,...,0u+m} where 0 < u < n —m. The
definition of S; implies that

hp(8) = 2z;(1) cos§ + z;(2) sin 6 for all 0 € [Oui1, Ouim)-

We can therefore apply inequality (4.27) to claim the existence of a positive constant ¢ such
that
kP (i) > ¢ nmin (6; — Ourr, O — 0;) forallu+1<i<u+m.

The minimum with 7 in (4.27) is redundant here because 6,4, — 0,41 < 2m. Because
0; = 2mi/n — m, we get

kP(i) > 2memin (4 — u — 1,u +m — 1) forall u+1<i<u+m.
Therefore, there exists a universal constant C' such that

1 - 1 -
Z kf(i)—i—lSC;l—i—min(i—l,m—z = Z

i:eiESj

@lH

< C'log(em).

This proves (4.59) thereby completing the proof of Theorem 4.3.4.

4.7.5 Proof of Theorem 4.3.5

Recall the definition (4.16) of the estimator &’ and that of the interpolating function (4.15).
Following an argument similar to that used at the beginning of the proof of Theorem 4.3.3,
we observe that

. ™ 1+1 ~ 2
Ex-L(K*, K') < / E - (hK*(G) — i) do = Z / hK* 0) — h’(@)) do
(4.60)
. 2
Now fix 1 < i < mn, 6; < 0 < 0;11 and let u(f) = Eg- (hK*(G) —h’(ﬁ)) . Using the
expression (4.15) for 1/(0), we get that

sin(f;41 — 0) - sin(f — 0;) - 2
U( ) K ( K ( ) Sin(0i+1 — 91) Sin(0i+1 — Qz) 1
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We now write iLz = iLz — hg+(0;) 4+ h+(6;) and a similar expression for Biﬂ. The elementary
inequality (a+b+c)? < 3(a*+b?+c?) along with max (sin(0 — 6;),sin(6;41 — 0)) < sin(6;41 —
0;) then imply that

. 2 . 2
u(f) < 3B (hi . hK*(Hi)> + 3Eg- (hm _ hm(em)) + 352(6)

where
sin(0;41 — 6) sin(6 — 6;) B (Bs1)
Sin(9i+1 — 97,) Sin(0i+1 — 91) K

Therefore from (4.60) (remember that |0;11 — 6;| = 27/n), we deduce

b(0) := hg+(0) — hg(6;) —

Ex«L(K* K 12”21% (h —hK*(G»)>2+3/W v2(0)d.

—T

. 2
Now to bound )" | Ex- (hz- — hg~ (02)> , we can simply use the arguments from the proofs

of Theorems 4.3.3 and 4.3.4. Therefore, to complete the proof of Theorem 4.3.5, we only
need to show that
CR

1b(0)] < — for every 0 € (—m, 7] (4.61)
for some universal constant C. For this, we use the hypothesis that K* is contained in a ball
of radius R. Suppose that the center of the ball is (1, 23). Define K" := K* — {(z1,22)} :=
{(y1,92) — (x1,22) : (y1,92) € K*} and note that hg/(0) = hg-(0) — x1cos — xosinb.
It is then easy to see that b(f) is the same for both K* and K’. It is therefore enough
to prove (4.61) assuming that (zi,z2) = (0,0). In this case, it is straightforward to see
that |hg+(0)] < R for all § and also that hg« is Lipschitz with constant R. Now, because
max (sin(f — 6;),sin(0;11 — 0)) < sin(6;.1 —0;), it can be checked that |b(#)| is bounded from
above by

i+1

sin(f;41 — 0) sin(6 — ;) Z |hie+(6;) — hie=(0)]

sin(fi41 — 6;)  sin(6;4, — 8

-0 |1 -

Because hg+ is R-Lipschitz and bounded by R, it is clear that we only need to show

sin(@iﬂ — (9) _ Sin(e - (91) g
SiH(&H_l — 91) Sin(9i+1 - 02)

-
n

in order to prove (4.61). For this, write &« = 6,41 — 6 and f = 0 — 6; so that the above
expression becomes

<]l —cosa|+ |1 —cosf| < a

sin a 4 sin 3
sin(a + /)

This completes the proof of Theorem 4.3.5.
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Chapter 5

Early stopping for kernel boosting
algorithms

5.1 Introduction

While non-parametric models offer great flexibility, they can also lead to overfitting, and
thus poor generalization performance. For this reason, it is well-understood that procedures
for fitting non-parametric models must involve some form of regularization. When models
are fit via a form of empirical risk minimization, the most classical form of regularization
is based on adding some type of penalty to the objective function. An alternative form of
regularization is based on the principle of early stopping, in which an iterative algorithm is
run for a pre-specified number of steps, and terminated prior to convergence.

While the basic idea of early stopping is fairly old (e.g., [134, 4, 142]), recent years have
witnessed renewed interests in its properties, especially in the context of boosting algorithms
and neural network training (e.g., [114, 35]). Over the past decade, a line of work has
yielded some theoretical insight into early stopping, including works on classification error for
boosting algorithms [15, 53, 84, 101, 155, 160], L?-boosting algorithms for regression [26, 25],
and similar gradient algorithms in reproducing kernel Hilbert spaces (e.g. [33, 32, 141, 155,
116]). A number of these papers establish consistency results for particular forms of early
stopping, guaranteeing that the procedure outputs a function with statistical error that
converges to zero as the sample size increases. On the other hand, there are relatively few
results that actually establish rate optimality of an early stopping procedure, meaning that
the achieved error matches known statistical minimax lower bounds. To the best of our
knowledge, Biithlmann and Yu [26] were the first to prove optimality for early stopping of
L?-boosting as applied to spline classes, albeit with a rule that was not computable from
the data. Subsequent work by Raskutti et al. [116] refined this analysis of L?-boosting for
kernel classes and first established an important connection to the localized Rademacher
complexity; see also the related work [155, 123, 31] with rates for particular kernel classes.

More broadly, relative to our rich and detailed understanding of regularization via pe-
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nalization (e.g., see the books [76, 138, 136, 144] and papers [13, 88] for details), our under-
standing of early stopping regularization is not as well developed. Intuitively, early stopping
should depend on the same bias-variance tradeoffs that control estimators based on penal-
ization. In particular, for penalized estimators, it is now well-understood that complexity
measures such as the localized Gaussian width, or its Rademacher analogue, can be used to
characterize their achievable rates [13, 88, 136, 144]. Is such a general and sharp characteri-
zation also possible in the context of early stopping?

The main intention of this chapter is to answer this question in the affirmative for the early
stopping of boosting algorithms for a certain class of regression and classification problems
involving functions in reproducing kernel Hilbert spaces (RKHS). A standard way to obtain
a good estimator or classifier is through minimizing some penalized form of loss functions of
which the method of kernel ridge regression [143] is a popular choice. Instead, we consider
an iterative update involving the kernel that is derived from a greedy update. Borrowing
tools from empirical process theory, we are able to characterize the “size” of the effective
function space explored by taking 7" steps, and then to connect the resulting estimation error
naturally to the notion of localized Gaussian width defined with respect to this effective
function space. This leads to a principled analysis for a broad class of loss functions used in
practice, including the loss functions that underlie the L?-boost, LogitBoost and AdaBoost
algorithms, among other procedures.

The remainder of this chapter is organized as follows. In Section 5.2, we provide back-
ground on boosting methods and reproducing kernel Hilbert spaces, and then introduce the
updates studied in this chapter. Section 5.3 is devoted to statements of our main results,
followed by a discussion of their consequences for particular function classes in Section 5.4.
We provide simulations that confirm the practical effectiveness of our stopping rules, and
show close agreement with our theoretical predictions. In Section 5.6, we provide the proofs
of our main results, with certain more technical aspects deferred to the appendices.

5.2 Background and problem formulation

The goal of prediction is to learn a function that maps covariates x € X to responses y € .
In a regression problem, the responses are typically real-valued, whereas in a classification
problem, the responses take values in a finite set. In this chapter, we study both regression
(Y = R) and classification problems (e.g., Y = {—1,+1} in the binary case). Our primary
focus is on the case of fized design, in which we observe a collection of n pairs of the form
{(z4,Y;)}1, where each x; € X is a fixed covariate, whereas Y; € ) is a random response
drawn independently from a distribution Py/,, which depends on z;. Later in the chapter,
we also discuss the consequences of our results for the case of random design, where the
(X;,Y;) pairs are drawn in an i.i.d. fashion from the joint distribution P = P xPy|x for some
distribution Px on the covariates.

In this section, we provide some necessary background on a gradient-type algorithm which
is often referred to as boosting algorithm. We also discuss briefly about the reproducing kernel
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Hilbert spaces before turning to a precise formulation of the problem that is studied in this
chapter.

5.2.1 Boosting and early stopping

Consider a cost function ¢ : R x R — [0, 00), where the non-negative scalar ¢(y, #) denotes
the cost associated with predicting # when the true response is y. Some common examples
of loss functions ¢ that we consider in later sections include:

e the least-squares loss (y,0) : = 3(y — 6)* that underlies L*-boosting [26],

e the logistic regression loss ¢(y,0) = In(1 + e~¥?) that underlies the LogitBoost algo-
rithm [55, 56], and

e the exponential loss ¢(y,0) = exp(—yh) that underlies the AdaBoost algorithm [53].

The least-squares loss is typically used for regression problems (e.g., [26, 33, 32, 141, 155,
116]), whereas the latter two losses are frequently used in the setting of binary classification
(e.g., [53, 101, 56]).

We have set up the non-parametric estimation problem in our Section 2.2. To recall, we
define the population cost functional f — L(f) via

LU= Brp [ D0 0( £(2)]. 651)

Note that with the covariates {x;}, fixed, the functional £ is a non-random object. Given
some function space F, the optimal function™ minimizes the population cost functional—that
is

fr= argljpeigﬁ(f). (5.2)

As a standard example, when we adopt the least-squares loss ¢(y,0) = %(y — 0)?, the
population minimizer f* corresponds to the conditional expectation x — E[Y | z].

Since we do not have access to the population distribution of the responses however,
the computation of f* is impossible. Given our samples {Y;} ;, we consider instead some
procedure applied to the empirical loss

La(f) =5 D7 6% S (@), (5.3)

where the population expectation has been replaced by an empirical expectation. For
example, when L£,, corresponds to the log likelihood of the samples with ¢(Y;, f(z;)) =

*As clarified in the sequel, our assumptions guarantee uniqueness of f*.
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log[P(Y;; f(x;))], direct unconstrained minimization of £,, would yield the maximum likeli-
hood estimator.

It is well-known that direct minimization of £, over a sufficiently rich function class
F may lead to overfitting. There are various ways to mitigate this phenomenon, among
which the most classical method is to minimize the sum of the empirical loss with a penalty
regularization term. Adjusting the weight on the regularization term allows for trade-off
between fit to the data, and some form of regularity or smoothness in the fit. The behavior of
such penalized of regularized estimation methods is now quite well understood (for instance,
see the books [76, 138, 136, 144] and papers [13, 88] for more details).

In this chapter, we study a form of algorithmic reqularization, based on applying a
gradient-type algorithm to £, but then stopping it “early” —that is, after some fixed num-
ber of steps. Such methods are often referred to as boosting algorithms, since they in-
volve “boosting” or improve the fit of a function via a sequence of additive updates (see
e.g. [124, 53, 21, 20, 125]). Many boosting algorithms, among them AdaBoost [53], L*-
boosting [26] and LogitBoost [55, 56], can be understood as forms of functional gradient
methods [101, 56]; see the survey paper [25] for further background on boosting. The way
in which the number of steps is chosen is referred to as a stopping rule, and the overall
procedure is referred to as early stopping of a boosting algorithm.

Early stopping for LogitBoost: MSE vs iteration Early stopping for AdaBoost: MSE vs iteration
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Figure 5.1. Plots of the squared error | f* — f*[|2 = L3 | (f(x;) — f*(x;))? versus the
iteration number ¢ for (a) LogitBoost using a first-order Sobolev kernel (b) AdaBoost using
the same first-order Sobolev kernel K(z,z') = 1 + min(z,2’) which generates a class of
Lipschitz functions (splines of order one). Both plots correspond to a sample size n = 100.

In more detail, a broad class of boosting algorithms [101] generate a sequence { f'}:2, via
updates of the form

il =t — g with  ¢' o arg max (VL,(fY, d(x})), (5.4)

ldll7<1
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where the scalar {a!}2 is a sequence of step sizes chosen by the user, the constraint ||d|| < 1
defines the unit ball in a given function class F, VL, (f) € R™ denotes the gradient taken at
the vector (f(x1)7 ..., f(zn)), and (h, g) is the usual inner product between vectors h, g €
R". For non-decaying step sizes and a convex objective L,, running this procedure for an
infinite number of iterations will lead to a minimizer of the empirical loss, thus causing
overfitting. In order to illustrate this phenomenon, Figure 5.1 provides plots of the squared
error ||ff = f*|2 := 230 (ff(x) — f*(yci))2 versus the iteration number, for LogitBoost
in panel (a) and AdaBoost in panel (b). See Section 5.4.2 for more details on exactly how
these experiments were conducted.

In the plots in Figure 5.1, the dotted line indicates the minimum mean-squared error p?
over all iterates of that particular run of the algorithm. Both plots are qualitatively similar,
illustrating the existence of a “good” number of iterations to take, after which the MSE
greatly increases. Hence a natural problem is to decide at what iteration 7' to stop such that
the iterate f7 satisfies bounds of the form

L) —=L(f) 30 and |Iff = f12 202 (5.5)

with high probability. Here f(n) = g(n) indicates that f(n) < cg(n) for some universal
constant ¢ € (0,00). The main results of this part provide a stopping rule 7" for which
bounds of the form (5.5) do in fact hold with high probability over the randomness in the
observed responses.

5.2.2 Reproducing Kernel Hilbert Spaces

The analysis of this chapter focuses on algorithms with the update (5.4) when the function
class F is a reproducing kernel Hilbert space 7. Several important properties of this space
is summarized in our Section 2.2.2. To recall, a reproducing kernel Hilbert space ¢ (short
as RKHS), consisting of functions mapping a domain X to the real line R. Any RKHS is
defined by a bivariate symmetric kernel function K : X x X — R which is required to be
positive semidefinite, i.e. for any integer N > 1 and a collection of points {xj}éyzl in X, the
matrix [K(z;, z;)];; € RV*Y is positive semidefinite.

Throughout this chapter, we assume that the kernel function is uniformly bounded, mean-
ing that there is a constant L such that sup,.y K(z,2) < L. Such a boundedness condition
holds for many kernels used in practice, including the Gaussian, Laplacian, Sobolev, other
types of spline kernels, as well as any trace class kernel with trigonometric eigenfunctions.
By rescaling the kernel as necessary, we may assume without loss of generality that L = 1.
As a consequence, for any function f such that || f||.» < r, we have by the reproducing
relation (2.13) that

[ flloe = SliP(f, K-, 2)) e < || flle Slip K (-, )]0 <7

Given samples {(z;,v;)}",, by the representer theorem [86], it is sufficient to restrict
ourselves to the linear subspace ¢, = span{K(-,z;)}!,, for which all f € ., can be
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expressed as

f ==Y wK(,z) (5.6)

for some coefficient vector w € R™. Among those functions which achieve the infimum in
expression (5.1), let us define f* as the one with the minimum Hilbert norm. This definition
is equivalent to restricting f* to be in the linear subspace J7,.

5.2.3 Boosting in kernel spaces

For a finite number of covariates x; from ¢ = 1...n, let us define the normalized kernel
matriz K € R™™ with entries K;; = K(z;,%;)/n. Since we can restrict the minimization of
L, and L from S to the subspace 4%, w.l.0.g., using expression (5.6) we can then write the
function value vectors f(z7) := (f(x1),..., f(z,)) as f(2}) = /nKw. As there is a one-to-
one correspondence between the n-dimensional vectors f(z}) € R™ and the corresponding
function f € 77, in ¢ by the representer theorem, minimization of an empirical loss in the
subspace 77, essentially becomes the n-dimensional problem of fitting a response vector y
over the set range(K). In the sequel, all updates will thus be performed on the function
value vectors f(z7).

With a change of variable d(z%) = \/nv'Kz we then have

f(2") :=arg max ¢ Tt)) = \/EKVEn(ft)
d(ai) : = arg il e <1 VEn(F), diet) VVLL(FOEVL.(fT)

derange(K)

In this chapter, we study the choice g' = (VL,(f"), d'(z}))d" in the boosting update (5.4),
so that the function value iterates take the form

FHH ) = f1@)) — anK VL (f"), (5.7)

where o > 0 is a constant stepsize choice. Choosing f%(z]) = 0 ensures that all iterates
f(«7) remain in the range space of K.
In this chapter, we consider the following three error measures for an estimator f:

L(E,) mom: T = £ = 37 (Fle) — £@)”
=1
2

L*(Px) norm:  ||f = f[3 : = B(f(X) = f*(X))",
Excess risk:  £(f) — L(f*),

where the expectation in the L?(Px)-norm is taken over random covariates X which are
independent of the samples (X;,Y;) used to form the estimate f. Our goal is to propose
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a stopping time T such that the averaged function f = %ZL ft satisfies bounds of the
type (5.5). We begin our analysis by focusing on the empirical L*(IP,) error, but as we will
see in Corollary 3, bounds on the empirical error are easily transformed to bounds on the
population L*(Py) error. Importantly, we exhibit such bounds with a statistical error term
0, that is specified by the localized Gaussian complezity of the kernel class.

5.3 Main results

We now turn to the statement of our main results, beginning with the introduction of some
regularity assumptions.

5.3.1 Assumptions

Recall from our earlier set-up that we differentiate between the empirical loss function £,
in expression (5.3), and the population loss £ in expression (5.1). Apart from assuming
differentiability of both functions, all of our remaining conditions are imposed on the popu-
lation loss. Such conditions at the population level are weaker than their analogues at the
empirical level.

For a given radius r > 0, let us define the Hilbert ball around the optimal function f* as

By (f*,r) :={f € NIf = fllow <7} (5-8)

Our analysis makes particular use of this ball defined for the radius C%, : = 2max{|| f*||%,, 32,02}
where the effective noise level ¢ is defined in the sequel.

We assume that the population loss is m-strongly convex and M-smooth over B, (f*,2C ),
meaning that the

m-M-condition: | 9|2 < £(f) ~ £(9)~(VL(g), F(af) — glaf)) < T If ~ ol

holds for all f,g € B (f*,2C ) and all design points {z;} ;. In addition, we assume
that the function ¢ is M-Lipschitz in its second argument over the interval 6 € [m[u]l fr(x)—
i€[n

2Cp, m%n]c [*(z;)+2C ). To be clear, here VL(g) denotes the vector in R™ obtained by taking
i€n

the gradient of £ with respect to the vector g(x7). It can be verified by a straightforward
computation that when £ is induced by the least-squares cost ¢(y, ) = %(y —0)2, the m-
M-condition holds for m = M = 1. The logistic and exponential loss satisfy this condition
(see supp. material), where it is key that we have imposed the condition only locally on the
ball B, (f*,2C ).

In addition to the least-squares cost, our theory also applies to losses £ induced by scalar
functions ¢ that satisfy the

0¢(y,0)
00

< B, forall feB,,(f*2C,,)andyc).
O=Ff(w:)

¢'-boundedness:  max

i=1,...,n
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This condition holds with B = 1 for the logistic loss for all ), and B = exp(2.5C ) for the
exponential loss for binary classification with ) = {—1,1}, using our kernel boundedness
condition. Note that whenever this condition holds with some finite B, we can always rescale
the scalar loss ¢ by 1/B so that it holds with B = 1, and we do so in order to simplify the
statement of our results.

5.3.2 Upper bound in terms of localized Gaussian width

Our upper bounds involve a complexity measure known as the localized Gaussian width. In
general, Gaussian widths are widely used to obtain risk bounds for least-squares and other
types of M-estimators. In our case, we consider Gaussian complexities for “localized” sets
of the form

E0. 1) i ={f =g If =gllw <1, If = glln <6} (5.9)
with f, g € 7. The Gaussian complexity localized at scale § is given by
1 n
Gn(&n(0,1)) 1= E[ sup — wig(zi)}, (5.10)
( ) g€E(8,1) TV ;
where (wy, ..., w,) denotes an i.i.d. sequence of standard Gaussian variables.

An essential quantity in our theory is specified by a certain fixed point equation that is
now standard in empirical process theory [136, 13, 88, 116]. Let us define the effective noise
level

min {t | max E[e(i/ @)/ < oo} for L.S.

o= 1,...,n (511)
4(2M +1)(142C,) for ¢’-bounded losses.
The critical radius 9, is the smallest positive scalar such that
1

) o
We note that past work on localized Rademacher and Gaussian complexity [105, 13] guar-

antees that there exists a unique d,, > 0 that satisfies this condition, so that our definition
is sensible.

5.3.2.1 Upper bounds on excess risk and empirical L*(P,)-error

With this set-up, we are now equipped to state our main theorem. It provides high-
probability bounds on the excess risk and L?(P,)-error of the estimator f7 := %Zle ft
defined by averaging the T iterates of the algorithm. It applies to both the least-squares
cost function, and more generally, to any loss function satisfying the m-M-condition and the
¢'-boundedness condition.
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Theorem 1. Suppose that the sample size n large enough such that 6,, < %, and we compute
the sequence {f'}22, using the update (5.7) with initialization f° = 0 and any step size
o € (0,min{5;, M}|. Then for any iteration T € {O, 1,... Lﬁj}, the averaged function
estimate fT satisfies the bounds

- 1 62
T
_ < — 4+ :
(7Y = £(f*) OM(amT + m2) and (5.13a)
1 62
2
< .
177 = I < O( =+ 5). (5.13b)
where both inequalities hold with probability at least 1 — ¢; exp(— Ogm LH ).

We prove Theorem 1 in Section 5.6.1.

A few comments about the constants in our statement: in all cases, constants of the form
c; are universal, whereas the capital C; may depend on parameters of the joint distribution
and population loss £. In Theorem 1, we have the explicit value Cy = { 7;—22, 1} and C? is
proportional to the quantity 2max{|f*||%,, 32, 0?}. While inequalities (5.13a) and (5.13b)
are stated as high probability results, similar bounds for expected loss (over the response y;,
with the design fixed) can be obtained by a simple integration argument.

In order to gain intuition for the Claims in the theorem, note that apart from factors
depending on (m, M), the first term —-= dominates the second term 25 whenever T < 1/62.
Consequently, up to this point, takmg further iterations reduces the upper bound on the
error. This reduction continues until we have taken of the order 1/6% many steps, at which
point the upper bound is of the order §2.

More precisely, suppose that we perform the updates with step size a = 7}; then, after a
total number of 7 : 1 many iterations, the extension of Theorem 1 to expectations

~ 52 max{8,M} ’
guarantees that the mean squared error is bounded as

2

[ * / 571
E|lf7 =Sl < C 5, (5.14)

where C” is another constant depending on C',». Here we have used the fact that M > m in
simplifying the expression. It is worth noting that guarantee (5.14) matches the best known
upper bounds for kernel ridge regression (KRR)—indeed, this must be the case, since a sharp
analysis of KRR is based on the same notion of localized Gaussian complexity (e.g. [12, 13])

Thus, our results establish a strong parallel between the algorithmic reqularization of
early stopping, and the penalized reqularization of kernel ridge regression. Moreover, as will
be clarified in Section 5.3.3, under suitable regularity conditions on the RKHS, the critical
squared radius 62 also acts as a lower bound for the expected risk, meaning that our upper
bounds are not improvable in general.

Note that the critical radius 62 only depends on our observations {(z;, y;)}, through the
solution of inequality (5.12). In many cases, it is possible to compute and/or upper bound
this critical radius, so that a concrete and valid stopping rule can indeed by calculated in
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advance. In Section 5.4, we provide a number of settings in which this can be done in terms
of the eigenvalues {y;}7_; of the normalized kernel matrix.

5.3.2.2 Consequences for random design regression

Thus far, our analysis has focused purely on the case of fixed design, in which the sequence
of covariates {z;}, is viewed as fixed. If we instead view the covariates as being sampled
in an i.i.d. manner from some distribution Px over X, then the empirical error H]?— 12 =
%Z?zl (f(xz) — f* (xl))2 of a given estimate ]/C\is a random quantity, and it is interesting to
relate it to the squared population L2(Px)-norm | f — f*|2 = E[(f(X) — f*(X))?].

In order to state an upper bound on this error, we introduce a population analogue of
the critical radius d,,, which we denote by 4,,. Consider the set

6. :={s—g | fe . If gl <1, I —gllo < 6}. (5.15)

It is analogous to the previously defined set £(d,1), except that the empirical norm || - ||,
has been replaced by the population version. The population Gaussian complexity localized
at scale ¢ is given by

Gn(E(6,1)) : = Ew,X[ sup %Zwig(Xi)}, (5.16)

ge€&(6,1) =1

where {w;}"_; are an ii.d. sequence of standard normal variates, and {X;}; is a second
ii.d. sequence, independent of the normal variates, drawn according to Px. Finally, the
population critical radius 9, is defined by equation (5.10), in which G, is replaced by G,.

Corollary 3. In addition to the conditions of Theorem 1, suppose that the sequence {(X;,Y;)}r,
of covariate-response pairs are drawn i.i.d. from some joint distribution P, and we compute
the boosting updates with step size a € (0, min{<;, M}] and initialization f© = 0. Then the
averaged function estimate f at time T := | satisfies the bound

+J
62 max{8,M}
Ex(f7(X) - f(X))* = |f7 - f*|2 <&

m2né2
52

with probability at least 1 — ¢1 exp(—Cy

) over the random samples.

The proof of Corollary 3 follows directly from standard empirical process theory bounds [13,
116] on the difference between empirical risk ||f7 — f*||> and population risk | f* — f*|2.
In particular, it can be shown that || - ||2 and || - ||, norms differ only by a factor proportion
to 8,. Furthermore, one can show that the empirical critical quantity 6, is bounded by the
population &,. By combining both arguments the corollary follows. We refer the reader to
the papers [13, 116] for further details on such equivalences.
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It is worth comparing this guarantee with the past work of Raskutti et al. [116], who
analyzed the kernel boosting iterates of the form (5.7), but with attention restricted to the
special case of the least-squares loss. Their analysis was based on first decomposing the
squared error into bias and variance terms, then carefully relating the combination of these
terms to a particular bound on the localized Gaussian complexity (see equation (5.17) below).
In contrast, our theory more directly analyzes the effective function class that is explored
by taking T steps, so that the localized Gaussian width (5.10) appears more naturally. In
addition, our analysis applies to a broader class of loss functions.

In the case of reproducing kernel Hilbert spaces, it is possible to sandwich the localized
Gaussian complexity by a function of the eigenvalues of the kernel matrix. Mendelson [105]
provides this argument in the case of the localized Rademacher complexity, but similar
arguments apply to the localized Gaussian complexity. Letting p1 > po > --- > p,, > 0
denote the ordered eigenvalues of the normalized kernel matrix K, define the function

R(0) = % Zmin{(SQ,,uj}. (5.17)

Up to a universal constant, this function is an upper bound on the Gaussian width G, (S (0, 1))
for all 6 > 0, and up to another universal constant, it is also a lower bound for all § > \/iﬁ

5.3.3 Achieving minimax lower bounds

In this section, we show that the upper bound (5.14) matches known minimax lower bounds
on the error, so that our results are unimprovable in general. We establish this result for
the class of regular kernels, as previously defined by Yang et al. [154], which includes the
Gaussian and Sobolev kernels as special cases.

The class of regular kernels is defined as follows. Let py > ps > -+ > p, > 0 denote
the ordered eigenvalues of the normalized kernel matrix K, and define the quantity d,, : =
argminj—y _,{p; < (52} A kernel is called regular whenever there is a universal constant ¢
such that the tail sum satisfies Z;: a1 Mg < cd,0%. In words, the tail sum of the eigenvalues
for regular kernels is roughly on the same or smaller scale as the sum of the eigenvalues bigger
than 42.

For such kernels and under the Gaussian observation model (Y; ~ N(f*(x;),0?)), Yang
et al. [154] prove a minimax lower bound involving §,. In particular, they show that the
minimax risk over the unit ball of the Hilbert space is lower bounded as

inf sup E|f — f72 > el (5.18)

oAl lle<t

Comparing the lower bound (5.18) with upper bound (5.14) for our estimator f7 stopped
after O(1/62) many steps, it follows that the bounds proven in Theorem 1 are unimprovable
apart from constant factors.
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We now state a generalization of this minimax lower bound, one which applies to a
sub-class of generalized linear models, or GLM for short. In these models, the conditional
distribution of the observed vector Y = (Y7,...,Y},) given (f*(acl), . f*(xn)) takes the
form

H[ vi) exp zf*(xl) — <I>(f>'<(3m)))}7 (5.19)

=1 S(U)

where s(o) is a known scale factor and @ : R — R is the cumulant function of the generalized
linear model. As some concrete examples:

e The linear Gaussian model is recovered by setting s(o) = % and ®(t) = t2/2.

e The logistic model for binary responses y € {—1, 1} is recovered by setting s(o) = 1
and ®(t) = log(1 + exp(t)).

Our minimax lower bound applies to the class of GLMs for which the cumulant func-
tion ® is differentiable and has uniformly bounded second derivative |®”| < L. This class
includes the linear, logistic, multinomial families, among others, but excludes (for instance)
the Poisson family. Under this condition, we have the following:

Corollary 4. Suppose that we are given i.i.d. samples {y;}?_, from a GLM (5.19) for some
function f* in a regular kernel class with ||f*||.» < 1. Then running T : Lmj

iterations with step size o € (0, min{5;, M}] and f° = 0 yields an estimate T such that

EIIfT—f*Hixirf;f sup  E|f — /2. (5.20)

[If* 1l <1

Here f(n) < g(n) means f(n) = cg(n) up to a universal constant ¢ € (0,00). As always,
in the minimax claim (5.20), the infimum is taken over all measurable functions of the input
data and the expectation is taken over the randomness of the response variables {Y;}! ;.
Since we know that E||fT — f*|> 2 62, the way to prove bound (5.20) is by establishing

inf zsupy p <1 Ellf — f*I|5 % 97. See Section 5.6.2 for the proof of this result.
At a high level, the statement in Corollary 4 shows that early stopping prevents us from
overfitting to the data; in particular, using the stopping time T yields an estimate that

attains the optimal balance between bias and variance.

5.4 Consequences for various kernel classes

In this section, we apply Theorem 1 to derive some concrete rates for different kernel spaces
and then illustrate them with some numerical experiments. It is known that the complexity
of an RKHS in association with a distribution over the covariates Px can be characterized
by the decay rate (2.14) of the eigenvalues of the kernel function. In the finite sample
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setting, the analogous quantities are the eigenvalues {y;}7_, of the normalized kernel matrix
K. The representation power of a kernel class is directly correlated with the eigen-decay:
the faster the decay, the smaller the function class. When the covariates are drawn from
the distribution Py, empirical process theory guarantees that the empirical and population
eigenvalues are close.

5.4.1 Theoretical predictions as a function of decay
In this section, let us consider two broad types of eigen-decay:

e v-exponential decay: For some v > 0, the kernel matrix eigenvalues satisfy a decay
condition of the form p; < ¢y exp(—cqj”), where ¢, co are universal constants. Ex-
amples of kernels in this class include the Gaussian kernel, which for the Lebesgue
measure satisfies such a bound with v = 2 (real line) or 7 = 1 (compact domain).

e (-polynomial decay: For some § > 1/2, the kernel matrix eigenvalues satisfy a
decay condition of the form p; < ¢;572%, where ¢; is a universal constant. Examples
of kernels in this class include the k''-order Sobolev spaces for some fixed integer
k > 1 with Lebesgue measure on a bounded domain. We consider Sobolev spaces that
consist of functions that have k*-order weak derivatives f*) being Lebesgue integrable
and f(0) = fM(0) = --- = f*=D(0) = 0. For such classes, the B-polynomial decay
condition holds with g = k.

Given eigendecay conditions of these types, it is possible to compute an upper bound on
the critical radius 6,,. In particular, using the fact that the function R from equation (5.17) is
an upper bound on the function G, (5 (0, 1)), we can show that for y-exponentially decaying

_ 28
kernels, we have 62 < ( , whereas for 3-polynomial kernels, we have 6> < n” 2+ up to
universal constants. Combining with our Theorem 1, we obtain the following result:

logn)t/v
n

Corollary 5 (Bounds based on eigendecay). Under the conditions of Theorem 1:
(a) For kernels with ~y-exponential eigen-decay, we have

. log"" n
Ellf"—flh <c

at T = logl%n steps. (5.21a)

(b) For kernels with B-polynomial eigen-decay, we have

E||f7 = |7 < en 2/@BHD gt T =< 2/ 6+1) steps. (5.21b)

See Section 5.6.3 for the proof of Corollary 5.
In particular, these bounds hold for LogitBoost and AdaBoost. We note that similar
bounds can also be derived with regard to risk in L*(P,) norm as well as the excess risk

L(fT) = L(f).
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To the best of our knowledge, this result is the first to show non-asymptotic and optimal
statistical rates for the || - ||>-error when early stopping LogitBoost or AdaBoost with an
explicit dependence of the stopping rule on n. Our results also yield similar guarantees for
L2-boosting, as has been established in past work [116]. Note that we can observe a similar
trade-off between computational efficiency and statistical accuracy as in the case of kernel
least-squares regression [155, 116]: although larger kernel classes (e.g. Sobolev classes) yield
higher estimation errors, boosting updates reach the optimum faster than for a smaller kernel
class (e.g. Gaussian kernels).

5.4.2 Numerical experiments

We now describe some numerical experiments that provide illustrative confirmations of our
theoretical predictions. While we have applied our methods to various kernel classes, in
this section, we present numerical results for the first-order Sobolev kernel as two typical
examples for exponential and polynomial eigen-decay kernel classes.

Let us start with the first-order Sobolev space of Lipschitz functions on the unit interval
[0,1]. This function space is defined by the kernel K(x,2’) = 1 + min(z, '), and with the
design points {z;}, set equidistantly over [0,1]. Note that the equidistant design yields
[-polynomial decay of the eigenvalues of K with § = 1 as in the case when x; are drawn i.i.d.
from the uniform measure on [0,1]. Consequently we have that 62 =< n=2/3. Accordingly,
our theory predicts that the stopping time T' = (cn)??® should lead to an estimate f7 such
that || /7 — [ 3 02

In our experiments for L?-Boost, we sampled Y; according to Y; = f*(z;) + w; with
w; ~ N(0,0.5), which corresponds to the probability distribution P(Y | z;) = N(f*(z;);0.5),
where f*(z) = |z — 3| — 1 is defined on the unit interval [0, 1]. By construction, the function

f* belongs to the first-order Sobolev space with || f*||» = 1. For LogitBoost, we sampled Y;
exp(f*(z))
Lt+exp(f*(x))
f% =0, and ran the updates (5.7) for L>-Boost and LogitBoost with the constant step size

a = 0.75. We compared various stopping rules to the oracle gold standard G, meaning the
procedure that examines all iterates { f*}, and chooses the stopping time G = arg min;> || f*—
f*|I? that yields the minimum prediction error. Of course, this procedure is unimplementable
in practice, but it serves as a convenient lower bound with which to compare.

Figure 5.2 shows plots of the mean-squared error ||f7 — f*||? over the sample size n
averaged over 40 trials, for the gold standard 7' = G and stopping rules based on T' = (7n)"
for different choices of k. Error bars correspond to the standard errors computed from our
simulations. Panel (a) shows the behavior for L2-boosting, whereas panel (b) shows the
behavior for LogitBoost.

Note that both plots are qualitatively similar and that the theoretically derived stopping
rule ' = (7n)" with £* = 2/3 = 0.67, while slightly worse than the Gold standard, tracks
its performance closely. We also performed simulations for some “bad” stopping rules, in
particular for an exponent k not equal to k* = 2/3, indicated by the green and black curves.

according to Bin(p(z;),5) where p(x) = . In all cases, we fixed the initialization
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Figure 5.2. The mean-squared errors for the stopped iterates f? at the Gold standard,
i.e. iterate with the minimum error among all unstopped updates (blue) and at T' = (7n)"
(with the theoretically optimal x = 0.67 in red, x = 0.33 in black and x = 1 in green) for
(a) L2-Boost and (b) LogitBoost.
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Figure 5.3. Logarithmic plots of the mean-squared errors at the Gold standard in blue
and at T'= (7n)" (with the theoretically optimal rule for x = 0.67 in red, x = 0.33 in black
and x = 1 in green) for (a) L?-Boost and (b) LogitBoost.

In the log scale plots in Figure 5.3 we can clearly see that for k € {0.33,1} the performance
is indeed much worse, with the difference in slope even suggesting a different scaling of
the error with the number of observations n. Recalling our discussion for Figure 5.1, this

phenomenon likely occurs due to underfitting and overfitting effects. These qualitative shifts
are consistent with our theory.
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5.5 Discussion

In this chapter, we have proven non-asymptotic bounds for early stopping of kernel boosting
for a relatively broad class of loss functions. These bounds allowed us to propose simple
stopping rules which, for the class of regular kernel functions [154], yield minimax optimal
rates of estimation. Although the connection between early stopping and regularization
has long been studied and explored in the theoretical literature and applications alike, to
the best of our knowledge, these results are the first one to establish a general relationship
between the statistical optimality of stopped iterates and the localized Gaussian complexity.
This connection is important, because this localized Gaussian complexity measure, as well
as its Rademacher analogue, are now well-understood to play a central role in controlling
the behavior of estimators based on regularization [136, 13, 88, 144].

There are various open questions suggested by our results. The stopping rules in this
chapter depend on the eigenvalues of the empirical kernel matrix; for this reason, they
are data-dependent and computable given the data. However, in practice, it would be
desirable to avoid the cost of computing all the empirical eigenvalues. Can fast approximation
techniques for kernels be used to approximately compute our optimal stopping rules? Second,
our current theoretical results apply to the averaged estimator f7. We strongly suspect that
the same results apply to the stopped estimator f7, but some new ingredients are required
to extend our proofs.

5.6 Proof of main results

In this section, we present the proofs of our main results. The technical details are deferred
to Appendix C.

In the following, recalling the discussion in Section 5.2.3, we denote the vector of function
values of a function f € J# evaluated at (x1,x9,...,2,) as by 1= f(27) = (f(21), f(2z2), ... f(z,)) €
R", where we omit the subscript f when it is clear from the context. As mentioned in the
main text, updates on the function value vectors 6 € R™ correspond uniquely to updates of
the functions f* € 2. In the following we repeatedly abuse notation by defining the Hilbert
norm and empirical norm on vectors in A € range(K) as

1 1
A = S ATKTA and A2 = A3

where KT is the pseudoinverse of K. We also use B (0,r) to denote the ball with respect
to the || - || z-norm in range(K).

5.6.1 Proof of Theorem 1

The proof of our main theorem is based on a sequence of lemmas, all of which are stated
with the assumptions of Theorem 1 in force. The first lemma establishes a bound on the
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empirical norm ||-||,, of the error A1 : = 1 — §* provided that its Hilbert norm is suitably
controlled.

Lemma 1. For any stepsize a € (0, ﬁ] and any iteration t we have
1

Tare <
2 20

{IAY12 = A2+ (VL@ + A" = VL, (0" + A, AY).
See Section C.1 for the proof of this claim.

The second term on the right-hand side of the bound (5.22) involves the difference between
the population and empirical gradient operators. Since this difference is being evaluated at
the random points A! and A'™! the following lemma establishes a form of uniform control
on this term.

Let us define the set

S ::{A,S’e R™ | ||All» > 1, and A, § € B (0, za%p)}, (5.22)

and consider the uniform bound

(VLO +6) = VL(0"+9), A) <20,]|All
+262|| Al + CT||A||i for all A, 4 € S. (5.23)
3
Lemma 2. Let € be the event that bound (5.23) holds. There are universal constants (c1, ¢2)

2,52

such that PI€] > 1 — ¢ exp(—cgmo_’f").

See Section C.2 for the proof of Lemma 2.

Note that Lemma 1 applies only to error iterates with a bounded Hilbert norm. Our last
lemma provides this control for some number of iterations:

Lemma 3. There are constants (Cy,Cs) independent of n such that for any step size o €
(0, min{ M, %}}, we have

1A < Cor Jor all iterations t < g7 (5.24)

with probability at least 1 — Cy exp(—Cynd?), where Cy = max{?—;, 1}.
See Section C.3 for the proof of this lemma which also uses Lemma 2.

Taking these lemmas as given, we now complete the proof of the theorem. We first
condition on the event £ from Lemma 2, so that we may apply the bound (5.23). We then
fix some iterate ¢ such that ¢ < sirsz — 1, and condition on the event that the bound (5.24) in
Lemma 3 holds, so that we are guaranteed that ||A*!]|,,» < Cx. We then split the analysis
into two cases:
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Case 1 First, suppose that ||[A*Y||,, < 6,C . In this case, inequality (5.13b) holds directly.

Case 2 Otherwise, we may assume that |A™|, > §,[|A™||». Applying the bound (5.23)
with the choice (5, A) = (A, A*1) yields

(VL + %) = VL6 + A", A1) 45,4, + =2 (5.25)
3

Substituting inequality (5.25) back into equation (5.22) yields
1

m
AT <
2 2x

m
{18 — 1A 2§+ 4, |A 1+ A,

Re-arranging terms yields the bound

yml AT < D'+ 40, | AT, (5.26)

where we have introduced the shorthand notation D! : = %{HA%

_ 1 1
aS’}/—E—a

Equation (5.26) defines a quadratic inequality with respect to ||A**!]|,,; solving it and
making use of the inequality (a + b)? < 2a® + 2b? yields the bound

2, — ||At+1||3ia}, as well

52 2D?
A2 < Dy 2 (5.27)
v2m ym
for some universal constant c¢. By telescoping inequality (5.27), we find that
T T
1 co? 1 2D¢
= AP < o 0y T 5.28
T;II | _72m2+Tt:17m (5.28)
ch? 1
1A%N% — 1AT11%). (5.29)

—v2m?2  aymT

By Jensen’s inequality, we have
1 o 1 o
177 = PR = A2 < = S I,
t=1 t=1

so that inequality (5.13b) follows from the bound (5.28).
On the other hand, by the smoothness assumption, we have

L)~ £ < I = 72,

from which inequality (5.13a) follows.
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5.6.2 Proof of Corollary 4

Similar to the proof of Theorem 1 in Yang et al. [154], a generalization can be shown using a
standard argument of Fanos inequality. By definition of the transformed parameter § = DU«
with K = UTDU, we have for any estimator f = \/nUT6 that ||f — f*2 = |60 — 6|12
Therefore our goal is to lower bound the Euclidean error ||§ — 6*||5 of any estimator of 6*.
Borrowing Lemma 4 in Yang et al. [154], there exists §/2-packing of the set B = {# € R™ |
|D~1/20||y < 1} of cardinality M = e%/%* with d,, : = arg min;—; ,{u; < 62}. This is done
through packing the following subset of B

n 2

5(5)::{0€R" | Zﬁgmg}

Let us denote the packing set by {6',...,0M}. Since § € £(d), by simple calculation, we
have [|0|s < 4.

By considering the random ensemble of regression problem in which we first draw at
index Z at random from the index set [M] and then condition on Z = z, we observe n i.i.d
samples 47" := {y1,...,yn} from Py-, Fano’s inequality implies that

~ 52 I(y?; Z) + log 2
PO — 0%, > —) > 1 — 2L .
10—l > %) = oy

where I(y}; Z) is the mutual information between the samples Y and the random index Z.

So it is only left for us to control the mutual information I(y7; Z). Using the mixture
representation, P = % Zf\il Py: and the convexity of the KullbackLeibler divergence, we
have

M
_ 1
I(ys 2 E [Pgs, Pllkr < 2 E 1P, Posllxr-
: Zv]

We now claim that

nL|6 — 0[5
s(o)

Since each [|67||2 < 4, triangle inequality yields ||6; — 6,2 < 26 for all i # j. It is therefore

guaranteed that

IPo(y), Por(y)llkr < (5.30)

AnLo?
s(o)

Therefore, similar to Yang et al. [154], following by the fact that the kernel is regular and

Iy Z) <

hence s(o)d,, > cnd?, any estimator f has prediction error lower bounded as

sup  E|f = |5 = ady.

£+l <1

Corollary 4 thus follows using the upper bound in Theorem 1.
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Proof of inequality (5.30) Direct calculations of the KL-divergence yield

P, o)l = / 1og<§g,<(yy>)>m< )dy

Z(I) ulv (I)(\/ﬁ<ulv 9))

/Z yz Uy, 0 — 0 Pﬁdy (531)

To further control the right hand side of expression (5.31), we concentrate on expressing
370 yiwPydy differently. Leibniz’s rule allow us to inter-change the order of integral and
derivative, so that

P,
/@dy = — [ Pydy =0. (5.32)

Observe that

dP9 = /Pg ZUZ Vi Vn{u;, 0')))dy

so that equality (5.32) yields

/ZyzuzPQdy - Z uz U,Z, )

Combining the above inequality with expression (5.31), the KL divergence between two
generalized linear models Py, Py can thus be written as

IPo(y), Por(y)xe = Z(I) n(u;, 0)) — ®(vn{uy, 6))
—\/ﬂ“z‘v 9' - 9><I”(\/ﬁ<ui7 0)). (5.33)
Together with the fact that

B(v/n(us, 8)) — (V/nus, 8)) — Vilus, 0 — 6 (vilus, 6))]
<nL|o o3

which follows by assumption on ® having a uniformly bounded second derivative. Putting
the above inequality with inequality (5.33) establishes our claim (5.30).
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5.6.3 Proof of Corollary 5

The general statement follows directly from Theorem 1. In order to invoke Theorem 1 for
the particular cases of LogitBoost and AdaBoost, we need to verify the conditions, i.e. that
the m-M-condition and ¢’-boundedness conditions hold for the respective loss function over
the ball B, (0%,2C ). The following lemma provides such a guarantee:

Lemma 4. With D := C + ||0*||¢, the logistic regression cost function satisfies the m-M -
condition with parameters

1 1
m e D eD 427 4’ an

The AdaBoost cost function satisfies the m-M -condition with parameters
m=E"PY M=E’ and B=EP.
See Section C.4 for the proof of Lemma 4.
v-exponential decay If the kernel eigenvalues satisfy a decay condition of the form p; <

c1 exp(—cgj?), where ¢, ¢y are universal constants, the function R from equation (5.17) can
be upper bounded as

2 Z" 2 n ‘
;; = — i 2 LK —_ 2 g 702]2

j=k+1

where k is the smallest integer such that c¢; exp(—cok?) < 62. Since the localized Gaussian
width G, (&,(6,1)) can be sandwiched above and below by multiples of R(d), some algebra
shows that the critical radius scales as 02 < ——2—.

n log(n)/70
log(n)!/7 o2

Consequently, if we take T' =< steps, then Theorem 1 guarantees that the

averaged estimator 67 satisfies the bound

. 1 1 log'/
167 - 6|2 < (—+—2) 8N o
am m n

with probability 1 — ¢iexp(—com? log7 n).

f-polynomial decay Now suppose that the kernel eigenvalues satisfy a decay condition
of the form p; < ¢;57%° for some 8 > 1/2 and constant ¢;. In this case, a direct calculation
yields the bound

2 —
R(é)g\/; R N

j=k+1
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where & is the smallest integer such that cyk=2 < 6. Combined with upper bound ¢, Z?:k J 2L
Ca ka 772 < ké*, we find that the critical radius scales as §2 =< n—28/(1+26)

Consequently, if we take T = n~2%/(428) many steps, then Theorem 1 guarantees that
the averaged estimator 67 satisfies the bound

B 1 1 2\ 28/(28+1)
oz < (o) (S)
am m n

with probability at least 1 — ciexp(—com?(Z)Y/ @A),
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Chapter 6

Future directions

In this thesis, a range of different problems are described ranging from hypothesis testing,
non-parametric estimation to optimization algorithms. A common theme underlying much
of this work is the underlying geometric structure of the problem. For example, Chapter 3 on
cone testing showed that in addition to the Gaussian complexity, other geometric quantities
play a role in determining the difficulty of testing; the convex set estimation project showed
that polytopes with a controlled number of vertices are significantly easier to estimate.

It is interesting to see whether these results can provide some insights to other questions
in statistics and optimization that have a geometric flavor, such as manifold structure. In the
area of covariance estimation, Wiesel [151] noted that if covariance matrices are regarded as
elements of a Riemannian manifold, then maximum likelihood estimation of these covariance
matrices is a convex problem under the notion of geodesic convexity. This perspective opens
up a variety of new questions and methods for matrix estimation. In addition, manifold
learning is an area of active research in machine learning, applied mathematics, and statistics.
In recent years, researchers have established a number of theoretical guarantees for such
methods (e.g., [64, 85]). However, it remains unclear how to optimally extract the features
of a manifold that are sufficient for subsequent clustering and/or classification tasks under
minimal assumptions. It is my intention to tackle some of these interesting and fundamental
problems in my future career, using the skills that I have developed thus far.

In addition, statistical inference has long been one of the most important topics in statis-
tics. Compared to its estimation analogue, there are many interesting problems still remain
to be open. One general question that interests me a lot is how to do inference on struc-
tured data. As one concrete instance, there is an evolving line of work on testing problems
involving complicated structures such as communities in network data and trees (e.g., [1, 5]).
Such structures arise frequently in applications such as genetics, neuroscience, and the social
sciences, and the corresponding theory for testing methods is relatively undeveloped. More-
over, I am also interested in the problem of detecting multi-scaled signals and change-points
from plain background. This problem is one of the key problems in applied mathematics
and signal processing, and although some relevant results are known in different contexts
(e.g., [46, 54, 6, 146]), several issues are not yet resolved, including fundamental limits for
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high-dimensional problems, behaviors of different non-parametric function classes, and effi-
cient algorithms.

Another direction that I am interested in understanding is the role of regularization in
fitting complex models. A phenomenon that has been observed over this decade, is the
great generalization performance of deep neural nets despite the fact that it is highly over-
parametrized. To shed lights on this mystery, recent couple of years have witnessed many
brand-new ideas from statistics and optimization community to reach a better understanding
of non-convex problems. A line of work focus on studying the landscape of particular classes
of non-convex objective functions such any stationary point of the non-convex objective is
close to global optima, so it suffices to find a locally optimal solution (see e.g. [99, 78, 61,
62, 60]) Another line of work concentrated on analyzing the local convergence for various
algorithms and problems (e.g. [41, 98, 79] and showed that given a good initialization, many
simple local search algorithms including gradient descent succeed. However, the work listed
so far are of a case-to-case flavor mostly, namely each analysis is highly dependent on the
particular structure of individual problem. One interesting open problem is that can we
obtain a more general way of analyzing these optimization landscapes and understand the
role of generalization better.
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Appendix A

Proofs for Chapter 3

This chapter is organized as follows. In Section A.1, we first explain the intuition behind
the example in Section 3.3.2.3 where the GLRT is shown to be sub-optimal, and construct
a series of other cases where this sub-optimality is observed. We then provide the proofs
of Propositions 3.3.1 and 3.3.2 in Sections A.3.1 and A.3.2, respectively. It follows by some
background on distance metrics and their properties in Section A.2. The proofs of Theorem
3.3.1 (a) and (b) are completed in Section A.4 and A.5 respectively. The proofs of the
lemmas for Theorem 3.3.2 are collected in Section A.G. Finally, the technical lemmas which
were crucially used in the proofs of the Proposition 3.3.2 and the monotone cone example
are proved in Section A.7.

A.1 The GLRT sub-optimality

In this appendix, we first try to understand why the GLRT is sub-optimal for the Cartesian
product cone Ky = Circy_i(a) x R, and use this intuition to construct a more general class
of problems for which a similar sub-optimality is witnessed.

A.1.1 Why is the GLRT sub-optimal?

Let us consider tests with null C; = {0} and a general product alternative of the form
Oy = Ky, = K xR, where K C R%! is a base cone. Note that K = Circy_; in our previous
example.

Now recall the decomposition (3.22) of the statistic 7' that underlies the GLRT. By the
product nature of the cone, we have

T(y) = Mk, yll2 = [[(Hx (y-a), va)ll2 = \/||HK(y—d)H§ + llall3,

where y_q 1= (y1,...,ya-1) € R¥ ! is formed from the first d — 1 coordinates of y. Suppose
that we are interested in testing between the zero vector and a vector §* = (0,...,0,6%),
non-zero only in the last coordinate, which belongs to the alternative. With this particular
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choice, under the null distribution, we have y = og whereas under the alternative, we have
y = 0"+ 0g. Letting Ey and E; denote expectations under these two Gaussian distributions,
the performance of the GLRT in this direction is governed by the difference

LB ) - BT} = By Moo+ 1 + gl

~Eoy/ T (g-a)[13 + lgull?

Note both terms in this difference involve a (d — 1)-dimensional “pure noise” component—
namely, the quantity ||IIx(g_g4)||3 defined by the sub-vector g_q := (g1, ..., ga_1)—with the
only signal lying the last coordinate. For many choices of cone K, the pure noise component
acts as a strong mask for the signal component, so that the GLRT is poor at detecting
differences in the direction 6*. Since the vector #* belongs to the alternative, this leads to
sub-optimality in its overall behavior. Guided by this idea, we can construct a series of other
cases where the GLRT is sub-optimal. See Appendix A.1.2 for details.

A.1.2 More examples on the GLRT sub-optimality

Now let us construct a larger class of product cones for which the GLRT is sub-optimal. For
a given subset S C {1,...,d}, define the subvectors 85 = (6;,7 € S) and 0s. = (0;,j € S},
where S¢ denotes the complement of S. For an integer ¢ > 1, consider any cone K, C R¢
with the following two properties:

e its Gaussian width scales as EW (K, NB(1)) =< v/d, and
e for some fixed subset {1,2...,d} of cardinality ¢, there is a scalar v > 0 such that
10s]l2 > 7||fsc|l2  for all 6 € K,.
As one concrete example, it is easy to check that the circular cone is a special example with

=1 and v = 1/ tan(a). The following result applies to the GLRT when applied to testing
the null €y = {0} versus the alternative Cy = K = K x R.

Proposition A.1.1. For the previously described cone testing problem, the GLRT testing
radius 1s sandwiched as

2 _ 2
€aLp = Vido ,
whereas a truncation test can succeed at radius €2 < \/lo2.

Proof. The claimed scaling of the GLRT testing radius follows as a corollary of Theorem 3.3.1
after a direct evaluation of 623 (Cy, Cy). In order to do so, we begin by observing that

inf (n, Ellg,g) < (eq, Ell.,g) = 0, and
7]602)(5_1

EW(C: NB(1)) = E|Ic,gll: < Vd
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which implies that 67 (C1, Cq) =< V/d, and hence implies the sandwich claim on the GLRT
via Theorem 3.3.1.
On the other hand, for some pre-selected 3 > 0, consider the truncation test

e(y) :=1llysll2 > 5],

This test can be viewed as a GLRT for testing the zero null against the alternative R, and
hence it will succeed with separation €2 < o2v/7. Putting these pieces together, we conclude
that the GLRT is sub-optimal whenever ¢ is of lower order than d.

m

A.2 Distances and their properties

Here we collect some background on distances between probability measures that are useful
in analyzing testing error. Suppose P; and Py are two probability measures on Euclidean
space (RY, B) equipped with Lebesgue measure. For the purpose of this paper, we assume
Py < Py. The total variation (TV) distance between P; and P is defined as

1
[Py = Pallry := sup [Py (B) — Pa(B)] = é/ydIPﬁ _ dPy). (A.1a)
€

A closely related measure of distance is the x? distance given by

(P Py) i = /(% _ 1)2dP,. (A.1D)
2

For future reference, we note that the TV distance and x? distance are related via the
inequality

1
||P1 — PQHTV S 5\/X2(P1,P2). (AlC)

A.3 Proofs for Proposition 3.3.1 and 3.3.2

In this section, we complete the proofs of Propositions 3.3.1 and 3.3.2 in Sections A.3.1
and A.3.2, respectively.

A.3.1 Proof of Proposition 3.3.1

As in the proof of Theorem 3.3.1 and Theorem 3.3.2, we can assume without loss of generality
that 0 = 1 since K is invariant under rescaling by positive numbers. We split our proof
into two cases, depending on whether or not the dimension d is less than 81.
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Case 1: First suppose that d < 81. If the separation is upper bounded as € < ﬁp\/E, then
setting k, = 1/18 yields

e? < /fp\/a< 1/2.

Similar to our proof for Theorem 3.3.1(b) Case 1, if €2 < 1/2, every test yields testing error
no smaller than 1/2. It is seen by considering a simple verses simple testing problem (3.58a).
So our lower bound directly holds for the case when d < 81 satisfies.

Case 2: Let us consider the case when dimension d > 81. The idea is to make use of
our Lemma 3.5.3 to show that the testing error is at least p whenever €2 < &, Vd. In
order to apply Lemma 3.5.3, the key is to construct a probability measure QQ supported on
set K N B¢(1) such that for ii.d. pair 5,7’ drawn from Q, quantity Ee*™7) can be well
controlled. We claim that there exists such a probability measure QQ that

, 24\ 1)’
E. Lernm) < oxp | ex (—> — (1 — —) where A : = €. A2
=00 < PA\Vai-1 Vd (4-2)

Taking inequality (A.2) as given for now, letting #, = 1/8, we have A = ¢ < v/d/8. So the
right hand side in expression (A.2) can be further upper bounded as

(o (s i) - () ) oo (32D - (-3))

<2,

where we use the fact that d > 81. As a consequence of Lemma 3.5.3, the testing error of
every test satisfies

. 1 1
lgffi(@/}; {0}, Ky ) > 1~ 5\/1@,,7’7,, exp(e2(n, 1)) = 1> 5 =2 p.

Putting these two cases together, our lower bound holds for any dimension thus we complete
the proof of Proposition 3.3.1.

So it only remains to construct a probability measure @ such that the inequality (A.2)
holds. We begin by introducing some helpful notation. For an integer s to be specified,
consider a collection of vectors S containing all d-dimensional vectors with exactly s non-
zero entries and each non-zero entry equals to 1/4/s. Note that there are in total M := (ff)
vectors of this type. Letting Q be the uniform distribution over this set of vectors namely

o) i=5;  neS (A3)
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Then we can write the expectation as
EeMmn) — L Z A’
=17 .
nn'eS

Note that the inner product (n, ') takes values i/s, for integer i € {0,1,...,s} and given
every vector 1 and integer ¢ € {0,1,..., s}, the number of 1’ such that (n, ') = i/s equals
to (Z) (d 8) Consequently, we obtain

p A\ VA (s [d—s . LA
X'y _ Aifs _ L A4
e (s> - <@) (S—i)e > T (A4.4)

= =0

where

s o (s!(d — s)!)?
=t and A= - s

Let us set integer s : = L\/L_ZJ We claim quantity A; satisfies the following bound

Aigexp(—(l—%i)Z—k\/_m_l) for alli € {0,1,...,s}. (A.5)

Taking expression (A.5) as given for now and plugging into inequality (A.4), we have

s 2 \Yi
, 1 Z exp
EeMm7) < exp ( —(1- ﬁy) Z ( (i;/&—1))

i=0 '

2 (1= ) o i)
fon(-( ) een(32)

where step (a) follows from the standard power series expansion e” = >°>° & and step (b)
follows by z = ¢** and s = [v/d] > v/d — 1. Therefore it verifies inequality (A.2) and
complete our argument.

It is only left for us to check inequality (A.5) for A;. Using the fact that 1 —z < e~ 7, it

is guaranteed that

~((d=9)t)? s s s
D=y - WU =) - g s el Zd—s+z

(A.6a)
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Recall that integer s = [v/d], then we can bound the sum in expression (A.6a) as

. 1 1§ 1
D - Py [ PR )
; d—s+i ; d d Vid
which, when combined with inequality (A.6a), implies that Ay < exp(—(1 — \/LE)Q).
Moreover, direct calculations yield

Ai _(S—Z+1)2
Ai—l - d—28+l7

1<i<s. (A.6b)

This ratio is decreasing with index 7 as 1 < i < s, thus is upper bounded by A;/Ag, which
implies that
A; < d _ 1+ 1 2
Ain T d—2Vd+1 Vd—1 Vd—1

where the last inequality follows from 1 4+ x < e”. Putting pieces together validates bound
(A.5) thus finishing the proof of Proposition 3.3.1.

)? < exp(

),

A.3.2 Proof of Proposition 3.3.2

As in the proof of Theorem 3.3.1 and Theorem 3.3.2, we can assume without loss of generality
that 0 = 1 since L and M are both invariant under rescaling by positive numbers.
We split our proof into two cases, depending on whether or not 4/log(ed) < 14.

Case 1: First suppose /log(ed) < 14, so that the choice k, = 1/28 yields the upper bound

e* < k,/log(ed) < 1/2.

Similar to our proof of the lower bound in Theorem 3.3.1, by reducing to a simple testing
problem (3.58a), any test yields testing error no smaller than 1/2 if €2 < 1/2. Thus, we
conclude that the stated lower bound holds when 4/log(ed) < 14.

Case 2: Otherwise, we may assume that y/log(ed) > 14. In this case, we exploit Lemma 3.5.3
in order to show that the testing error is at least p whenever €* < k,/log(ed). Doing so
requires constructing a probability measure Q;, supported on M N L+ N B¢(1) such that the
expectation Ee” ™7 can be well controlled, where (n,n') are drawn i.i.d according to Qp.
Note that L can be either {0} or span(1).

Before doing that, let us first introduce some notation. Let 6 := 9 and r : = 1/3 (note
that § = r=2). Let

m::max{n‘ ZLé(;l(d+log5d+3)J <d}. (A.7)
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We claim that the integer m defined above satisfies:

3

[ logs(d)] + 1< m < [logsd]. (A8)
where [2] denotes the smallest integer that is greater than or equal to x. To see this, notice
that for ¢ = [2logs(d)] + 1, we have

1
ZL—d+log5d+3 <Z d+log5d+3) (1-=)d+a)
(@) d+ a (@)
Sd‘i‘()é—m < d,

where we denote a : = logsd + 3. The step (i) follows by definition that ¢ = f% logs(d)] + 1

while step (ii) holds because as /log(ed) > 14, we have a = logsd + 3 < d'/*/6%. On the
other hand, for ¢ = [logs d], we have

t
ZL%(d—I—logédjLS Z
i=1

:(1_1)(d+a>—t

5t
d
>d+&—$—(log5d+1),

where the last step uses fact t = [logs d]. Since when y/log(ed) > 14, we have a = logg d+3 <
d, therefore (d + «)/d + logsd + 1 < 2 +logsd + 1 = o, which guarantees that

t

ZL‘S& (d+1logsd+3)] > d.

i=1

We thereby established inequality (A.8).
We now claim that there exists a probability measure Qg supported on M N L+ N B¢(1)
such that

, ON/4 + 2 1\? 27\
B S (eXp (1) - (- 7%) + 3 1)) e
(A.9)

Recall that we showed in inequality (A.8) that m > [3logs(d)] + 1. Setting x, = 1/62
implies that whenever € < r,+/log(ed), we have

1 1 4 1 /4 3 1
2 < - < —y /= — < — .
62\/log(ed) 62\/ 3log(5 10g5d & 310g5<1+410g5 d) < 36\/m

(A.10)
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So the right hand side in expression (A.9) can be made less than 2 by

eXP(%)(lﬁ)sz;f;nfn
son (D) (3] ey

2 1\* 2
gexp(i§+—)—(1——) +—7§<log2,

4-367 7 8 32-367

where we use the fact that /m > /1 + ilog(;d > 8. Lemma 3.5.3 thus guarantees the
testing error to be no less than

1 1
inf &(s LM, ) 2 1= 53 /By exp(e(n 1) = 1> 5 2 p,

which leads to our result in Proposition 3.3.2.

Now it only remains to construct a probability measure Q; with the right support such
that inequality (A.9) holds. To do this, we make use of a fact from the proof of Proposi-
tion 3.3.1 for the orthant cone K, C R™. Recall that to establish Proposition 3.3.1, we
constructed a probability measure D supported on K, N .S™ ! C R™ such that if b, b are an
i.i.d pair drawn from D, we have

: 2+ A 1)’
Eb,b’NID)e)‘<b7b> < exXp (eXP (ﬁ) — (1 — ﬁ) ) . (All)

By construction, D is a uniform probability measure on the finite set S which consists of all
vectors in R™ which have s non-zero entries which are all equal to 1/4/s where s = [\/m].

Based on this measure D, let us define Q7 as in the following lemma and establish some
of its properties under the assumption that 4/log(ed) > 14.

Lemma A.3.1. Let G be the m x m lower triangular matrixz given by

1
r

G.=| ® r 1 _ (A.12a)
rm—l rm—? 1

There exists an d X m matrix F' such that
F'F =1, (A.12Db)

and such that for every b € S and n : = FGb, we have
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1. ne MNL*NB1) if L=1{0}, and

2.m—nl € MNLYN Be1) if L = span(1), where §j = Z?Zl n;/d denotes the mean of
the vector n.

See Appendix A.7.2 for the proof of this claim.

If L = {0}, let probability measure Q, be defined as the distribution of  : = FGb where
b ~ . Otherwise if L = span(1), let Qy, be the distribution of 7 — 771 where again n : = FGb
and b ~ D. From Lemma A.3.1 we know that Q, is supported on M N L+ N B¢(1). It only
remains to verify the critical inequality (A.9) to complete the proof of Proposition 3.3.2. Let
n = FGb and 7 = FGV with b,V being i.i.d having distribution . Using the fact that
FTF =1,,, we can write the inner product of ,7’ as

(n, W'y =b"GTFTFGY = (Gb, GV).

The following lemma relates inner product (n, 1) to (b, b’), and thereby allows us to derive
inequality (A.9) based on inequality (A.11). Recall that S consists of all vectors in R™ which
have s non-zero entries which are all equal to 1/4/s where s = [\/m].

Lemma A.3.2. For every b,b' € S, we have

, (b, V') r
< .
(Gb.GY) < G5+ s AT Ay (A.13a)
1 2 2
\Goll2 > il (A.13b)

(1—r)2 s(I—r2)(1—1r)?

See Appendix A.7.3 for the proof of this claim.

We are now ready to prove inequality (A.9). We consider the two cases L = {0} and
L = span(1) separately.

For L = {0}, recall that r = 1/3 and s = [\/m]| > \/m — 1. Therefore as a direct

consequence of inequality (A.13a), we have

/ 9\ 27\
Ep e < By N e I A4
Combining inequality (A.14) with (A.11) completes the proof of inequality (A.9).
Let us now turn to the case when L = span(1). The proof is essentially the same as for
L = {0} with only some minor changes. Again our goal is to check inequality (A.9). For
this, we write

An, 0’ Mu=nl,n'=n'1) < E,.r X1’

)
E%T)’N@Le - EW,H’N@{o}e ~Qqoy €

Here the last step use the fact that (n — 71, 0 — 9/1) = (n, ') — dipy < (n, ') where
the last inequality follows from the non-negativity of every entry of vectors n and 7’ (this
non-negativity is a consequence of the non-negativity of F' and G from Lemma A.3.1 and
non-negativity of vectors in S).

Thus, we have completed the proof of Proposition 3.3.2.
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A.4 Completion of the proof of Theorem 3.3.1(a)

In this appendix, we collect the proofs of lemmas involved in the proof of Theorem 3.3.1(a).

A.4.1 Proof of Lemma A.4.1

Let us start with the statement with this lemma.

Lemma A.4.1. For a standard Gaussian random vector g ~ N(0,1;), closed convez cone
K € R? and vector 0 € RY, we have

1@( +(Z(0) — E[Z(8)]) > t) < exp ( - g) and (A.152)
P( % (0, ) — B0, Tcg)) 2 1) < xp ( — 5100, (A.15b)

where both inequalities hold for all t > 0.

For future reference, we also note that tail bound (A.15a) implies that the variance is
bounded as

var(Z(0)) :/OOOIP<|Z(9)—]E[Z(9)H > \/ﬂ>du < 2/000 e "2y = 4. (A.16)

To prove Lemma A 4.1, given every vector 6, we claim that the function g — ||TIx(60+9g)||2
is 1-Lipschitz, whereas the function g — (0, Ilxg) is a ||0]]2-Lipschitz function. From these
claims, the concentration results then follow from Borell’s theorem [19].

In order to establish the Lipschitz property, consider two vectors g,¢’ € R? By the
triangle inequaliuty non-expansiveness of Euclidean projection, we have

[Tk (6 + )12 = Tk (6 + )

< g0 +g) —Hx@+ )2 < llg—g'llo-
Combined with the Cauchy-Schwarz inequality, we conclude that
(0, Tieg) — (0, TTxeg)| < N10ll> |Tkg — Txcq'll2 < 1012 lg — [l

which completes the proof of Lemma A.4.1.

A.4.2 Proof of Lemma 3.5.1

We define the random variable Z(0) := |[[lIx(0 + g)|l2 — |[Ilkgll2, as well as its posi-
tive and negative parts Z7(0) = max{0,Z(0)} and Z () = max{0,—Z(f)}, so that
') =EZ) = EZT(0) — EZ~(0). Our strategy is to bound EZ~ () from above and
then bound EZ* () from below. The following auxiliary lemma is useful for these purposes:
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Lemma A.4.2. For every closed convex cone K C R% and vectors v € K and y € R?, we
have:

IMic(z + 92 = Tk (p) | < Nz, and (A17)

(i) (i2)
max {2(z, y) + |23, 2(z, Uxy) — [l23} < [Tk (@ +y)l; = @)z < 2z, Txy) ZF HSUH)§~
A18

We return to prove this claim in Appendix A.4.3.
Inequality (A.17) implies that Z(0) > —||0||2 and thus EZ~(6) < ||0]|.P{Z(6) < 0}. The
lower bound in inequality (A.18) then implies that P{Z(0) < 0} < P{{(0, g) < —||0]]3/2} <

19113
exp ( — T), whence

_ —||0||3> 22 2
EZ=(60) < ||8],e <sup (ue /%) = —.
) < [0exp (G2 ) < sup () = =

Putting together the pieces, we have established the lower bound
2
EZ0) = EZT(0) —EZ~(0) > EZT(0) — 7 (A.19)
e

The next task is to lower bound the expectation EZT (). By the triangle inequality, we have

Mg (0 + g)ll2 < [Tk (0 + g) = i (g)ll2 + [Tk (9) ]2
< [10]l2 + [Tk (9) 2,

where the second inequality uses non-expansiveness of the projection. Consequently, we have
the lower bound

EZ+(0) = g ML (0 + g)[15 — IMxgll3)” g M0+ 9)l3 — Mkcgll3)"
[Tk (0 + g)ll2 + [[Treglla — 1012 + 2|k gl|2

Note that inequality (A.18)(i) implies two lower bounds on the difference ||TIx (6 + g)||3 — |[TTxg||3.
We treat each of these lower bounds in turn, and show how they lead to inequalities (3.55a)
and (3.55b).

(A.20)

Proof of inequality (3.55a): Inequality (A.20) and the first lower bound term from in-
equality (A.18)(i) imply that

(20, 9) + 11015 19113
10112 + 2|1 xcglla — " [0fl2 + 2[ T gl
Jensen’s inequality (and the fact that P{(#, g) > 0} = 1/2) now allow us to deduce

2E[| Tk g2 )1 _ 19113
P{(0, g) = 0} 2(|6]|2 + 8E| Tk g]|

EZ*(6) > E 1{(6, g) > 0}.

EZW@EPH&mEOHW@OWb+

and this gives inequality (3.55a).
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Proof of inequality (3.55b): Putting inequality (A.20), the second term on the left hand
side of inequality (A.18)(i), along with the fact that (0, Ellxg) > ||0]|3 together guarantees
that

_ A
B2 (6) > 520 ko) — 10D _ p{0. Bllko) — 0]

1
6, 11 > —(6, EIl .
2 B gl = E o, S 3Tl 1 o) > 50 Bk |

Now introducing the event D := {(f, Ilxg) > (0, Ellxg)/2}, Jensen’s inequality implies
that

(6, Ellxg) — (10113

EZ*(0) > P(D) E T . (A.21)
161+ 2Tl
The concentration inequality (A.15b) from Lemma A.4.1 gives us that
1 0, Ellxg)>2
P(D)>P {<e, Mkg) > §<9, EHK9>} > 1 — exp (_<8||T|T2‘g>) : (A.22)
2

Inequality (3.55b) now follows by combining inequalities (A.19), (A.21) and (A.22).

A.4.3 Proof of Lemma A.4.2

Let us turn to prove Lemma A.4.2. Inequality (A.17) is a standard Lipschitz property of
projection onto a closed convex cone. Turning to inequality (A.18), recall the polar cone
K*:={z | (2,0) <0, V0 € K}, as well as the Moreau decomposition (3.18)—namely,
z = lg(2) + Hk«(z). Using this notation, we have

Mk (2 + )5 = [Txyll3 = o +y — Mg (z + )5 = lly — Tx-yll3

= ||lz[3 + 2(z, y — Mg (z + y)) + ly — Mg (z + y)|I5 — ly — Hr-yll3.

Since I+ (y) is the closest point in K* to y, we have ||y — Hg«(z + y)|l2 > [ly — U« (y)]|2,
and hence

Tk (2 + )1z = ITxeyllz > |2l +2(z, y — Mie- (2 + ). (A.23)

Since x € K and Ilg«(x + y) € K*, we have (z, g« (z + y)) < 0, and hence, inequal-
ity (A.23) leads to the bound (i) in equation (A.18). In order to establish inequality (ii) in
equation (A.18), we begin by rewriting expression (A.23) as

Tk (@ + )z = IMxyllz > 22 +2(z, y — Miey) +2(x, Mgy — g (2 + y)).

Applying the Cauchy-Schwarz inequality to the final term above and using the 1-Lipschitz
property of z — Ilg+z, we obtain:

(@, Moy — e (x4 y)) > —[2ll2| gy — - (2 + y)ll2 > —l]l3,
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which establishes the upper bound of inequality (A.18).
Finally, in order to prove the lower bound in inequality (A.18), we write

|k (z +y)ll5 — 1Mxyll
=z +y—g-(z+y)|3 — [z +y — Ux-y — z|3
=|z+y—Tg-(z+ Y3 — ||z +y — Hreyll3 + 2(x, v +y — ey) — ||zf3-

Since the vector I« (z + y) corresponds to the projection of x + y onto K*, we have ||z +
y— g (x4 y)||2 < ||z +y — gyl and thus

Tk (2 + )13 = ITxyllz < 23 + 2(z, Tky),

which completes the proof of inequality (A.18).

A.5 Completion of the proof of Theorem 3.3.1(b)

In this appendix, we collect the proofs of lemmas involved in the proof of Theorem 3.3.1(b),
corresponding to the lower bound on the GLRT performance.

A.5.1 Proof of Lemma A.5.1

Let us first state Lemma A.5.1 and give a proof of it.

Lemma A.5.1. For any constant a > 1 and for every closed convex cone K # {0}, we have

2a|0]3 + 46, Ellg)

0<IO) < + b||6 oralld € K, A.24a
where
E H 2 2 2
b:= 3exp(—%) +24 exp(—%g”z). (A.24Db)

In order to prove that I'(#) > 0, we first introduce the convenient shorthand notation
vy := g« (0 + g) and vy := Ilg+g. Recall that K* denotes the polar cone of K defined
in expression (3.17). With this notation, the the Moreau decomposition (3.18) then implies
that

T (0 + 9112 — [TTxgll3 = 16 + g — vall3 = [lg — v2ll3
= 110112+ 2(0, g — v1) + llg — vall3 = llg = walf2.

The right hand side above is greater than ||0]|3+2(6, g—v1) because ||[g—v1]]3 > min,egx- |[|[g—
v||3 = ||lg — v2|3. From the fact that E(f, g) = 0 and (4, v) < 0 for all v € K*, we have
I'(0) > 0.
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Now let us prove the upper bound for expected difference I'(f). Using the convenient
shorthand notation Z(0) : = ||l (0 4 g)||2 — |11k g||2, we define the event

1
B:={|lkgll2 > §EHHK9H2}, where g ~ N (0, Iy).

Our proof is then based on the decomposition I'(#) = EZ(0) = EZ(0)1(B°) + EZ(0)I(B).

In particular, we upper bound each of these two terms separately.

Bounding E[Z(0)I(B)]: The analysis of this term is straightforward: inequality (A.17)
from Lemma A.4.2 guarantees that Z(0) < ||0||2, whence

EZ(0)L(B°) < [[0]2P(B°). (A.25)

Bounding E[Z(0)L(B)]: Turning to the second term, we have

EZ(0)I(B) < EZ*(0)L(B)

(ITTx (6 + 9)II3 — Mxcgll3) " (ITTx (6 + 9) 115 — [IMxcgll3) "

=K I(B) <E I(B).
M@+ o)l + Mgl ) Mol )
On event B, we can lower bound quantity ||Ilxg||s2 with E|[IIxg|l2/2 thus
H 2 _ H 2\t H 2 H 2 +]I
RN+ 08— Iegl)* o p (M4 03 = [eal) 1E) oo

Mgl

J/

E|[Mkgll2/2
=Ty

Next we use inequality (A.18) to bound the numerator of the quantity 77, namely
E (||Mx (6 + 9)II3 — ITkcgll3) “ 1(B) < E (26, Tcg) + [|6]13) " 1(B)
< E (2(6, Tlxg) + al0]3) " 1(B),

for every constant @ > 1. To further simplify notation, introduce event C := {#7Tlxg >
—al|0]|3/2} and by definition, we obtain
E (2(0, Tlxcg) + all6]l3) " 1(B) = E (2(0, Tig) + al6]|3) I(BNC)
< al|6||3 + 2E[(6, Il g)I(B N C)]. (A.27)
The right hand side of inequality (A.27) consists of two terms. The first term al|@]|3 is a

constant, so that we only need to further bound the second term 2E(f, IlIx¢g)I(BNC). We
claim that

E[(0, xg)I(BNC)] < EG, lkg) + [|0]]2E [T gll2(6+/P(C) + P(B)/2). (A.28)
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Taking inequality (A.28) as given for the moment, combining inequalities (A.26), (A.27)
and (A.28) yields

2a]16]3 + 4E(0, Tkg

EZH(0)[(B) < Ty < ETall ) 4 16]2(24+/B(C) + 2P(B°)). (A.29)

As a summary of the above two parts—mnamely inequalities (A.25) and (A.29), if we
assume inequality (A.28), we have

2 2 ARG, 11
F(@) S aH9H2+ <97 Kg>
E[[kgl

+110||2(24+/P(C¢) + 3P(B°)). (A.30)

Based on expression (A.30), the last step in proving Lemma A.5.1 is to control the probabil-
ities P(C°) and P(B°) respectively. Using the fact that (0, llxg) = (0, (9 — llg~g)) > (0, g)
and the concentration of (f, g), we have

c @ o a oo a’||9]3
P(C%) = P((0, Ilxg) < =5 110]l2) < P({0, g) < =5 [10ll2) < exp(=—c—=),
(EIIHKgHz)Q)
3 .
where the second inequality follows directly from concentration result in Lemma A.4.1

(A.15a). Substituting the above two inequalities into expression (A.30) yields Lemma A.5.1.
So it is only left for us to show inequality (A.28). To see this, first notice that

1
and  P(B%) = P([[lxglls < SE[Hxgll2) < exp(~

E[(6, Tg)I(B N C)] = B0, TTeg) — E(6, Txg)I(C° U B). (A31)
The Cauchy-Schwarz inequality and triangle inequality allow us to deduce

—E(0, TIxg)I(C°U B°) = (0, —E[llgl(C° U B°)])
< [10]|2[[E[ILxgI(C U B)]||2

< 1102 IIETTcg1(C*) | + | ETLicqT(B°) |- .
Jensen’s inequality further guarantees that

~E(6, g€ U B) < 6] { EllMxgllal(c)] + E{| g 1(5°)] } (A.32)

=15 :=T3

By definition, on event B¢, we have ||Ilxg|l2 < E||IIxgl|2/2, and consequently

Turning to the quantity 75, applying Cauchy-Schwartz inequality yields

Ty < \/El[llkgl3VEI(C) = v/ (Elllkgll2)? + var([Hxg]l2) v/ P(CC).
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The variance term can be bounded as in inequality (A.16) which says that var(||Ixg|2) < 4.

From inequality (3.21), for every non-trivial cone (K # {0}), we are guaranteed that
E|Txg|ls > 1/v/27, and hence var(||Tlxgl|2) < 87(E||Ilxg|l2)?. Consequently, the quantity
T5 can be further bounded as

Ty < V1 +87E|Ilkgll2v/P(C¢) < 6E|IIk g2/ P(C?). (A.34)
Putting together inequalities (A.33), (A.34) and (A.32) yields
—E[(f, T g)L(C*U (C N B))] < [[6]E[| Tk gll2(6+/P(Ce) + P(B%)/2),

which validates claim (A.28) when combined with inequality (A.31). We finish the proof of
Lemma A.5.1.

A.5.2 Proof of inequality (3.59)

Now let us turn to the proof of inequality (3.59). First notice that if the radius satisfies
€ < b,07r ({0}, K), then there exists some 6 € H; with ||6]|> = € that satisfies

10113 < b,E||kglls and (0, Ellxg) < +/b,E|xglls- (A.35)
Setting a = 4/\/b_p > 1 in inequality (A.24a) yields

(o) < S8/ /By + 400, Bllio)

< + 0|0
E[[xgls 1912

where b : = SeXp(—M) + 24 exp(— ||9”2) Now we only need to bound the two terms
in the upper bound separately. First, note that inequality (A.35) yields

8(|01|2/+/0, + 4(6, EII
1018/, + 406, Blls) _ o )
B[kl

On the other hand, again by applying inequality (A.35), it is straightforward to verify the
following two facts that

E||1I 2 EITI 2
H@Hpr(—M)s boElTgll exp(~ CIaleE)

.’L'2 9 1/4
b, max \/Eexp(—g) = /b, (—) ,
e

x€(0,00)
2 b
and ] exp(~ 10 ”2>_ sup wexp(— L) = 4/ 2.
xE(0,00) bp 26

Combining the above two inequalities ensures an upper bound for product b||0||2 and directly
leads to upper bound of quantity I'(f), namely

9\ 1/4
9)§12\/E+3\/E(g) +24,/;—2,

With the choice of b,, we established inequality (3.59).
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A.5.3 Proof of Lemma 3.5.2

In order to prove this result, we first define random variable F' := |[Ilxg||3 — m, where
m : = E|[Tlkg||3 and 62 : = var(F). We make use of the Theorem 2.1 in Goldstein et al. [65]
which shows that the distribution of F' and Gaussian distribution Z ~ N(0,5?%) are very
close, more specifically, the Theorem says

8

S — A.37
ETxgls (A.57)

16
|F' = Z|lrv < gﬁ <

In the last inequality, we use the facts that 62 > 2m and /E|lxg||3 > E||xg||2.
It is known that the quantity ||IIxg||3 is distributed as a mixture of x? distributions(see
e.g., [117, 65])—in particular, we can write

Vi

Vk
Mrgl? 23 X = Wi + Vi,  Wr= (X~ 1),

=1 =1

where each {X;};>1 is an i.i.d. sequence x} variables, independent of V. Applying the
decomposition of variance yields

5% = var(Vi) + 2E|[Tl g3 > 2m.
We can write the probability P(||Ilxg|l2 > E||IIxgl|2) as
P(|[Tkgll2 > EllTlkgll2) = P(|Tkgll; — ElTkgll3 > (E[Tkgll2)* - E[Hkgll3) = P(F > 0).

So if E||Ilkg||2 > 128, then inequality (A.37) ensures that dpy (F, N) < 1/16, and hence

7
P(F>0)2P(Z>0)—|F—=Z|r = 6

We finish the proof of Lemma 3.5.2.

A.6 Completion of the proof of Theorem 3.3.2

In this appendix, we collect the proofs of various lemmas used in the proof of Theorem 3.3.2.

A.6.1 Proof of Lemma 3.5.3

For every probability measure Q supported on K N B¢(1), let vector § be distributed accord-
ingly to measure €Q then it is supported on K N B¢(¢e). Consider a mixture of distributions,

Py (y) = By (2m)~%2 exp(—wy (A.38)
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Let us first control the x? distance between distributions P; and Py := N(0,I,). Direct
calculations yield

P2 — 9|12 2\ 2
X2<P17P0) +1= EPO (ET(I)) = EPO (]E’G eXp{_”y 5 H2 + Hy2H2})

- e, (Erenp{(.0) - @})

Suppose random vector €' is an independent copy of random vector #, then

Hﬂb+H9

X2(Py,Py) + 1 = Ep,Eg g exp{(y, 0 + 6') — HQ}

|6+ 6'[13 |Wb+H9

= Egygl exp{ ‘ 9 — HQ}
= ]EH,G’ exp((@, (9,>)
= Eexp(e*(n, 1)), (A.39)

where the second step uses the fact the moment generating function of multivariate normal
distribution. As we know, the testing error is always bounded below by 1 — ||Py, Pyl|Tv, so
by the relation between the y? distance and TV distance, we have:

1
testing error > 1 — 5\/1[-3 exp (e2(n, 1)) — 1,

which completes our proof.

A.6.2 Proof of Lemma A.6.1

Let us first provide a formal statement of Lemma A.6.1 and then prove it.

Lemma A.6.1. Letting n and v denote an i.i.d pair of random variables drawn from the
distribution Q defined in equation (3.62), we have

1 (5 Elkgl3 | 40¢'E(|Mxcg3)
K, exp(e*(n, 1’ g—exp( 3 2
wr SV 1)) < 53 P\ B gl T (Elegll)’

where a : = P(|TIgglls > 3E||Tkg|l2) and € > 0 satisfies the inequality € < (E||Txg]2)?/32.

(A.40)

To prove this result, we use Borell’s lemma [19] which states that for a standard Gaussian
vector Z ~ N(0,I;) and a function f : R? — R which is L-Lipschitz, we have

Eexp(af(Z)) < exp(aBf(Z) + a*L?/2) (A.41)

for every a > 0.
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Let g, ¢’ be i.i.d standard normal vectors in R?. Let

1 / / 1 /
Alg) := Ulkgllz > FEMkgll2} and A(g) : = {[[Ixgll2 > SB[k g2}

By definition of the probability measure Q in expression (3.62), we have

- ( 4 g, Txeg') > | ) A(g,)]

2
E,m/ exp(e <777 nl>) - Eg’g/ EHHK9”2EHHK9,”2

= ! r ex 462<HK97 Hxg') '
" BA N A) P (E||HK9||2E||HK9'||2> I(Alg) N Alg):

Using the independence of g, ¢’ and non-negativity of the exponential function, we have

1

4€2<HK9 HKg,>
K, exp(e*(n, 1’ S—Ey@xp( d . A.42
wr SR 1)) = g Bod O\ BB
=Ty
To simplify the notation, we write \ : = 4€%/(E||TIxg||]2)? so that
Ty =E, g exp (Mlkg, Hkg')). (A.43)

Now for every fixed value of g, the function h — (Ilxg, IIxh) is Lipschitz with Lipschitz
constant equal to ||[IIxgl||. This is because

[(Hicg, Hich) — (g, Hich')| < [MigllalTich — Tich ||y < [Tk gllallh = B2,

where we used Cauchy-Schwartz inequality and the non-expansive property of convex pro-
jection. As a consequence of inequality (A.41) and Cauchy-Schwartz inequality, the term T;
can be upper bounded as

2

N2 g g2
Ty < Egexp <>‘<HK97 Ellgg’) + M)

< /By exp (2A{ITkg, Elig)) /g exp (32 Teg3) (A.44)

TV Vv
=15 =13

We now control Ty, T3 separately. For Ty, note again that h — (IIxh, Ellxg’) is a Lipschitz
function with Lipschitz constant equal to ||EIlx¢’||2. Inequality (A.41) implies therefore that

T, < \/exp (2A(Ellkg, Ellig’) + 202 |[Ellcg|[3). (A.45)

To control quantity T3, we use a result from [3, Sublemma E.3] on the moment generating
function of |[TIxg||* which gives

2XNE([[Tkgl3)
1—4)2

T3 < \/exp ()\QE(HHKgH%) + ), whenever A < 1/4. (A.46)
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Because of the assumption that € < (E|[Ilxg|2)?/32, we have A < 1/8 < 1/4. Therefore
putting all the pieces together as above, we obtain

, 1 NE(||Tkgl|? ME(||TTkgl|?
E,y exp(e*(n, ) < PA(g))? P ((/\+ N*)|[ETlkgll3 + (HQK 2 + 1(! 4132"2))
1
e — L1.25M||Ell kg2 + 2.5\ E (|| g]|?
IS N (562!\EHK9H% 40¢'E (| Mg 3) )
P(A(g))? (E(|[Tkgll5) (E[|Tkgll2)*

This completes the proof of inequality (A.40).

A.7 Completion of the proof of Proposition 3.3.2 and
the monotone cone

In this appendix, we collect various results related to the monotone cone, and the proof of
Proposition 3.3.2.

A.7.1 Proof of Lemma 3.3.1

So as to simplify notation, we define £ = Il g, with 5" coordinate denoted as &;. Moreover,
for a given vector g € R? and integers 1 < u < v < d, we define the u to v average as

_ 1 <
o = T 20

To demonstrate an upper bound for the inner product  inf ) 1(7], Ellkg), it turns out that
neKNS9—

it is enough to take n = \%(—1, 1,0,...,0) € K NS% ! and uses the fact that

_jnf, (1. Bllg) < —-E(6 — ) (A47)

So it is only left for us to analyze E(& — &) which actually has an explicit form based on
the explicit representation of projection to the monotone cone (see Robertson et al. [121],
Chapter 1) where

& =N — A, Ai = Max min gy, . (A.48)

uslj v2j

This is true because projecting to cone K = M N L+ can be written into two steps [Ixg =
1. (ITyrg) and projecting to subspace Lt only shifts the vector to be mean zero.
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We claim that the difference satisfies
— &< G G1o |- A .49
§— &6 < max | G20 +rvn§f<|glu| (A.49)
To see this, as a consequence of expression (A.48), we have
E—& = maX{lglznzn Jro, min Gov} — min gy

The right hand side above only takes value in set {min,>s g1, —¢1, 0, min,>s go, —Min,>1 Gy }
where the last two values agree with bound (A.49) obviously while the first value can be
written as

- : L, _
min gi, — g1 = min ( Zg@ (== > = min(l — =)(g20 — 91) < |50l + |gul,
which also agrees with inequality (A.49).
Next let us prove that for every 7 = 1,2, we have

E max|g;| < 20V/2, (A.50)
vzj

and combine this fact with expressions (A.49) and (A.47) gives us  inf ) (n, Ellgg) <40
neKNSd-1

which validates the conclusion in Lemma 3.3.1.

It is only left for us to verify inequality (A.50). First as we can partition the interval
[7,d] into k smaller intervals where each smaller interval is of length 2 except the last one,
then

= < g .
E max |g;,] = E max max|g;,| X:IE%§|QW|, (A.51)

where I, = [2™ +j —2,2™T1 4+ — 3], 1 < m < k, the number of intervals k£ and length of
I, are chosen to make those intervals sum up to d.

Given index 2™ +j —2 < v < 2mF! 4+ j 3, random variables gj» are Gaussian distributed
with mean zero and variance 1/(v — j 4+ 1). Suppose we have Gaussian random variable X,
with mean zero and variance o2, = 1/(2™ — 1) and the covariance satisfies cov(X,, X,/) =
cov(Gju, Gjur ). Since 02, > 1/(v—j+1), the variable max,cy,, |g
by the maximum maxgm<,<gm+1_; | X,|, and therefore

k k
ZE%E}%@M < ZE max | X,|.
m=1 m=1

om<y<omtl_]

Applying the fact that for ¢ > 2 number of Gaussian random variable ¢; ~ N (0, 02), we have
E max;<;<¢ |€;]| < 40+/2logt which gives

k
Z]Emax\g]v| < Z4am\/210g(2m) 44/210g 2 (Z 1/2mm_ 1) : (A.52)
m=1

m=1
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The last step is to control the sum anzl \/zm7- There are many ways to show that it is

upper bounded by some constant. One crude way is use the fact that Qﬁl < 2m/4 whenever
m > 5, therefore we have

k m 4 m b m 1 m k 1
;; 2m—1::g; 2m—1+;;V2m—1<2;V2m—1+22551
4 2—5/4
<EQVQJi1+1—24M<6’

which validates inequality (A.50) when combined with inequalities (A.51) and (A.52). This
completes the proof of Lemma 3.3.1.

A.7.2 Proof of Lemma A.3.1

The proof of Lemma A.3.1 involves two parts. First, we define the matrices G, F'. Then we
prove that the distribution of 7 has the right support where we make use of Lemma A.3.2.

As stated, matrix G is a lower triangular matrix satisfying (A.12a). Let us now specify
the matrix . Recall that we denote § := r=2 and r : = 1/3. To define matrix F, let us
first define a partition of [d] into m consecutive intervals {Iy,...,I,} with m specified in
expression (A.7) and the length of each interval |I;| = ¢; where ¢; is defined as

o—1 .
b= LT(d+10g5d+3)J, 1<i<m-—1, (A.53)

and £, :=d — 3" 0.

Following directly from the definition (A.53), each length ¢; > 1 and ¢; is a decreasing
sequence with regard to 7. Also ¢; satisfies the following

0—1

= LT(d+log5d+ 3)| <d and ¢; > 60, for 1 <i<m—1, (A.54)

where the first inequality holds since as \/log(ed) > 14, we have (0 — 1)(logsd + 3) < d and
the last inequality follows from the fact that [ab| > a|b] for positive integer @ and b > 0
(because a|b] is an integer that is smaller than ab).

We are now ready to define the d x m matrix F'. We take

F@ﬁ:{¢5ieg’ (A.55)

0 otherwise.

It is easy to check that matrix F satisfies F7F = I, which validates inequality (A.12b).
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First we show that both n = F'Gb and 1 — 171 belong to M. The i-th coordinate of n can
be written as

1 &
K'ZW—tbt, VZGI]

= —7=
=

Therefore we can denote u; as the value of n; for 7 € I;. To establish monotonicity, we only
need to compare the value in the consecutive blocks. Direct calculation of the consecutive
ratio yields

Ujt1 _ 7’(2{:1 r7thy) + b \/E > g_ﬂ > 1
U it Do Ty b —

where we used the non-negativity of coordinates of vector b and the last inequality follows
from inequality (A.54) and § = r—2. The monotonicity of 7 — 771 thus inherits directly from
the monotonicity of 7.

To complete the proof of Lemma A.3.1, we only need to prove lower bounds on ||n||s and
|n — 7]|2. For these, we shall use inequality (A.13b) of Lemma A.3.2.

Proof of the bound |[[5]2 > 1: Recall that r = 1/3 and as a direct consequence of
inequality (A.13b) in Lemma A.3.2, we have

9 63
(n, m) = HGb”% > 1 325 > 1.96, (A.56)

where the last step follows form the fact that s = |\/m] > 7. Therefore, the norm condition
holds so 7 is supported on M N LT N B¢(1).

Proof of the bound |n—71]|s > 1: The norm || —71||3 has the following decomposition
where

In — 713 = |Inl3 — d(7)*.

We claim that d(7)? < 0.2. If we take this for now, combining with inequality (A.56) which
says ||n]|3 is greater than 1.96, we can deduce that ||n —71]|3 > 1. So it suffices to verify the
claim d(77)* < 0.2. Recall that n = FGb. Direct calculation yields

dij=(1,n)=1"-FGb=> b, > /ly'™".
k=1 i=k

t=ay,
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Plugging into the definitions of r and ¢; guarantees that

. —1)(d + logsd + 3 1 m
Z\/ 5 : )5(ik)/z:\/(5_1)(d+10g6d+3)5k25

i=k i=k

< (d+logsd+ 3)
- (6 —1)ok=2 7

where the last step uses the summability of a geometric sequence—namely > ", 6% <
61 /(5 —1). Now for every vector b, our goal is to control > axby,. Recall that every vector
b has s non-zero entries which equal to 1/y/s where s = |\/m]. Since a; decreases with k,
this inner product Z aiby is largest when the first s coordinates of b are non-zero, therefore

_ 52d+log5d—|—3 62d+10g5d+3) 1

and thus we have

d(i)* <

1 (d+logsd+3) 52 81(d + logs d + 3)
vm —1 d (6 —1)(o—-1)2 " 32d(y/m—1)
where the last step uses \/m > 8. Therefore, the norm condition also holds so n — 71 is

supported on M N LT N B4(1).
Thus, we have completed the proof of Lemma A.3.1.

<0.2,

A.7.3 Proof of Lemma A.3.2

By definition of the matrix G, we have

m m

(Gb, GV) = (Gb)(GV)y =Y (by + 1byy + -+ 77 by (b + 10,y + -+ + 771

t=1 t=1

m t t
=D 3 et

t=1 u=1 v=1

Switching the order of summation yields

(Gb, GV) = ZZb 0, Xm: p2mu
u=1 v=1 t=max{u,v}

2 max{u,v} y2m+2

b, bl r —
_eruﬂ 1 — 2

u=1 v=1

1_TZZbe’ plu=vl —7’2 be'2m+2“. (A.57)

u=1 v=1 u=1 v=1

J/ J/

._Al ._Ag
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We bound the two terms A; and A, separately.

Recall the fact that b,b’ belong to S, so there are exactly s = |y/m| non-zero entry in
both b and b’ and these entries equal to 1/4/s. The summation defining A; is not affected
by the permutation of coordinates, so that we can assume without loss of generality that the
indices of non-zero entries in b are indexed by {1,...,s}, and that the indices of non-zero
entries in b’ are indexed by {k,k+1,... k+s—1} forsome 1 <k <m+1—s.

We split our proof into two cases depending on whether £ < s or k > s.

Case 1 (k < s): The summation A; can be written as

m m s k+s—1
s(1—1*)A; = SZ Zbub;ﬂ"'“_”' = Z Z rlu=el,
u=1 v=1 u=1 v=k
Direct calculation yields
k—1 k+s—1 s s k+s—1
I S SRS 3) DD DO DES
u=1 v=k u=k v=~k u=k v=u+1
_ (- rs)(r—r)_l_s—k—i-l_ r (1_708_,%1)4_7"(5—k+1)_7“’“—7"“rl
(1—r)? 1—r (1—1r)? L—r (1—r)
L+r rk(rs 4 5t — 2)
= —k+1
1—7°(S D+ (1—r)?
Notice the following two facts that
s—k+1 —2r rk(rs + st — 2)
b, b)) = —— d <
(b, ¥) s md s gm0
so that
1 —2r 1
b, v’ <A < b, b'). A58
T e e s T g AL (A.58)
Case 2 (k > s): The summation A; satisfies the bounds
| | S k’+8 1 (1 . 7”5)2
! u—v| __ —u __
RN 30 3 XIS pb pEey it (et
u=1 v=1 u=1 v=k
Since k — s > 1, we have (b, ') = 0 and consequently
A< —1 W)+ : (A.59)
P -2t s(1—r2)(1—r)? '
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Combining inequalities (A.57), (A.58) and (A.59), we can deduce that

1 T

(Gb. GV} < & < (1—r)2 b, ¥+ s(1=r?)(1—r)*

which validates inequality (A.13a).
On the other hand, when b = ¥/, the summation A, is the largest when the non-zero
entries of b lie on coordinates m — s+ 1,...,m. Thus we have

R VS W W e ((11—_:2) < (1;)2. (A.60)

u=m—s+1 v=m—s+1
Combining decomposition (A.57) with the inequalities (A.58), we can deduce that

1 or r?

(Gb, Gb) < (I—r)2 s(I—r)(1—1r)2 s(1—r2)(1—r)2

where we use the fact that (b, b) = 1. This completes the proof of inequality (A.13b).
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Appendix B

Proofs for Chapter 4

This chapter is organized as follows. We complete the proofs of Theorems 4.3.1 and 4.3.2
in Subsections B.1.1 and B.1.2 respectively. The proof of Inequality (4.21) in Remark 4.3.2
is given in Subsection B.1.3. The proofs of the corollaries of Section 4.3.1 are given in
Subsection B.1.4. The proof of Theorem 4.3.3 is completed in Subsection B.1.5. Technical
lemmas which were crucially used in the proofs of the main results are stated and proved in
Subsection B.1.6.

Finally, note that additional simulations (similar to those in the main text) are presented
in Section B.2.

B.1 Additional proofs and technical results

B.1.1 Completion of the proof of Theorem 4.3.1

We use the same notation as in the proof of Theorem 4.3.1 in the main text. To complete
the proof, we need to prove inequality (4.49).

Below, we write Ay, k and k, for Ag(6;), k(i) and k, (i) respectively for case of notation.
We also write P for Pg-.

We prove (4.49) by considering the two cases: k < k., k € Z and k > k., k € Z separately.

The first case is k < k., k € Z. By Lemma B.1.2 and (B.44), we get

6(v2—1)o _ 6(v2—1)o

Ap < Ap, <
P =l VR
and consequently
2 2
2 o o )
< _ < ' .
Ak+k+1—k+1(36(ﬁ 1)+1) forall k <k, keZ (B.1)

We bound P{k = k} from above by

P{<A’“)++ 1311 = <A’“*>++\/%} SP{<A’“*>+Z \/1311 B \/ki0+1}'
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Because k < k,, the positive part above can be dropped and we obtain

R A 20 20
P{k=Lk} <PJ{A. > — .
fhmy <z 20 2]

Because Ak* is normally distributed with mean Aj,, we have

20(k+1)7"Y2 =20 (k. + 1)712 — A,
var(Ay,)

P{k =k} <P Z>

where Z is a standard normal random variable. From (B.44), we have

20 20 20 kE+1
— — A, > 1— 3vV2-2)|.
VE+1 VEk.+1 e = k;+1< k*+1< ))

As a result,

. 20 kE+1
S \/(k—i-l)var(Ak*) <1_ k*+1<3\/__2)>

Suppose k := (ke +1) (3\/_ — 2) 1 Fork < k, we use the bound given by Lemma B.1.4

on the variance of Ak to obtain
k.+1
\/ Tl 3340
k+1

2

P{l%:k:}gl?{222< %:11—3x/§+2>}§exp —2

Using this and (B.1), we see that the quantity

2

3 (Az+k"+1) P{k = k}

k<k,keT

is bounded from above by

2

o2 k., +1

36(v/2 — 1)2 1) - _

o (60217 3 S e
k<l keT

ke +1
JETL 3va 40
k+1
Because Z consists of integers of the form 27, it follows that for any two successive integers
ki and ko in Z, we have 3/2 < (k; + 1)/(k2 + 1) < 2. Using this, it is easily seen that

1
—3V2+2
VT 3Vet

2
ke +1

e
2 g1 O
k<l kel
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is bounded from above by
. . 2 )
> exp (— [(3/2)”2 —3V2+ 2] > + >
>4 0<j<3
which is just a universal positive constant. We have proved therefore that

o? ~ Cyo?
S (st VR =m < 7 (B2)

k<k,keT

for a positive constant Cf. R
For k < k < k., we simply use (B.1) along with the trivial bound P{k = k} < 1 to get

3 (Az+k0—:1)\/ﬁ’>{ff:k}§(36(\/5—1)2+1> k;jl 3y %:11'

k<k<k. keI k<k<k.,kel

Once again because Z consists of integers of the form 27, we get

3 %:11 <) 2]'{(3/2)]’ < (3@—2)2}.

k<k<k. keI

The right hand side above is just a constant. It follows therefore that

o? ~ Cyo?
> (Aerk—H) VE{E =k} <o 2+1, (B.3)

k<k<k. keI

for a positive constant Cy. Combining (B.2) and (B.3), we deduce that

3y (Ai + k"—:1> VP = k) < kffl (B.4)

k<k.«,kel

where C' := C] + (5 is a universal positive constant.
To complete the proof of Theorem 4.3.1, we need to deal with the case k > k., k € Z and

prove that
o? - Co?
E <Ai+l{:—+1> VP{k =k} < 1 (B.5)

k>ky, k€L

for a constant C'. Assume that {k € Z : k > k,.} is non-empty for otherwise there is nothing
to prove. By the first part of (B.45) in Lemma B.1.3, we get

> (Ai+k“—;)\/ﬁb{é:k}g<1+ﬁ) > AWP{k=k}. (B6)

k>ka,keT k>ki ke
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We first bound P{ b=k k} for k > k., k € Z. We proceed by writing
. " 2
P{k=k} <P { ngA V%}
SIP’{Ak+ :il <Af + \/71} (because z < x7)
SP{ et ;ilsd \/71} { \/k2:0+1 \/k20+1}
<p{dsar g ere{hs 2
=F {A’“* Auz - ki+1}+P{ A’“>_%}

Both A, — A, and A, are normally distributed with means Ay, — A, and A, respectively.
As a result

_ _ —-1/2 _ -1/2
\/var(Ak,* — Ag) var(Ayg)

P{k=k} <P Z>

where Z is a standard normal random variable. Using (B.44) in Lemma B.1.3, we obtain

Ay, —20(k, +1)71% (3v2 - 2) plas Ay —20(k, +1)71/2

\/V&f(Ak* — Ak) V&I’(Ak)

P{k=Fk} <P Z>

By the Cauchy-Schwarz inequality and Lemma B.1.4, we get, for k > k.,

\/var < var(Ap) 4/ var(A \/W \/k +17 Ws +1

Also var(Ay) < 02/(k +1) < 62/(k, + 1). Therefore if k > k,, k € T is such that

Ay > 20(k, + 1)1 <3f - 2) , (B.7)
we obtain
P{i =k} <P {Z i Q(jkf;g )+11/; (jzﬁ —2) } +P {z > D _(iff*ljll/)z_m}
<y { o A= 20(k +1)” 1/2(3f—2)}
ov/2(k, 4+ 1)-1/2
<2 p <Ak —20(k, +1)72(3v2 - 2))2) .
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Using the inequality (z —y)? > 22/2 — y? with z = Ay and y = 20(k, +1)7/2(3v/2 - 2), we
obtain

P{k =k} < 2exp (2(3\/5 - 2)2> exp (—M) (B.8)

402

whenever k € I,k > k, satisfies (B.7). It is easy to see that when (B.7) is not satisfied, the
right hand side above is larger than 2. Thus, inequality (B.8) is true for all k € Z,k > k..
As a result,

A2\ /P{k = k} < V2exp ((3& - 2)2) €(A2)  forallke T k> k.. (B.9)

where h .
O

By (B.6) and (B.9), the proof would therefore be complete if we show that >, 7., & (A})
is bounded from above by a universal positive constant. For this, note first that the function
£(z) is decreasing for z > # := 802 /(k, + 1) and attains its maximum over z > 0 at z = Z.
Note also the second part of inequality (B.45) gives A2 > z; for all k € Z,k > k, where

(V6 — 2)%0%(k + 1)
(k. + 1)?

) for z > 0.

Zf =

We therefore get

€ (A?) < &(max(zy, 2)) = max(z, 2) exp (—(k* + 1) max(z, z))

802

y — (ks + 1)z, y — (ke 4+ 1)z
S max(zk, Z) exp <T S (Zk; + Z) exp T .

Because k > k,, it is easy to see that

8o < 8o2(k + 1)
ko +1 = (ko4 1)2

z =

We deduce that
£(A2) < [(\/5—2)2 +8] ?Z(kJr 1) exp (_(\/6—2)2 k:+1) |

4 L+ 1)2 32 ko+1

Denoting the constants above by ¢; and ¢y, we can write

= e (L)

kET:k>ky T:k> k.
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The sum in the right hand side above is easily seen to be bounded from above by

soeo(-1(2))

which is further bounded by a universal constant. This completes the proof of Theorem
4.3.1.

B.1.2 Completion of the proof of Theorem 4.3.2

We continue from where we left off in the proof of chapter 4. We first work with the case
when K* satisfies the condition (4.51). The idea here is to use Le Cam’s bound (4.50) with
the choice of L* given in the proof in the chapter 4. In the remainder of the proof, we use
Lemma B.1.5 which is stated and proved in Section B.1.

To control the total variation distance in (4.50), we use Pinsker’s inequality:

|| Pgex — P

1
v < \/ED(PK* P,

and the fact that (note that 6; = 2wi/n — )

Pr) = 5o > (i 2/ = ) = b (2im/m = 7))

D(Pg-

where D(Pg-|Pr+) denotes the Kullback-Leibler divergence between the probability mea-
sures P+ and Prx.

The support function of L* is easily seen to be the maximum of the support functions of
K* and the singleton {ax«(«)}. Therefore,

hp«(6) := max (hK*(Q), huc-(@) + hic- (=) cos 0 + huc-(@) = hic- (=) sin 0)

2cosa 2sin «
sin(f + « sin(oc — 6
—( ) —( )hK*(—oz)) .

R e
sin 2« K (a) + sin 2«

— max (hK*(H),

Using (4.1), it can be shown that

sin@ + a) B () + sin{a —0)
sin 2cv

hi-(0) < hic-(—a) (B.10)

for —a < 0 < o and

hiee (0) > S0OF Dy =), (B.11)

sin 2«
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for 0 € [-m,—a] U [a, w]. To see this, assume that § > 0 without loss of generality. We then
work with the two separate cases 6 € [0, ] and 0 € [a, 7|. In the first case, apply (4.1) with
a; = a,a =0 and ay = —a to get (B.10). In the second case, apply (4.1) with oy = 0,0 = «
and ap = —a to get (B.11).
As a result of (B.10) and (B.11), we get that
hp (6) = sin(f + «) hiee(0) + sin(a — 6)

«(— B.12
sin 2cv e+ (=) ( )
for —a < 6 < «a, and that hp-(0) equals hg«(0) for every other 0 in (—m, .

We now give an upper bound on hp«(0) — hg+(0) for 0 < 6 < a. Using (4.1) with
a1 =0, =0 and ay = —a, we obtain

sin(a + 6) e (0) — sin 0

hK*(e) Z hK*(—a).

sin o sin o

Thus for 0 < 0 < «, we obtain the inequality

sin(0 + « sin(a — 60
< sm(?+a) (hK*(a) + hg-(—a) hK*<O)) .
sin «v 2cos o

Because 0 < o < 7/4,0 < 6 < «a, we use the fact that the sine function is increasing on
(0,7/2) to deduce that

2 cos o

0 <hp(0) — hg(0) < — hg+(0) for all 0 < 0 < a.

One can similarly deduce the same inequality for the case —a < # < 0 as well. Because of
this and the fact that hz«(0) equals hg«(0) for all § in (—m, 7| that are not in the interval
(—a, ), we obtain

D(Pk-

Pp) = % Z (hgce(2im /e — @) — hp«(2im /n — 7))

_ M (hK*(a)—l—hK*(—a)

— 202 2 cos o

- hK*(0)>2.

Also because hp+(0) = (hg+(a) + hg«(—a))/(2cos a), Le Cam’s inequality gives

o L ()b G o) (1 [B (Bl sheCa) ()

(B.13)

for every 0 < a < m/4 where

r = inf max {]EK* (ﬁ — hge (@-))2 E- (ﬁ — hy- (@))2} (B.14)
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where the infimum above is over all estimators h. Our strategy now is to choose an appro-
priate a, € (0,7/4) in order to prove that r > co?/(k, + 1) for some positive constant c. Let
us now define «,, by

o, = inf {O<a<7r/4: - (@) + hi- (=) g }

— Py
2cos o 1 (0) > /M,

Note first that o, > 0 because n, > 1 for all @ and thus for « very small while the quantity
(hg (@) + hg«(—a))/(2cosa) — hg+(0) becomes close to 0 for small a (by continuity of
hic+(+))-

Also because we have assumed (4.51), it follows that 0 < a, < w/4. Now for each € > 0
sufficiently small, we have

hi (e — €) + hgs (—au + €) e (0) < g

2 cos(a, — ¢€) Vo, —e
Letting € | 0 in the above and using the fact that n,,_. — n,, and the continuity of hAg-,
we deduce

hK*(Oé*) + hK*(—Oé*) _ hK* (0) § o

2 coS v, VTMa,
Because 0 < a, < /4, by the definition of the infimum, there exists a decreasing sequence
{aur.} € (0,7/4) converging to a, such that

(B.15)

hi(ag) + hgs(—ay) —hk-(0) > o

2 cos o, N

for all k.

For k large, n,, is either n,, or n,, + 2, and hence letting £ — oo, we get

2 cos o, Na, + 2 3 v/ Ma.

where we also used that n,, > 1. Combining the above with (B.15), we conclude that
V3 Ta, ~ 2 cos a, K Van

Using o = v, in (B.13), we get

5
T .
= 24n,,

(B.16)

We shall now show that 8k .
_ 8k + 1) (B.17)

n

(AN
[N

Qy
when 8(k, + 1)7/n < w/4 (otherwise (B.17) is obvious). This would imply, because o — ny,
is non-decreasing, that

na*éndzﬂ—1:8k*+7.
Y
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This and (B.16) would give

0'2 60'2

> >
TS oA8k, +7) T ket 1

for a positive constant ¢. This would prove the theorem when assumption (4.51) is true.
To prove (B.17), we only need to show that

hi (&) + hg(—a)
2cosa

— B+ (0) (B.18)

o o
> = .

Vna 8k + 7
We verify this via Lemma B.1.5 on a case-by-case basis. When k, = 0, we have & = 87/n

so that, by Lemma B.1.5, the left hand side above is bounded from below by A,. Because
k. is zero, by definition of k,, we have

20

V3

This gives Ay > 20(1—(1/+/3)) which can be verified to be larger than o/v/8k, +7 = /7.
When k., = 1, we have & = 167/n so that, by Lemma B.1.5, the left hand side in (B.18)
is bounded from below by A4. Because k, = 1, by definition of k,, we have

A2+ 2A0+20220'.

20 20 20

NG

which gives A, > 20((1/+/2)—(1/4/5)). This can be verified to be larger than o /+/8k, + 7 =
o/ V15.

When k, > 2, we again use Lemma B.1.5 to argue that the left hand side in (B.18) is
bounded from below by Ay, 1). Because Ay is increasing in k& (Lemma B.1.2), we have
Aok, +1) = Aok, . By the definition of k. (and the fact that Ay, > 0), we have

20 k.+1
Agp, > 1-— .
2k*_k*+1< 2k*+1>
Because k, > 2, it can be easily checked that (k.+1)/(2k,+1) < 3/5 and (8k.+7)/(k.+1) >
23/3. These, together with the fact that 2(1 — /3/5)4/23/3 > 1, imply (B.18). This
completes the proof of the theorem when assumption (4.51) holds.

We now deal with the simpler case when (4.51) is violated. When (4.51) is violated, we
first show that

12n 1
16(1 + 24/3)2

To see this, note first that, because (4.51) is violated, we have

ki > (B.19)

hic (@) + hg=(—a) hie- (0) < \/2—& <o (na 1)—1/2

2cosa T
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for all @ € (0,7/4]. Lemma B.1.5 implies that for every 1 < k < n/16, we get

hi(4km/n) + hye (—4km/n)
Ay <
2 cosdkm/n

— hx(0) <

\/T o= (B.20)

Now for every
12n

< T2V 1, (B.21)

we have
20 20 20 20

n > Apjis + ——.
NCES Y \/3n/16 w6 a6+ 1

It follows therefore that any k satisfying (B.21) cannot be a minimizer of Ay +20(k+1)
thereby implying (B.19).

Let L* be defined as the Minkowski sum of K* and the closed ball with center 0 and
radius o(3n/2)""/2. In other words, L* := {z + 0(3n/2)""*y: z € K and ||y|| < 1}. The
support function L* can be checked to equal:

~1/2
Y

hi-(0) = h+ () 4+ o(3n/2) V2. (B.22)
Le Cam’s bound again gives

> L (e (0) = B (0) {1 — [P — Py

v} (B.23)

W

where r is as defined in (B.14). By use of Pinsker’s inequality, we have

- . 1 [no? 1
< Z hic(2im/n — ) — h(2in/n — 7))* = 55 \/ 372 < 7

||PK*_PL* TV >

Therefore, from (B.23) and (B.19), we get that

o? 1 o?
T2 > .
12n = 16(1+2v/3)2 ki + 1

This completes the proof of Theorem 4.3.2.

B.1.3 Proof of Inequality (4.21) in Remark4.3.2

Fix ¢ € {1,...,n} and a compact, convex set K*. Let L* be defined as in the proof of
Theorem 4.3.2. We want to show that

max (EK*(HL- — e (01))2, B (B — hL*(Hi))2> <C. (B.24)

k(i) + 1
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for a universal constant C' where h; denotes our estimator defined in (4.12). We have already
proved in Theorem 4.3.1 that

Ex- (h ~ B (9,-))2 <Ot (B.25)
It can similarly be proved that
. 2 o2
. (hi - hL*(ei)) e (B.26)

where kX" denotes the quantity k(i) with K* replaced by L*. More precisely

. x 20
kX (i) := argmin [ AL (6;) + )
(@)= engiy (AF 0) + 2=
where AL (6;) is defined as in (4.40) with K* replaced by L*.
Inequalities (B.25) and (B.26) together imply that the left hand side of (B.24) is bounded
from above by

) 1 1
Co” max (k*(i)—i—l’kf*(i)—i—l) . (B.27)
We show below how to establish (B.24) from the above bound. As in the proof of Theorem
4.3.2, we shall work with two separate cases.

In the first case, we suppose that the condition (4.51) in the proof of Theorem 4.3.2 holds.
In this case, recall from the proof of Theorem 4.3.2 that the set L* is defined as the convex
hull of K* U {ag~(c)} where ag«(«) is defined as in (4.52). We show below then that

AF(0:) < Aw(6) for every k € T (B.28)

This would immediately imply that k,(i) < kL™ (). The inequality (B.24) would then follow
from the bound (B.27).

In order to prove (B.28), we first recall from (B.12) the expression for the support function
of L* i.e., hy+(f) equals the right hand side of (B.12) when —a < 6 < « and it equals hy«(6)
for every other § € (—7, 7]. For notational convenience, let us denote by 5;( “(6), the quantity
inside the summation in (4.40) i.e.,

. , 457 /n) ,
557 (6,) = hic- (0, % Ajmfm) — SEITI)y g, 1 B.2
(00 = o0 ) — 2TV (0,2 2 (B.20)
where - (6;4¢) has the same meaning as in (4.40). This means that Ag(0;) = Z?:o o (6;)/ (k+
1). We similarly define 6} (6;) with L* replacing K* in (B.29) so that Af™(6;) = Z?:o 07" (6:)/ (k+

).
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We now verify (B.28) as follows. From the formula (B.12), it is easy to observe that
07" (6;) equals zero whenever 4jm/n < a or, equivalently, j < na/(4m). We therefore have

k

k
* 1 * 1 *
0= 0=y Do e > e, (B30
where I{-} denotes the indicator function. When j > na/(4w), again from the form of the
support function of hp. described in (B.12), it follows that hp«(4jm/n) = hg«(4j7/n). On
the other hand, hr«(6) > hg-(0) for all 6 simply because K* C L*. We thus have

51 (6:) < 5°(6;)  for j > na/(4m).

Because 6/ (6;) is always nonnegative, inequality (B.28) is now immediate from this and
(B.30).

We now turn to the case when the condition (4.51) in the proof of Theorem 4.3.2 does
not hold. Observe that in this case, we proved in (B.19) and (B.20) respectively that

12n
1 ad A<D B.31
16(1+2v3)2 ok \/ (B.31)

for every k € Z. It may also be recalled that L* in this case was chosen to be such that its
support function satisfies the identity given in (B.22). As a result of this, it is easily seen

that
AF(0,) = Ap(6) + o (377@) o %Hg <1 N %)

for every k. Now following the calculations in Example 4.4.2 (immediately after inequality
(4.44)), we deduce that

k(i) >

8v207 L2p-5/2.
V3

The second inequality in (B.31) now allows us to deduce that

AR (6:) < Ax(6)) +

o 8\/_0'7T 1252
Vak |3

for a universal constant ¢;. Thus if k£ € Z is such that k > con for a positive constant ¢y, we

have
AL*(Q) < Qo <1+ —1/2>

AF(0;) < < co (K712 + kPn~%?)

Q'

and consequently

20 o

NES RN

AL (9,) + [01(1 +o )+ 2(;;1/2} (B.32)
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for every k € Z,k > con. On the other hand for £ < ¢3n, we have

20 20 20 20
\/k—i—l \/k+1 \/an"‘l V/nles +1)

AF () + (B.33)

From (B.32) and (B.33), it is easy to see that if ¢3 and ¢y are suitably chosen, then no k
for which & < ¢3n can minimize the left hand side of (B.33). This implies therefore that
kL (i) > cn for a positive constant c¢. On the other hand, the first inequality in (B.31) implies
that k.(7) is also at least cn for a positive constant c¢. This allows to deduce that (B.27) is
bounded from above by a constant multiple of 02 /(k.(i) + 1). This completes the proof of
inequality (4.21) in Remark 4.3.2.

B.1.4 Proofs of Corollaries and Proposition 4.3.1 in Section 4.3.1

The proofs of the corollaries stated in Section 4.3.1 are given here. For these proofs, we need
some simple properties of the Ag(6;) which are stated and proved in Appendix B.1.
We start with the proof of Corollary 4.3.3.

Proof of Corollary /.5.5. Fix 1 <1 < n. We will prove that l;:( ) < k(i) < k:( ). Inequality
(4.31) would then follow from Theorem 4.3.1. For simplicity, we write Ay, for Ax(6;), fr for
F1(0:), gi for gi(6;), k. for k. (i), k for k(i) and k for k(7).

Inequality (B.45) in Lemma B.1.3 gives

Ay > o(V6-2)

vVEk+1
:Fhus any k € T for which f, < A, < a(\/g —2)/vk + 1 has to satisfy k < k,. This proves
k <k,

For k, < k, we first inequality (B.44) in Lemma B.1.3 to obtain Ay, > 6(v/2—1)0/v/k, + 1.
Also Lemma B.1.2 states that k — Ay is non-decreasing for k£ € Z. We therefore have

6(v2—1)o - 6(v2—1)o

forall k > k., k € T.

g <A <Ay, < for all k < k., k€.

Vk.+1 = VkE+1
Therefore any k € T for which g > 6(v2 — 1)o/vk + 1 has to be larger than k,. This
proves k > k,. The proof is complete. O

We next give the proof of Corollary 4.3.1.

Proof of Corollary /.3.1. We only need to prove (4.22). Inequality (4.23) would then follow
from Theorem 4.3.1. Fix i € {1,...,n} and suppose that K* is contained in a ball of radius
R centered at (z1,25). We shall prove below that Ag(6;) < 6mRk/n for every k € Z and
(4.22) would then follow from Corollary 4.3.3. Without loss of generality, assume that 6; = 0.
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As in the proof of Theorem 4.3.5, we may assume that K* is contained in the ball of
radius R centered at the origin. This implies that |hg«(0)] < R for all § and also that hg-
is Lipschitz with constant R. Note then that for every k € 7 and 0 < 5 < k, the quantity

i+ (497/n) + hi(=4jm/n)  cos(4jm/n) hie= (2§m/n) + by (=257 /n)
2 cos(2jm/n) 2

Q="

can be bounded as

| hr-(4§m/n) — hg- (257 /n) + hge«(—4jm/n) — hg- (=257 /n)
Q= !

B (cos(4j7r/n) - cos(2j7r/n)) hi«(2jm/n) + hg«(—2jm/n) < 6Rjm
cos(2jm/n) 2 - n

Here we used also the fact that cos(-) is Lipschitz and cos(2jm/n) > 1/2. The inequality
Ar(0) < 6w Rk/n then immediately follows. The proof is complete. O

Proof of Proposition /.3.1. Inequality (4.24) is clearly a direct consequence of (4.23). We
therefore only prove (4.25) below. We assume without loss of generality that n is even,
i =n/2 and that 0; = 0. Also assume that /C(R) contains of all compact, convex sets that
are contained in the ball of radius R centered at the origin.

Take K* to be the vertical line segment joining the two points (0, R) and (0, —R) for a
fixed R > 0 (as in Example 4.4.3). Further let L* be as in the proof of Theorem 4.3.2. It is
then easy to check that L* € IC(R) and thus the minimax risk in the left hand side of (4.25)
is bounded from below by

i%f max (EK(B — hye(6)), EL(il — hp- (‘91))2)

Inequality (4.20) then gives that
2

~ 2 co
inf sup Eg«(h — hg-(0; > —.
h K*ele(R) * ( el )> ko(i) +1

We now use inequality (4.46) which proves that the right hand side above is bounded from
above by a constant multiple of (¢2/n)+ (0>R/n)%?3. This completes the proof of Proposition
4.3.1. O

We conclude this section with a proof of Corollary 4.3.2.

Proof of Corollary 4.3.2. By Theorem 4.3.1, inequality (4.28) is a direct consequence of
(4.27). We therefore only need to prove (4.27). Fix k € Z with

k< o min(0; = 61(0), 62() — 60) (B.34)
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It is then clear that 6; + 4j7/n € [¢1(i), p2(i)] for every 0 < j < k. From (4.26), it follows
that

i
hi«(0) = x1 cos @ + x4 sin @ forall&z@izl:ﬂ,ogjgk.
n

We now argue that Ag(6;) = 0. To see this, note first that Ag(6;) = Ux(6;) — Li(0;) has
the following alternative expression (4.40). Plugging in hg«(0) = x1 cos @ 4+ x5 sin @ in (4.40),
one can see by direct computation that Ag(6;) = 0 for every k € T satisfying (B.34). The
definition (4.18) of k. (i) now immediately implies that

k.(i) > min (% min(f; — 613, ¢ (i) — 6:), cn)

for a small enough universal constant c. This proves (4.27) thereby completing the proof. [J

B.1.5 Completion of the proof of Theorem 4.3.3

We complete the proof of Theorem 4.3.3 starting from where we left off in the main text.
The goal is to prove inequality (4.56). The argument below is inspired by an argument due
to Zhang [159, Proof of Theorem 2.1] in a very different context.

Recall that k(i) takes values in Z := {0} U {27 : j > 0,27 < |n/16]}. For k € Z, let

n

p(k) =Y k(i) =k}  and  ((k):= Z[{k*(i) <k}

i=1
Note that £(0) = 0,4(1) = p(0) and p(k) = €(2k) — (k) for k > 1,k € Z. As a result
= 1 p(k) 0(2k) — L(k)
P o (GRS Sl )
i=1 k*(z) +1 keT k+1 k>1,keZ k+1

Let K denote the maximum element of Z. Because ((2K) = n, we can write

n

1 no 1) ke(k)
R+l K112 2 CESNED))

i=1 k>2,keT

Using n/(K + 1) < C and loose bounds for the other terms above, we obtain

B 1 30(k)
- < —_— B.
Zk*(i)+1_c+ Z k (B-35)
i=1 k>1,k€T
We shall show below that
A k}5/2
((k) < min (n, i > forall ke Z (B.36)
on
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for a universal positive constant A. Before that, let us first prove (4.56) assuming (B.36).
Assuming (B.36), we can write

) _ @I{M il ”5}+ @]{k> o 2/5} -
kZ%eI K kz%»ez k B (AR) kzgez k (AR)

In the first term on the right hand side above, we use the bound /(k) < ARKY?/(on). We

then get
(k) on2\*® AR 3/ on2\*®
) < (2% < £ < (2% .
> Wrles (F) fean 5 emfes (5

k>1,keT k>1,keT

Because Z consists of integers of the form 27, the sum in the right hand side above is bounded
from above by a constant multiple of the last term. This gives

e G S () () o

k>1,kel

For the second term on the right hand side in (B.37), we use the bound ¢(k) < n which gives
(k) on2\*/? . on2\*/°
—=1 —_— < I i
> {k:>(AR) <n Y KUk> (S
k>1,keT k>1keT

Again, because Z consists of integers of the form 27, the sum in the right hand side above is
bounded from above by a constant multiple of the first term. This gives

e () o) o) o

k>1,keT

Inequalities (B.38) and (B.39) in conjunction with (B.35) proves (4.56) which would complete
the proof of (4.32).
We only need to prove (B.36). For this, observe first that when k. (i) < k, Corollary 4.3.3

gives that
-2
A(6;) > (\/6—)0‘
vk +1

This is because if (B.40) is violated, then Corollary 4.3.3 gives k < k(i) < k.(i). Conse-

quently, we have
< Ag(0:)VEk +1
(W6 -2

(B.40)

I{k, (i) < k}
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and

(k) < N Z A (6 for every k € Z. (B.41)

We will now prove an upper bound for Ag(6;),1 < i < n under the assumption that K* is
contained in a ball of radius R > 0. We may assume without loss of generality that this ball
is centered at the origin because the expression for Ay (6;) given in (4.40) remains unchanged
if hy-(0) is replaced by hg«(0) — ay cos @ — aysin @ for any (ay,ay) € R2.

Now using the expression (4.40) for Ag(6;), it is easy to see that

ZAk<‘9>

Mpr

(B.42)

where §; is given by

e (e (Bigg) + hies(im2;)  cos(dgm/n) e (0545) + P (0 5)
% = Z ( 2 cos(2jm/n) 2 ) ‘

=1

with 0, = 2rk/n — m. Because 0 — hg«(6) is a periodic function of period 2w, the above
expression for d; only depends on hg-(61), ..., hg+(6,). In fact, it is easy to see that

cos(4jm/n)
(5' - h *
! ( cos(2jm/n) ) Z K
Now because K* is contained in the ball of radius R centered at the origin, it follows that
|hk+(0;)] < R for each i which gives

e _ cos(4jm/n) . ~ cos(4km/n) _ nR(1 + 2cos2mk/n)
% < nht (1 COS(2j7r/n)> s nkt (1 cos(2k:7r/n)) cos 27k /n

(1—cos2mk/n)

for all 0 < j < k. Because k < n/16 for all k € Z, it follows that

8R2k?

§; < 8nRsin®(rk/n) < forall 0 < j <k.

The identity (B.42) therefore gives Y " Ax(6;) < 8Rw2k?*/n for all k € Z. Consequently,
from (B.41) and the trivial fact that (k) < n, we obtain

872  REK*Vk+1
V62 on
Note that £(0) = 0 so that the above inequality only gives something useful for £ > 1. Using

k+1 < 2k for £ > 1 and denoting the resulting constant by C, we obtain (B.36). This
completes the proof of Theorem 4.3.3.

((k) < min (n ) forall k e 7.
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B.1.6 Technical Lemmas

Our first task here is to provide the proof of Lemma 4.2.1. We also restate this result here
for the convenience of the reader.

Lemma B.1.1. For every 0 < ¢ < w/2 and every 0 € (—m, 7], we have 1(0, ) < hy+(0) <
u(f, ).

Proof. The inequality hx+(0) < u(6, ¢) is obtained by using (4.1) with oy = 0+ ¢, a0 =0 —¢
and a = 0. For (0, ¢) < hg«(0), we use (4.1) with ag = 0 + 2¢, a5 = 0 and a = 0 + ¢ to
obtain

hi+(0) > 2hpe (0 + @) cos ¢ — hyex (0 + 29).

One similarly has hg«(0) > 2hg(0 — @) cos ¢ — hg«(0 — 2¢) and (6, ) < hg=«(0) is deduced
by averaging these two inequalities. O

We next provide three lemmas which were used in the proofs of the main results of
chapter 4.

Lemma B.1.2. Recall the quantity Ax(6;) defined in (4.40). The inequality Aoy (6;) >
1.5A4(6;) holds for every 1 <i <n and 0 < k < n/16.

Proof. We may assume without loss of generality that 6; = 0. We will simply write A, for
A(6;) below for notational convenience. Let us define, for 0 € R,

hK* (29) + hK*(—QQ) _ cos 20 h,K* (9) + hK*(—e)
2 cos 0 2 '

i(0) :=

Note then that Ay = Z d(2jm/n)/(k + 1). We shall first prove that

tany

dy) > < ) d(x) for every 0 <y < 7/4 and z < y < 2z. (B.43)

tanx
For this, first apply (4.1) to a3 = 2z, a0 = z and a = y to get

hiee (y) < SO =)y o0y £ SCE ),

sinx sinx

We then apply (4.1) to a1 = 2y, as = x and « = 2z to get (note that 2y —z < 2y < 7/2)

in(2y — in(2y — 2
b (24) > sin( Y x)hK*(Qx) _ sin( y x)
sin sin

hy ().

Combining these two inequalities, we get (note that 2y < 7/2 which implies that cos 2y > 0)

cos 2y

hic-(2y) — hic«(y) 2 ahg (22) — Bhi-(2),

cosy
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where _ .
_ sin(2y —x)  cos2ysin(y — )

sin x cosy  sinw

and

sin(2y — 2x cos 2y sin(2x —
g .= Sy —2z) | cosZysin(2r —y),

It can be checked by a straightforward calculation that

sin x cos Yy sin x

tany tany cos 2x

o =

and [ =

tan tanz cosx

It follows therefore that

Cos 2
P+ (29) J

tany cos 2x
hk hg«(2x) — e« .
2 () 2 1ot e 22) o)

We similarly obtain

cos 2y tany

hic(—2y) —

hi-(—y) >
cosy ke y)_tanx

(- (-20) -

The required inequality (B.43) now results by adding the above two inequalities. A trivial
consequence of (B.43) is that 6(y) > d(x) for 0 < y < 7/4 and © < y < 2z. Further,
applying (B.43) to y = 2z (assuming that 0 < z < 7/8), we obtain §(2z) > 2d(x). Note
that tan 2z = 2tanz/(1 — tan?z) > 2tanz for 0 < z < 7/8.

To prove Ay, > (1.5)Ag, we fix 1 < k < n/16 (note that the inequality is trivial when
k = 0) and note that

1 & /27 1 & 2(2j — D 457
A%—zk+1;5(n>—2k+1;(5(7>”(7>)

where we used the fact that 6(0) = 0. Using the bounds proved for §(6), we have

() () e o (5) 2 (5),

k

. k .
3 2gm 3 2 3
Agy > o > S —=— ) ==A
2’“—2/{;+1;1 (n)‘2(k+1)20 (n> 2"

J]=

Therefore

and this completes the proof. ]

Lemma B.1.3. Fizi € {1,...,n}. Consider Ag(60;) (defined in (4.40)) and k.(i) (defined
in (4.18)). We then have the following inequalities

6(v2—1)o

Ay i (0;) < .
k*()( ) k*(i)+1

(B.44)
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and

(B.45)

Aw(6;) > max (Wé —2)o (V6 —2)Vk+ 1a>

VE+1 2(k. + 1)
for all k > k.(i),k € Z.

Proof. Fixi € {1,...,n}. Below we simply denote k. (i) and A(6;) by k. and A, respectively
for notational convenience.
We first prove (B.44). If k, > 2, we have

Ay, + < Apjp+ V2

20 20
o VE+1 Vi, +2 \/k +1
Using Lemma B.1.2 (note that k, € Z and hence k, < n/16), we have Ay 5 < (2/3)A;
We therefore have

< Appp+ V2=

20
Ay, + A +
SRV s fm

which proves (B.44). Inequality (B.44) is trivial when k, = 0. Finally, for k, = 1, we have
A; + V20 < Ay + 20 = 20 which again implies (B.44).

We now turn to (B.45). Let k" denote the smallest k € Z for which k > k.. We start by
proving the first part of (B.45):

Ay > M
vVEk+1
Note first that if (B.46) holds for k = £/, then it holds for all £ > k" as well because Ay > Ay

(from Lemma B.1.2) and 1/vk+1 < 1/v/k'+ 1. We therefore only need to verify (B.46)
for k =K. If k, =0, then k' = 1 and because

for k> k. k € T. (B.46)

2
A1+—0>A0—|—20—20

V2

we obtain Ay > (2 — \/5)0. This implies (B.46). On the other hand, if k. > 0, then k' = 2k,
and we can write

Aoy, +

20 S A, 4+ 20 S 20
o+l " el VEFL

20 2k, + 1
Aoy, > -1
= ok 1 (\/ kot 1 >
which implies inequality (B.46) for k = 2k, because (2k, + 1)/(k« 4+ 1) > 3/2. The proof of
(B.46) is complete.

This gives
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For the second part of (B.45), we use Lemma B.1.2 which states Ay, > (1.5)A; > v2A,
for all k € Z. By a repeated application of this inequality, we get

1
A,@,/%Ak,g Frla,  forall k> k.

Using (B.46) for k = k', we get

AL > (V6 —2)ovk + 1
b= K+ 1 '

The proof of (B.45) is now completed by observing that &' < 2k, + 1. O

Lemma B.1.4. Fizi € {1,...,n}. For every 0 < k < n/8, the variance of the random
variable Uy(0;) (defined in (4. 1())) is at most 02 /(k +1). Also, for every 0 < k < n/16, the
variance of the random variable Ay(0;) (defined in (4.11)) is at most o2/ (k + 1).

Proof. Fix 1 <14 < n. We shall first prove the bound for the variance of Uk(e ) for a fixed

0 < k <n/8. Note that
k

. | Yo+ Yi,
U(6:) = SR,
«(6:) E+1 jz:; 2 cos(2jm/n)

It is therefore straightforward to see that

2

var(Ux(6;)) = (e <1+ Zsec zjﬂ/n)).

For 1 < j <k < n/8, we have sec(2jm/n) < V2 because 2j7/n < w/4. The inequality
var(Uy(0;)) < 0?/(k + 1) then immediately follows.
Let us now turn to the variance of Ag(6;). When k = 0, the conclusion is obvious since

~

A(6;) = 0. Otherwise, the expression (4.11) for Ag(6;) can be rewritten as

Ak(ﬁl) — Sl + SQ + Sg

where
-1 . cos(4jm/n) Yir; + Yi;
S =— J is odd ,
! k:—l—ljz;{ }COS(2]7T/7”L) 2
k :
1 . COS(4]7T/n)> Yiii+Yi,
Sy = —— j is even (1— : J C
2 k—l—lj;{ ! cos(2jm/n) 2
and

S3 = k;—i—l Z {jis even}

j=k+1



APPENDIX B. PROOFS FOR CHAPTER 4 146

S1,99 and S5 are clearly independent. Moreover, the different terms in each S; are also
independent. Thus

cos®(4jm/n)

2 k
g ..
var($) = 51y ; Uis odd} G o i )

2

var(Sy) = ———— zk: {j is even} (1 - W)Q,

2(k +1)* cos(2jm/n)

and
o2 o2

var(S;) = TR Z {j is even} < 1)

j=k+1

Now for £ <n/16 and 1 < j <k,

cos(4jm/n)

0< <1

cos(2jm/n)
which implies that var(S;) + var(Ss) < 02/2(k + 1). Thus var(A(6;)) < o2/(k + 1). O
The next lemma was used in the proof of Theorem 4.3.2.

Lemma B.1.5. Let Ay, be the quantity (4.40) with 6; =0 i.e.,

1 b e (4gm/n) + hg«(—4jm/n)  cos(djm/n) hg(2j7/n) + hg(—=2jm/n)
Bii= k+1 jz:; ( 2  cos(2jm/n) 2 ) '

Then the following inequality holds for every k < n/16:
hi«(4km/n) 4+ hg«(—4kn /n)
A <
2 cos(4km/n)

Proof. From Lemma B.1.2, it follows that §(2im/n) < §(2km/n) for all 1 < i < k (this follows
by reapplying Lemma B.1.2 to 2im/n,4im/n,... until we hit 2k7/n). As a consequence, we
have Ay < §(2km/n). Now, if § = 2k /n then § < 7/8 and we can write

5(0) = hic+(20) + hyc-(—20) _cos 20 hye+(0) + hye«(—0)
a 2 cos 2

= cos20 < 2 cos 20 — hic-(0) ) = cos 20 2cosb —hi(O) )

Because hy-(0) + hy(—8) > 2hy-(0) cos# and cos 26 > 0, we have
5(0) < cos 20 (hK*(%) + hi<(=20) hK*(O)) - e (20) + - (—26)

~ hgee (0).

2 cos 20 2 cos 20 = P+ (0).

The proof is complete. O
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Lemma B.1.6 (Approximation). There ezists a universal positive constant C' such that for

every i =1,...,n and every compact, convex set P, we have
Erc. (i — hiee(00)) < (2 (K", P B.47
* ;s — * . < _— * . .
Proof. Fixi € {1,...,n} and a compact, convex set P. For notational convenience, we write

Ay, APk, and kI for Ay (6;), AL (0,), k.(6;) and kT (6;) respectively.

We assume that the following condition holds:

24(v/2 — 1)
V6 — 2

kP 1> (ke +1). (B.48)

If this condition does not hold, we have

1 <24(\/§—1) 1
ko +1 V6—2 kP +1

and then (B.1.6) immediately follows from Theorem 4.3.1.
Note that (B.48) implies, in particular, that kI > k,. Inequality (B.45) in Lemma B.1.3
applied to k = kP implies therefore that

A > (\/6—2)\/14354—10'.

2(k. + 1)

Also inequality (B.44) applied to the set P instead of K* gives
AkPP < 6(\/5—_1)0‘
. VEE+1
Combining the above pair of inequalities, we obtain

(vV6-2)/kl +10  6(vV2—1)0
20k +1) NCESh

The right hand above is non-decreasing in k7 + 1 and so we can replace kI + 1 by the lower
bound in (B.48) to obtain, after some simplication,

Apr = Ajp 2

App — AP >_ 7 24(v2 —1 6—2). B.49
i N \/ (V2-1)(V6-2) ( )
The key now is to observe that

|Ap — AY| < 20 (K*, P)  for all k. (B.50)
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This follows from the definition (4.35) of the Hausdorff distance which gives

k

. . 1 cos(4jm/n)
Ak = AL| < u (K7, P) (1 T cos<2j7r/n>>

j=0

and this clearly implies (B.50) because cos(4jm/n)/ cos(2jm/n) <1 for all 0 < j <k.
From (B.50) and (B.49), we deduce that

co
ly(K*,P) > ——
P = T
for a universal positive constant ¢. This, together with inequality (4.17), clearly implies
(B.47) which completes the proof. O

B.2 Additional Simulation Results

We had presented simulation results only when K* is a ball and a segment in chapter 4.
Here we present additional simulation results when K* is a square, ellipsoid and random

polytope.

B.2.1 Pointwise estimation

Here, we present plots analogous to Figure 4.2 for three additional choices of K*:

1. K* is the square formed by the four corner points: {(0,0),(0,1),(1,0),(1,1)} whose
support function equals hg«(f) = max{0, sinf, cos6, sinf + cos#}. This function is
plotted in the first subplot of Figure B.1. We study pointwise estimation here for
0; = 0,7/8 and 7 /4 (these points are indicated by the red dots in the first subplot).
For each of these three values of 0;, we calculated the mean squared error as a function
of n which is plotted in Figure B.1.

2. K* is the ellipsoid {(z,y) : 22/4+y*/2 = 1} and 0; = 0, 7/4, w/2. The support function
equals hg-(0) := (4 cos? § + 2 sin? 0)1/ ?. This function is plotted in the first subplot of
Figure B.2. We study pointwise estimation here for 6; = 0,7/4 and 7/2 (these points
are indicated by the red dots in the first subplot). For each of these three values of 0;,
we calculated the mean squared error as a function of n which is plotted in Figure B.2.

3. For our final example, we consider a random polytope K* generated by sampling 10
points from the uniform distribution on the square [—2,2] x [—2,2] and taking their
convex hull. The performance of the seven estimators is shown in the following plots.
In the first subplot, the support function is drawn in black with points 0,7/8,7/4
marked as our choices for 6;. Similarly as before, the last three subplots shows how
the mean squared error changes with sample size n growing.
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support function for square square case 6= 0

Figure B.1: Point estimation error when K™ is a square

The story in all these plots is the same. The error decays in all cases as n grows. The per-
formance of our estimators is similar to the LSE. The performance of the FHTW estimators
is good when smoothness assumptions are met but otherwise they can be poor.

B.2.2 Set Estimation

Here we present simulation results on set estimation for each of the three examples discussed
above. The relevant plots are given in Figure B.4 (when K™* is the square), Figure B.5 (when
K* is the ellipsoid) and Figure B.6 (when K* is the random polytope).

The conclusions are again same as before. Our estimators perform at the same level as
the LSE. Even though, we propose two set estimators: LAE with projection and LAE with
infinite projection, both of them look similar and have similar performance. The FHTW-B
estimator seems to work well when K* can be well-approximated by an ellipsoid.
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support function for ellipsoid ellipsoid case 8= 0
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Figure B.3: Point estimation error when K* is a random polytope
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square case LSE LAE projection
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Figure B.4: Set estimation when K* is a square
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Figure B.5: Set estimation when K™ is an ellipsoid
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Appendix C

Proofs for Chapter 5

C.1 Proof of Lemma 1

Recalling that KT denotes the pseudoinverse of K, our proof is based on the linear transfor-
mation

zi=n"YAKH2 —= = nK'"%

as well as the new function J,(2) : = £,(v/nvKz) and its population equivalent J(z) : =
EJ.(2). Ordinary gradient descent on 7, with stepsize a takes the form

=2t — VT (7)) = 2 — a/nVEVL,(ViVKZ). (C.1)

If we transform this update on z back to an equivalent one on 6 by multiplying both sides
by v/nVK, we see that ordinary gradient descent on 7, is equivalent to the kernel boosting
update ' = 0" — anKV L, (0").

Our goal is to analyze the behavior of the update (C.1) in terms of the population cost
J(z"). Thus, our problem is one of analyzing a noisy form of gradient descent on the function
J, where the noise is induced by the difference between the empirical gradient operator V.7,
and the population gradient operator V.7 .

Recall that the £ is M-smooth by assumption. Since the kernel matrix K has been
normalized to have largest eigenvalue at most one, the function J is also M-smooth, whence

T < T +(VIE), d) + Tl
where d':= 2" —2' = —aV T, ().
Morever, since the function 7 is convex, we have J(z*) > J (') + (VT (2"), z* — 2"), whence
T = T < (VI d 2= =) + 3

= (VI(), 27— )+ B (©2)



APPENDIX C. PROOFS FOR CHAPTER 5 155

Now define the difference of the squared errors V* : = %{Hzt — 22— ||t = 2 Hg} By some

simple algebra, we have

1
vi= {2 -l 2 - 2

. 1
= — (2 =) = Sl
1
= {d, —d =) —
. 1
= — (!, =)+ S

Substituting back into equation (C.2) yields

t

j(zt—i-l) —j(Z*) S Vt—|— <Vj(2t) + dE? Zt—i—l o Z*>

— th + (VI (") — VT (2h), 21— 2%,

where we have used the fact that i > M by our choice of stepsize a.

Finally, we transform back to the original variables 6 = \/ﬁ\/f z, using the relation
VJ(z) = vnvVKVL(#), so as to obtain the bound

1
1y * L 2 t+12
L0 = £6%) < 5 {1115 — 1873 }
+ (VL) — VL, (8Y), 6 — %),

Note that the optimality of 8* implies that VL(0*) = 0. Combined with m-strong convexity,
we are guaranteed that 2[|A™|2 < £(6"F1) — £(6*), and hence

m e o L 12 A2
a2 < o= { 1A — 1A |
+ (VL + AY) = VL, (6F + AY), AT,

as claimed.

C.2 Proof of Lemma 2

We split our proof into two cases, depending on whether we are dealing with the least-squares
loss ¢(y,0) = 5(y — 0)?, or a classification loss with uniformly bounded gradient (||¢/|| < 1).

C.2.1 Least-squares case

The least-squares loss is m-strongly convex with m = M = 1. Moreover, the difference
between the population and empirical gradients can be written as VL(6* + 0) — VL, (6* +
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§) = Z(wy, ..., wy), where the random variables {w;}}, are i.i.d. and sub-Gaussian with
parameter 1. Consequently, we have

(VL +0) — VL (0% +6), A :‘% f: wil(z;)

Under these conditions, one can show (see [144] for reference) that

which implies that Lemma 2 holds with ¢35 = 16.

1
< 200 [[Alln + 207 AL + 76 1AL (C.3)

C.2.2 Gradient-bounded ¢-functions

We now turn to the proof of Lemma 2 for gradient bounded ¢-functions. First, we claim
that it suffices to prove the bound (5.23) for functions ¢ € 95 and ||g||» = 1 where
0K :={f—g| f,g € #}. Indeed, suppose that it holds for all such functions, and that we
are given a function A with ||Al]|,» > 1. By assumption, we can apply the inequality (5.23)
to the new function g : = A/||A||,», which belongs to 0.7 by nature of the subspace ¢ =
span{K(-, ;) }i;.
Applying the bound (5.23) to g and then multiplying both sides by ||A||», we obtain
(VL0 +0) — VL, (0" +0), A)
m ||AlR

Al + 28208+ e

m
<20, | Alln + 20, [| Al + C—gHN!%

where the second inequality uses the fact that ||Al|,» > 1 by assumption.

In order to establish the bound (5.23) for functions with ||g||,» = 1, we first prove it
uniformly over the set {g | ||gll.r =1, |g]ln <t}, where ¢t > 1 is a fixed radius (of course,
we restrict our attention to those radii ¢ for which this set is non-empty.) We then extend
the argument to one that is also uniform over the choice of ¢t by a “peeling” argument.

Define the random variable

Zy(t):= sup (VL +06) — VL(0* + ), A). (C.4)
AbeE(t1)

The following two lemmas, respectively, bound the mean of this random variable, and its
deviations above the mean:
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Lemma 5. For any t > 0, the mean is upper bounded as
EZ,(t) < 0Gu(E(t,1)), (C.5)
where o : = 2M + 4C .

Lemma 6. There are universal constants (cy,ce) such that

czna2>

P[Z,(t) > EZ,(t) + a] < ¢ exp ( -2

See Appendices C.2.3 and C.2.4 for the proofs of these two claims.
Equipped with Lemmas 5 and 6, we now prove inequality (5.23). We divide our argument
into two cases:

Case t =0, We first prove inequality (5.23) for ¢ = d,,. From Lemma 5, we have

EZ,(6,) < 0G(E(6,,1)) < 62, (©.1)

where inequality (i) follows from the definition of §, in inequality (5.12). Setting o = 62 in
expression (C.6) yields

P|Z,(0,) > 26,21} < ¢pexp (—cndy), (C.8)
which establishes the claim for ¢ = 4,,.

Case t > 0,, On the other hand, for any ¢t > 9,,, we have

(@) (i1)
D, GalE(t1)

EZ,(t) < 0Gu(E(t, 1)) < < 1,

where step (i) follows from Lemma 5, and step (ii) follows because the function u — M

is non-increasing on the positive real line. (This non-increasing property is a direct conse-
quence of the star-shaped nature of 0.7.) Finally, using this upper bound on expression
EZ,(5,) and setting a = t?m/(4c3) in the tail bound (C.6) yields

2

t
P|Z,.(t) > to, + 4_m] < ¢y exp (—conm®t?) . (C.9)
C3

Note that the precise values of the universal constants ¢, may change from line to line
throughout this section.
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Peeling argument Equipped with the tail bounds (C.8) and (C.9), we are now ready to
complete the peeling argument. Let A denote the event that the bound (5.23) is violated for
some function g € 0.2 with ||g||,» = 1. For real numbers 0 < a < b, let A(a, b) denote the
event that it is violated for some function such that ||g||, € [a,b], and ||g||,» = 1. For k =
0,1,2,..., define t; = 2¥§,. We then have the decomposition & = (0,t9) U (Upy A(tx, tis1))
and hence by union bound,

PIE] < PLA(O,5,)] + 3 PlA(h t) (C.10)

From the bound (C.8), we have P[A(0,4,)] < ciexp(—cond?). On the other hand,
suppose that A(ty, tx1) holds, meaning that there exists some function g with ||g|[,» = 1
and ||g||, € [tk, tk+1] such that

* N * N m
(VL(O" +0) = VLL(0" +0), g) > 20,9l + 207 + aHgHi

(i)

> 20ty + 202 + @ti
C3

(i7) 9 mo,

> (5ntk+1 + 2571 + Etlﬁ»l’

where step (i) uses the ||g||, > tx and step (ii) uses the fact that ¢, 11 = 2t;. This lower bound

2 m
implies that Z,,(tx41) > tri10n + t’jcg and applying the tail bound (C.9) yields

2. m
P(A(tr, trg1)) < P(Zu(trer) > trar 6y + -0

)

403
< exp (—conm?®22"+252) .

Substituting this inequality and our earlier bound (C.8) into equation (C.10) yields
P(E) < ¢y exp(—cynm?6?),

where the reader should recall that the precise values of universal constants may change from
line-to-line. This concludes the proof of Lemma 2.

C.2.3 Proof of Lemma 5
Recalling the definitions (5.1) and (5.3) of £ and L,,, we can write

n

1 / * N / * N
Zu(t) = sup =Y (¢'(ti 0 + ;) — B (i, 0] + 0:) A
Adeer) T
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Note that the vectors A and & contain function values of the form f(z;)— f*(x;) for functions
f € By(f*,2C%). Recall that the kernel function is bounded uniformly by one. Conse-
quently, for any function f € B, (f*,2C,»), we have

[f(@) = [ (@) = [{(f = ", K(, 2)) ]
< = £l 1K 2) e < 2C50

Thus, we can restrict our attention to vectors A, 0 with ||[Alle, [|]jec < 2C from hereon-

wards.
Letting {e;}"_, denote an i.i.d. sequence of Rademacher variables, define the symmetrized

variable

Z.(t) = sup qub (yi, 07 +6;) A (C.11)

ASeEt1) 'Y i

By a standard symmetrization argument [138], we have E,[Z,(t)] < 2E, [Z,(t)]. Moreover,
since

& (yi, 0F + ;) A < 1(qs’(y» 0 + 5-))2 +1a2
19 2 1y Y (2 2 (A
we have

n

EZ,(t) <E sup ~ ei(¢'(u 0 + ) +E sup Ze,m

seet) Mo A€E(t,1)
1 & ~ 1 &
<2E sup — Zeiqﬁ'(yi, 07 +6;) +4C»E sup — Z&'Ai,
secty Vi Aeg(t) T
T T

where the second inequality follows by applying the Rademacher contraction inequality [92],
using the fact that ||¢|| < 1 for the first term, and ||Al| < 2C, for the second term.
Focusing first on the term 77, since E[e;¢'(y;, 0F)] = 0, we have

K3
n

Ty =E sup %Z& <¢’(yi,9f —i—gz) - ¢/(?/i;9f)>

i (5;)

n
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where step (i) follows since each function ; is M-Lipschitz by assumption; and step (ii)
follows since the Gaussian complexity upper bounds the Rademacher complexity up to a

factor of \/g . Similarly, we have
T

and putting together the pieces yields the claim.

C.2.4 Proof of Lemma 6
Recall the definition (C.11) of the symmetrized variable Z,. By a standard symmetrization
argument [138], there are universal constants ¢y, ¢y such that

P|Z,(t) > EZ,[t] + cloz] < cg]P[én(t) >EZ,[t] + a].

Since {e;}i-, are {y;};-, are independent, we can study Z,(t) conditionally on {y;}™,.
Viewed as a function of {¢;}!" ,, the function Z,(¢) is convex and Lipschitz with respect to
the Euclidean norm with parameter

where we have used the facts that ||¢||.c < 1 and ||Al],, <t. By Ledoux’s concentration for
convex and Lipschitz functions [91], we have

P[én(t) >EZ, [t + o | {yl}?zl} < cgexp ( — C4nt_0242>.

Since the right-hand side does not involve {y;}? ;, the same bound holds unconditionally over
the randomness in both the Rademacher variables and the sequence {y;}? ;. Consequently,
the claimed bound (C.6) follows, with suitable redefinitions of the universal constants.

C.3 Proof of Lemma 3

We first require an auxiliary lemma, which we state and prove in the following section. We
then prove Lemma 3 in Section C.3.2.

C.3.1 An auxiliary lemma

The following result relates the Hilbert norm of the error to the difference between the
empirical and population gradients:
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Lemma 7. For any convex and differentiable loss function L, the kernel boosting error
AL = gL — 9% satisfies the bound

IATHZ, < A"l A e
+a(VLO + A — VL, (07 + A", AT, (C.12)

Proof. Recall that ||AY||%, = ||6" — 6*||%, = ||2" — 2*||3 by definition of the Hilbert norm. Let
us define the population update operator G on the population function 7 and the empirical
update operator G, on 7, as

G =2 — aVI(VnVEK ),
and 271 i= G, (") = 2 — aV T (VnVE ). (C.13)

Since J is convex and smooth, it follows from standard arguments in convex optimization
that G is a non-expansive operator—viz.

IG(z) — Gy)ll2 < ||l —yll2 for all z,y € C. (C.14)

*

In addition, we note that the vector z* is a fixed point of G—that is, G(z*) = z*.
these ingredients, we have

From

A2,
= (" — 2, Gu(2) — G2 + G(2Y) — %)

(%)
<[z = 2L G(2") = G()la
+ a(v/nVE[VLO 4+ AY) — VL, (0F + AY], 21+ — 2%)

(i)
< AL | AL
+ (VLG + A" — VL, (6° + AL, AT

where step (i) follows by applying the Cauchy-Schwarz to control the inner product, and
step (ii) follows since A" = /nv K (2! — 2*), and the square root kernel matrix v K is
symmetric. O

C.3.2 Proof of Lemma 3

We now prove Lemma 3. The argument makes use of Lemmas 1 and 2 combined with
Lemma 7.

In order to prove inequality (5.24), we follow an inductive argument. Instead of prov-
ing (5.24) directly, we prove a slightly stronger relation which implies it, namely

AM

max{1, [|A"||%,} < max{1,|A%%,} + t62 —. (C.15)
ym
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Here 7 and c¢3 are constants linked by the relation

1 1
Yi=———=1/C%. C.16
g 32 ey /C ( )
We claim that it suffices to prove that the error iterates A satisfy the inequality (C.15).
Indeed, if we take inequality (C.15) as given, then we have

1
1A°)5 < max{1, [A%5} + 5= < o
5

where we used the definition C% = 2max{[|0*||%,, 32}. Thus, it suffices to focus our
attention on proving inequality (C.15).

For t = 0, it is trivially true. Now let us assume inequality (C.15) holds for some ¢t < ﬁ,
and then prove that it also holds for step ¢ + 1.

If ||A™,» < 1, then inequality (C.15) follows directly. Therefore, we can assume
without loss of generality that ||A™Y|,, > 1.

We break down the proof of this induction into two steps:

e First, we show that ||A*!]|,,» < 2C, so that Lemma 2 is applicable.
e Second, we show that the bound (C.15) holds and thus in fact |[A™?|» < Cup.

Throughout the proof, we condition on the event £ and & := {\%Hy —E[y | 2]|2 < V20}.

Lemma 2 guarantees that P(£¢) < ¢; exp(—c2 m?;é’%) whereas P(&) > 1 — E™" follows from
the fact that Y2 is sub-exponential with parameter o?n and applying Hoeffding’s inequality.
Putting things together yields an upper bound on the probability of the complementary
event, namely

P(EC U ) < 2¢; exp(—Cynd?)
with Cy = maX{T—;, 1}.

Showing that ||A'™||,, < 2C, In this step, we assume that inequality (C.15) holds at
step t, and show that [|[A"!]|,, < 2C,. Recalling that z : = (Kj/);zm@, our update can be

written as

A =t — a/nVKVL(0Y) — 2
+ avnVK(VL,(0Y) — VL(Y)).
Applying the triangle inequality yields the bound
12 = 2"la < || 2" = av/nV K VL") =25

G(zt)

+ lav/nVE(VL, (60') — VL(EOY)||2
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where the population update operator G was previously defined (C.13), and observed to be
non-expansive (C.14). From this non-expansiveness, we find that

124 = 2%[la < [|2° = 2"[la + [lav/nVE (VL (6") = VL(6)) s,
Note that the /5 norm of z corresponds to the Hilbert norm of . This implies

|AT e < AT + lav/nVE (VL) — VLE)Il

=T

Observe that because of uniform boundedness of the kernel by one, the quantity 7" can be
bounded as

1
T < av/n||VL.(0") — VLO)) |2 = nﬁHv — Ev||o,

where we have define the vector v € R™ with coordinates v; : = ¢'(y;,0%). For functions
¢ satisfying the gradient boundedness and m — M condition, since 6° € B, (6*, C ), each
coordinate of the vectors v and Ev is bounded by 1 in absolute value. We consequently have

T S « S O%a
where we have used the fact that « < m/M <1 < CT” For least-squares ¢ we instead have

vn

o
T<a—]|y—E = —Y <v2e <(C
< ¥y ~Ely | sl = =Y < Vi < Cir
conditioned on the event & = {\/%;Hy —E[y | 2]|la < v20}. Since Y? is sub-exponential

with parameter on it follows by Hoeffding’s inequality that P(&) > 1 —E".
Putting together the pieces yields that ||A™]|,,» < 2C,, as claimed.

Completing the induction step We are now ready to complete the induction step for
proving inequality (C.15) using Lemma 1 and Lemma 2 since ||[A"|,, > 1. We split the
argument into two cases separately depending on whether or not ||A?|| 4,8, > [|A™],.. In
general we can assume that ||A"™]|,, > ||AY||», otherwise the induction inequality (C.15)
satisfies trivially.

Case 1 When ||A™Y| 00, > ||[A*Y),,, inequality (5.23) implies that

(VL + A) — VL. (0°+A), A
<A A e + DAL, (C.17)
C3
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Combining Lemma 7 and inequality (C.17), we obtain

1AM S, <IAT 1A e + 4ady[| AT | + a HN“H2

1

—_ At+1 < -
R T

1A +4a5§}, (C.18)
where the last inequality uses the fact that [[A™|,, < 8,[|A™| .

Case 2 When [[A™Y 40, < [[A*Y,., we use our assumption [|AY|, > ||A||» together
with Lemma 7 and inequality (5.23) which guarantee that

IATH5, <A +20(VLEO" + A') = VL, (07 + A), AT
<[ A5 +8ada AT ln + 20— HN“H2

Using the elementary inequality 2ab < a? + b?, we find that

~ 1
JAS I <A, + 8ar |mAI A2 + =32 + 20— [ A2
3

4ym "

20452

<[IA5% + o HN“II2 = (C.19)

where in the final step, we plug in the constants 7, c3 which satisfy equation (C.16).
Now Lemma 1 implies that

SIATIE < DU+ AT b+ A

(4)
< D' 44 [Fm A2 + a2 |+ A2,
3

49m
where step (i) again uses 2ab < a® + b?. Thus, we have J[|A™!|2 < D' + =47 Together
with expression (C.19), we find that

1 4o
At+1 2 < At 2 - At 2 At+1 5
1A 5 = AT, + S UATE, — | %) + m

n

4oy
— |IAT2, < ||IAY2, + —52. C.20
| 150 < 1A% =m0 (C.20)
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Combining the pieces By combining the two previous cases, we arrive at the bound

max {1,]|A%1 3, }

4M
<max {1 w7 (1A + 400})%, |A5 + =07 (C.21)

where £ : = and we used that o < min{+;, M}.

(1— aé%g)

1 _ 1
32 4c3

Now it is only left for us to show that with the constant c3 chosen such that 7 =
1/C?%, we have

AM
2(||AY | + 4a62)? < | A%, + =—82.
(1A +dad)” < MG + =0n

Define the function f : (0,C] — R via f(§) := £*(§ + 4ad;)? — & — 2007, Since
k > 1, in order to conclude that f(§) < 0 for all £ € (0,C], it suffices to show that
argmingcg f(z) < 0 and f(C,) < 0. The former is obtained by basic algebra and follows
directly from x > 1. For the latter, since 7 = 55 — ﬁ =1/C%, a < 47 and §2 < %—22 it thus
suffices to show
1AM
(-&p=m

Since (4z 4 1)(1 —£)* > 1 for all z < 1 and ¥ < 1, we conclude that f(C) < 0.
Now that we have established max{1, ||A*[|2,} < max{1, ||A| }f}+ 2M 52 the induction

step (C.15) follows. which completes the proof of Lemma 3.

C.4 Proof of Lemma 4

Recall that the LogitBoost algorithm is based on logistic loss ¢(y, #) = In(1+ e~¥%), whereas
the AdaBoost algorithm is based on the exponential loss ¢(y,0) = exp(—y#). We now
verify the m-M-condition for these two losses with the corresponding parameters specified
in Lemma 4.

C.4.1 m-M-condition for logistic loss

The first and second derivatives are given by
0%9(y, 0) Y

¢y, 0)  —ye ™ 4 B
00  1+4e w0’ o (00)2 (e=v0/2 4 evb/2)2’

It is easy to check that |8¢ v.6) | is uniformly bounded by B = 1.



APPENDIX C. PROOFS FOR CHAPTER 5 166

Turning to the second derivative, recalling that y € {—1,+1}, it is straightforward to
show that

2

max sup 4 5 <

ye{—1,4+1} ¢ (e*y9/2_|_ey6’/2)

1
4’

which implies that % is a 1/4-Lipschitz function of 0, i.e. with M = 1/4.

Our final step is to compute a value for m by deriving a uniform lower bound on the
Hessian. For this step, we need to exploit the fact that § = f(z) must arise from a function
f such that || f|lx < D := Cu + ||6*] 4. Since sup, K(z,z) < 1 by assumption, the repro-
ducing relation for RKHS then implies that |f(z)| < D. Combining this inequality with the
fact that y € {—1, 1}, it suffices to lower the bound the quantity

*0(y,0) ‘ y?

(90)2 | [i<110/<D (e—v072 + v0/2)2

1
e Dyl 2
~—

m

min min
ye{-1,4+1} ||<D

which completes the proof for the logistic loss.

C.4.2 m-M-condition for AdaBoost

The AdaBoost algorithm is based on the cost function ¢(y,6) = e™#%, which has first and
second derivatives (with respect to its second argument) given by

agb(y) 0) 82¢(ya ‘9) enyI

—op  — Ve vo and W =

As in the preceding argument for logistic loss, we have the bound |y| < 1 and |f| < D. By
inspection, the absolute value of the first derivative is uniformly bounded B : = e, whereas
the second derivative always lies in the interval [m, M] with M := e? and m := e~ P, as
claimed.

Moreover, as shown by our later results, under suitable regularity conditions, the ex-
pectation of the minimum squared error p? is proportional to the statistical minimaz risk
inf 7sup e E[E(f) — L(f)], where the infimum is taken over all possible estimators f. Note
that the minimax risk provides a fundamental lower bound on the performance of any esti-
mator uniformly over the function space F. Coupled with our stopping time guarantee (5.5),
we are guaranteed that our estimate achieves the minimax risk up to constant factors. As a
result, our bounds are unimprovable in general (see Corollary 4).
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