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ABSTRACT OF THE THESIS

Racial Bias in

Machine Learning Algorithms

in Secondary Mathematics Education

by

Suyeon Hwang

Master of Applied Statistics and Data Science

University of California, Los Angeles, 2024

Professor Ying Nian Wu, Chair

This paper examines racial bias and discriminations in machine learning algorithms using

America’s longitudinal high school students dataset. This study reveals machine learning al-

gorithms may present a seemingly fair accuracy for both White and Asian student group and

Black and Hispanic student group, but underneath the surface, the machine learning algo-

rithms consistently produce a higher false positive rate for the White/Asian student groups

while it consistently underestimates Black/Hispanic student group’s 12th grade math per-

formance. This paper provides a comprehensive analysis and comparison of seven commonly

used machine learning algorithms’ performances in terms of biased results towards the White

and Asian student groups versus Black and Hispanic student groups.
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CHAPTER 1

Introduction

With the rapid development of machine learning algorithms and artificial intelligence, society

has been relying more and more on these tools to make and implement these predictions in

the decision making process across different sectors and industries ranging from criminal

justice, marketing, medical field, to education to just name a few. However, the fairness and

bias of these seemingly objective mathematical models have been questioned and proved to

be not so objective and unbiased in the past few years[1].

For instance, in 2016 the COMPAS algorithm used in the U.S. for predicting criminal

recidivism was found to be biased against African American individuals where it falsely

labeled them as higher risk than white individuals [2].

Researches have shown that there are reasons why machine learning makes biased results.

In fact, the challenges of promoting fairness and overcoming biases of data can be categorized

into two big factors: first, considering data used as inputs to an algorithm and second, the

inner workings of the algorithm itself [3]. First, the sources of bias on input data could

be due to multiple factors such as poorly selected data, incomplete, incorrect, or outdated

data, selection bias, and last but not least unintentional perpetuation and promotion of

historical biases. In each case, it is imperative to keep transparency and accountability

during the entire data analysis cycle. Secondly, algorithms can be biased when an algorithm

systematically favors one outcome over another [4].

Adaptations and implementations of machine learning and artificial intelligence in the

educational sector has been a rising topic. In the classroom setting, current applications of AI
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are tutoring, personalized learning, testing, and automating tasks [5]. However, policymakers

and educators are trying to adopt machine learning algorithms beyond the classroom and

implement the ML algorithms in a bigger decision making context. In 2020, the United

Kingdom used an algorithm to estimate exam results, however, the calculations favored

elites and white students [6].

This paper is an extension and a comparison of an already existing paper, ’Who Gets the

Benefits of the Doubt?’, [7] which examines the fairness of various machine learning algo-

rithms in secondary mathematics education context using a longitudinal study dataset from

the National Center of Education Statistics to predict students’ mathematical performance

based on 60 features. All machine learning algorithm models that are used in this paper

consistently produce a higher probability to White and Asian students of being in the top

50% in their math scores over Black and Hispanic students. Similarly, all machine learning

algorithms consistently predict Black and Hispanic students are more likely to be in the

bottom 50% of their math scores than reality.

The original paper suggests when it comes to determining whether a model is fair or

not, accuracy alone could be a deceptive metric as it can overlook false-positive rates and

false-negative rates, which matter greatly in terms of giving a benefit of doubt or falsely

misclassifying students. Hence, in this paper, an additional metric F1-score is introduced

and used to closely monitor the fairness of each model as F1 score is the harmonic mean of

both precision and recall and a better metric especially with the imbalanced data.

Furthermore, this paper discusses results from seven different machine learning models

and suggests future recommendations of adapting machine learning and artificial intelligence

into the education system while minimizing racial bias.
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CHAPTER 2

Data

2.1 Background of the Data

The original data is from the High School Longitudinal Study of 2009 (HSLS:09) from 2009

to 2016, which is one of the series of National Center of Education Statistics (NCES). This

study monitors the transition and changes in national samples of students from their high

school years through their postsecondary years. In the base-year, 2009, of this study, students

were sampled randomly through a two-stage process, where the first part was a stratified

random sampling and school recruitment. This gave 1,889 eligible schools, and a total of

944 of these schools participated in the study. During the second stage of sampling, 25,206

ninth-grade students were randomly sampled from these schools. At the end, 23,000 ninth-

grade students from 944 schools were in this study. First follow-up happened in 2012, when

the students were in their senior years of high school and the second follow-up happened in

2016, four years after they graduated from high school.

The original HSLS:09 data is made of multiple parts: student questionnaire, parent

questionnaire, mathematics and science teacher questionnaire, school administrator ques-

tionnaire, counselor questionnaire, and mathematics assessment in algebraic reasoning.

However, in this paper the data that was used has only 60 features from 10,000 variables,

which were chosen including students’ 9th and 12th grade mathematics performance, 30

Parent information from parents’ surveys (variables that start with P1), 14 student features

(variables that start with S1), 13 math class information (variables that start with X1).

3



Data related to math scores is from the math assessment that uses Item Response Theory

technique (multiple-choice) questions and it is a criterion-referenced measure of achievement

at the time of the base-year assessment. This criterion is represented by the 188 items

that determined the score for the X2X1TXMSCR variable. The assessment encompasses

algebraic skills, reasoning, problem solving for 9th and 11th graders. Specifically, algebra

proficiency scores were composite of algebraic expressions, multiplicative and proportional

thinking, algebraic equivalents, systems of equations, and linear functions.

As this paper is an extension of the existing paper [7], the data that was used in this thesis

is from the author of the existing paper, which has already been cleaned and processed. The

data that was used in this paper has 16,633 observations with 60 features. 25 student vari-

ables including student’s race, gender, their math experience, their first language, their math

course grade, and their perception of math class. 35 items from the parent questionnaire

were selected.

2.2 Data Cleaning

Originally, the data had negative values for all non-response or sensitive data, so these values

were computed to NA. In this way, imputation could work. For imputation, the K-Nearest

Neighbors method was used to impute missing values. Rows with missing 12th grade math

score values (X1TXMSCR variable) were dropped as this is the target variable. The data

then was transformed by standardizing and any categorical columns such as student gender

and student race got converted to numerical values.

For all non-responses or sensitive blocked data got marked as “None”, so the imputation

could work. Missing or sensitively blocked data values were preprocessed by K-Nearest

Neighbor method.

For the 9th grade and 12th grade math scores, students who were above 50th percentile

were marked as 1 and bottom 50% were marked as 0.

4



Historically underrepresented students - Black and Hispanic- are grouped as BH or Black

and Hispanic while White and Asian students are marked as WA throughout the data anal-

ysis. For binary classification purpose, the BH group is marked as 0 and the WA group is

marked as 1.
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CHAPTER 3

EDA

A few important observations have come up during the Exploring Dataset Analysis part.

One of the most prominent factors to consider from EDA is the distribution of students’

races. More than half of the students are White and there is a very low percentage of

Hispanic and African American students.

Figure 3.1: Piechart of the Racial Distribution

Once Black and Hispanic students make up the BH group and White and Asian American

students make up the WA group, WA group almost three times bigger than the BH group.

Another observation is that out of students who are in the bottom 50% in their math

performance, a majority of the bottom 50% group students are in the BH group. For black

students, almost 70% of the students performed in the bottom 50; this is an important piece

of information, as the 9th grade math performance variable is the most highly correlated

6



Figure 3.2: Distribution of the WA and the BH Group

with the target variable – 12th grade math performance. On the contrary, even though

Asian American students only make up 7.5% of the data, a majority of the Asian Americans

have performed in the Top 50 in their 9th grade math performance. Given that this is the

data that is being fed into the models, one must keep in mind that one of the sources that

ML creates biased results is data with an underrepresented population; one needs to keep in

mind that the data already has a disproportionate amount of black and Hispanic students

are in the low 50% group whereas a majority of the Asian American students in the WA

group are in the top 50% performing group.

Through correlation coefficients, 9th grade math performance and 8th grade math per-

formance as well as parent’s education levels and family income are the most correlated

variables with the target variable - 12th grade math performance. Generally, students’ ed-

ucational success is often most highly correlated with a student’s socioeconomic status. In

fact, one’s race is often highly correlated with socioeconomic status. In fact, one of the most

critical factors behind schooling disparities is socioeconomic status [8]
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Figure 3.3: Distribution of 9th Grade Math Performance by Race.

Socioeconomic status has a high level of effect on student achievement [9]. For instance,

students from a more affluent socioeconomic background can afford to have tutors or more

academically suitable home environment such as students having their own room, desk, and

computers whereas students from low-income households do not have a quiet environment at

home to do their homework or focus on their academics. Overall, it is well documented across

multiple academic articles that there is a strong association between students’ socioeconomic

measures and their academic outcomes [10].

Top 10 features that are most relevant to student race are Parent 1 and Parent 2 Race,

whether parent 1 is born in the U.S., family income, parent 1’s birth year, student’s math

interest, parent 2 occupation status, student’s first language, and parent 2’s highest education

degree. In other words, these features are implicit racial features. Based on these most

relevant top ten features to race, a subset of data is formed: a subset of data without

racially implicit features In order to see how much race and implicit racial features are

affecting predictions on student’s 12th grade math performance, each model are trained and

tested on these subset data as well as all data. At the end, these subset datasets are trained

in machine learning algorithms and their results are compared between results with the full

datasets.
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Figure 3.4: Correlation Coefficients of the Features with the Target Variable - 12th Grade

Math Performance
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Figure 3.5: Correlation Coefficients of the Features with Race
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Figure 3.6: Top 10 relevant features to race through feature importance scores through

random forest
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CHAPTER 4

Methodology

Seven commonly used machine learning algorithms were used. For each model,

(1) models are trained and tested by the entire data once,

(2) models are trained and tested by the entire data 30 times by cross-validation, and

(3) models are trained by the WA group and BH group separately 30 times and tested by

the WA and the BH group 30 times.

When models are trained by the data 30 times, the results are appended and the average

of each metrics were calculated with the standard error. This was repeated with the subset of

data, which is a data without the racial implicit features. Lastly, this method was repeated

with the balanced data, which is consisted of the same number of the WA and the BH

students to consider the imbalanced input data.

4.1 K-Nearest Neighbor

K-Nearest Neighbor (KNN) is a non-parametric method which means it does not make any

assumption about the underlying distribution or structure of the data. KNN often is used

for classification. The algorithm calculates the Euclidean distance between each point and

all the data points in the training set then it selects k closest data points – neighbors– and

assigns the class label through a major voting process which means it is most common among

the k nearest neighbor.
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In this analysis, the KNN method was first used with default hyperparameters as well as

with the best hyperparameter after tuning the parameters through comparing the accuracy

and error rate with different numbers of neighbors.

There are a few hyperparameters that can be tuned in order to improve the model’s per-

formance. One is the number of the neighbors that will be used to determine the prediction.

Based on the accuracy of the testing and the training data, the best number of neighbors

to be used is 11. The small number of neighbors means high complexity, high variance, and

low bias while the large number of neighbors signifies low complexity, low variance, and high

bias. In practice, values of k between 3 to 15 are reasonable choices [11]/

It was also done the second time through checking the error rate. Throughout the

analysis, 11 neighbors were used.

Figure 4.1: Error Rate vs. Number of Neighbors (K Value) The lowest error rate is obtained

at k = 11.
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4.2 Logistic Regression

Logistic regression is one of the most important analytics tools in the social sciences [12] and

it is another widely used statistical model for classification problems where it fits a s-shaped

curve to the training data. Specifically, we fit the training data to this function:

P (X) =
1

1 + e−β0−β1X1

And this probability function outputs a value between 0 and 1. For a given x value, if

the probability

P (y = 1 | x)

is more than 0.5, we consider that as a yes if not then no. This 0.5 is called either a decision

boundary or a threshold value.

decision(x) =


1 if P (y = 1 | x) > 0.5

0 otherwise

At the end, based on the probabilities and a threshold value, the final classification is

made. One note to make is that logistic regression is considered a generalized linear model

because the outcome always depends on the sum of the inputs and the parameters.

When using logistic regression, there are a few parameters that could be tuned to enhance

the model’s performance. First is a regularization parameter (c), which is a value that

determines the strength of regularization. Regularization is giving a penalty when the model

overfits; larger values of c reduce the regularization, allowing the model to fit the training

data more closely, which could increase the risk of overfitting. Smaller regularization values

imply stronger regularization, which means the model gets penalized more heavily when

overfitting, but this could lead to under-fitting if set too low. The cost function for logistic

regression is the following:

14



J(θ) = − 1

m

m∑
i=1

[
y(i) log

(
hθ(x

(i))
)
+
(
1− y(i)

)
log
(
1− hθ(x

(i))
)]

+
λ

2m

n∑
j=1

θ2j

Another parameter for logistic regression is a type of regularization. There are a total

three: L2 regularization (Ridge regression), L1 regularization (lasso regression), and a com-

bination of the two – elastic-net. Last parameter that will be described is a solver, which is

an algorithm that is used for fitting the model: liblinear, saga, and lgfgs.

Some of the default hyperparameters that are used in the SciKit logistic regression func-

tion is the L2 Regularization and lbfgs.

The parameters were tuned through a grid search method. The training data for the

entire data was used to find the optimal parameters. Saga, ridge regression, c-value of 0.1

and 300 max iterations were chosen for the analysis.

4.3 Support Vector Machine

SVM is a generalization of a simple and intuitive classifier called the maximal margin clas-

sifier, which is a hyperplane that maximizes the distance between the line and the closest

observation points in each class of linearly separable data.

However, the maximal margin hyperplane is extremely sensitive to a change in a single

observation point that may result in overfitting the training data. Instead of perfectly aiming

for separating the data points at the cost of overfitting, a support vector classifier is used,

which prioritizes greater robustness to each observation as well as better classification for

the overall data. In case, the observations are not separable, then a soft margin, or a soft

margin classifier, which is also called as the support vector classifier. Support vectors are

the data points that are closest to the decision boundary or hyperplane, and these support

vectors help define the position of the hyperplane. Generally, SVMs are intended for the

binary classification problem.
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4.4 Random Forest

Random forest is a classifier consisting of multiple tree structured classifiers where the trees

are independent identically distributed random vectors where each tree votes for the most

popular class at input x.[14] Random forest can be used for both classifications and regres-

sions as it can average the prediction of each tree. Due to the fact that this model averages

the results from many trees, random forests are less likely to overfit compared to a single

decision tree. Additionally, random forests are less sensitive to noise and outliers.

4.5 Ensemble Method

Ensemble method in machine learning is a technique that combines the predictions of mul-

tiple models to produce a more accurate and robust prediction than what a single model

could achieve on its own. Through combining multiple models, the strengths of each model

can be leveraged while minimizing their individual weaknesses, leading to better overall per-

formance; this model ensures improved accuracy by reducing the variance and bias of the

model. As a result, ensemble methods could be more robust to overfitting and noise in the

data, however, the model is a lot more complex and computationally expensive.

In order to choose what classifiers to ensemble for this classifier, nine different classifiers

were tested with cross-validation; each classifier trained on all data and cross-validation

scores were compared with the means and standard deviations.

At the end, five classifiers were chosen based on the best cross-validation means: Gradient

Boosting, Logistic Regression, Extra Trees, Random Forest, and Support Vector Classifier.

Afterwards, hyperparameters were tuned by the search grid, where it once again trained on

the features and looked for the best estimators. Finally, the voting classifier, which is made

of the five classifiers that were chosen earlier with the tuned parameters, was trained by all

data and it used soft voting to make the final prediction. In soft voting, the output class is
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Figure 4.2: Cross-validated mean scores for choosing different algorithms for ensemble

method.

Rank CrossValMeans CrossValErrors Algorithm

1 0.810433 0.0067 GradientBoosting

2 0.807275 0.007706 LogisticRegression

3 0.806599 0.007568 ExtraTrees

4 0.806374 0.008376 RandomForest

5 0.800961 0.007225 SVC

6 0.780442 0.005507 MultipleLayerPerceptron

7 0.767663 0.006514 KNeighbors

8 0.716326 0.014001 AdaBoost

9 0.712494 0.013037 DecisionTree

Table 4.1: Cross-Validation Means and Errors by Algorithm
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calculated by the average of the probability given to that class. Each base model classifier

independently assigns the probability of likeliness of each type and the final predictor is the

class having the highest average probability.

Figure 4.3: Illustration of how soft voting in ensemble method works

Next, hyperparameters were tuned for each model. For the random forest model, the

parameter grid was used with 9-fold cross-validation and based on the accuracy, 54 combi-

nations of parameters were evaluated. In other words, 54 parameter sets went through 9

training and testing procedures, leading to 486 total fits. 10 max features and minimum 3

leaves were selected.

4.6 Neural Network

“Neural network is a type of artificial intelligence that attempts to imitate the way a human

brain works” [13]. The feed-forward neural network with one hidden layer is one of the most

commonly used type for regression-like modeling applications [14].

xo = fo

( ∑
inputs i

wixi

)
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“f0 is called the activation function and some standard choices include, identity, logistic,

and indicator functions. The wi are weights, which are usually uninterpretable. The Neural

Network learns the weights from data. Neural networks are effective for large complex

datasets but they can often overfit without careful control,” [14]/

In other words, each output of the neural network model is a sum of some weights and

input feature. In more rigorous form, it takes the form:

yo = ϕo

(∑
h

who ϕh

(∑
i

wihxi

))
ϕh notates the activation functions for the hidden layer, which is often logistic function.

Figure 4.4: Illustration of how neural network works with one hidden layer (Scikit Learn

2007)

In order for the neural network to work, data needs to be standardized. At first, the

model was performed with default parameters: 32 hidden layers and 16 second hidden layers

with ReLu and sigmoid function for the final output layer. The batch size of 10 was used over

50 epochs. There are a few choices of common activation functions, but the most commonly

used one for the final output is the ReLU and sigmoid functions for hidden layers.
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Figure 4.5: Commonly used activation functions for neural network

Some common hyperparameter tuning techniques are grid search, random search, and

bayesian optimization. In this case, grid search was used, since it’s one of the most simple

strategies. Models were trained now with tuned hyperparameters for all data, WA data only,

and BH data only.

Through the grid search process, for all data and BH data, it recommended batch size

of 64, epochs of 10, and optimizer of adam. For WA data, it recommended batch size of 64,

epochs of 10, and optimizer of rmsprop.

4.7 XGBoost

Extreme gradient boosting, which is also called as XGBoost, is another type of ensemble

supervised machine learning algorithm that can be used for both classification and regression

problems. XGBoost is a type of gradient boosting method, but it is different in a few ways.

XGBoost uses both L1 and L2 regularization that can reduce overfitting and is usually faster

than gradient boosting due to the parallelization of tree construction. It is also known for

its ability to handle missing values within a data set. [7a]

XGBoost model performance could be enhanced by tuning the hyperparameters. Once

again, grid search method was used to find the best learning rate, max depth, number of

estimators, and subsample. Once the best hyperparameters were found – learning rate: 0.1,

20



max depth: 4, n estimators : 100, sub sample: 0.5 –, the models were trained in three

different ways like the other models.
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CHAPTER 5

Results

5.1 KNN

The first-round model was trained on all the data. It was tested in three different ways:

1. Trained on the full dataset once and tested with the BH and WA subsets,

2. Trained on the full dataset 30 times using shuffle-split and tested with the BH and the

WA subset data 30 times using shuffle-split, and

3. Trained and tested separately on the WA and BH subsets, each 30 times.

The metrics did not differ substantially in terms of the accuracy and the F1 score.
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Figure 5.1: Results for KNN trained by all data 30 times

As seen in the bar chart above, although the accuracy for both WA and BH may appear

almost the same, the false positive and false negative rates differ by more than double.

Table 5.1: Metrics Comparison for KNN

Similarly, during the second round the model was performed by the subset of data in

three different ways. The hyperparameter was tuned the same way. Both by the accuracy

of the training and testing data as well as the error rate. The best number of neighbors was

23.
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Table 5.2: Metrics Comparison for KNN that was trained by subset of data without implicit

racial features

Accuracy does not seem to capture these significant differences between false negative

and false positive rates.

Lastly, the model was trained by the balanced data, which has the same number of the

WA and BH students. Interestingly, the difference for each metric between the WA and the

BH group seems to have increased.

Table 5.3: Metrics Comparison for KNN that was trained by balanced data

5.2 Logistic Regression

With tuned parameters, the model was trained by all data once, all data 30 times, and

by separate WA and BH data 30 times. All three times, there is not much difference in

accuracy- all three differences for accuracy are below 2%. However, the F1 score has a

significantly bigger difference for all three models. Based on the higher false positive rates,

one can assume logistic regression consistently predicts WA students to be performing higher
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than they actually are while underestimating BH group’s performance than they actually

are. WA’s false positive rates are higher for all three times and BH’s false negative rates are

higher all three times.

Figure 5.2: Results for logistic regression trained by all data 30 times

Table 5.4: Metrics Comparison for logistic regression model that was trained by all data

Next, logistic regression was trained by a subset of data without implicit racial features.

Between the model that was trained by all data and subset data, there is almost no difference

in accuracy, F1 score, False Positive Rate, and False Negative Rates.
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Table 5.5: Metrics Comparison for logistic regression model that was trained by subset of

data without implicit racial features

Table 5.6: Metrics Comparison for logistic regression model that was trained by balanced

data
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Figure 5.3: Logistic Regression Model Results Comparison. The summary of the results of

the model depending on how it was trained

For logistic regression, the WA group’s accuracy is consistently lower than the accuracy

for the BH group, whereas the F1 score is higher for the WA group. Although the accuracies

for may seem to differ a lot on the chart, the differences are all under 1% while the F1 scores

differ by more than 10% each time.
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5.3 Support Vector Machine

The support vector machine was trained by all data once, trained by all data 30 times, and

trained 30 times separately by WA and BH data. This process was repeated with the subset

of data without implicit racial features.

Table 5.7: Metrics Comparison for SVM model that was trained by all data

Whether the model was trained by the data once or 30 times, the results did not differ

greatly. SVM still had a higher false negative rate for the BH group and a higher false

positive rate for the WA group.
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Figure 5.4: Results for support vector machine trained by all data 30 times

Table 5.8: Metrics Comparison for SVM model that was trained by subset of data without

implicit racial features
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Table 5.9: Metrics Comparison for SVM model that was trained by balanced data

30



5.4 Random Forest

To compare the results, random forest was trained by all data once and tested with the

WA and the BH test set. Next, random forest was trained by all data 30 times through

shuffle-split and tested 30 times with the WA and the BH test dataset. Lastly, random

forest was trained and tested by the WA and the BH data 30 times separately.

Surprisingly, the model that was trained only once had a higher accuracy and a barely

any difference in accuracy. It had a lower difference in F1 score compared to the model that

was trained 30 times.

Table 5.10: Metrics Comparison for random forest model that was trained by all data

For the model that was trained by all subset data 30 times has achieved a higher accuracy.

However, the difference between the false positive and false negative rate was almost double

the difference from the model that was trained by the subset data only once. When the

model was trained by subset of data separately by the WA and the BH group had a higher

difference in both false positive and false negative rates. This was captured by the F1 score

between the WA and the BH group unlike the accuracy.
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Figure 5.5: Results for random forest model that was trained by all data 30 times

Table 5.11: Metrics Comparison for random forest model that was trained by subset of data

without implicit racial features
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Table 5.12: Metrics Comparison for random forest model that was trained by balanced data

An interesting observation is that for the model that was trained once by the subset

data, most of the metrics were similar except for the WA group. The accuracy and the F1

score significantly dropped while most of the other metrics for the model that was trained

30 times remained the same.
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Figure 5.6: Random Forest Model Results Comparison. The summary of the results of the

model depending how the model was trained.

As seen in Figure 5.5, the accuracy for both the WA and the BH group seems to be

almost the same no matter how the model was trained. However, the F1 score does differ

depending which dataset was used. For instance, when the model was trained by the subset

data 30 times, it has the highest difference while the difference in F1 score is very small

when the data is trained by all data either once or 30 times as well as the balanced data.

We can infer how the subset data without implicit racial features do not help much in terms
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of improving the racial bias in these machine learning algorithms.

Random forest has a few interesting observations. While the accuracy for the WA and

the BH group is consistently about the same, the accuracy decreases as it gets trained more

by data. The WA’s false negative rates do not really change throughout different models.

The model has higher differences in terms of false positive and false negative rates when it

gets trained by a subset of data without implicit racial features.

Figure 5.7: Random Forest Model Results Comparison. The summary of the results of the

model depending how the model was trained.
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5.5 Ensemble Method

For ensemble method first round, the model was trained by

1) full data once and tested by the BH and the WA subset data,

2) Trained on the full dataset 30 times using shuffle-split and tested 30 times by the BH

and the WA subset. Based on these 30 results, the average of accuracy, FP rate, FN rate,

and F1 score was calculated.

3) Trained separately on the WA and BH subsets and tested by the WA and BH subset

data, each 30 times.

Table 5.13: Metrics Comparison for ensemble method that was trained by all data
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Figure 5.8: Results for ensemble method that was trained by all data 30 times

Table 5.14: Metrics Comparison for ensemble method that was trained by balanced data
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5.6 Neural Network

Model was trained by all data once and tested on WA data and BH data separately. Second,

the model was trained by all data 30 times with shuffle split, where it created 30 training

and testing data sets. With these 30 training and testing data, the model improved its

performance over time; the more iterations the model went over, the accuracy increased.

Thirdly, in a similar manner, the model was trained and tested by WA data separately

30 times and the model was trained and tested by BH data only. And the metrics were

appended and compared.

At first, the results of the neural network were mediocre despite its fame for being more

of an advanced model. To improve the model’s performance, tuning the hyperparameter as

well as modifying the network architecture such as increasing more hidden layers.

Below is a result for the neural network model when it was trained with one hidden layer

and tuned hyperparameters.

Table 5.15: Metrics Comparison for neural network that was trained by all data with just

one hidden layer

With the tuned hyperparameters, the neural network model was done three times with

all data. First, it was trained by all data just once and predicted the results with the WA

and BH data separately. The results for WA and BH were appended and it had the highest

difference for False Negative Rates as well as the highest F1 score and accuracy. When the

model was trained by all data 30 times and tested with the WA and BH Data separately, it

had the lowest differences for all metrics: accuracy, FP rate, FN rate, and F1 score.
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Next, to improve the performance, two more hidden layers with ReLu activation function

were added. The rest of the hyperparameters remained the same: the batch size of 64, epoch

of 10, and the final output layer with the sigmoid function. Although the model’s accuracy

improved overall except for the first case where the model was trained by the model only

once, the difference between WA and BH for False Positive Rates, False Negative Rates, and

F1 ratio rather increased.

Table 5.16: Metrics Comparison for neural network that was trained by all data with just

two more hidden layer

Next, a subset of data without implicit racial features were trained by the tuned neural

network model. Due to the consistent low accuracy value when the model was trained only

once by all data, the last round was only done twice: trained by all data 30 times and trained

by WA and BH data 30 times separately. This resulted in the lowest differences in FPR and

F1 ratio, which implies overall the model predicted pretty similarly for both WA and BH

groups.

Table 5.17: Metrics Comparison for neural network that was trained by all data with just

two more hidden layer
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Lastly, a balanced data that has the same number of WA students and BH students were

used to train the neural network model. Neural network has four hidden layers of ReLu

function and the last activation function is sigmoid function.

Table 5.18: Metrics Comparison for neural network that was trained by balanced data 30

times

The result is strikingly good here. For the model that was trained by the balanced data

30 times, there is no difference for all metrics between the WA and the BH group, which is a

desired result since this indicates the model made the prediction equally no matter what the

race of the student was. The result seems too good to be true, so there will be a separate

discussion on this result.
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Figure 5.9: Neural Network Model Results Comparison. The summary of the results of the

model depending how the model was trained.

For neural networks, the accuracies for the WA and the BH group had a very small

difference. The model actually produced higher accuracy when the model was trained by

the subset of data 30 times. The false positive rates and the false negative rates for the WA

and the BH group are very close to one another except for the data that was trained by

the subset data once. For both times that the model was trained by all data 30 times for

the whole data and the subset of data without the implicit racial features, the false positive
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and the false negative rates differed by the smallest difference out of all machine learning

algorithms.

Overall, neural network’s result was consistent between the WA and the BH group as

long as the model was trained by the data 30 times. For example, the F1 scores, false positive

rates, and false negative rates differ the most for the model that was trained by all data once

and subset data once.
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5.7 XGBoost

The model here was trained by

1) full data once and tested by the BH and the WA subset data,

2) the full dataset 30 times using shuffle-split and tested 30 times by the BH and the WA

subset. Based on these 30 results, the average of accuracy, FP rate, FN rate, and F1 score

was calculated.

3) the WA and BH subsets separately and tested by the WA and BH subset data, each 30

times.

There was not any significant difference in terms of accuracy and the F1 score when the

model was trained by all data once or all data 30 times. The false positive and the false

negatives’ differences between the WA and the BH group. In fact, the the accuracy and the

F1 scores were higher for the model that was trained by the data only once than the those of

the model that was trained by the data 30 times. Additionally, the model that was trained

by the WA and BH model separately performed worse in almost all ways. The accuracy and

the F1 score decreased whereas the false negative rates difference between the WA and BH

increased, signifying that the model predicted more BH group to be performing worse.

Although the hyperparameters were tuned as mentioned in the methodology section, the

results of the model with tuned parameters were far worse, so the results of the model with

the tuned hyperparameters are skipped in this paper.

Below is a result of the model that was trained by all data.

43



Figure 5.10: XGB results that was trained by all data 30 times

Table 5.19: Metrics Comparison for XGB

While the accuracy for both WA and BH groups is very close to another, it fails to

capture the difference between false positive and false negative rates. For instance, the false

negative rate for the BH group is more than double the false negative rate for the WA group.

Next, the model was trained by a subset of data without implicit racial features.
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Table 5.20: Metrics Comparison for XGB with subset of data without implicit racial features

For all three models, there are noticeable differences between the overall accuracy and

F1 scores for the model that was trained by the data once, 30 times together, and 30 times

separately. The reason why XGBoost models perform worse without implicit racial features

needs to be further investigated.

Lastly, a balanced data that has the same number of WA students and BH students were

used to train the XGB model.

Table 5.21: Metrics Comparison for XGB with balanced data

Overall, when all seven models’ results are compared, there is one unexplainable detail

that needs to be further investigated. The XGB model that was trained by the subset of data

that does not have any implicit racial features somehow had a higher false negative rate for

the WA group, which means the model predicts more WA students to be underperforming

than they actually are. This is a rare result.
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Figure 5.11: XGBModel Results Comparison. The summary of the results of the model

depending how the model was trained.
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5.8 Overall Results

Seven different machine learning algorithms were trained and tested. Throughout the analy-

sis, 30% of the data was used as a testing dataset and 70% of the data was used as a training

dataset. All seven machine learning algorithms give a higher benefit of the doubts to the

WA group while pessimistically underestimating the BH group’s math performance.

There were three big rounds of training and testing the dataset. The first round is

with the entire dataset, the second round is with the subset of data without implicit racial

features, and the third round is with the balanced dataset. The models that were trained by

the subset of data without implicit racial feature did not have much different result compared

to the models that were trained by the entire data.
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Figure 5.12: Model Results Comparison. The summary of the results of the model that was

trained by the WA and the BH data 30 times.

Accuracies for all models were very close to one another. However, F1’s difference is

more noticeable than the difference of accuracy in each model. Random Forest and Neural

Network had the smallest difference in terms of false positive rates and false negative rates,

meaning it had the least amount of bias in predicting student’s math performance between

the WA and the BH group. All seven models have consistently overestimated the WA’s math

performance while underestimating the BH group’s math performance.
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Accuracy formula is

Accuracy =
TP + TN

TP + TN+ FP + FN
(5.1)

and it measures the overall correct number of the model: true positive and true negative

out of all the where it does not take false positive and false negative into consideration in

the numerator. Generally, accuracy is a good indicator of a model when the data itself is

balanced and all errors are equally costly. However, in situations where the false negative

and false positives could indicate giving benefit of doubts to one group over another, an

accuracy may not be the most accurate measure to look at. F1 score is much better as it is

preferred for imbalance data since you need a balance between precision and recall.
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Figure 5.13: Model Results Comparison. The summary of the results of the model that was

trained by the WA and the BH data 30 times.
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Figure 5.14: Model Results Comparison. The summary of the results of the model that was

trained by the subset data.

Due to the imbalance of the input data, another data set is created by under-sampling

the WA group. In this balanced data set, the WA is sampled so that the BH group and

the WA group has the same composition. Each machine learning algorithm is trained by

the balanced data set 30 times and tested on the balanced data set’s WA and BH group.

Random forest had the second smallest difference between the WA and the BH group in

terms of the false positive and false negative rates, which indicates that the model did a
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pretty good job in terms of predicting the WA’s and the BH’s group with small bias. One

of the most striking results is that the neural network had almost no difference on all the

metrics between the WA and BH group, which means it equally predicted the low performing

and high performing students regardless of the student’s race.

Figure 5.15: Model Results Comparison. The summary of the results of the model that was

trained by the balanced data.
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CHAPTER 6

Discussion

6.1 Limitations

I, the author of this thesis, originally attempted to get the full dataset from the National

Center of Education Statistics (NCES) as I wished to use more variables from the data as

there are many potential relationships that could affect students’ math scores besides the 59

features that were listed in the data which was used in this paper. However, the access to

the full data was denied due to the fact that I was not a researcher or a doctoral student.

Due to the lack of full access to the data, I had to reach out to the author of the paper ”Who

Gets the Benefits of the Doubts?”

6.2 Further Work

There are a few questions that rise from the results. First, what happened to the neural

network model results with balanced data? The result contained 0% difference between the

WA and the BH group. Why didn’t other machine learning algorithms produce this kind of

result with the balanced data? Further investigation needs to be done with neural network

that was trained by the balanced data.

Secondly, group fairness is defined by equalized odds, which means each student race

would have the same positive and false positive rates. Equalized odds are a pretty well-

known fairness criterion. It takes the merit different groups of people, such as race, into
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account by considering the underlying ground truth distribution of the labels, which can

ensure the errors across groups are somewhat more ’fair.’ [15].

When using the equalized odds, both the false positive rates and the false negative rates

need to be the same, which is known as Conditional Procedure Accuracy Equality while also

achieving a certain predictive performance with the model. Using the equalized odds with

this dataset would be appropriate and potentially produce more insightful results.

Thirdly, using adversarial learning algorithm would be another next step. Adversarial

learning has the potential to learn bias-free representations of model input data by remov-

ing the bias information about sensitive attributes [16]. In the paper ”Towards Equity and

Algorithmic Fairness in Student Grade Prediction,” the author mentions using adversarial

learning achieved the best fairness scores on all metrics of true positive rates, true nega-

tive rates, and accuracy [16]. During the model analysis, adversarial learning method was

attempted, however the result was omitted due to a poor performance or an error in the

codes.

Next, train the model with different racial composition. First round of the model training

process was done with the entire dataset. Second round of the model training process was

performed without the implicit racial features yet still with all students. The third round of

the model training process was done with the balanced data, where it had the same number

of the WA and the BH students. However, it is worth looking how the model performs

differently with data that is made of different racial composition.

Additionally, using packages such as ’fairlearn’ or ’AI Fairness 360’ which was developed

by developers of artificial intelligence (AI) systems to assess the system’s fairness can possibly

mitigate any observed unfairness issues.

Lastly, comparison between just the white students and Hispanic/Black students would

be another potential future work. 80% of the Asian students are in the top 50 category

whereas 70% of the Black students are in the bottom 50. Separating the Asian students
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from White students could produce other insightful results. Therefore, another step that

could be done is compare the false positive rates and false negative rates across different

race.
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CHAPTER 7

Conclusion

This paper was an extended study on the existing paper ”Who Gets the Benefits of the

Doubt?” [7] in the secondary mathematics education settings. The goal was to examine racial

bias among seven machine learning algorithms between different racial groups by using the

America’s longitudinal high school students dataset. Through training and testing several

machine learning algorithms, the accuracy metrics were compared between specifically the

WA (White and Asian) group and the BH (Black and Hispanic) group.

There are a few findings from this study. All seven models consistently underestimated

the percentage of students who would be in the low 50 for the students’ 12th graders’ math

performance. Secondly, using accuracy metrics alone when measuring group fairness may

not be the best metrics especially when the group fairness is a sensitive matter. Therefore,

examining the false negative rates, false positive rates, and the F1- score is recommended

instead of just glancing at the accuracy alone. For all machine learning models’ results, the

false negative rates were higher every time while the false positive rates were lower than the

WA group’s. Despite the attempt to train the models with different subsets of data, the

results were still biased against the BH group. For instance, even when the models were

trained with a subset data without any implicit racial features, the results were not much

different. Additionally, even when the models were trained with a balanced data, which

had the same number of the WA and the BH students, the results still favored the WA

group, which means the models consistently overestimated the WA’s 12th grade math grade

performance while underestimating the BH’s 12th grade math performance. However, the
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results were not significant except for the neural network model, which had zero difference

on all four metrics.

For any future studies related to measuring group fairness, adversarial learning is rec-

ommended and compositing a dataset with different racial groups and weights and use a

package that carefully assesses the system’s fairness and mitigate any observed unfairness

issues such as a Python package ’fairlearn.’

Unbiased machine learning algorithms are incredibly critical as the usage of the machine

learning and artificial intelligence has increased significantly in the education sector. Biased

machine learning performance results towards the historically underrepresented groups and

underprivileged students can continue to widen the existing educational equity gap and the

opportunity gap, especially as these underrepresented groups in the education sector are

often Black or Latino students.
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