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ABSTRACT OF THE DISSERTATION

First Principles Modeling of Lithium Solid Electrolytes

by

Zhi Deng

Doctor of Philosophy in NanoEngineering

University of California San Diego, 2018

Professor Shyue Ping Ong, Chair

Developing all-solid-state lithium batteries with inorganic solid electrolytes can potentially

address the safety concerns caused by using flammable organic liquid electrolytes in traditional

lithium-ion batteries. Though the discovery of new solid electrolytes with exceptionally high

(on par or even exceeding organic solvents) ionic conductivities have re-energized all-solid-state

lithium battery research in recent years, many practical challenges remain, hindering large-scale

applications. In this thesis, we demonstrate how density functional theory (DFT) calculations can

be used to provide crucial materials insights to address these challenges. This thesis is broadly

divided into two topics.

In the first topic (Chapters 3 and 4), we will investigate bulk solid electrolyte properties

xiii



such as ionic conductivity, diffusion mechanisms, electrochemical stability and mechanical

properties using DFT calculations. We will show that Li excess interstitials are crucial to

achieving reasonable ionic conductivity in Li6PS5Cl by promoting diffusion between Li6S cages.

Li6PS5Cl is also shown to be metastable with limited intrinsic electrochemical window. We have

also carried out a large scale study of the elastic properties of most known alkali solid electrolyte

candidates, quantifying relationships between the chemistry and mechanical properties.

In the second topic (Chapters 5 and 6), we develop approaches to apply atomistic-level

DFT calculated data to probe diffusion at much larger length scales. By combining bond

percolation analysis with DFT-calculated local-environment dependent diffusion barriers, we

identify composition ranges with potentially improved ionic conductivities in the anti-perovskite

Li3OClxBr1−x superionic conductor. We also demonstrate how large-scale DFT calculations can

be used to train a quantum-accurate interatomic potential for Li3N. This electrostatic Spectral

Neighbor Analysis Potential (eSNAP), which combines a rigorously defined local environment

descriptor with an electrostatic model, is then applied to large scale transport studies that are

well outside the accessibility of expensive ab initio molecular dynamics (AIMD), such as the

computation of thermodynamic factors and grain boundary diffusivity.

xiv



Chapter 1

Introduction

Today, with one of the highest energy densities among known energy storage technologies,

rechargeable lithium-ion (Li-ion) battery has become ubiquitous in powering consumer electronics.

In addition, Li-ion battery is finding increasingly large-scale applications, such as electric or

hybrid vehicles and grid energy storage.

Despite the successful commercialization of rechargeable Li-ion battery as early as 1991,

safety hazards still remain primarily due to the usage of flammable organic solvents in the elec-

trolytes. These safety risks will be severely magnified in large-scale energy storage applications.

A strategy to potentially address the safety concerns is replacing the organic liquid electrolyte with

an inorganic solid electrolyte, making the battery all-solid-state. Besides diminished flammability,

other possible benefits for developing all-solid-state batteries include extended battery cycle life,

absence of electrolyte leakage or vaporization and ease of miniaturization.[4, 5]

In this chapter, we first briefly discuss the requirements for electrolyte materials in Li-

ion batteries from the operation mechanism. Then, we dive into the history of lithium solid

electrolytes, and discuss some unique requirements to be fulfilled for solid electrolytes. The

chapter concludes with the objectives and over view of this thesis.
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1.1 Lithium-Ion Battery

Figure 1.1: Schematic illustration of a rechargeable Li-ion battery.[1]

Figure 1.1 shows a schematic of a rechargeable Li-ion battery. During discharge, Li ions

are transported from the high chemical potential component - anode, through the electrolyte, to

the low chemical potential component - cathode. In the meantime, energy is released in the form

of electrical work by the electrons traveling through the external circuit from anode to cathode.

The battery is charged by applying a voltage on the electrodes, and Li ions and electrons travel

backwards through the electrolyte and the external circuit, respectively.

The operation mechanism of Li-ion battery clearly reveals the requirements for electrolyte.

An ideal electrolyte should be an ionic conductor allowing the transportation of Li ions, and an

electronic insulator forcing the electrons to travel through external circuit and suppressing battery

self-discharge. In addition, an electrolyte should be electrochemically stable within a wide Li

chemical potential range to enable the usage of high voltage cathode-anode pairs.

In all-solid-state lithium batteries, inorganic lithium superionic conductors are used as

solid electrolytes, replacing the conventional organic liquid electrolytes. Inorganic lithium solid

electrolytes are generally good electronic insulators due to the dominance of ionic bondings in

2



these materials. However, historically the ionic conductivity of inorganic lithium solid electrolytes

has been unsatisfactory, leading to issues such as low power density in most all-solid-state lithium

batteries. As a benchmark, the typical organic electrolyte, a solvent mixture of a cyclic carbonate

(e.g., ethylene carbonate, EC) and a linear carbonate (e.g., dimethylcarbonate, DMC) with LiPF6

salt, has a Li conductivity on the order of 10 mS/cm at room temperature.[6] Research on all-

solid-state lithium batteries has been extensively focused on developing solid electrolytes with

high ionic conductivity, in the hope of achieving ionic conductivity comparable to or even higher

than that in organic liquid electrolytes.

1.2 Inorganic Solid Electrolytes

Figure 1.2: History of lithium superionic conductors.[2]

Figure 1.2 shows the history of the development of lithium superionic conductors and

3



achieved room temperature ionic conductivities. The first generation materials were found

along the discovery of superionic conduction phenomena, including lithium nitride Li3N, LISI-

CON Li14Zn(GeO4)4[7] and LISICON-like materials (e.g., Li4GeO4-Li3VO4[8] and Li3PO4-

Li4SiO4[9]). The LISICON and LISICON-like materials generally have poor ionic conductiv-

ity. Though Li3N exhibits higher ionic conductivity than others, its high chemical instability

has hindered its applications as solid electrolyte in batteries. The second generation mate-

rials emerged along with the commercialization and further optimization of Li-ion batteries,

including NASICON-like LATP Li1+xAlxTi2 – x(PO4)3[10], perovskite LLTO (Li, La)TiO3[11],

thio-LISICON Li3PS4-Li4GeS4[12], Li2S-P2S5 glass-cermaic Li7P3S11[13] and garnet LLZO

Li7La3Zr2O12[14]. The ionic conductivities of the second generation materials are on the order of

1 mS/cm. The only exception is garnet LLZO of which the ionic conductivity is 1 order of magni-

tude lower, but it is particularly interesting because of its extraordinary stability against lithium

metal anode, the “Holy Grail” for all lithium batteries.[14] Thio-LISICON shares similar crystal

structure with LISICON, and the substitution of oxygen with more polarizable sulfur has boosted

the ionic conductivity by 2 - 3 orders of magnitude.[12] This finding opened up the opportunities

in the sulfide chemistries as potential solid electrolytes, and eventually led to the development

of the next generation. The discovery of LGPS Li10Ge2PS12 marks the beginning of the third

generation materials. Similar in chemistry but completely different in crystal structure, LGPS has

a room temperature ionic conductivity of 12 mS/cm, which is 1 order of magnitude higher than

that in thio-LISICON, and is even comparable to organic liquid electrolyte.[15] Recently, two

more materials belonging to the LGPS family were reported, one being Li9.54Si1.74P1.44S11.7Cl0.3

with highest room temperature ionic conductivity of 25 mS/cm so far, and the other one being

Li9.6P3S12 with slightly lower ionic conductivity but good stability against lithium metal.[16]

In addition to high ionic conductivity, good electrochemical stability is another factor that

needs to be taken into consideration in applying a superionic conductor as solid electrolyte. And

it is the fundamental reason why garnet LLZO and Li9.6P3S12 are more attractive despite their
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relatively low ionic conductivities. The LGPS material was previously claimed to be stable up to

5 V vs. Li/Li+ from conventional cyclic voltammetry (CV) measurements.[15] However, it was

later found to have rather limited electrochemical window from theoretical predictions,[17, 18]

and it is supported from refined CV measurements where the electrochemical window of LGPS is

between 1.7 to 2.1 V vs. Li/Li+.[19] In fact, from theoretical calculations, nearly all known solid

electrolyte candidates have limited electrochemical window.[18] Similar to the formation of a

stable SEI for liquid electrolytes, most claimed electrochemical stable cases in solid electrolytes

may be attributed to the passivation at the interface. Other interfacial engineering approaches, such

as artificial coating layer, may also protect solid electrolytes from the extreme electrochemical

conditions at both cathode and anode.

High ionic conductivity and good electrochemical stability are the requirements for all

electrolyte materials, whether in liquid or solid state. For solid electrolytes, suitable mechanical

properties are also desired, and less attention has been paid in this perspective. One of the

critical challenge in all-solid-state batteries is achieving an intimate conformal contact between

solid electrolyte and electrodes in battery fabrication and maintaining it during battery operation.

Typical commercial cathodes (e.g., LiCoO2, LiMn2O4 and LiFePO4) and anodes (e.g., graphitic

carbons) exhibit strains of up to 10% during electrochemical cycling due to the insertion and

extraction of Li ions.[20] The solid electrolyte should be able to deform without the formation

of cracks or pores to maintain the interfacial contact during these volume changes. Therefore, a

less rigid solid electrolyte is preferred in this case to accommodate large strains without having

large stress response. On the other hand, as a potential strategy in enabling lithium metal anode, a

solid electrolyte should be able to suppress the formation of lithium dendrite during cycling.[21]

A more rigid solid electrolyte with high shear modulus and hardness would be more suitable

here.[22]
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1.3 Objectives and Overview

Despite the great progress made on discovering lithium superionic conductors, the factors

that determine the ionic conductivity in materials remain poorly understood. Understanding

the mechanism of superionic conduction may assist in optimizing known materials with room

for improvements. The knowledge may also serve as a guideline in discovering new materials.

Moreover, other properties for a solid electrolyte, such as electrochemical stability and mechanical

properties, are closely related to the electrode/electrolyte interfacial issues in all-solid-state lithium

batteries. The buried nature of solid-solid interface has made experimental probing extremely

difficult. The mechanical properties are in principle intrinsic for a material, but experimental

measurements are usually highly dependent on other various factors.

First principles calculations based on density functional theory (DFT) have been widely

applied in studying materials in Li-ion batteries.[23, 24] The simulations based directly on

physical laws may provide unique insights on the atomic scale without any experimental input,

thus assisting the interpretation of experimental observations. With the growing of computa-

tional power and the proper design of infrastructure and database for high-throughput DFT

calculations,[25, 26, 27] we are able to realize in silico material design and provide guidelines for

experiments using the predictions made.

In this thesis, we focus on investigating the critical properties for solid electrolyte materials

using first principles calculations. This thesis is broadly divided into two topics. In the first

topic, we will investigate bulk solid electrolyte properties such as ionic conductivity, diffusion

mechanisms, electrochemical stability and mechanical properties using DFT calculations. In

the second topic, we develop approaches to apply atomistic-scale DFT calculated data to probe

diffusion at much larger length scales. A brief description for each subsequent chapter is listed as

follows:

• Chapter 2 provides an overview of methods for modeling solid electrolytes using first
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principles calculations.

• Chapter 3 presents a complete evaluation of argyrodite Li6PS5Cl as solid electrolyte from

first principles calculations, including its phase stability, electrochemical stability and ionic

conductivity.

• Chapter 4 presents a comprehensive investigation on the elastic properties of known

superionic conductors aiming to fill the knowledge gap of mechanical properties for all

solid electrolyte candidates.

• Chapter 5 presents a rational composition optimization strategy for maximizing the ionic

conductivity of lithium-rich antiperovskite Li3OCl1 – xBrx guided by a combination of first

principles calculations and percolation theory.

• Chapter 6 presents a quantum-accurate force field for ionic systems in attempt to dissociate

the limitations of first principles calculations. We use lithium nitride Li3N as an example

to showcase the development of the force field from machine learning methods. We also

apply the force field in large scale diffusion modelings of Li3N, which is impossible in the

restraint of first principles calculations.

• Chapter 7 summarizes the advances made in this thesis and provides an outlook on future

developments for first principles modeling of solid electrolytes.
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Chapter 2

Methods

In this thesis, material property assessments rely heavily on the computation of total

energies for any given atomic arrangements. First principles calculations can provide accurate total

energy estimation from physical laws. In addition, molecular dynamics (MD) is an indispensable

tool for modeling transport properties, such as ionic conductivity, a critical metric for Li solid

electrolytes.

This chapter begins with a brief overview of the density functional theory (DFT), the core

theory enabling material modeling using quantum mechanics, followed by a short discussion on

the high-throughput DFT calculation infrastructure and the simulations and analyses powered by

it. Then we briefly present the fundamentals of MD simulations, followed by some important

transport properties obtained from MD. Next we present an automated workflow implementation

for automated ab initio MD (AIMD) simulations, the primary tool for modeling transport proper-

ties used in this thesis. In the end, we discuss the limitations associated with AIMD and propose

a strategy in attempting to address them.
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2.1 Ground State Energies from Density Functional Theory

2.1.1 Many-Body Schrödinger Equation

Under the Born-Oppenheimer approximation where the nuclei are fixed, determining the

ground state energy of a system with N electrons (located at coordinates r1,r1, . . . ,rn) involves

solving the time-independent many-body Schrödinger equation:

ĤΨ = EΨ, (2.1)

where the Hamiltonian Ĥ contains kinetic, electron-electron interaction and electron-nuclei inter-

action terms. The wave function Ψ(r1,r1, . . . ,rn) depends only on the coordinates of electrons.

Since the many-body wave function contains 3N degrees of freedom, the problem is simply

intractable to solve directly for larger systems with more than a few electrons.

2.1.2 The Hohenberg-Kohn Theorems and the Kohn-Sham Equation

The density functional theory (DFT) was first put on a firm theoretical footing in the

framework of the Hohenberg-Kohn (H-K) theorems. The H-K theorems state that the electron

density n(r) is uniquely determined for any system of interacting particles in an external potential,

and a universal functional for the energy is defined in terms of the density and the ground state is

the global minimum of this functional.[28] The central variable in DFT is the electron density

instead of the many-body wave function. The conceptual difference has significantly reduced the

difficulty in solving the Schrödinger equation from 3N electron coordinates to electron density in

3 spatial coordinates.

Though H-K theorems prove the existence of the density functional, the expression for

the functional remains unknown. DFT became a practically useful theory only after Kohn and

Sham proposed their ansatz. The Kohn-Sham (K-S) approach involves mapping the interacting
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system to a fictitious auxiliary system of non-interacting electrons with an effective K-S potential

such that the ground state electron density is identical to that in the interacting system.[29] The

total energy from K-S equation is written as:

EKS[n] = Ts[n]+
∫

Vext(r)n(r)d3r+EH [n]+Exc[n], (2.2)

where Vext is the external potential acting on the electrons due to the nuclei, Ts is the independent-

particle kinetic energy

Ts =
1
2 ∑

i

∫
|∇φi|2d3r, (2.3)

EH is the Hartree (or Coulomb) energy of electrons

EH =
∫ n(r)n(r′)
|r− r′|

d3rd3r′, (2.4)

and Exc is the exchange and correlation energy accounting for the interactions among electrons.

2.1.3 Exchange-Correlation Approximations

The K-S approach would be theoretically exact, if the exact exchange-correlation func-

tional were known. However, the exchange-correlation functional is approximated in practice.

In the simplest possible assumption, the local-density approximation (LDA) uses the exchange

and correlation energy of the homogeneous gas on realistic systems (molecules and solids). LDA

is known to overbind.[30] A straightforward way to refine the LDA is to add a gradient of the

density, leading to the generalized-gradient approximation (GGA). GGA will effectively fix the

overbinding issues due to applying LDA in realistic systems.[30]
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2.1.4 Solving the K-S Equation for Periodic Systems

For periodic systems such as crystalline solids, solving the K-S equation involves the

integration of plane-wave basis functions in reciprocal space over the Brillouin Zone. The plane-

wave expansion needs to be truncated at certain energy cutoff since the solutions with lower

energies are more physically important than those with higher energies. Both k-point density and

energy cutoff need to be carefully selected to ensure the convergence DFT calculations while

keeping the computational cost low.

In addition, a common strategy to reduce the computational cost is applying pseudopoten-

tials instead of considering all electrons in a solid. In this approach, only valence electrons are

allowed to participate in assorted chemical bondings, while the core electrons are “frozen”, being

considered together with the nuclei as rigid non-polarizable ion cores.

2.2 High-Throughput DFT Calculation Infrastructure

Although first principles calculations based on DFT should in essence be accurate and

parameter-free, certain approximations and parameter selections are still inevitable in practice. A

high-throughput DFT calculation infrastructure aims at evaluating the properties of thousands

of known crystalline solids. Except for the crystal structure, other inputs required for a DFT

calculation are chosen in a consistent manner to ensure convergence of results and compatibility

for different runs.

In this thesis, we adopt the same high-throughput infrastructure used by the Materials

Project (MP).[25] All DFT calculations were performed using the Vienna ab initio Simulation

Package (VASP)[31] within the projector augmented-wave method[32]. The GGA functional

developed by Perdew, Burke and Ernzerhof (PBE)[33] was applied exclusively unless otherwise

stated. The choice of pseudopotential, plane-wave energy cutoff and k-point density was made

consistently with MP. In particular, an energy cutoff of 520 eV and a k-point density of at least
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1000/(number of atoms in unit cell) were applied in spin-polarized total energy calculations. The

conjugate gradient method was used where optimizing the nuclei configuration is needed.[34]

The high-throughput infrastructure has enabled numerous simulations and analyses to be

performed in a manner where the crystal structure is the only input. For instance, the calculations

of full elastic tensors used in Chapter 4, and the nudged elastic band calculations used in Chapter

5 modeling the transition state of vacancy migration along specific paths. Most important

of all, it provides a set of well tested settings in earlier works[17, 35] for running ab initio

molecular dynamics (AIMD) simulations, a method used for modeling ion transportations in solid

electrolytes in this thesis. Last but not least, thermodynamic analyses used in Chapter 3 where

constructing phase diagrams is involved, have been a lot more efficient with the data already

available in MP database.

All VASP interfacing and post-processing including assorted analyses were performed

using the Python Materials Genomics (pymatgen) library.[26]

2.3 Molecular Dynamics Simulations

2.3.1 Fundamentals of Molecular Dynamics

Molecular dynamics (MD) is a computer simulation technique for studying the motions

of atoms and molecules. Atoms and molecules in the system are allowed to interact during the

time period of simulation, giving a view of the dynamic evolution of the system. In each timestep,

the trajectories of atoms and molecules are propagated following Newtonian dynamics, where the

forces on particles and the potential energy of the system are determined using either empirical

interatomic potentials or quantum mechanical methods. MD has been widely applied in the field

of materials science as a modeling approach for atomistic simulations.

The description of interatomic interactions is the key that enables MD simulations. Classi-

cal MD is powered by empirical potentials. The functional form of these potentials are drastically
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simplified with only a few fitting parameters to satisfy physical considerations. Therefore, eval-

uating potential energy from empirical potentials is cheap enough to support simulations on

larger systems (> 1000 particles) or for longer periods of time (> 1ns). However, the numerical

accuracy of empirical potentials is necessarily limited by the approximations made in selecting

the functional form. Moreover, the specific functional isgenerally not transferable to another

system with different bonding types.

Given the structural and chemical complexity in known solid electrolyte candidates,

classical MD may not be suitable due to the limited transferability and questionable accuracy

associated with empirical potentials. Especially for newly discovered materials, a properly fitted

potential may not be available. Evaluating the interatomic interactions using quantum mechanical

methods, such as DFT, can overcome the issues with empirical potentials. The resulted ab initio

MD (AIMD) simulations have good transferability regardless of bonding types and chemistries.

The accuracy from quantum mechanics is more trustworthy even if certain approximations are

inevitable in DFT calculations. On the other hand, since the evaluation of energy and forces for

each timestep requires solving the Schrödinger equation, high computational cost is inevitable for

running AIMD simulations.

2.3.2 Applications in Modeling Solid Electrolytes

In the studies for solid electrolytes, a variety of properties related to ionic conduction can

be obtained in MD simulations. The self-diffusivity of Li D∗ is calculated from the trajectories

using the Einstein relation:

D∗ =
1

2dt
〈[r(t)− r(0)]2〉, (2.5)

where t is time and d is the number of dimensions where diffusion occurs, and 〈[r(t)− r(0)]2〉 is

the mean square displacement (MSD) averaged over all diffusion atoms. The conductivity of Li
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σ is calculated using the Nernst-Einstein equation:

σ =
ρz2F2

RT
Dσ , (2.6)

where ρ is the molar density of Li, z is the charge of Li ion (+1), F is the Faraday constant, and R

is the gas constant. The charge diffusivity Dσ is related to the self-diffusivity according to

D∗ = ΘDσ , (2.7)

where Θ is a thermodynamic factor. For dilute non-interacting systems such as ideal gases, the

charge diffusivity is nearly identical to the self-diffusivity and Θ = 1. Otherwise, a value much

larger than 1 is expected for Θ.

In principle, with the combination of Equations 2.5, 2.6 and 2.7, the ionic conductivity of

a solid electrolyte can be computed directly from the trajectories generated in an MD simulation.

However, it is impractical to do so at ambient temperatures due to the poor Li mobility in solid

electrolytes. The lack of ion hopping events observed during low-temperature MD simulations

will make the diffusivities extremely difficult to converge. In order to achieve convergence within

limited MD duration, the simulations are usually performed at elevated temperatures. Under the

assumption of no phase transitions and an abundance of mobile defect carriers, the diffusivity in a

solid typically follows an Arrhenius relationship:

D = D0 exp(−Ea

kT
), (2.8)

where D0 is the maximum self-diffusivity at infinite temperature, Ea is the overall activation energy

of diffusion, and k is the Boltzmann constant. The diffusivities obtained at high temperatures can

then be extrapolated to lower temperatures using Equation 2.8.

In addition to the calculations of diffusivities and conductivities, other important properties
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related to ionic conduction, such as the diffusion pathways and correlated motions of charge

carriers, can also be obtained by analyzing the trajectories from MD simulations.

2.4 Automated AIMD Workflow

For studying Li diffusion in solid electrolytes, the length of an AIMD simulation is

typically tens to hundreds of picoseconds to ensure the convergence of diffusivity. In this thesis,

we apply several strategies to keep the computational cost for running AIMD simulations low.

For example, a constant volume (NVT) ensemble is chosen over a constant pressure (NpT)

ensemble since the latter requires higher plane-wave energy cutoff to avoid Pulay stress error

arising from volume variation. Further computational cost savings is achieved by switching off

spin polarization, using a lower plane-wave energy cutoff (< 400 eV, varies with chemistry) and

a sparser Γ point only k-mesh, etc.

Despite assorted budget saving efforts, the calculations will still last for days or even

weeks, well beyond the wall times of typical supercomputing clusters. Besides, simulations at

multiple temperatures are often required for extrapolation. The traditional approach of performing

AIMD simulations are therefore in need of significant human intervention, with a high likelihood

of errors. To address this challenge, we have developed an automated AIMD workflow using

FireWorks[27], a workflow management software. Figure 2.1 shows the schematic of a typical

AIMD workflow for Li diffusion studies. The crystal structure is first relaxed to an optimized

geometry, from which a sufficiently large simulation supercell box is created. Then, AIMD jobs

with different targeting temperatures are dynamically added to the workflow. Each AIMD job

is running with a “WallTimeHandler” implemented in Custodian library[37], which terminates

the job gracefully just prior to the wall time limit. A continuation job is then resubmitted until a

pre-defined set of convergence criteria (e.g., a maximum number of time steps, etc.) is reached.

Using this workflow, AIMD simulations can be performed with minimal human intervention
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Figure 2.1: Schematic of the automated AIMD workflow implemented using the FireWorks
workflow software. Processes in the green belong to initial relaxation job. Processes in blue
belong to AIMD jobs running in parallel at different temperatures.[36]

except for an initial workflow and structure setup.

Another challenge is the considerable quantity of data (e.g., trajectories) generated in

AIMD simulationsSecond compared to other first principles calculations. Though analyses can

be performed directly from the raw outputs of the calculations, a more modern approach is to

use state-of-the-art databases for data management. In this work, we use MongoDB, a NoSQL

database to store the trajectories and analyses from AIMD simulations. Each MD snapshot,

together with identifying information and the time step number, is stored as a single document

within a collection. This storage scheme allows one to efficiently query for subsets of snapshots

(e.g., every 10 or 100 time steps) for analysis. The results of all analyses (e.g., calculated

diffusivities, conductivities, activation barriers, etc.) are stored in a separate collection for easy

retrieval.
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2.5 Limitations of AIMD

With the automated workflow, we are able to scale up the investigations using AIMD

simulations. However, certain restrictions still apply due to the high computational costs. For

instance, the system used in AIMD are rather small in size containing up to a few hundreds of

atoms. The accessible simulation time scale is strictly limited to the level of sub-nanosecond.

Calculations requiring a large number of particles or a longer simulation time therefore become

inaccessible in AIMD. As an example, the estimation of thermodynamic factor Θ in Equation 2.7

is beyond the scope of AIMD. As a result, the self diffusivity D∗ is plugged in Equation 2.6 by

simply assuming Θ = 1, which may lead to overestimated ionic conductivity.

Instead of switching to empirical potentials with limited accuracy and poor transferability,

an alternative approach for constructing interatomic potentials is based on fitting to data from

quantum mechanical calculations with flexible functional forms. These potentials can in principle

reach exceptionally good numerical accuracy. Several methods have been proposed under this

category.[38, 39] In this thesis, we will make our own effort to address the limitations associated

with AIMD via this approach. More details are discussed in Chapter 6.
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Chapter 3

Investigation of Argyrodite Li6PS5Cl as a

Solid Electrolyte

Ionic conductivity and electrochemical stability are of technical importance for an elec-

trolyte material whether it is liquid or solid. Meanwhile, phase stability is important for all material

design problems. This chapter presents a comprehensive evaluations of argyrodite Li6PS5Cl on

its phase stability, electrochemical stability and ionic conductivity. The sequence of properties is

arranged in terms of computational costs and complexity with a modern high-throughput DFT

calculation infrastructure.

3.1 Lithium Argyrodite

Argyrodite is an uncommon class of chalcogenide compounds. Kuhs et al. synthesized a

series of argyrodite structures with common formula Am+
12 – n – xBn+X2 –

6 – xY–
x (A: Cu, Ag, Cd, Hg; B:

Ga, Si, Ge, Sn, P, As; X: S, Se, Te; Y: Cl, Br, I; 0≤ x≤ 1), and ionic conductivities were observed

in certain Cu and Ag containing compounds.[40] Inspired by the similar ionic radii between Cu(I)

ions (74 pm) and Li ions (73 pm), Deiseroth et al. synthesized Li containing argyrodites Li6PS5X
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(X: Cl, Br, I), and confirmed the expected high mobility of Li ions.[41] In the cubic crystal

structures with space group F 4̄3m, random occupation of atomic positions 48h and 24g by Li

ions is the key role for facile Li diffusion.[41] Stadler et al. subsequently reported that Li6PS5Cl

and Li6PS5Br have high ionic conductivity on the level of 0.1 mS/cm, low electronic conductivity

and wide electrochemical window up to 5 V vs. Li/Li+, while Li6PS5I shows relatively low

ionic conductivity and poor electrochemical stability due to the ease oxidation of iodides.[42]

Although the conductivity was later pushed higher by 1 order of magnitude, the performance

of all-solid-state lithium batteries using Li6PS5Cl or Li6PS5Br as solid electrolyte is generally

poor.[43, 44, 45, 46, 47, 48, 49]

In this work, we present a detailed investigation of Li argyrodite Li6PS5Cl as solid

electrolyte with focus not just on the ionic conductivity, but also other technologically relevant

properties such as phase and electrochemical stability. Like many other sulfide solid electrolytes,

we find that the intrinsic electrochemical window of Li6PS5Cl is much narrower than the one

claimed from experimental measurements. Moreover, we attribute the high ionic conductivity to

Li excess in the structure induced by anion disordering and off-stoichiometric ratio of sulfur and

chlorine. In a broader context, the emphasis of this work lies on the use of modern information

technology (IT) and database infrastructure coupled with robust software packages to efficiently

conduct and analyze DFT calculations.

3.2 Structure Enumeration

We obtained the initial crystal structure of Li6PS5Cl from the Inorganic Crystal Structure

Database (ICSD)[50], a conventional cubic unit cell with formula Li6.72PS5Cl, i.e., excess of

lithium. It also exhibits disorder, like many other solid electrolytes (e.g., LGPS Li10GeP2S12).

An ordered configuration with reasonably low energy is required for subsequent modelings. To

obtain stoichiometric charge-balanced Li6PS5Cl, we adjusted the occupancy of Li 48h sites to
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0.5, and enumerated all symmetrically distinct orderings of the primitive cell using pymatgen’s

wrapper to enumlib[51], an efficient Fortran code for enumeration of structure derivatives. A

total of 48 unique structures were obtained and fully relaxed using DFT calculations. Although

it has been shown both experimentally and theoretically that Li6PS5Cl may exhibit anti-site

S/Cl disorder,[52] no attempt was made to model such disorder to keep the computational costs

reasonable. The lowest energy structure is shown in Figure 3.1, and was used as the input to

subsequent calculations and analyses. The relaxed lattice parameter a is 10.1 Å, 2.5% larger than

experimental value.[41] This slight overestimation is due to the well-known tendency for the

GGA functional to underbind.

Figure 3.1: Lowest energy Li6PS5Cl structure determined from DFT calculations on all 48
symmetrically distinct orderings of the primitive experimental structure. Li in green, Cl in red,
S in yellow and PS4

3 – polyhedra in purple.

3.3 Phase Stability

The necessity for phase stability is a common consideration in almost all materials design

problems. The phase stability of a material can be estimated by constructing the relevant multi-

component 0 K phase diagram. For the case of Li6PS5Cl, one would need to calculate the energies

of all known phases in the Li-P-S-Cl chemical space, i.e., all Li, P, S, Cl, LixSy, LixPy, PxSy, PxCly,
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LixCly, SxCly, LixPySz, PxSyClz, LixSyClz, LixPyClz, LixPySzClw phases. The phase diagram can

then be obtained via constructing the convex hull of the five-dimension (Ē,xLi,xP,xS,xCl) space,

where Ē is the normalized energy per atom, and xX is the atomic fraction of element X. Finally,

the vertices lying on the convex hull[53] are projected into the Li-P-S-Cl compositional coordinate

space to yield the phase diagram.[54] It should be noted that while finite temperature stability

can be estimated by considering various (e.g., vibrational, configurational) contributions to the

entropy for all relevant, such a computational and human resource-intensive effort is seldom

carried as the DFT 0 K phase diagram typically yields a reasonable initial estimate of the relative

stability of crystalline phases.

Even for a relatively “simple” quaternary compound such as Li6PS5Cl, a direct phase

or electrochemical stability assessment is a significant computational undertaking due to the

requirement to compute all phases in the Li-P-S-Cl system. Fortunately, one can leverage on

existing large open databases such as the Materials Project (MP),[25] which contains the computed

energies of all known ordered inorganic materials. Using pymatgen’s high-level interface to

the Materials Application Programming Interface,[55] one can query for the computed energies

of all known ordered phases in the Li-P-S-Cl chemical space. To enhance the coverage of the

phase space, we have also included derived phases obtained via O/S substitution from ordered

Li-P-O tenary compounds. The phase diagram can then be constructed using pymatgen with all

available entries (MP + derived + calculated entry for Li6PS5Cl). Care must be taken to ensure

that the calculation parameters, e.g., choice of functional and pseudopotentials, are similar to

those used in the MP to ensure compatibility. MP compatible VASP input files generation is also

implemented in pymatgen.

Figure 3.2 shows the calculated pseudo-ternary Li2S-P2S5-LiCl phase diagram. From the

phase diagram, one may compute the energy above hull (Ehull) of Li6PS5Cl. The Ehull of a phase

is defined as the normalized energy per atom for that phase above the linear combination of stable

equilibrium phases at that composition in the phase diagram. A stable compound has an Ehull of
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Li2SP2S5

Figure 3.2: The pseudo-ternary Li2S-P2S5-LiCl phase diagram. Blue circles with labeled
compositions indicate stable phases. Li6PS5Cl is metastable (green diamond). Other unsta-
ble/metastable phases (including derived ones from O substitution by S in Li-P-O ternary
compounds) are shown as red squares. The compositions of unstable/metastable phases along
P2S5-Li2S are LiPS3, Li4P2S7, Li7P3S11, Li3PS4 and Li2S.

0, and the higher the Ehull, the more unstable the compound is likely to be. The calculated Ehull

of Li6PS5Cl is 21 meV/atom, indicating that it is metastable with respect to a linear combination

of Li3PS4, Li2S and LiCl at 0 K.

3.4 Electrochemical Stability

Another crucial property of a solid electrolyte is its electrochemical stability against the

electrodes. This stability can be achieved either intrinsically, i.e., the solid electrolyte is completely

inert against both the anode and cathode, or more realistically, via the formation of passivating

layers. The phase equilibria at the electrolyte/electrode interface may be estimated using a grand

potential phase diagram.[17, 56, 18] The solid electrolyte is subjected to a maximum range of

electrochemical potential when the battery is in a fully charged state. Under such conditions,

the Li-depleted cathode is effectively a Li sink at low Li chemical potential, while the anode is

effectively a Li source with high Li chemical potential typically close to that of the bulk Li metal.
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Assuming that the Li ion is the main mobile species, the electrolyte/anode and electrolyte/cathode

interfaces can be approximated as open systems at µLi = µ0
Li and µLi = µ0

Li− e∆V , respectively.

Here, µ0
Li is the chemical potential of the bulk Li metal, e is the elementary charge and ∆V refers

to the voltage of the charged cathode versus Li/Li+.[57] The relevant thermodynamic potential at

0 K is therefore the Li grand potential, given by the following expression:

φ = E−µLiNLi, (3.1)

where E is approximated as the computed DFT energy, NLi is the number of Li atoms for a

particular phase, and the PV term for solids is ignored.
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Figure 3.3: Plot of Li uptake per formula unit (f.u.) of Li6PS5Cl solid electrolyte (black solid)
against voltage vs Li/Li+. At low voltage (high Li chemical potential), Li6PS5Cl undergoes
reduction and uptakes Li, whereas at high voltage (low Li chemical potential), Li6PS5Cl is
oxidized and loses Li. Text indicates the predicted phase equilibria at corresponding regions of
the profile. Only selected regions are annotated for brevity.

Using a similar phase diagram construction with φ instead of E , one can examine how the

predicted phase equilibria at the solid electrolyte composition changes with Li chemical potential.

Figure 3.3 shows the plot of the Li uptake per formula unit (f.u.) of Li6PS5Cl against voltage vs

Li/Li+. At low voltage (high Li chemical potential), the Li6PS5Cl solid electrolyte undergoes

reduction and uptakes Li, while at high voltage (low Li chemical potential), electrolyte is oxidized
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and loses Li. The plot clearly illustrates one of the major issues with sulfide solid electrolytes - the

narrow range of intrinsic electrochemical stability. The Li6PS5Cl composition is stable against Li

uptake and loss only within a narrow range of voltage (1.7∼ 2.3 V). Nevertheless, we find that

electronically insulating, ionically conducting phases (e.g., Li2S, LiCl) are formed at both higher

and lower voltages, which may potentially serve as good passivating interfacial phases that act as

a barrier against further solid electrolyte decomposition.

3.5 Li Diffusivity and Conductivity

We performed AIMD simulations to investigate the Li diffusivity and conductivity in

Li6PS5Cl. The simulations are under an NVT ensemble with the volume from structural opti-

mization at 0 K adopted, and the simulation box only contains a single conventional unit cell of

Li6PS5Cl. It is noted that MD simulations should ideally be performed on large supercells to

avoid introducing artificial correlated diffusivity due to periodic boundary conditions. Due to the

high cost of AIMD methods, only moderate cell sizes of at least 10 Å in each lattice direction

are typically used. Therefore, for the case of Li6PS5Cl, the conventional cubic unit cell is a large

enough system for AIMD simulations. The time step is set to 2 fs, a value typically sufficient for

modeling Li diffusion.

In addition to the calculations of diffusivity and conductivity discussed in Chapter 2, more

insights may be obtained by analyzing the trajectories from the AIMD simulations. A plot of

the probability density function P(r) can provide useful information on the low energy (high

probability) sites in a superionic conductor, as well as the migration pathways between them.[58]

P is often defined in a spatial 3D uniform grid, and can be computed by averaging the number

of the Li ions at each grid point within a given time scale. P is normalized such that
∫

Ω
Pdr = 1

with Ω being the volume of the unit cell.

Many superionic conductors also exhibit correlated or cooperative ion motion, which can
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be analyzed by computing the van Hove correlation function. The van Hove correlation can be

split into the self-part Gs and the distinct-part Gd as follows:

Gs(r, t) =
1

4πr2Nd
〈

Nd

∑
i=1

δ (r−|ri(t0)− ri(t + t0)|)〉t0, (3.2)

Gd(r, t) =
1

4πr2ρNd
〈

Nd

∑
i 6= j

δ (r−|ri(t0)− r j(t + t0)|)〉t0. (3.3)

Here, δ (·) is the one-dimensional Dirac delta function. The angular bracket stands for the

ensemble average over the initial time t0. ri(t) denotes the position of the ith particle at time t. Nd ,

r are the number of diffusing Li ions in the unit cell and radial distance, respectively. The presence

of the average number density ρ serves as the “normalization factor” in Gd such that Gd −→ 1

when r� 1. For a given r and t, Gs(r, t) describes how probable a particle diffuses away from its

initial position by a distance of r after time t, whereas Gd(r, t) describes the radial distribution of

N−1 particles after time t with respect to the initial reference particle. In particular, Gd(r, t) is

reduced to the static pair distribution function when t = 0, which is often used to investigate the

dynamics of structural changes.

Both the probability density and van Hove function analyses are already implemented in

the open-source pymatgen-diffusion[59] add-on package.

Figure 3.4 shows the Arrhenius plot for Li6PS5Cl with diffusivities computed at four

elevated temperatures (600 K to 1200 K with 200 K increments). We find that stoichiometric

Li6PS5Cl is a poor ionic conductor (σ300K ≈ 2×10−3 mS/cm) with a high activation energy Ea

of 524 meV.

The experimentally reported crystal structure has formula Li6.72PS5Cl, i.e., excess of Li.

To more accurately model the reported phase, we performed similar analyses on a Li6.25PS5.25Cl0.75

cell, which was constructed by introducing a single Li excess into the ordered stoichiometric

Li6PS5Cl conventional cell with a Cl substituted by a S to ensure overall charge neutrality. The

Li excess Li6.25PS5.25Cl0.75 structure is only slightly less stable (Ehull = 27 meV/atom) than the
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Figure 3.4: Arrhenius plots for stoichiometric Li6PS5Cl (red) and Li excess Li6.25PS5.25Cl0.75
(blue). The standard deviations of Ea for stoichiometric Li6PS5Cl and Li excess
Li6.25PS5.25Cl0.75 are 13 and 18 meV, respectively.

stoichiometric Li6PS5Cl at 0 K. In terms of transport properties, Li excess Li6.25PS5.25Cl0.75

exhibits a much higher room temperature ionic conductivity of 14 mS/cm and a much lower

activation energy of 211 meV (Figure 3.4). The predicted room-temperature ionic conductivity is

about one order of magnitude higher than previously measured total conductivities for this solid

electrolyte. The predicted activation energy is in reasonable agreement with the experimentally

reported values, though it should be noted that reported experimental values vary widely due to

variations in the synthesis conditions and compositions.[60, 45]

Figure 3.5 shows the Li+ probability density function (PDF) for Li excess Li6.25PS5.25Cl0.75

at 800 K at various isovalues. We may observe from the PDF at higher isovalue (Figure 3.5a)

that Li tends to move in a cage-like environment around each S 4d site, forming distorted Li6S

octahedrons. These results are similar to those reported in a previous study using bond valence

methods.[60, 45] Because the cage-like trajectory is localized around a particular S site, this type

of migration does not contribute to long-range ionic diffusion. Long-range diffusion happens due

to migration between different cages, which can be observed at lower isovalues (Figure 3.5b).
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(a) P = P0 (b) P = P0/8

Figure 3.5: Li probability density distribution in Li excess Li6.25PS5.25Cl0.75 obtained from
AIMD simulations at 800 K. Isosurfaces (blue) of ionic probability densities are plotted at
isovalues of P0 and P0/8, where P0 = 0.0025/a3

0 (a0 is the Bohr radius).

The upper two plots in Figure 3.6 show the Gs for stoichiometric Li6PS5Cl and Li excess

Li6.25PS5.25Cl0.75, respectively. We observe that there is a persistent peak in Gs between 3.5

and 4.5 Å, which corresponds to the nearest Li-Li distances within the same cage, in both

cases. However, this cage-related peak decays much more rapidly in the case of Li excess

Li6.25PS5.25Cl0.75 compared to stoichiometric Li6PS5Cl, and additional peaks at larger r values

appear after ∼ 30 ps. From the Gd plots (lower plots in Figure 3.6), we find that there is a high

probability of a vacated Li site being rapidly occupied by another Li, though the time scale of

these events is much shorter in the case of Li6.25PS5.25Cl0.75, which is consistent with the faster

diffusion observed in the Li excess material.

3.6 Discussion

In this work, we present a detailed outline of how a solid electrolyte can be compre-

hensively evaluated for multiple critical properties of interest using first principles calculations

combined with modern IT infrastructure and software tools. The first principles calculations in

themselves are not novel and have been used in many previous works, albeit on a more limited

scale. However, the use of modern IT infrastructure and software tools dramatically transforms
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Figure 3.6: Plots of the self Gs (upper) and distinct Gd (lower) parts of the van Hove correlation
function for stoichiometric Li6PS5Cl (left) and Li excess Li6.25PS5.25Cl0.75 (right) obtained from
AIMD simulations at 800 K.

the efficiency and scale in which such investigations can be carried out.

As a case study, we have demonstrated how all these techniques may be applied to

argyrodite Li6PS5Cl. We find stoichiometric Li6PS5Cl to be a metastable, poor ionic conductor

with limited intrinsic electrochemical stability, not unlike other thiophosphate superionics.[15, 61]

Ionic conductivity is dramatically enhanced with the introduction of excess Li.

The most interesting feature about argyrodite Li6PS5Cl with and without Li excess is the

existence of cage-like trapping of Li ions, a feature that can readily be observed in the van Hove

correlation and probability density function analyses. Indeed, stoichiometric Li6PS5Cl exhibits

low Li conductivity and high effective activation barriers in the AIMD simulations as motions

within these cages do not contribute to long range diffusivity. The introduction of Li excess

increases the occupancy of the interstitial sites and promotes inter-cage mobility, resulting in

predicted conductivities and activation barriers that are much closer to experimentally observed
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values.[60, 45] Similar alkali-excess-induced diffusion has been predicted in the cubic Na3PS4

superionic conductor.[62]

The predicted conductivity of 14 mS/cm for Li excess Li6.25PS5.25Cl0.75 is about an order

of magnitude higher than experimentally observed values of 1.1 mS/cm.[60, 45] There are three

possible reasons for this discrepancy. First, there is uncertainty in the extrapolated conductivity

(12∼ 18 mS/cm) due to the statistical nature of AIMD simulations, which is magnified by the

Arrhenius nature of the D vs 1/T relationship. Second, the experimentally reported values are for

total conductivities, which are not directly comparable to the bulk conductivities computed in our

simulations. This suggests that there may be scope for further enhancement of the conductivity

via composition tuning or synthesis optimization to reduce grain boundary resistance.[63] Finally,

the limited cell sizes used in AIMD simulations (1×1×1 conventional cell) may also lead to

overestimated ionic conductivity due to artificial correlated diffusivity introduced by the periodic

boundary conditions. However, a simulation cell size of ∼ 10 Å in each direction usually yields

reasonable diffusion estimates, as it is typically larger than correlation length scales.[17] Further

convergence tests are not within the scope of this study due to the high computational cost

involved in simulating a 2×2×2 cell (416 atoms).

3.7 Conclusion

In this work, we present a detailed investigation of Li argyrodite Li6PS5Cl as solid elec-

trolyte from efficiently using first principles calculations combined with modern IT infrastructure

and software codes. The focus is on a holistic assessment of desired properties for a solid

electrolyte, not just ionic conductivity but also phase and electrochemical stability. The electro-

chemical window of Li6PS5Cl is found to be much narrower than that claimed from experiments.

In addition, we demonstrate the key structural feature for the high ionic conductivity is the Li

excess in the structure induced by anion disordering and off-stoichiometric ratio of sulfur and
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chlorine.

Chapter 3, in part, is a reprint of the material “Data-Driven First-Principles Methods for

the Study and Design of Alkali Superionic Conductors” as it appears in Chemistry of Materials,

Zhi Deng, Zhuoying Zhu, Iek-Heng Chu and Shyue Ping Ong, 2016, 29 (1). pp 281-288. The

dissertation author was the primary investigator and author of this paper.
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Chapter 4

Elastic Properties of Known Alkali Solid

Electrolyte Candidates

The mechanical properties are a unique specification for solid electrolytes. In this chapter,

we explore the mechanical properties of known Li/Na solid electrolyte candidates within the

elastic region. First, we evaluate various functionals on reproducing elastic properties measured

in experiments. We then use the chosen functional calculating the full elastic tensor and deriving

elastic moduli for known solid electrolyte candidates. In the end, we discuss the implications

of mechanical properties on the performance of all-solid-state batteries from three different

perspectives.

4.1 Mechanical Properties of Solid Electrolytes

Unlike liquid electrolytes that flow freely like any fluids, solid electrolytes are rather firm

and stable in shape. However, in the fabrication and operation of all-solid-state lithium batteries, a

solid electrolyte capable of deformation would be preferred. A critical challenge in all-solid-state

batteries is achieving and maintaining an intimate conformal contact with the electrodes during
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operation. Typical commercial cathodes (e.g., LiCoO2, LiMn2O4 and LiFePO4) and anodes

(e.g., graphitic and hard carbons) exhibit chemical strains of up to 10% during electrochemical

cycling.[20] The challenge is even greater with cutting edge Si anodes, which exhibit volume

changes in excess of 300%.[64] The solid electrolyte must therefore be able to deform without the

formation of cracks or pores to maintain the electrode/electrolyte interface during these volume

changes, which would require “soft" solid electrolytes that can acommodate large strains before

failure. On the other hand, another potential application of solid electrolytes is in enabling Li

metal anodes by suppressing Li dendrite formation,[21] for which a solid electrolyte with high

shear modulus and hardness would be more suitable.[22]

Despite of great importance, there have been only a few works exploring the mechanical

properties of solid electrolytes. Wolfenstine, Sakamoto and co-workers have reported on the

Young’s modulus and fracture toughness of polycrystalline Al-stabilized cubic LLZO garnet and

LLTO perovskite.[65, 66, 67] Jackman et al. also characterized Young’s modulus and fracture

toughness of LATP.[68] In general, all these oxides exhibit relatively high Young’s moduli

(100-200 GPa) and fracture toughnesses of ∼ 1 MPa/
√

m. In the sulfide chemistry, Sakuda

et al. measured the Young’s modulus of Li2S – P2S5 glass electrolyte, which is tunable by its

composition within the range of 18∼ 25 GPa.[69]

A common limitation of these experimental studies is that only the overall Young’s modu-

lus, Poisson’s ratio and fracture toughness are measured. In rechargeable battery applications,

the stresses/strains developed during operation are often anisotropic, requiring knowledge of the

full elastic tensor. The full elastic tensor is also useful for understanding the development of

internal stress fields during fabrication, which can often have critical impacts on final reliability

performance of the device. Another potential issue is that the measured values (which are mainly

for polycrystalline samples) are highly dependent on various factors such as moisture, porosity

and microstructure, and the presence of secondary phases.[70, 65, 67, 68] Some chemistries are

also inherently more challenging to handle experimentally, such as the sulfides which are typically
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sensitive to moisture and air.

First principles calculations based on DFT can therefore be an invaluable complement to

experiments in characterizing the intrinsic elastic properties (including the full elastic tensor) of

solid electrolytes. An example is the work of Wang et al., who calculated the elastic properties of

LGPS from first principles calculations.[71] However, data on most solid electrolyte candidates

are still lacking.

In this work, we perform a comprehensive investigation of the elastic properties of 23 well-

known ceramic alkali (18 Li-based and 5 Na-based) solid electrolyte candidates using first princi-

ples calculations. We will provide an assessment of the accuracy of three exchange-correlation

functionals - the Perdew-Burke-Ernzerhof (PBE)[72], PBE revised for solids (PBEsol)[73] gener-

alized gradient approximation functionals and the van der Waals (vdW) density functional with

opt88 exchange (optB88-vdW)[74] - in predicting elastic properties. We report the calculated full

elastic tensors and other derived elastic properties (e.g., bulk, shear and Young’s modulus, Pois-

son’s ratio, etc.) of these well-known candidates, and discuss observed trends with structure and

chemistry. We will discuss the implications of the computed elastic properties for all-solid-state

battery design. The data compiled in this work will also serve as a useful reference for future

experiments as well as theoretical battery models.

4.2 Material Selection

We have selected 23 well-known Li-ion and Na-ion superionic conductors in a broad

range of structures and chemistries for our study. It should be noted that a common strategy in

optimizing the conductivity of many solid electrolytes is through the formation of solid solutions

or the introduction of dopants. For the purposes of this work, we will limit our investigations

to the elastic properties of end members or undoped structures, which should nonetheless be

representative of entire classes of materials. A further desired outcome of this study is to ascertain
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the effect of cation and anion chemistry on elastic properties. Where possible, we have included

superionic conductors in both Li-ion and Na-ion chemistry and different anion chemistries if they

are experimentally known.

The studied materials are as follows:

1. NAtrium SuperIonic CONductor (NASICON). The term NAtrium SuperIonic CONductor

(NASICON) refers to a family of materials with general formula AM (XO4)3 (A: Li or

Na, M: transition metal, X: P or Si), of which the framework structures consist of MO6

octahedra and P/SiO4 tetrahedra sharing common corners.[75, 76] Among the huge family,

the solid solution Na1+xZr2P3 – xSixO12 and Al doped LiTi2 (PO4)3 (LATP) are two well-

known alkali superionic conductors. We included end member NaZr2 (PO4)3 and undoped

LiT2 (PO4)3 in this study. Both materials adopt a rhombohedral structure with space group

R3̄c.

2. Phosphate. Though γ-Li3PO4 is not a good superionic conductor, it is still of great funda-

mental interest for two reasons. Firstly, the LIthium SuperIonic CONductor (LISICON)

is a solid solution of two γ-Li3PO4 type of materials (e.g., Li4GeO4).[7, 8] Also, the well-

known glass electrolyte for thin-film Li-ion batteries, LIPON, is essentially N incorporated

amorphous Li3PO4.[77, 78]

3. LLTO Perovskite. The lithium lanthanum titanium oxides (LLTO) have a general formula

of Li3xLa2/3−xTiO3 (0≤ x≤ 0.16). They adopt perovskite structure with A-site deficiency.

LLTO are of interest as solid electrolyte because of their high bulk ionic conductivity (1

mS/cm) at room temperature).[11] Though the stoichiometry of LLTO is highly tunable,

we only selected two compositions (Li1/2La1/2TiO3 and Li1/8La5/8TiO3) to represent

this entire class of superionic conductors. For both compositions, we chose the ordered

structures with lowest DFT energies found in the Materials Project[25] database.

4. Garnet. The ionic conduction in garnet-type structure Li5La3M2O12 (M: Ta or Nb,
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Ia3̄d space group) was first reported by Weppner group.[79] Later, the same group re-

ported Li7La3Zr2O12 (LLZO) with enhanced ionic conductivity to 0.4 mS/cm at room

temperature.[14] The LLZO garnet is particularly attractive due to its excellent stability

against lithium metal anode.[80] LLZO exists in two forms - a disordered cubic (Ia3̄d

space group) form with higher conductivity[14] and an ordered tetragonal (I41/acd space

group) form with lower conductivity.[81] In this study, we have included the tetragonal

ordered form of LLZO and the cubic Li5La3M2O12 (M: Ta or Nb).

5. Anti-perovskite. The anti-perovskites with general formula A3OX (A: Li or Na, X: Cl or

Br) are a recently discovered class of superionic conductors, with potential applications

in both Li-ion and Na-ion chemistries.[82, 83, 84, 85, 86] We have included all ternary

anti-perovskites formed by the Li and Na cations and the Br and Cl anions, i.e., Li3OCl,

Li3OBr, Na3OCl and Na3OBr, in this study.

6. Thiophosphate. The thiophosphates include a variety of materials, typically characterized

by the presence of PS4
3 – tetrahedra (including condensed thiophosphates such as P2S7

3 – ),

and P can partially be replaced by Ge, Si, Sn, etc.

(a) Li3PS4. Isostructual with γ-Li3PO4, β -Li3PS4 is one of the end members of thio-

LISICON solid solution Li4 – xGe1 – xPxS4.[12] Nanoporous β -Li3PS4 shows signifi-

cant improvement in ionic conductivity (∼ 0.1 mS/cm) compared with its bulk form

and γ-Li3PS4.[87] For calculating elastic properties of β -Li3PS4, between two types

of symmetrically distinct partial occupied Li sites (Wycoff symbol: 4b and 4c), we

assume that only 4b sites are fully occupied. Besides β -Li3PS4, we also have included

the ordered γ-Li3PS4 structure (space group Pmn21) in this study for comparison.

(b) Li10GeP2S12. The recently reported Li10GeP2S12 (LGPS) with space group P42/nmc

has one of the highest room temperature ionic conductivity (12 mS/cm) of known

superionic conductors.[15, 17] The Sn and Si analogues have also been predicted
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from first principles computations[35] to have similar ionic conductivity and were

subsequently synthesized.[88, 89] For our calculations, we use the ordered structures

of all the three materials from previous DFT studies.[17, 35] To preserve the tetragonal

symmetry, we used the ordered structures with space group P42/mc.

(c) Li7P3S11. Crystallized from Li2S – P2S5 glass, Li7P3S11 has a triclinic structure

with space group P1̄. The framework structure contains PS4 tetrahedra and P2S7

ditetrahedra.[90] Li7P3S11 has one of the highest ionic conductivity (17 mS/cm) at

room temperature reported to-date.[61]

(d) Argyrodite Li6PS5X. The high Li-ion mobility in argyrodite Li6PS5X (X: Cl, Br,

I) with space group F 4̄3m was first reported by Deiseroth et al.[41] Argyrodites

show ionic conductivity ∼ 1 mS/cm at room temperature in all-solid-state batteries.

[60, 43, 44] In the argyrodite structures, Li-ions are randomly distributed in two types

of sites. One of the sites (Wycoff symbol: 24g) is located at the center of a S3 triangle

with occupancy of 0.26, with two neighboring 48h sites with occupancy of 0.37. For

this work, we assume that only the 24g sites are occupied.

(e) Na3PS4. The cubic Na3PS4 was reported by Hayashi et al. with ionic conductivity ∼

0.2 mS/cm at room temperature.[91] Compared with the previously known tetragonal

Na3PS4 with lower ionic conductivity, the cubic phase is believed to be a high

temperature phase. The crystal structure was then confirmed to have I4̄3m space

group.[92] Similar as the argyrodite structures, two types of Na sites are available in

cubic Na3PS4. The 6b Na sites sit on either face-centered or edge-centered positions

with occupancy of 0.8, while the 12d Na sites with occupancy of 0.1 are found

between two 6b sites. To obtain an ordered structure, we assume that only the 6b sites

are occupied.

36



4.3 Computational Details

Since the calculations of elastic tensors are sensitive to lattice constants, we first fully

relaxed the structures until the residual force on each atom was less than 0.01 eV/Å. We used

three different exchange-correlation functionals (PBE, PBEsol, optB88-vdW) to calculate the

elastic constants. The PBEsol functional was selected since it has been shown to be more accurate

than PBE in reproducing lattice constants.[73] The optB88-vdW functional was chosen to account

for van de Waals (vdW) interactions in solid, which may be important in non-closed-packed

structures.[93]

Recently, the Materials Project[25] has computed the elastic constants of inorganic

compounds using an internally-developed code.[94] In this work, the elastic tensor, Ci j was

calculated by performing six finite distortion of the lattice with the displacement of ±0.015

Å and then fitted from the strain-stress relationship[95] implemented in VASP. We tested this

approach against the data published in the Materials Project for LiH, Li2O, Na2O, CaS, MgO,

Ga2O3, AlN, BaZrO3, SrLiP, Sr4Si4Ru, and the results are in excellent agreement. The elastic

moduli, such as bulk modulus B, shear modulus G and Young’s modulus E were then derived

based on the Voigt-Reuss-Hill (VRH) approximation.[96]

In the Voigt approximation, the elastic tensor, Ci j was predicted based on the uniform

strain, giving the upper limit of the bulk modulus B and shear modulus G.

BV =
(c11 + c22 + c33)+2(c12 + c23 + c31)

9
, (4.1)

GV =
(c11 + c22 + c33)− (c12 + c23 + c31)+3(c44 + c55 + c66)

15
. (4.2)

In the Reuss approximation, the compliance tensor, si j was based on the uniform stress, leading
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the lower boundary limit.

BR =
1

(s11 + s22 + s33)+2(s12 + s23 + s31)
, (4.3)

GR =
15

4(s11 + s22 + s33)−4(s12 + s23 + s31)+3(s44 + s55 + s66)
, (4.4)

where, the compliance tensor Si j was described by

Si j =C−1
i j . (4.5)

In Hill approximation, the arithmetic average of the Voigt and Reuss boundary limits was

given by the following equations

B =
BV +BR

2
, (4.6)

G =
GV +GR

2
. (4.7)

In addition, Young’s moduli E and Poisson’s ration ν could be calculated by

E =
9BG

(3B+G)
, (4.8)

ν =
(3B−2G)

2(3B+G)
. (4.9)

We also applied the Born elastic stability criterion [97, 98] to each of the systems studied

to check if they were mechanically stable under zero pressure. This criterion in the harmonic

approximation states that for a mechanically stable compound, the relevant elastic tensor must be

positive definite, i.e., all its eigenvalues must be positive. The calculated elastic tensors for all

systems studied in this work satisfy the Born criterion, regardless of the exchange-correlation

functionals adopted.
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4.4 Performance of Various Functionals

To assess the accuracy of various functionals for the computation of elastic properties, we

calculated the elastic properties of Li2S, Li2O and Na2S using the PBE, PBEsol and optB88-vdW

functionals, presented in Table 4.1. These three materials are chosen based on the availability

of experimental data on the full elastic tensors, as well as for their representativeness of the

chemistries of interest in solid electrolytes, which includes both lithium and sodium oxide and

sulfides.
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Table 4.1: Calculated lattice parameter (a0), elastic tensor (Ci j), bulk modulus (B), shear modulus (G),
Young’s modulus (E) and Poisson’s ratio (ν) for Li2S (Fm3m), Li2O (Fm3m), and Na2S (Fm3m) with the
PBE, PBEsol and optB88-vdW functionals.

Material Method a0 c11 c12 c44 B G E ν

(Å) (GPa) (GPa) (GPa) (GPa) (GPa) (GPa)

PBE 5.721 83.6 18.9 33.7 40.4 33.2 78.2 0.18

(-0.56%) (12.37%) (9.57%) (-5.64%) (11.60%) - - -

PBEsol 5.663 87.2 21.2 35.4 43.2 34.4 81.6 0.19

(0.46%) (8.60%) (-1.44%) (-10.97%) (5.47%) - - -

Li2S optB88-vdW 5.693 88.0 20.9 36.1 43.2 35.1 82.6 0.18

(-0.07%) (7.76%) (0%) (-13.17%) (5.47%) - - -

Exp.[99] 5.689 95.4 20.9 31.9 45.7 - - -

PBE 4.656 198.6 18.8 58.6 78.7 69.6 161.3 0.16

(-1.09%) (1.68%) (12.56%) (0.17%) (3.67%) - - -

PBEsol 4.596 208.7 21.5 61.1 83.9 72.5 169.0 0.16

(0.22%) (-3.32%) (0%) (-4.09%) (-2.69%) - - -

Li2O optB88-vdW 4.636 207.0 25.4 62.8 85.8 72.8 170.3 0.17

(-0.65%) (-2.48%) (-18.14%) (-6.98%) (-5.02%) - - -

Exp.[100] 4.606 202 21.5 58.7 81.7 69.8 162.9 0.17

PBE 6.571 54.3 15.5 17.1 28.4 18.0 44.5 0.24

(-0.52%) (32.96%) (53.03%) (18.57%) (42.04%) - - -

PBEsol 6.510 57.0 17.0 17.6 30.3 18.5 46.2 0.25

(0.41%) (29.64%) (48.48%) (16.19%) (38.16%) - - -

Na2S optB88-vdW 6.521 55.8 17.2 18.5 30.0 18.8 46.7 0.24

(0.24%) (31.11%) (47.88%) (11.9%) (38.78%) - - -

Exp.[101, 102] 6.537 81 33 21 49 - - -

[99] Lattice constants and elastic tensors measured at 10 K and 15 K, respectively

[100] Lattice constant, elastic tensor and moduli measured at 293K

[101, 102] Elastic tensors measured at 30 K

Values in parentheses denote percentage error from experimental values.
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We observe that the standard PBE functional leads to lattice parameters that are somewhat

larger than the experimental values (∼ 0.5− 1.1%), and the computed elastic constants and

moduli are correspondingly smaller. This is consistent with the well-known tendency for PBE

to underbind.[73]. The PBEsol and optB88-vdW functionals both correct this tendency, leading

to lattice constants and elastic moduli that are much closer to the experimental values. We still

observe a relatively large difference (∼ 53%) between the computed and experimentally measured

elastic constants and moduli for Na2S. We believe that this is likely due to experimental error,

given that Na2S is highly moisture and air sensitive (and any degradation of the material can have

a significant impact on measured elastic properties) and the experimental data was reported in

1977. Overall, we find all three functionals to reproduce the expected trend of Na2S < Li2S�

Li2O in the elastic constants and moduli.

We also tested the three functionals against a small set of solid electrolytes whose bulk (B),

shear (G) and Young’s (E) modulus and Poisson’s ratio (ν) have been previously determined (the

full elastic tensor is not available experimentally). Table 4.2 summarizes the experimental and

the calculated B, G, E and ν of three electrolyte materials using different exchange-correlation

functionals. Similar to the previous test cases, the elastic moduli calculated with PBE are the

smallest, while the optB88-vdW functional yields larger elastic moduli than PBEsol. For all three

materials, the elastic moduli from all functionals are significantly higher than the values reported

experimentally.[65, 67, 68] This difference can be attributed to a variety of factors. For example,

the samples for characterization in experiments are all polycrystalline with finite grain size as

well as porosity whereas they are modeled as infinite single crystals in plane-wave DFT. This can

make a huge difference as in experiments, the elastic moduli of samples with different grain sizes

or porosities vary.[65, 67, 68] The compositions used in our study are not exactly the same as

experiments. In particular, the garnet Li7La3Zr2O12 studied in this work is the tetragonal form,

while the reported experimental value is for the Al-stabilized cubic form. In fact, the elastic tensor

moduli for the cubic Li5La3Ta2O12 and Li5La3Nb2O12 are much closer to the experimentally
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reported values (see next section). Moreover, the DFT calculations are performed at 0 K, while

experimental measurements are usually carried out at close to room temperature. Nevertheless,

the trends in the elastic moduli are reproduced well with all three functionals.

Table 4.2: Calculated bulk modulus (B, in GPa), shear modulus (G, in GPa), Young’s modulus
(E, in GPa) and Poisson’s ratio (ν) for t-Li7La3Zr2O12 LLZO garnet, Li1/2La1/2TiO3 LLTO
perovskite and LiTi2 (PO4)3 LTP NASICON with the PBE, PBEsol and optB88-vdW exchange-
correlation functionals.

Material Method B G E ν

t-Li7La3Zr2O12 PBE 116.7 63.7 161.7 0.27

PBEsol 127.4 68.9 175.1 0.27

optB88-vdW 150.1 75.0 192.9 0.29

Exp.[65] 102.8 59.6 149.8 0.26

Li1/2La1/2TiO3 PBE 170.8 102.2 255.6 0.25

PBEsol 183.5 104.0 262.4 0.26

optB88-vdW 196.4 121.2 301.6 0.24

Exp.[67] 133.3 80.0 200 0.25

LiTi2 (PO4)3 PBE 92.5 55.6 139.0 0.25

PBEsol 95.0 57.6 143.7 0.25

optB88-vdW 115.1 59.6 152.5 0.28

Exp.[68] - - 115 -

[65] Al stablized cubic garnet Li6.24La3Zr2Al0.24O11.98 with

porosity 0.03, elastic moduli measured at room temperature.

[67] Li0.33La0.57TiO3 obtained from solid-state procedure.

[68] High-purity, fine-grained Li1.3Al0.3Ti1.7 (PO4)3.

Overall, our assessment is that the PBEsol functional is an excellent choice for the study

of the elastic properties of solid electrolytes, given that its much higher accuracy in reproducing

the elastic constants of our tests systems compared to standard PBE.
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4.5 Elastic Properties of Solid Electrolyte Candidates

Table 4.3: Calculated full elastic tensor (Ci j), bulk modulus (B), shear modulus (G), Young’s
modulus (E), Poisson’s ratio (ν) and Pugh’s ratio (G/B) using the PBEsol functional.

Formula Space group Ci j Number of B G E ν G/B

(GPa) independent ci j (GPa) (GPa) (GPa)

NASICON

LiTi2 (PO4)3 R3̄c



226.0 86.7 43.9 7.9 0.0 0.0

86.7 226.0 43.9 −7.9 0.0 0.0

43.9 43.9 116.3 0.0 0.0 0.0

7.9 −7.9 0.0 48.6 0.0 0.0

0.0 0.0 0.0 0.0 48.6 7.9

0.0 0.0 0.0 0.0 7.9 69.6


6 95.0 57.6 143.7 0.25 0.61

NaZr2 (PO4)3 R3̄c



175.2 77.7 51.9 9.4 0.0 0.0

77.7 175.2 51.9 −9.4 0.0 0.0

51.9 51.9 102.4 0.0 0.0 0.0

9.4 −9.4 0.0 53.2 0.0 0.0

0.0 0.0 0.0 0.0 53.2 9.4

0.0 0.0 0.0 0.0 9.4 48.7


6 86.3 47.7 120.9 0.27 0.55

Phosphate

Li3PO4 Pnma



116.5 45.4 36.5 0.0 0.0 0.0

45.4 123.9 62.5 0.0 0.0 0.0

36.5 62.5 127.4 0.0 0.0 0.0

0.0 0.0 0.0 38.9 0.0 0.0

0.0 0.0 0.0 0.0 41.1 0.0

0.0 0.0 0.0 0.0 0.0 53.9


9 72.5 40.9 103.4 0.26 0.56

Perovskite

Li1/8La5/8TiO3 Pmm2



309.6 105.3 102.0 0.0 0.0 0.0

105.3 335.0 130.3 0.0 0.0 0.0

102.0 130.3 295.3 0.0 0.0 0.0

0.0 0.0 0.0 73.1 0.0 0.0

0.0 0.0 0.0 0.0 89.8 0.0

0.0 0.0 0.0 0.0 0.0 96.4


9 179.0 91.2 233.9 0.28 0.51

Li1/2La1/2TiO3 P2/c



354.2 112.8 88.4 0.0 −0.0 0.0

112.8 360.4 92.1 0.0 −0.1 0.0

88.4 92.1 351.4 0.0 −0.1 0.0

0.0 0.0 0.0 97.0 0.0 −1.9

−0.0 −0.1 −0.1 0.0 98.2 0.0

0.0 0.0 0.0 −1.9 0.0 77.4


13 183.5 104.0 262.5 0.26 0.57

Garnet

Li5La3Nb2O12 Ia3̄d



176.7 78.6 78.6 0.0 0.0 0.0

78.6 176.7 78.6 0.0 0.0 0.0

78.6 78.6 176.7 0.0 0.0 0.0

0.0 0.0 0.0 58.9 0.0 0.0

0.0 0.0 0.0 0.0 58.9 0.0

0.0 0.0 0.0 0.0 0.0 58.9


3 111.3 54.8 141.1 0.29 0.49

Continued on next page
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Table 4.3 continued.
Continued from previous page

Formula Space group Ci j Number of B G E ν G/B

(GPa) independent ci j (GPa) (GPa) (GPa)

Li5La3Ta2O12 Ia3̄d



179.6 78.1 78.1 0.0 0.0 0.0

78.1 179.6 78.1 0.0 0.0 0.0

78.1 78.1 179.6 0.0 0.0 0.0

0.0 0.0 0.0 59.9 0.0 0.0

0.0 0.0 0.0 0.0 59.9 0.0

0.0 0.0 0.0 0.0 0.0 59.9


3 112.0 56.1 144.2 0.29 0.50

Li7La3Zr2O12 I41/acd



196.9 92.7 86.2 0.0 0.0 0.0

92.7 196.9 86.2 0.0 0.0 0.0

86.2 86.2 224.2 0.0 0.0 0.0

0.0 0.0 0.0 80.1 0.0 0.0

0.0 0.0 0.0 0.0 80.1 0.0

0.0 0.0 0.0 0.0 0.0 71.0


6 127.4 68.9 175.1 0.27 0.54

Anti-Perovskite

Li3OCl Pm3̄m



102.9 32.1 32.1 0.0 0.0 0.0

32.1 102.9 32.1 0.0 0.0 0.0

32.1 32.1 102.9 0.0 0.0 0.0

0.0 0.0 0.0 46.1 0.0 0.0

0.0 0.0 0.0 0.0 46.1 0.0

0.0 0.0 0.0 0.0 0.0 46.1


3 55.7 41.5 99.7 0.20 0.74

Li3OBr Pm3̄m



91.0 33.0 33.0 0.0 0.0 0.0

33.0 91.0 33.0 0.0 0.0 0.0

33.0 33.0 91.0 0.0 0.0 0.0

0.0 0.0 0.0 46.6 0.0 0.0

0.0 0.0 0.0 0.0 46.6 0.0

0.0 0.0 0.0 0.0 0.0 46.6


3 52.3 38.5 92.8 0.20 0.74

Na3OBr Pm3̄m



70.0 16.0 16.0 0.0 0.0 0.0

16.0 70.0 16.0 0.0 0.0 0.0

16.0 16.0 70.0 0.0 0.0 0.0

0.0 0.0 0.0 21.5 0.0 0.0

0.0 0.0 0.0 0.0 21.5 0.0

0.0 0.0 0.0 0.0 0.0 21.5


3 34.0 23.6 57.4 0.22 0.69

Na3OCl Pm3̄m



78.1 15.5 15.5 0.0 0.0 0.0

15.5 78.1 15.5 0.0 0.0 0.0

15.5 15.5 78.1 0.0 0.0 0.0

0.0 0.0 0.0 20.9 0.0 0.0

0.0 0.0 0.0 0.0 20.9 0.0

0.0 0.0 0.0 0.0 0.0 20.9


3 36.4 24.6 60.2 0.22 0.68

Thiophosphate: Li3PS4

Li3PS4 Pnma



32.1 10.9 19.7 0.0 0.0 0.0

10.9 38.1 17.4 0.0 0.0 0.0

19.7 17.4 51.8 0.0 0.0 0.0

0.0 0.0 0.0 10.5 0.0 0.0

0.0 0.0 0.0 0.0 9.5 0.0

0.0 0.0 0.0 0.0 0.0 13.7


9 23.3 11.4 29.5 0.29 0.49

Continued on next page
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Table 4.3 continued.
Continued from previous page

Formula Space group Ci j Number of B G E ν G/B

(GPa) independent ci j (GPa) (GPa) (GPa)

Li3PS4 Pmn21



53.8 23.3 23.8 0.0 0.0 0.0

23.3 49.2 27.3 0.0 0.0 0.0

23.8 27.3 44.9 0.0 0.0 0.0

0.0 0.0 0.0 12.3 0.0 0.0

0.0 0.0 0.0 0.0 15.0 0.0

0.0 0.0 0.0 0.0 0.0 11.7


9 32.9 12.6 33.4 0.33 0.38

Thiophosphate: Li10MP2S12

Li10GeP2S12 P42mc



44.9 27.7 12.6 0.0 0.0 0.0

27.7 44.9 12.6 0.0 0.0 0.0

12.6 12.6 51.2 0.0 0.0 0.0

0.0 0.0 0.0 3.5 0.0 0.0

0.0 0.0 0.0 0.0 3.5 0.0

0.0 0.0 0.0 0.0 0.0 12.4


6 27.3 7.9 21.7 0.37 0.29

Li10SiP2S12 P42mc



45.7 28.2 13.2 0.0 0.0 0.0

28.2 45.7 13.2 0.0 0.0 0.0

13.2 13.2 50.4 0.0 0.0 0.0

0.0 0.0 0.0 5.2 0.0 0.0

0.0 0.0 0.0 0.0 5.2 0.0

0.0 0.0 0.0 0.0 0.0 12.2


6 27.8 9.2 24.8 0.35 0.33

Li10SnP2S12 P42mc



39.0 26.3 8.5 0.0 0.0 0.0

26.3 39.0 8.5 0.0 0.0 0.0

8.5 8.5 47.7 0.0 0.0 0.0

0.0 0.0 0.0 9.4 0.0 0.0

0.0 0.0 0.0 0.0 9.4 0.0

0.0 0.0 0.0 0.0 0.0 14.5


6 23.5 11.2 29.1 0.29 0.48

Thiophosphate: Li7P3S11

Li7P3S11 P1̄



31.8 19.2 18.5 1.1 −2.9 −0.4

19.2 26.0 20.7 −1.5 2.8 1.4

18.5 20.7 49.3 −1.7 −1.8 1.6

1.1 −1.5 −1.7 10.7 3.2 1.5

−2.9 2.8 −1.8 3.2 13.6 −2.5

−0.4 1.4 1.6 1.5 −2.5 9.1


21 23.9 8.1 21.9 0.35 0.34

Thiophosphate: Argyrodite

Li6PS5Cl F 4̄3m



39.9 23.1 23.1 0.0 0.0 0.0

23.1 39.9 23.1 0.0 0.0 0.0

23.1 23.1 39.9 0.0 0.0 0.0

0.0 0.0 0.0 7.8 0.0 0.0

0.0 0.0 0.0 0.0 7.8 0.0

0.0 0.0 0.0 0.0 0.0 7.8


3 28.7 8.1 22.1 0.37 0.28

Li6PS5Br F 4̄3m



40.9 23.0 23.0 0.0 0.0 0.0

23.0 40.9 23.0 0.0 0.0 0.0

23.0 23.0 40.9 0.0 0.0 0.0

0.0 0.0 0.0 9.6 0.0 0.0

0.0 0.0 0.0 0.0 9.6 0.0

0.0 0.0 0.0 0.0 0.0 9.6


3 29.0 9.3 25.3 0.35 0.32

Continued on next page
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Table 4.3 continued.
Continued from previous page

Formula Space group Ci j Number of B G E ν G/B

(GPa) independent ci j (GPa) (GPa) (GPa)

Li6PS5I F 4̄3m



43.6 23.0 23.0 0.0 0.0 0.0

23.0 43.6 23.0 0.0 0.0 0.0

23.0 23.0 43.6 0.0 0.0 0.0

0.0 0.0 0.0 11.9 0.0 0.0

0.0 0.0 0.0 0.0 11.9 0.0

0.0 0.0 0.0 0.0 0.0 11.9


3 29.9 11.3 30.0 0.33 0.38

Thiophosphate: Na3PS4

Na3PS4 I4̄3m



42.2 11.1 11.1 0.0 0.0 0.0

11.1 42.2 11.1 0.0 0.0 0.0

11.1 11.1 42.2 0.0 0.0 0.0

0.0 0.0 0.0 11.7 0.0 0.0

0.0 0.0 0.0 0.0 11.7 0.0

0.0 0.0 0.0 0.0 0.0 11.7


3 21.5 13.1 32.6 0.25 0.61

Na3PS4 P4̄21c



49.8 11.4 15.7 0.0 0.0 0.0

11.4 49.8 15.7 0.0 0.0 0.0

15.7 15.7 42.9 0.0 0.0 0.0

0.0 0.0 0.0 11.1 0.0 0.0

0.0 0.0 0.0 0.0 11.1 0.0

0.0 0.0 0.0 0.0 0.0 11.7


6 25.3 13.1 33.6 0.28 0.52

In Table 4.3, we tabulate the elastic tensor, bulk (B), shear (G) and Young’s (E) modulus

and Poisson’s ratio (ν) of each solid electrolyte candidate studied in this work calculated using

the PBEsol functional. We have also provided the PBE and optB88-vdW results in the Appendix

A. To facilitate interpretation of the results, we have plotted the shear modulus (G) against the

bulk modulus (B) for all investigated candidates in Figure 4.1. We may make the following

observations from Table 4.3 and Figure 4.1:

1. Somewhat unsurprisingly, we find that the sulfide superionic conductors are predicted to

have very small elastic moduli (E < 50 GPa, B < 40 GPa, G < 20 GPa) compared to the

oxides.

2. The structure framework and anion chemistry is a primary determinant of the elastic

properties of solid electrolyte candidates. All similar chemistries tend to have similar elastic

moduli. The relative elastic moduli follow the order of thiophosphate < anti-perovskite <

phosphate < NASICON < garnet < perovskite.
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Figure 4.1: Plot of the shear modulus (G) vs bulk modulus (B) for all investigated solid
electrolyte candidates calculated using the PBEsol functional. Dashed lines are the iso-Young’s
modulus lines in GPa. Two dotted lines correspond to G/B = 0.5 and G/B = 0.6.

3. Among the oxides, the phosphate (PO4) framework structures such as the NASICON and

Li3PO4 have significantly lower elastic moduli than the garnet and perovskites.

4. Within the same structural chemistries, we find that the Na version superionic conductor

have smaller elastic moduli than the Li analogue. For example, the calculated Young’s

modulus of the Na3OX (X: Cl, Br) anti-perovskites are approximately 50 GPa, while that of

the Li3OX are closer to 100 GPa. A similar trend is also observed for the NASICON-based

structures LiTi2(PO4)3 and NaZr2(PO4)3. For the A3PS4 compounds, both polymorphs of

Na3PS4 is predicted to have both a much smaller bulk modulus as well as a smaller shear

modulus than the two polymorphs of Li3PS4. The overall Young’s modulus of Na3PS4 is

actually predicted to be similar to that of Li3PS4. It should be mentioned that the default

step size of lattice displacement when calculating the elastic tensors produced negative c44

for cubic-Na3PS4, which can be attributed to “collapse” of the metastable cubic-Na3PS4.

In this case, a very small strain (δ = 0.05%) was applied to evaluate its elastic tensor.
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5. Among the garnet structures, we find that the tetragonal Li7La3Zr2O12 is predicted to have

a much larger bulk, shear and Young’s moduli than the cubic Li5La3M2O12 (M: Nb or

Ta). As noted in the previous section, the calculated elastic moduli of the cubic Li5 are in

fact extremely similar to the measured experimental values of cubic Li7La3Zr2O12. We

hypothesize that the Li disorder and resulting structural symmetry has a substantial effect

on the elastic moduli in this system. The transition metal cation (Nb/Ta) seem to have a

relatively small effect on the elastic moduli, except in so far where aliovalent substitutions

modifies Li concentration and the structural symmetry.[103] In essence, we speculate that

though the garnet framework comprises of La-O dodecahedra and Zr-O octahedra, strong

Li-O interactions act as a “glue" that nonetheless have significant influence on elastic

properties.

6. The Pugh’s ratio, G/B[104] is commonly used to evaluate the brittleness of materials from

elastic moduli. A larger G/B indicates that the material is more brittle. This criterion

has been applied in ceramic materials in Li-ion batteries.[105, 106, 71] From our calcula-

tions, thiophosphates have the most ductile with lowest G/B ratio (< 0.5) among all the

chemistries with a few exceptions (e.g., c-Na3PS4). For most oxides, the G/B ratio lies

between 0.5 and 0.6, while the high G/B ratio in anti-perovskites (∼ 0.7) is an indication

of their intrinsic brittle nature.

4.6 Implications on All-Solid-State Batteries

This work is an attempt at addressing a critical knowledge gap - the lack of comprehensive

data on the elastic properties of solid electrolyte candidates. The mechanical properties of these

candidates can have a profound impact on the design and performance of all-solid-state batteries

in many different aspects, including fabrication, battery operation and potentially enabling the

use of a Li metal anode.
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4.6.1 Fabrication

One of the key requirements to fabricating a high-performing all-solid-state battery is

achieving intimate conformal (pore and crack-free) contact of the solid electrolyte with the

electrodes. Generally, such contact is harder to achieve in relatively “stiff" materials such as the

LLTO and LLZO oxides, often requiring high-temperature sintering and densification techniques

to achieve reasonable performance. Conversely, cold-press sintering is often sufficient to achieve

a reasonably dense electrolyte with softer superionic conductors such the thiophosphates.[69]

The residual stresses introduced by high-temperature fabrication routes, which depend on the

magnitude as well as the anisotropy of the moduli, may make them prone to cracking and fracture.

The full elastic modulus tensor, along with 3-D orientation maps of polycrystals from simulation

of electron backscattering measurements, can be used to access the development of non-uniform

local residual stresses as a result of anisotropic elastic properties.

In cases where there are limited thermal budgets (e.g., certain components of all-solid-

state batteries may be prone to evaporation or where inter-diffusion between different materials

or components needs to be limited), thermal shocking resistance, which depends critically on

the average modulus, becomes important. Also, as all-solid-state batteries have multiple layers

of materials, any high-temperature processing will naturally result thermal stresses that depend

on both the differential thermal expansion coefficients and moduli of all components, and high

thermal stresses will likely result in delamination.

4.6.2 Battery Operation

During the charge and discharge of an alkali-ion battery, the electrode materials typically

undergo significant lattice parameter changes that are usually anisotropic. For instance, the

commercial LiCoO2 cathode material undergoes large c lattice parameter changes of up to 2.6%,

with the a and b lattice parameters experiencing much smaller changes of−0.39%.[107] Similarly,
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the LiFePO4 olivine experience significant changes in the a lattice parameter upon delithiation,

sometimes with fracture occurring in the cathode material itself.[108] For good electrochemical

performance, the solid electrolyte must be able to deform and maintain good conformal contact

with the electrode throughout these lattice parameter changes. In this respect, “softer" candidates

would likely be able to accommodate these strains better while maintaining good electrode

contact.

On the other hand, commercial batteries are often subject to mechanical abuse. A “harder"

oxide solid electrolyte would be better able to withstand mechanical shocks that can potentially

perforate the battery and cause shorting.

4.6.3 Enabling Li Metal Anode

One of the holy grails in rechargeable Li-ion battery technology is enabling the use of Li

metal instead of graphitic carbon as the anode. Such Li metal anode has a much higher theoretical

specific capacity of 3860 mAh/g compared to 372 mAh/g for graphite anode.[21]

The key challenge in the use of Li metal anodes is the formation of dendrites during

deposition. A model proposed by Monroe et al. demonstrated that a blocking layer with

shear modulus twice that of lithium (4.2 GPa) can effectively suppress the growth of lithium

dendrites.[22] Based on this simple model, all materials studied in this work would be able

to mechanically block the growth of lithium dendrites. However, Nagao et al. observed that

Li2S – P2S5 glass electrolyte cracks at high current density (> 1 mA/cm2), and lithium dendrites

grow along the crack. This is attributed to the failure of solid electrolyte in accommodating

the vast volume change due to the deposition of lithium.[109] Similar phenomenon have also

observed in LLZO.[110] We may surmise that the stiffness of the solid electrolyte is less of a

practical issue than achieving a dense, crack-free material.

A recurring theme in the above analyses is that from the purely mechanical perspective,

“softer" solid electrolytes would have the advantages of being able to achieve and maintain
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intimate contact with the electrodes more easily. Achieving (and maintaining) good contact in

“stiff" oxide solid electrolytes is largely an unresolved challenge today. A potential compromise is

to use hybrid solid electrolytes, where electrolytes of different elastic moduli are combined into a

composite electrolyte (assuming chemical compatibility). Yet another alternative is to incorporate

a wetting liquid electrolyte with a “hard" oxide electrolyte, with possibly a reduction in the safety

benefits.

4.7 Conclusion

To conclude, we have investigated the elastic properties, including the full elastic tensor,

bulk, shear and Young’s moduli, and Poisson’s ratio of a broad spectrum of alkali superionic con-

ductors using first principles calculations. We find that the computed elastic constants are in good

agreement with experimental data wherever available and chemical bonding nature. In general,

we find that Na superionic conductors are somewhat softer than the isostructures with Li, and the

anion and structure type have a significant influence on the elastic properties. The data provided

in this work would also provide a useful benchmark for future experimental investigations and

computational modeling of solid electrolytes for all-solid-state battery applications.

Chapter 4, in full, is a reprint of the material “Elastic Properties of Alkali Superionic

Conductor Electrolytes from First Principles Calculations” as it appears in Journal of the Elec-

trochemical Society, Zhi Deng, Zhenbin Wang, Iek-Heng Chu, Jian Luo and Shyue Ping Ong,

2016, 163 (2), pp A67-A74. The dissertation author was the primary investigator and author of

this paper. The data calculations were done by collaborator, Zhenbin Wang.
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Chapter 5

Composition Optimization of the

Lithium-Rich Anti-Perovskite

Discovering solid electrolytes with high ionic conductivity is the top priority in develop-

ing all-solid-state lithium batteries. A common strategy to further boost ionic conductivity in

experiments is composition tuning. Simulations using first principles methods primarily focus on

the effect of local atomic environments. A bridging model is required to connect localized effects

to ionic conductivity at long range.

In this chapter, we present a composition optimization strategy by changing the anion

framework in Li3OCl1 – xBrx anti-perovskites. First, we investigate the halide sublattice ordering

and the relationship between migration barriers and local halide environments from first principles

calculations. Based on the results, we then develop a bond percolation model that is able to

identify compositions with potentially improved ionic conductivity. In the end, we validate the

predictions using AIMD simulations.
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Figure 5.1: Unit cell of the Li3OCl anti-perovskite. O occupies the body-centered site. Li
occupy faced-centered sites forming a Li6O octahedron with O. Cl occupies the corner sites.

5.1 Lithium-Rich Li3OCl(Br) Anti-Perovskite

The lithium-rich anti-perovskites (LiRAPs) with formula Li3OX, where X = Cl, Br, or a

mixture of both halogens, (shown in Figure 5.1) reported by Zhao et al. present an interesting class

of superionic conductors with the potential in further composition optimization to increase the

ionic conductivity.[82] Zhao et al. reported that the Li3OCl end member has a room-temperature

ionic conductivity of 0.85 mS/cm, and the mixed halide Li3OCl0.5Br0.5 has a significantly higher

conductivity of 1.94 mS/cm.[82] However, Li3OBr shows much poorer conductivity compared

with Li3OCl and Li3OCl0.5Br0.5 (though no actual conductivity value was reported). The authors

postulated that the presence of smaller Cl creates larger channel for Li diffusion, while partial Br

substitution prevents octahedral tilting from shrinking the channel size.

There have been several theoretical works on understanding the transport mechanisms in

the LiRAPs. Using AIMD simulations, Zhang et al. demonstrated that Li vacancies and structural

disorder promote the diffusion of Li in LiRAP.[83] Later, Emly et al. proposed a migration

mechanism involving Li interstitial dumbbells, where the barrier is calculated to be around 50%

lower than that for vacancy driven migration.[84] However, the authors also pointed out that this

mechanism cannot explain the superionic conductivity of LiRAP due to the high formation energy

of Li interstitial defects.[84] A work by Mouta et al. also showed that the formation energy of Li

Frenkel defect is much higher than other intrinsic charge neutral defects in Li3OCl.[111] While
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these theoretical works have shed useful insights into the phase stability and ionic conductivity in

the LiRAP superionic conductors, they stop short of providing a concrete optimization strategy

for further enhancing their performance.

In this work, we present a comprehensive analysis of the phase stability and ionic con-

duction mechanisms in the LiRAPs using a combination of first principles calculations and

percolation theory. Consistent with previous theoretical work, we find relatively low halide

mixing energies in the LiRAPs, indicating that the mixed halide Li3OCl1 – xBrx is likely to be

disordered at room temperature. Using nudged elastic band (NEB) calculations, we elucidate

the effect of the halide local environment on vacancy migration barriers. We then outline a

rational composition optimization strategy for further enhancing the ionic conductivity of the

LiRAP chemistry by incorporating the computed migration barriers into a bond percolation model.

Finally, we provide supporting evidence from AIMD simulations that there exist potential com-

positions that yield even higher Li conductivities than Li3OCl0.5Br0.5, the highest conductivity

composition in the LiRAP chemistry identified experimentally thus far.

5.2 Computational Details

5.2.1 Structure Enumeration

For intermediate compositions of Li3OCl1 – xBrx, we enumerated all symmetrically distinct

Cl and Br orderings at three compositions (x = 0.25, 0.5 and 0.75) in a 2×2×2 supercell using

the algorithm of Hart et al.[51] The ordered structures are shown in Figure 5.2.

5.2.2 Nudged Elastic Band Calculations

The nudged elastic band (NEB) method is frequently used to determine the barrier for Li

migration under a specific path with certain nuclei configuration. In this method, a number of
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Figure 5.2: Ordered Li3OCl1 – xBrx (x = 0.25, 0.5 and 0.75) 2×2×2 supercells.

intermediate images along the migration path is optimized to find the lowest possible energy while

maintaining spacing between neighboring images. This constrained optimization is achieved by

adding “spring” forces along the band between images and projecting out the component of the

force due to the potential perpendicular to the band.

In this work, NEB calculations were performed using 2×2×2 supercells of Li3OCl1 – xBrx

with one negatively charged Li vacancy. The overall charge neutrality is preserved via a com-

pensating background charge. Convergence tests with larger supercell sizes of Li3OCl found

that 2×2×2 supercell is sufficient to obtain reasonably well-converged migration barrier. The

migration pathway was constructed using five linearly interpolated images between fully relaxed

initial and final points. Since our conclusions are predicated only on relative migration barrier

differences, we did not perform any corrections for the interactions between periodic images of

the charged vacancy; because the charges and structures are similar in all instances, the corrections

would amount to approximately the same additive term.

To exclude the effect of the energy difference between the initial and final states, we

calculated the the the kinetically resolved activation (KRA) barrier[112] for vacancy migration,
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∆EKRA, as follows:

∆EKRA = Emax−
1
2
(Einit +Efinal) , (5.1)

where Emax is the saddle point energy along the pathway, Einit and Efinal are the energy of the

initial and final points, respectively. With hopping directions considered, the activation barrier is

calculated as the following equation:

∆Ef(b) = Emax−Einit(final), (5.2)

where ∆Ef is the activation barrier for the hop from the initial to the final point, and ∆Eb is the

other way round.

5.2.3 AIMD simulations

We investigated the Li diffusivity and conductivity in anti-perovskite using AIMD sim-

ulations. Similar to the setup in previous work by Zhang et al.,[83] we carried out the AIMD

simulations using a constant volume (NVT) ensemble on 2×2×2 supercells of Li3OCl1 – xBrx

with a single Li vacancy. To ensure charge balance, a compensating background charge was ap-

plied. The volume and atomic positions of the unit cell were fully relaxed prior to the simulations.

The integration of Newton’s equation is based on the Verlet algorithm[113] implemented in VASP,

and the time step of molecular dynamics was chosen to be 2 fs. At the start of the MD simulations,

the samples were assigned an initial temperature of 300 K according to a Boltzmann distribution,

then heated up to the desired temperature (900 to 2100 K) by velocity scaling and equilibrated at

the desired temperature for 50000 time steps (100 ps) with a Nosé-Hoover thermostat.[114, 115]

Although the MD simulations were performed at relatively high temperatures to ensure sufficient

diffusion events and convergence of the diffusivity, no lattice melting was observed. The MD

simulations then continued for approximately 300 ps until the diffusion coefficient was converged.
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5.3 Halide Sublattice Ordering

To investigate the phase stability of the mixed halide Li3OCl1 – xBrx, we calculated the

energies of all symmetrically distinct orderings at x= 0.25, 0.5 and 0.75 in a 2×2×2 supercell and

the two end members, Li3OCl and Li3OBr as well. The resulting Li3OCl - Li3OBr pseudo-binary

phase diagram is shown in Figure 5.3a. The formation energies of all intermediate compositions

are predicted to be small, positive values, suggesting solid solution behavior will likely prevail

at room temperature. This is consistent with the fact that the Li3OCl0.5Br0.5 compound has

already been synthesized experimentally.[82] The narrow range of the formation energies at each

composition further suggest that there is no single strongly preferred ordering of halide ions,

indicating that the halide ion sublattice is likely to be disordered at temperatures of interest. These

results are consistent with the earlier results reported by Emly et al.[84]
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Figure 5.3: (a) Computational Li3OCl-Li3OBr pseudo-binary phase diagram; (b) Calculated
pseudo-cubic lattice parameter of Li3OCl1 – xBrx. The values in both figures are normalized to
one formula unit of Li3OCl1 – xBrx.

The final relaxed lattice parameters of all calculated Li3OCl1 – xBrx are plotted in Figure

5.3b. As all the final relaxed lattices have a pseudo-cubic structure with very minor differences

in the lattice parameters in the a, b and c directions, we only report the averaged cubic lattice

parameter for each structure. The calculated lattice parameters of the end members, Li3OCl and
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Li3OBr are 3.89 Åand 3.99 Årespectively, in good agreement with the experimental lattice pa-

rameters and previous DFT calculations.[82, 83, 84] We find that the changes in lattice parameter

with composition generally follow Vegard’s law.

5.4 Dependence of Vacancy Migration Barrier on Halide Lo-

cal Environment

Figure 5.4: Schematic of BB-CC-BC pathway.

Figure 5.4 shows a schematic of a vacancy migration in the LiRAP structure. In LiRAP,

each Li is coordinated by two oxygen ions (O) and four halide ions (X). Nearest neighbor Li share

three coordinated anions (one O and two X). During a vacancy hop, the vacancy migrates from a

Li site to a nearest Li site via a triangular channel comprising the three shared anions. We can

then label such a hop using a XiaXib-XcaXcb-XfaXfb scheme, where XiaXib denotes the nearest

neighbor halide ions to the initial site that are not shared with the final site, XcaXcb denotes

the halide ions in the channel shared between the initial and final sites, and XfaXfb denotes the

nearest neighbor halide ions to the final site that are not shared with the initial site. The letters

i, c, and f represent “initial”, “channel” and “final” respectively. The oxygen is not relevant for

the labeling scheme since it is common to all hops. For example, the pathway in Figure 5.4 is

labeled as BB-CC-BC (only the first letter for the halogen is used for brevity). It should be noted
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that the specific order of the halide ions within each group is ignored, and we have excluded the

effect of the energy differences between the initial and final sites by using the kinetically resolved

activation (KRA) barrier.[112] In other words, the BB-CC-CB, BC-CC-BB and CB-CC-BB hops

are considered equivalent to the BB-CC-BC hop. In general, we find that the effect of hopping

direction on the barriers is negligible, which justifies the use of the KRA.

Based on the above labeling scheme, there are 18 distinct vacancy migration pathways in

the mixed Li3OCl1 – xBrx anti-perovskites. The majority of these pathways (12) can be found in at

least one of the six distinct 2 × 2 × 2 Li3OCl0.5Br0.5 supercells, while the remaining (pathways

containing a large number of halide ions of a particular type) can be found in the Li3OCl0.25Br0.75

and Li3OCl0.75Br0.25 structures. To exclude the effect of lattice parameter differences on the

barrier, we minimized the number of different compositions used to perform the NEB calculations,

though it was generally found that the minor differences in lattice parameters with composition

have a relatively small effect on computed barriers.
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Figure 5.5: Vacancy migration barriers of different pathways from NEB calculations. The chart
is divided into three regions according to the halide species in the channel.

Figure 5.5 shows the computed KRA barriers for all 18 distinct vacancy migration

pathways. We note that the barriers obtained for the pure Li3OCl and Li3OBr (328 meV and 361
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meV respectively) are consistently lower than those previously calculated by Zhang et al.[83] by

about 40 meV, which is likely due to slight differences in calculation parameters. We may make a

few key observations:

• The halide species in the channel have a large effect on the migration barrier. The migration

barriers are significantly lower when the channel comprise only smaller Cl ions. The more

Br ions are in the channel, the higher the migration barrier.

• The reverse trend is seen for the halide species that are not in the channel. Among pathways

with a common channel XX, the CC-XX-CC pathway always has the highest migration

barrier while increasing Br in the initial and final sites decreases the migration barrier.

We performed a multiple linear regression analysis to quantify the relationship between

the vacancy migration barrier and the number of Br in the channel and endpoint (non-channel)

sites. The relationship is given by the following equation:

∆Ea = 42.5nBr
c −13.4nBr

e +334.1, (5.3)

where nBr
c and nBr

e are the number of Br at channel and endpoint sites respectively, and ∆Ea is the

migration barrier in meV. We find that each Br in the channel sites increases the migration barrier

by 43 meV, while each Br in the endpoint sites decreases the migration barrier by 13 meV.

It should be noted that Emly et al. performed a similar, but more limited analysis of the mi-

gration barrier in Li3OCl0.5Br0.5 based on their proposed Li interstitial dumbbell mechanism.[84]

Translating their results to our labeling scheme, they find that the relative migration barriers for

three different dumbbell migration pathways are BC-CC-BC < BC-BC-BC < CC-BB-CC, which

is qualitatively similar to our result that Cl in the channel leads to lower migration barriers. This

is an important observation as it implies that the conclusion from the bond percolation analysis in

the next section holds regardless of the specific diffusion mechanism.
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5.5 Macroscopic Conductivity Modeling

Based on the results in the two preceding sections, we can conclude that (i) the mixed

Li3OCl1 – xBrx anti-perovskites are likely to exhibit disorder on the halide sublattice at tempera-

tures of interest, and (ii) Cl in the channel and Br in the endpoints result in low energy migration

pathways. However, these insights do not yet provide a concrete strategy for optimizing the

conductivity in Li3OCl1 – xBrx. From purely the channel perspective, the Li3OCl end member is

already an “ideal” structure because all channels comprise Cl by definition; it is unclear what

level of Br incorporation, if any, would result in a structure with increased conductivity. Any Br

present would certainly increase the migration barriers of some pathways, while lowering the

barriers of adjacent pathways. For macroscopically facile diffusion, a material must have low

barrier paths that percolate through the entire crystal.

To derive an optimal Br concentration, we developed a bond percolation model for vacancy

migration based on the halide-environment-dependent barriers from the NEB calculations. In

this analysis, we define an “open bond" as a migration pathway whose energy barrier is less

than a certain energy cut-off value. From the NEB calculations (Figure 5.5 and Equation 5.3),

we note that the pure Cl channels generally result in the lowest migration barriers. We will

therefore limit our analysis to the bonds with the pure Cl channels, and the barrier cutoffs can

then be naturally selected based on the number of Br in the endpoints (nBr
e in Equation 5.3). It

should, however, be noted that the BB-BC-BB bond is predicted to have a lower barrier than

the CC-CC-CC bond, though this type of bond only exists with significant probability at higher

overall Br concentrations.

A key result from bond percolation theory is that there is a critical probability of open

bonds, pc, below which the network never percolates, and above which it does. Using the

algorithm developed by Newman et al.[116], we estimate the bond percolation threshold of

the lithium sublattice in the LiRAP structure to be 0.186, i.e., percolation is achieved when
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Figure 5.6: Percolation analysis of the Lithium sublattice in LiRAP structure using supercells
of various sizes, L : L×L×L. Accounting for finite size effects, the bond percolation threshold,
pc, is calculated as 0.186, indicated by the vertical dotted line.

the probability of “open bonds" exceeds 0.186 in the LiRAP (Figure 5.6). We note that this

threshold value is fairly close to that of the bcc structure (0.18),[117] which is consistent with the

observation that in the LiRAP, each Li is similarly coordinated by 8 other Li ions.

Using a random sampling technique, we calculate the probability of open bonds in

Li3OCl1 – xBrx at various Br concentrations with different barrier cutoffs. As shown in Figure

5.7, when the barrier cutoff is set at 302 meV, only two types of bonds (BB-CC-BB and BB-

CC-BC) are considered “open” and a percolating network of open bonds cannot be achieved at

any concentration. When the cutoff is increased to 314 meV (bonds having at least 2 Br in the

endpoints designated as open), percolation is achieved only within a narrow concentration range

of 0.344≤ x≤ 0.449. The concentration range is further extended to 0.054≤ x≤ 0.558 when the

cutoff is further increased to 323 meV. Finally, when the pure Cl halide environment (CC-CC-CC)

is included as an open bond, percolation occurs from 0≤ x≤ 0.565, with the Li3OCl having the

highest probability (1.0) of having open bonds.
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The proportion of open bonds for nBr
e ≥ 2 and 1 reaches a maximum of 0.191 and 0.388

at x = 0.395 and 0.235 respectively. The percolation analysis therefore suggests that there

are potential compositions near 0.235 ≤ x ≤ 0.395 that may yield conductivities higher than

that of the Li3OCl0.5Br0.5, the highest conductivity composition reported experimentally and

theoretically thus far.

5.6 Confirmation from AIMD

To validate the predictions from our percolation model, we performed AIMD simulations

for various halide orderings at x = 0,0.25,0.5,0.75,1. Figure 5.8 shows the ionic conductivities

and activation energies associated with the highest Li conductivity at room temperature achieved

at each composition. Both values come from the same structure as the ionic conductivity was

extrapolated from Arrhenius equation. The overall trend in activation energies is similar to

the NEB calculations. The extrapolated room temperature Li conductivities from our AIMD
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Figure 5.8: Overall activation energy, Ea and Li conductivity at room temperature as a function
of x in Li3OCl1 – xBrx.

simulations are generally two orders of magnitude lower than those reported in the original

experiments by Zhao et al.,[82] but are consistent with the values reported in a recent work by

Lü et al.[118] Lü attributed the higher conductivities reported in the original experiments as

possibly due to the formation of a depleted anti-perovskite Li3−δ OCl1 – δ or Al doping.[118]

Nevertheless, the relevant observation here is the trend of conductivities with composition.

Comparing the Li conductivities of x = 0,0.5,1, the trend in conductivity is Li3OCl0.5Br0.5 >

Li3OCl > Li3OBr, in agreement with previous experimental and theoretical results.[82, 83] We

also find that the maximum conductivity achieved by a Li3OCl0.75Br0.25 is about 30% higher than

that of Li3OCl0.5Br0.5 composition, consistent with the predictions of our percolation model.

5.7 Discussion

Composition tuning is a frequently used and effective strategy for further enhancing

ionic conductivity, particularly in lithium superionic conductors.[4, 119, 79] However, such

tuning is typically carried out in a trial-and-error fashion, with only chemical intuition guiding
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the selection of dopants and doping levels. For instance, while previous experimental work

found the Li3OCl0.5Br0.5 LiRAP to have a higher Li conductivity than the Li3OCl and Li3OBr

end members, there was no indication, either from experiments or theory, on whether higher

conductivity compositions exist within the the Li3OCl-Li3OBr pseudo-binary system.

Using a combination of first principles calculations and percolation theory, we have

outlined a rational strategy to tune the disordered LiRAP composition to maximize the Li

conductivity. We demonstrate that a Cl-rich channel with Br-rich endpoints leads to low vacancy

migration barriers. By incorporating the computed local-environment-dependent migration

barriers in a bond percolation model, we show that there are potentially higher conductivity

Li3OCl1 – xBrx structures near 0.235≤ x≤ 0.395. This prediction is further confirmed by AIMD

simulations, which predict a higher conductivity for Li3OCl0.75Br0.25 compared to Li3OCl0.5Br0.5.

It is our hope that this prediction will be verified experimentally subsequently.

The bond percolation model is key to the development of the composition optimization

strategy. While the NEB calculations can provide insights into the local atomistic factors govern-

ing migration barriers, the bond percolation analysis extends that information to incorporate the

compositional tradeoffs at the macroscopic level. Low levels of Br incorporation would increase

the proportion of fast migration paths in the LiRAP structure, but an excess of Br incorporation

would lead to “choking” in the channels and decreased conductivity. Our percolation analysis is

similar in spirit to recent work by Urban et al., who used a site percolation model to provide a

unifying theory to explain the lithium exchange capacity of rocksalt-like structures.[120, 121]

In this work, we have chosen to use a bond percolation analysis as it is more intuitively related

to the facile pathways determined from NEB calculations. We also note that the specifics of

the migration mechanism (vacancy or the earlier proposed interstitial dumbbell[84]) is largely

irrelevant to the results from the bond percolation model; the only relevant factor is the relative

migration barriers for different halide local environments, and this is similar for both mechanisms.

Finally, we wish to highlight that the approach and the percolation model outlined in
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this work is surprisingly general and have applications beyond just Li conduction in the LiRAP

system. For instance, oxygen ion conductivity in ABO3 perovskites, such as LaGaO3, is extremely

important in fuel cells application.[122] A common strategy to boost the oxygen conductivity is

to dope the A and B cation sites, such as Sr for La doping in the case of LaGaO3. The LiRAP

structures are isostructural with the ABO3 perovskites, except that the sites occupied by the

cations and anions are reversed. Hence, oxygen conduction in regular perovskites is equivalent to

Li conduction in the anti-perovskite, and is governed by the same network topology and local

environmental factors. Indeed, the optimal oxygen conductivity achieved in Sr doped LaGaO3

thus far is at around 20% Sr doping level,[123] which is fairly close to the optimal Br doping

level obtained in our model. Beyond the perovskite structure and topology, the model can also be

trivially extended to study other diffusion network topologies.

5.8 Conclusion

In this work, we present a rational composition optimization strategy for maximizing the

Li conductivity in the lithium-rich anti-perovskites (LiRAPs) guided by a combination of first

principles calculations and percolation theory. The low mixing energies in the Li3OCl-Li3OBr

pseudo-binary system indicate that halide disorder is likely at room temperature. Nudged elastic

band (NEB) calculations find that a Cl-rich channel with Br-rich endpoints leads to low vacancy

migration barriers in the LiRAP structure. By incorporating the computed NEB barriers in a

bond percolation model, we show that there are potentially higher conductivity Li3OCl1 – xBrx

structures near 0.235≤ x≤ 0.395. We then confirm that this prediction using AIMD simulations,

which predict a higher conductivity for Li3OCl0.75Br0.25 compared to Li3OCl0.5Br0.5, the highest

conductivity composition in the anti-perovskite chemistry identified experimentally thus far.

The approach developed in this work has applications beyond the LiRAP chemistry, and can

potentially be extended to other perovskite ion-conducting systems such as the perovskite oxygen-
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ion conductors of interest in solid-oxide fuel cells.

Chapter 5, in full, is a reprint of the material “Rational Composition Optimization of the

Lithium-Rich Li3OCl1−xBrx Anti-Perovskite Superionic Conductors” as it appears in Chemistry

of Materials, Zhi Deng, Balachandran Radhakrishnan and Shyue Ping Ong, 2015, 27 (10), pp

3749-3755. The dissertation author was the primary investigator and author of this paper.
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Chapter 6

Developing Quantum-Accurate Force Field

for Ionic Systems

While first principles calculations based on DFT are extremely powerful for modeling

local atomic environments, phenomena regarding transport properties, such as diffusion and ionic

conduction, usually occur at much larger time and length scales. A more general approach to break

these constraints is constructing interatomic potentials via mapping local atomic environments to

data (e.g., energy and force) from first principles calculations.

In this chapter, we present a quantum-accurate force field for ionic systems based on the

spectral neighbor analysis potential (SNAP)[124] recently developed. We outline the process for

constructing this force field including training data generation, proper feature engineering and the

training/test iterations systematically improving energy and force predictions for MD simulations.

We also demonstrate its application in large-scale Li diffusion studies.
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6.1 Background

In recent years, a “mathematical” approach has gained popularity in constructing inter-

atomic potentials with improved transferability over conventional empirical potentials.[38, 125,

39, 126, 124, 127] In this approach, the atomic coordinates are featurized using local environment

descriptors that are invariant to translations, rotations and permutations of homo-nuclear atoms,

and are differentiable and unique.[128, 126] A machine learning model is then trained to map the

structural features to data (energies, forces, etc.) from first principles calculations. In general,

such potentials have been demonstrated to achieve numerical accuracy close to first principles

methods at much lower computational costs.[38, 39, 124, 127]

The coefficients of the bispectrum of local atomic density were first applied in the Gaussian

approximation potential.[39] Thomson et al. later showed that a linear model of bispectrum

coefficients from the lowest order - the so-called Spectral Neighbor Analysis Potential (SNAP) -

can accurately reproduce DFT energies and forces as well as a variety of calculated properties

(e.g., elastic constants and migration barrier for screw dislocation) in bcc Ta and W.[124, 129]

More recently, the SNAP formalism has been extended to bcc Mo, fcc Ni and Cu, and the binary

fcc Ni-bcc Mo alloy systems and showed that it outperforms conventional embedded atom method

(EAM) and modified EAM potentials across a wide range of properties.[130, 131] Thus far, SNAP

models have mainly been developed for metallic systems.

For ionic systems (e.g., superionic conductors), a common strategy in constructing inter-

atomic potentials is to incorporate long-ranged electrostatic interactions (e.g., through the use of

the Ewald summation) on top of energy model. This has been done for both traditional empirical

models[132, 133] as well as modern local atomic environment descriptor-based potentials(e.g.,

GAP for the mixed ionic-covalent GaN[39] and neural network potential for ZnO[125]). In this

work, we present a highly accurate electrostatic spectral neighbor analysis potential (eSNAP) for

ionic α-Li3N. We outline the process for constructing eSNAP, including training data generation,
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proper feature engineering and the training/test iterations systematically improving energy and

force predictions on MD simulations. The constructed eSNAP is not only accurate in energy

and force predictions, but also excels traditional Coulomb-Buckingham potential in structural

property calculations, such as lattice constants, elastic constants and phonon dispersion curves.

We also demonstrate the application of eSNAP in large-scale Li diffusion studies. We are able to

reproduce the high Li mobility and anisotropic diffusion in bulk α-Li3N observed experimentally.

In addition, we find the twist grain boundary may facilitate the Li diffusion in Li3N. This work

aims at providing an approach to developing quantum-accurate force fields for multicomponent

ionic systems under the SNAP formalism, enabling large scale atomistic simulations.

6.2 Electrostatic SNAP (eSNAP) Model

6.2.1 Coefficients of Bispectrum

The atomic environment around atom i at coordinates r can be described by its atomic

neighbor density ρi(r) with the following equation[39, 124]:

ρi(r) = δ (r)+ ∑
rii′<Rii′

fc(rii′)wi′δ (r− rii′), (6.1)

where rii′ is the vector joining the coordinates of central atom i and its neighbor atom i′, the cutoff

function fc ensures that the neighbor atomic density decays smoothly to zero at cutoff radius Rii′ ,

and the dimensionless neighbor weights wi′ distinguish atoms of different types. This density

function can be expanded as a generalized Fourier series in the 4D hyper-spherical harmonics

U j
m,m′(θ ,φ ,θ0) as follows:

ρi(r) =
∞

∑
j=0, 1

2 ,...

j

∑
m=− j

j

∑
m′=− j

u j
m,m′U

j
m,m′(θ ,φ ,θ0), (6.2)
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where the coefficients u j
m,m′ are given by the inner product 〈U j

m,m′|ρ〉. The bispectrum coefficients

are then given as:

B j1, j2, j =
j1

∑
m1,m′1=− j1

j2

∑
m2,m′2=− j2

j

∑
m,m′=− j

(
u j

m,m′

)∗
H

jmm′
j1m1m′1
j2m2m′2

u j1
m1,m′1

u j2
m2,m′2

, (6.3)

where the constants H
jmm′

j1m1m′1
j2m2m′2

are coupling coefficients.

In the original formulation of the non-ionic SNAP model,[124] the energy and forces are

expressed as a linear function of the bispectrum coefficients, as follows:

ESNAP = ∑α

(
βα,0Nα +∑k={ j1, j2, j}βα,k ∑

Nα

i=1 Bk,i

)
(6.4)

F j,SNAP = −∑α ∑k={ j1, j2, j}βα,k ∑
Nα

i=1
∂Bk,i
∂r j

. (6.5)

where α is the chemical identity of atoms and βα,k are the coefficients in the linear SNAP model

for type α atoms.

6.2.2 Energy Contributions in Ionic Systems

For ionic systems, electrostatic interactions spanning in the entire range of inter-atomic

distances are indispensable in the construction of energy model due to the long-range tail beyond

the cutoff distance for local environment description (see Figure 6.1). In our proposed electro-

static SNAP (eSNAP) model, we write the total potential energy as the sum of the electrostatic

contributions and the local (SNAP) energy due to the variations in atomic local environments

(SNAP), as follows:

Ep = γEel +ESNAP (6.6)

F j = −5 j Ep =−γ5 j Eel−Fj,SNAP (6.7)
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Figure 6.1: Schematic of energy contributions vs. interatomic distances in ionic systems. Rii′

denotes the cutoff radius in considering contributions from local environment.

where Eel is the electrostatic energy computed using the Ewald summation approach[134] and γ

is an effective screening prefactor for electrostatic interactions. The coefficients (γ and β ) can be

solved by fitting the linear model to total energies and forces from DFT calculations.

In addition, nuclei repulsion emerge at extremely short inter-atomic distances. In this

work, the Ziegler-Biersack-Littmark (ZBL) potential is used to account for short-ranged nuclei

repulsion.[135] To ensure that the fitting process captures the relevant relationship between the

bispectrum coefficients and the DFT energies and forces, the cutoff distances of ZBL were

chosen to be short enough (Ri = 1.0 Å, Ro = 1.5 Å) such that the ZBL potential has negligible

contribution to energies or forces among the initial training configurations where extremely close

inter-atomic distances were not sampled.

6.3 Potential Development

6.3.1 Training Data Generation

Figure 6.2 shows the hexagonal P6/mmm unit cell of α-Li3N, where Li2 sites form Li2N

layers with N sites in the ab plane and Li1 sites connect N sites in neighboring Li2N layers along

72



the c axis. To sample a diverse set of configurations, the initial training set includes two major

components:

1. Starting from the relaxed α-Li3N unit cell, we first generated two series of unit cells with

lattice distortions. One series samples different lattice constants a and c, and the other

samples unit cells with different levels of strains (-1% to 1% at 0.2% intervals) applied in

six different modes as described in the work by de Jong et al.[94]

2. Snapshots were extracted from ab initio molecular dynamic (AIMD) simulations at temper-

atures from 400 K to 1200 K at 200 K intervals under an NVT ensemble. Starting from

a 3×3×3 supercell with equilibrium volume, for each temperature, 200 snapshots were

taken from a 40 ps AIMD simulation. A single Γ k-point and a much lower energy cutoff

of 300 eV were used in AIMD simulations for rapid propagation of trajectories.

Figure 6.2: Unit cell of α-Li3N.

To ensure accurate energies and forces, static DFT calculations were performed on all

configurations with a plane-wave energy cutoff of 520 eV and Γ-centered k-point meshes with a

density of at least 30 Å were employed.
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Table 6.1: Number of configurations (Ncon f ), number of atoms (Natoms), and sample weights on
energy (wE) and forces (wF ) for initial training data used in eSNAP model training.

Type Ncon f Natoms wE wF
Distorted unit cells 109 4 103 0
AIMD snapshots 1000 108 1 10−3

6.3.2 Model Training and Test

Table 6.1 shows the weights applied on the different sets of training configurations during

model training. As the initial training dataset contains many more configurations from AIMD

snapshots with larger number of atoms, a much larger weight was applied on the energies of the

distorted unit cells relative to those from the AIMD snapshots. A zero weight was applied on the

negligibly small forces for the distorted unit cells.
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Figure 6.3: Distribution of (a) original atomic energies and forces and (b) normalized z-score
of atomic energies and forces.

As shown in Figure 6.3a, the energies and forces differ greatly in magnitude and distri-

bution due to differences in the scales and units. In the original SNAP training approach, the

effect of this difference in magnitude and distribution is partially accounted for by treating the

data weights as hyperparameters to be optimized.[130, 131] In this work, we use the standardized
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z-scores of energies and forces (plotted in Figure 6.3b) as the targets in model training to avoid

incorporating the effect of the distribution in the data weights, which are therefore fixed at the

values in Table 6.1. The “standardized" eSNAP model in the fitting process is then given by the

following:

e−ē
σe

...

=
1

Nσe

Eel Nα ∑
Nα

i=1 B1,i . . . ∑
Nα

i=1 Bk,i . . .

...
...

... . . .
... . . .

β
T, (6.8)

 F j
σF
...

=
1

σF

−∂Eel
∂r j

0 −∑
Nα

i=1
∂B1,i
∂r j

. . . −∑
Nα

i=1
∂Bk,i
∂r j

. . .

...
...

... . . .
... . . .

β
T, (6.9)

where e is the energy per atom, ē is the mean of e, and σe and σF are the standard deviations of e

and F , respectively. The mean of forces is omitted since it is close to zero. The coefficient vector

β
T to be solved can be written as:

β
T =

[
γ βα,0− ē βα,1 . . . βα,k . . .

]T

. (6.10)

For bispectrum coefficient calculations, we used the implementation available in LAMMPS.[124]

The two hyperparameters (cutoff distance Rα and atomic weight wα ) for each element (Li and N

in the case of Li3N) were determined using a two-step grid search scheme for the atomic weights

and then followed by the cutoff distances. The mean absolute error (MAE) of forces from a linear

model trained on the initial training set was chosen as the metric. For the atomic weights, it should

be noted that the atomic density in ionic systems is generally higher than that in metallic systems;

hence the search of atomic weights was performed in the range where |wα |< 1. Similarly, the

search space for cutoff radius was limited to the range where Rα < 4 Å. The results from grid

search is shown in Figure 6.4, and the final hyperparameters are available in Table B.1.

Figure 6.5 show the flow chart of the iterative procedure used for training the eSNAP

model in this work. A preliminary eSNAP model was first trained using the initial training set.
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Figure 6.4: Grid search of (a) atomic weights wα and (b) cutoff distances Rα . Mean absolute
error on forces is used as the metric.

Using this fitted eSNAP model, MD simulations were then carried out using a 3×3×3 supercell

in equilibrium volume at temperatures ranging from 300 K to 1200 K at 100 K intervals under an

NVT ensemble for 40 ps. Ten snapshots were sampled from each MD simulation to form a new

set of test configurations. Static DFT calculations were performed on these test configurations.

If the test MAEs for both energies and forces are significantly larger than the corresponding

training MAEs, the test set was then merged into the training set to form a new extended training

set. The entire eSNAP fitting, simulation and testing procedure was repeated until there is no

significant over-fitting. In this work, we use 150% of training MAE as the threshold to achieve a

balance between the benefit gained by adding more training instances and the associated costs

of performing more DFT calculations. It should be noted that this strategy is designed to bias

the eSNAP model to improve the predictions on energy and force of MD snapshots, which is the

target application of interest in this work.

6.3.3 Final Potential

The final hyperparameters and coefficients for SNAP are tabulated in Table B.1. For

electrostatic interactions, the effective screening parameter γ is solved to be 0.057. All the MD
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Figure 6.5: Flowchart of iterative procedure for eSNAP model training and test.

simulations with the eSNAP model were performed using LAMMPS.[136]

6.4 Performance of eSNAP

6.4.1 Energy and Force Predictions

Figures 6.6a-b shows the comparison between DFT calculated and eSNAP predicted

energies and forces on both training and test dataset in the final iteration. Both energy and

force predictions agree well with reference data from DFT calculations, indicating the eSNAP

model has successfully captured the fundamental relationship between atomic environment and

potential energy/atomic forces. The MAEs on energies and forces reached convergence after

only two iterations, as shown in Figures 6.6c-d. In comparison, the MAE between DFT and the
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Figure 6.6: Energy and force prediction errors for eSNAP. Comparisons between DFT and
eSNAP predictions for (a) energies and (b) forces on both training and test dataset in the final
iteration. Convergence of the test and training MAEs for (c) energies and (d) forces with iteration
number.

Coulomb-Buckingham potential by Walker and Catlow[137] on the initial training configuration

pool are substantially higher for both energies (22 meV/atom) and forces (0.48 eV/Å).

6.4.2 Structural Properties

Table 6.2 compares the computed physical properties of α-Li3N with different potential

energy surfaces. The lattice constants calculated from eSNAP agree with those from DFT or

experiments.[138] The elastic constants from eSNAP are close to those calculated using DFT,

and surprisingly match experimental values except for c33.[139] The agreements on structural

properties can be expected from the fact that the energies of unit cells with various distortions

have been fed to the model with a large sample weight. In comparison, the lattice constants

and elastic constants from the Coulomb-Buckingham potential match poorly with either DFT or
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Table 6.2: Calculated lattice constants a and c, elastic constants ci j and Frenkel defect formation
energies E f (in two different configurations, intraplanar and interplanar) with DFT, eSNAP and
Coulomb-Buckingham potential.[137] Lattice constants[138] and elastic constants[139] from
experimental measurements are also listed for comparison.

DFT eSNAP Coul-Buck Exp.
a (Å) 3.641 3.641 3.528 3.648
c (Å) 3.874 3.872 3.628 3.875

c11 (GPa) 123 116 165 114
c33 (GPa) 137 144 193 118
c44 (GPa) 17 17 19 17
c66 (GPa) 48 39 53 38

E f ,intra (eV) 0.60 0.64 0.50
E f ,inter (eV) 0.51 0.64 0.51

experimental values, despite the fact that these physical properties were used to determine the

potential parameters.[137]

We also calculated the formation energy of Li Frenkel defects, which contributes signifi-

cantly to Li conductivity, in α-Li3N (Table 6.2). Kishida et al. have shown earlier that vacancies

are unlikely to form on Li1 sites,[140] and our investigations have found that any Frenkel defects

created by introducing a vacancy on Li1 always relaxes back to the pristine Li3N crystal in DFT.

Here, we consider the two Frenkel configurations where a vacancy is introduced on Li2 and the

interstitial Li is located at Li2 sites (intraplanar) or Li1 sites (interplanar). Both eSNAP and the

Coulomb-Buckingham potential yield formation energies close to the values from DFT, but both

of them failed at reproducing the energy difference between the two configurations.

Finally, Figure 6.7a compares the calculated phonon dispersion curves of α-Li3N from

eSNAP with those from DFT calculations. The phonon dispersion curves were calculated

using the finite displacement approach on a 3×3×3 supercell as implemented in the phonopy

package.[141] We find that the phonon dispersion curves calculated from eSNAP are in good

agreement with that from DFT. The only discrepancy is the imaginary phonon mode at Γ point

observed in DFT phonon dispersion. According to Wu et al., this lattice instability is associated

with the vibration of Li2 sites along the c axis, resulting in a more stable phase that is only 0.3
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Figure 6.7: Phonon dispersion curves calculated from (a) DFT and eSNAP and (b) Coulomb-
Buckingham potential.

meV/atom lower in energy after displacing Li2 site by ∼ 0.1 Å.[142] This energy difference is

well within the energy prediction error of the eSNAP model. We also note that the experimentally

measured phonon dispersion curves at room temperature do not exhibit this lattice instability.[139]

In contrast, the phonon dispersion curve calculated from the Coulomb-Buckingham potential

show severely overestimated frequencies (Figure 6.7b) due to its unsatisfactory force prediction.

6.5 Large Scale Li Diffusion Studies

6.5.1 Bulk Diffusion

MD simulations were performed using the fitted eSNAP to investigate Li diffusion in

bulk α-Li3N. Built from the unit cell with equilibrium volume, the simulation box contains 4000

atoms (10×10×10 supercell). MD simulations were carried out at elevated temperatures from

600 to 1200 K in an NVT ensemble for 1 ns long or terminated early if the lattice melted.

The linear scaling with number of atoms and orders of magnitude lower computational

cost of the eSNAP relative to DFT affords us the capability to compute the thermodynamic

factor Θ. Using the approach proposed by Schnell[143], We estimated Θ from the fluctuation of
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numbers of particles in a region that is representatively large but relatively small compared with

the entire simulation box, using the following equation:

Θ =
〈N〉
σ2

N
, (6.11)

where 〈N〉 and σN are the mean and the standard deviation of number of particles over a period

of time in that region, respectively. For the case of bulk α-Li3N, we chose the center region with

1/8 volume of the simulation box and the fluctuation was calculated using the entire 1 ns long

trajectory. Ionic conductivities were calculated using Equation 2.6, where Dσ is the product of

self diffusivity D∗ (from Equation 2.5) and thermodynamic factor Θ.
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Figure 6.8: MSD vs. time plots for simulations running with AIMD (solid lines, smoothed) and
eSNAP (dashed lines) at 1000 (upper) and 1200 (lower) K.

We calculated the MSD of Li with the trajectories from AIMD simulations at high

temperatures (1000 and 1200 K) used for generating the initial training set. Runs at lower

temperatures were not chosen due to the poor convergence of diffusivity at limited simulation

length (40 ps). To compare the MSD observed in eSNAP MD, we smoothed the curve from

AIMD in the time interval of 10 ps. As shown in Figure 6.8, the similar slopes observed in both

AIMD and eSNAP suggest high Li mobility and anisotropic diffusion in α-Li3N are successfully

reproduced with eSNAP MD simulations. The MSD calculated from eSNAP MD is slightly
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higher, which might be attributed to the difficulties to reach statistical convergence in AIMD with

limited system size.
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Figure 6.9: (a) Calculated thermodynamic factors and (b) Arrhenius plot for Li conductivity in
bulk α-Li3N obtained from eSNAP MD simulations.

Conductivity was calculated for temperatures (≤ 1000 K) where the lattice did not melt

during MD simulation. The thermodynamic factor Θ is plotted in Figure 6.9a. Throughout the

entire simulated temperature range, the thermodynamic factor remains a constant∼ 10, suggesting

the diffusion is strongly influenced by the interactions among Li ions. As shown in Figure 6.9b,

σT generally follows an Arrhenius relationship for both directions (in ab plane and along c axis) as

well as the total value. The activation energies and extrapolated room temperature conductivities

are tabulated in Table 6.3. The values in ab plane obtained in eSNAP MD are in reasonably good

agreement with experiments measured with single crystals.[3] The major discrepancy is found for

the values along c axis, where the much lower activation energy leads to overestimation in room

temperature ionic conductivity. It should be noted that though the majority of modeling attempts

were able to reveal the anisotropic diffusion in α-Li3N, they failed at reproducing or explaining the

high activation energy along c axis measured experimentally.[144, 145] Unfortunately, eSNAP

82



is not able to make a breakthrough, probably because it was constructed based on ab initio

simulations and the issue is thus inherited.

Table 6.3: Comparison of activation energy (Ea) and room temperature ionic conductivity (σRT)
obtained from eSNAP MD and experiments. Both values are reported by directions to directly
compare with experimental measurements.[3]

eSNAP MD Exp.[3]
Ea ab 0.248 0.290
(eV) c 0.274 0.490

total 0.254
σRT ab 1.52 1.2
(mS/cm) c 0.46 0.01

total 1.14

6.5.2 Grain Boundary Diffusion

Figure 6.10: Constructed simulation boxes with twist Σ7 [0001] grain boundaries.

To investigate Li diffusion in grain boundaries, we constructed a simulation box with

twist Σ7 [0001] grain boundaries as shown in Figure 6.10. Due to the default periodic boundary

condition, two grain boundaries separated by 10× lattice vector c present in the box. The whole

box contains 5040 atoms in total. Similar with diffusion study in the bulk, MD simulation was

carried out under an NVT ensemble. At equilibrium stage, the simulation box was thermalized at

300 K for 30 ps. The simulation then continued for 1 ns at 300 K.
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(a)

(b)

z

Figure 6.11: (a) Trajectories for selected Li ions in the box with twist grain boundaries in 0.5
ns. Li ions on the left lie in the bulk region, and the ones on the right are close to one of the
grain boundaries. (b) MSD vs. time plot for Li ions in twist grain boundaries during simulation.
The grain boundaries are in parallel with xy plane.

By visualizing the trajectories of Li ions, we can observe that:

1. As shown in Figure 6.11a, the Li ions near the twist grain boundary undergo countable

nearest neighbor migration events, while the ones in the bulk barely moved in the 0.5 ns

duration of MD simulation;

2. Migrations only occur along the directions (x and y) parallel to the grain boundaries,

suggesting no Li ion exchanging between bulk and grain boundary.

We quantify the grain boundary diffusivity of Li by tracing the Li ions in the grain boundary

region. Figure 6.11b shows the MSD for Li ions within grain boundaries during MD simulation.

The 2D self-diffusivity calculated is 7.09×10−8 cm2/s, about 3 times of extrapolated total value
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(2.24×10−8 cm2/s in 3D) in the bulk at 300 K.

6.6 Discussion

Developing an interatomic potential for any multicomponent systems has always been

challenging majorly due to the increased number of parameters to be determined. For a multicom-

ponent system sharing similar physical properties as elemental systems forming its composition

(e.g., SiC and alloys), simple mixing rules utilizing potential parameters for elemental systems

might not be sufficient, thus requiring either additional parameters or additional data with in-

termediate compositions in model fitting.[146, 131] The mixing rules will become completely

broken for simple binary ionic systems like Li3N, of which the properties are totally different

from elements. An overlooked benefit of SNAP model is the number of parameters (coefficients

of linear model) linearly scaling with the number of elements in the system, and they can be deter-

mined in one-shot linear regression. Thus constructing interatomic potentials for multicomponent

systems becomes much easier from a mathematical standpoint, even for systems like Li3N where

everything has to be built from scratch. The machine learning algorithm used in SNAP model

training is simple linear regression, not in need of a huge number of data points and unlikely to

suffer from overfitting, but still systematically improvable by feeding more training data. It has

enabled the training/test iteration we proposed to be done within reasonable computational budget

on performing DFT calculations. It should be noted that we did not apply quadratic SNAP in our

model for the sake of cost saving, where the additional quadratic terms may require a lot more

data points, though it can potentially yield better accuracy in energy and force predictions.[129]

Although the fitting procedure seems straightforward, completing the entire process is

still in need of human intervention. To the authors’ experience, the choice of hyperparameters,

especially the atomic weight wα , is critical to the success of eSNAP for Li3N. Using wrong

atomic weights may result in similar predictive power on the training configurations, but the force

85



field will fail when running MD simulations with it. Erratic behaviors, such as atomic segregation

with potential energy a few thousands eV lower than normal crystals, will appear in MD with

constructed potential. Since such issues are difficult to identify in the model training stage, the

generation of additional test configurations by running MD with constructed potential is thus

even more important. This also applies to other potentials based on parametric models, where

the existence of unreasonable configurations in a deep potential well is unknown. Whether a

systematic approach for determining atomic weights in arbitrary multicomponent SNAP models

exists or not, remains an open question to be discussed with more specific cases.

Unlike in earlier works where the sample weights are treated as hyperparameters optimized

towards structural properties (lattice constants, elastic constants, etc.),[130, 131] here we used

fixed sample weights in linear regression as the different scales between energies and forces

are unified by using standardized Z-score as targets. As a result of large sample weights on the

energies of unit cells with distortions, lattice constants and elastic constants are well matched

as expected. Other properties where the calculations involves atomic relaxations, such as defect

formation energies, are more difficult to match as the relevant atomic environment might not be

covered in the training configuration pool.

With eSNAP for α-Li3N, we are able to run MD simulations on much larger systems and

access longer time scale while enjoying similar accuracy compared with AIMD. One example is

the calculation of thermodynamic factor. A large value (> 1) might apply for other superionic

conductors like Li3N since the Li ions are condensed and interacting with each other. Large

thermodynamic factors might be one of the reasons to explain the overestimated ionic conduc-

tivities from AIMD simulations.[147, 36] Another study concludes that the presence of grain

boundaries facilitates Li diffusion in Li3N. It is quite counterintuitive since grain boundaries are

believed to have high resistance for ionic conduction. It should be noted that the grain boundaries

in real polycrystalline materials may have much more complex atomic arrangements, with the

presence of not just defects, but also other substances such as secondary phases or even impurities.
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Potential impact on diffusion from these micro structures, however, might be beyond the scope of

MD simulations with grain boundaries.

As a final note, the constructed eSNAP model only works with solid α-Li3N phase. In

principle, the transferability across other phases, such as molten state and other solid phases, can

be achieved by feeding relevant configurations to the model. However, including many other

atomic local environments may reduce the predictive power on those of more interests. We argue

that the selection of training configurations should be based on the application of potential, rather

than having all the possibilities exist or do not even exist in nature.

6.7 Conclusion

In this work, we present a highly accurate electrostatic spectral neighbor analysis potential

(eSNAP) for ionic α-Li3N. We outline the process for constructing eSNAP, including training data

generation, proper feature engineering and the training/test iterations systematically improving

energy and force predictions on MD snapshots. The constructed eSNAP is not only accurate

in energy and force predictions, but also excels traditional Coulomb-Buckingham potential in

structural property calculations, such as lattice constants, elastic constants and phonon dispersion

curves. We also demonstrate the application of eSNAP in large-scale Li diffusion studies. We

are able to reproduce the high Li mobility and anisotropic diffusion in bulk α-Li3N observed

experimentally. In addition, we find the twist grain boundary may facilitate the Li diffusion in

Li3N. This work aims at providing an approach to developing quantum-accurate force fields

for multicomponent ionic systems under the SNAP formalism, enabling large scale atomistic

simulations for these systems.

Chapter 6, in full, is currently being prepared for submission for publication of the

material “An Electrostatic Spectral Neighbor Analysis Potential (eSNAP) for Lithium Nitride”,

Zhi Deng, Chi Chen, Xiang-Guo Li and Shyue Ping Ong. The dissertation author was the primary
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investigator and author of this paper.
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Chapter 7

Summary and Outlook

Inorganic solid electrolyte is the key component in an all-solid-state lithium battery.

Developing solid electrolytes, with not only high ionic conductivity, but also good electrochemical

stability and suitable mechanical properties, will always be the primary task in realizing all-solid-

state lithium batteries with expected long cycle life and high energy density. In the first part of

this thesis, we have employed first principles methods based on density functional theory (DFT)

in investigating a series of properties required for solid electrolytes on a wide variety of candidate

materials.

1. For the newly discovered lithium rich anti-perovskite (LiRAP) superionic conductor, we

present a rational composition optimization strategy for maximizing its Li conductivity

guided by a combination of first principles calculations and percolation theory. Using

nudged elastic band (NEB) calculations, we show that a Cl-rich channel with Br-rich

endpoints configuration leads to low vacancy migration barriers in the LiRAP structure.

By incorporating the halide-environment-dependent NEB barriers in a bond percolation

model, we predict that there are potentially higher conductivity Li3OCl1 – xBrx structures

near 0.235 ≤ x ≤ 0.395. This prediction is confirmed by AIMD simulation that finds

Li3OCl0.75Br0.25 to have a higher Li conductivity than Li3OCl0.5Br0.5, the highest conduc-
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tivity LiRAP identified experimentally thus far. These results highlight that there is scope

for further enhancing the conductivity in the LiRAP chemistry. The general approach devel-

oped can potentially be extended to other ion-conducting systems, such as the structurally

similar perovskite oxygen-ion conductors of interest in solid-oxide fuel cells as well as

other superionic conductors.

2. For argyrodite Li6PS5Cl superionic conductor, we present a detailed investigation on

its phase stability, electrochemical stability and ionic conductivity using first principles

methods aided by modern information technology infrastructure and software tools. We

find that Li6PS5Cl is metastable with limited intrinsic electrochemical window of 1.7 ~ 2.3

V vs. Li/Li+. In addition, we show that Li excess is crucial to enhancing its conductivity by

increasing the occupancy of interstitial sites that promote long-range Li diffusion between

cage-like frameworks.

3. Suitable mechanical properties are also desired for solid electrolytes, and less attention

has been paid in this perspective. We present a comprehensive investigation of the elastic

properties (the full elastic tensor, bulk, shear and Young’s moduli, and Poisson’s ratio) of

23 well-known ceramic alkali solid electrolyte candidates using first principles calculations.

We find that the computed elastic moduli are in good agreement with experimental data

(wherever available) and chemical bonding nature. The anion species and structural

framework has a significant influence on the elastic properties, and the relative elastic

moduli of the various classes of materials follow the order thiophosphate < antiperovskite

< phosphate < NASICON < garnet < perovskite. We discuss the implications of these

findings in the context of fabrication, battery operation, and enabling a Li metal anode. The

data computed in this work will also serve as a useful reference for future experiments as

well as theoretical modeling of solid electrolytes for all-solid-state lithium batteries.

High computational costs, even with modern efficient DFT-based methods, generally
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limit the application of first principles methods in MD simulations to relatively small and simple

systems containing up to a few hundreds of atoms and sub-nanosecond time scales. Empirical

potentials are cheaper, but generally fall short in numerical accuracy and transferability. In the

second part of this thesis, we present a highly accurate electrostatic spectral neighbor analysis

potential (eSNAP) for ionic α-Li3N. We outline the process for constructing eSNAP, including

training data generation, proper feature engineering and the training/test iterations systematically

improving energy and force predictions on MD snapshots. The constructed eSNAP is not

only accurate in energy and force predictions, but also excels traditional Coulomb-Buckingham

potential in structural property calculations, such as lattice constants, elastic constants and phonon

dispersion curves. We also demonstrate the application of eSNAP in large-scale Li diffusion

studies. We are able to reproduce the high Li mobility and anisotropic diffusion in bulk α-Li3N

observed experimentally. In addition, we find the twist grain boundary may facilitate the Li

diffusion in Li3N. This work aims at providing an approach to developing quantum-accurate

force fields for multicomponent ionic systems under the SNAP formalism, enabling large scale

atomistic simulations.

Ionic conductivity has been, and still will be the primary consideration for developing

inorganic solid electrolytes. In this thesis, we have advanced the understanding of factors

controlling the ionic conductivity for anti-perovskite Li3OCl1 – xBrx and argyrodite Li6PS5Cl.

These rules, however, are strictly limited to a certain class of material. Universal rules for

ionic conduction that apply for the majority of solid electrolyte materials are still lacking. The

ionic conductivity itself is technically not an intrinsic property that can be obtained from DFT

calculations only on the crystal structure. Several factors, such as defect level and disordered Li

sites, can sometimes beyond the reach of DFT calculations due to the size limitation. Though

the existence of such universal rules is unknown, they will be of great help in identifying new

materials. Electrochemical stability is another critical factor for a solid electrolyte. Historically,

solid electrolytes were expected to be firmly stable during battery cycling. However, just like
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argyrodite, the majority of solid electrolytes have limited intrinsic electrochemical window. In

Li-ion batteries, the formation of stable solid-electrolyte interphase (SEI) is the key for extended

cycle life. Electrolyte additives can be used to manipulate SEI, while for solid electrolytes,

dopants may achieve a similar role as the additives. Another interesting observation is, it seems

like high ionic conductivity and stability (not limited to electrochemical) can be hardly achieved

simultaneously. Hence, a comprehensive evaluation on both ends is necessary in characterizing a

candidate material.

Having long been ignored, the issues with mechanical properties for solid electrolytes

have emerged as more studies start to shift the focus onto real devices. In essence, these issues

are part of the solid-solid interfacial issues in all-solid-state lithium batteries. Due to the buried

nature of such interfaces, all the interfacial issues fall in the “forbidden area” for experimental

characterizations. It is equivalently challenging for theoretical modelings as the phenomena span

in multiple time and length scales. For example, simulations of chemical reactions need to be

performed at electronic level using first principles methods, while the modeling of mechanical

responses might require much larger scales even beyond atomistic simulations. Unfortunately,

a simulation method that is able to capture all the phenomena at different levels does not exist.

The scale has to be specified with certain approximations, such as elastic region in mechanical

responses used in this thesis. To obtain insights at different levels, an effective method must be

carefully chosen.

To study Li diffusion in a solid electrolyte, electronic level simulations are not necessarily

irreplaceable and may have additional constraints in both time and length scales. We have made

an attempt training the eSNAP model to learn the mapping between local atomic environment

and DFT calculated energy and force in Li3N. The force field successfully helps us performing

large scale MD simulations, breaking the constraints of first principles methods. In principle,

the improved transferability in this type of force fields should enable automatic generation of

interatomic potentials from DFT calculations with little human intervention. However, there
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are still a few roadblocks to complete automation, such as hyperparameter determination for

descriptors. More robust strategies are to be discussed when more specific cases become available.
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Appendix A

Elastic Properties Calculated from PBE

and optB88-vdW functionals

94



Table A.1: Calculated full elastic tensor (Ci j), bulk modulus (B), shear modulus (G), Young’s
modulus (E), Poisson’s ratio (ν) and Pugh’s ratio (G/B) using the PBE functional.

Formula Space group Ci j Number of B G E ν G/B

(GPa) independent ci j (GPa) (GPa) (GPa)

NASICON

LiTi2(PO4)3 R3̄c



218.1 82.2 43.2 8.5 0.0 0.0

82.2 218.1 43.2 −8.5 0.0 0.0

43.2 43.2 115.2 0.0 0.0 0.0

8.5 −8.5 0.0 46.5 0.0 0.0

0.0 0.0 0.0 0.0 46.5 8.5

0.0 0.0 0.0 0.0 8.5 68.0


6 92.5 55.6 139.0 0.25 0.60

NaZr2(PO4)3 R3̄c



173.3 77.2 53.9 9.8 0.0 0.0

77.2 173.3 53.9 −9.8 0.0 0.0

53.9 53.9 105.8 0.0 0.0 0.0

9.8 −9.8 0.0 52.8 0.0 0.0

0.0 0.0 0.0 0.0 52.8 9.8

0.0 0.0 0.0 0.0 9.8 48.0


6 87.7 47.2 120.0 0.27 0.54

Phosphate

Li3PO4



117.5 42.5 33.1 0.0 0.0 0.0

42.5 119.1 57.4 0.0 0.0 0.0

33.1 57.4 124.9 0.0 0.0 0.0

0.0 0.0 0.0 39.4 0.0 0.0

0.0 0.0 0.0 0.0 40.7 0.0

0.0 0.0 0.0 0.0 0.0 53.3


9 69.5 41.3 103.4 0.25 0.59

Perovskite

Li1/8La5/8TiO3 Pmm2



282.8 104.5 98.3 0.0 0.0 0.0

104.5 285.5 123.9 0.0 0.0 0.0

98.3 123.9 269.9 0.0 0.0 0.0

0.0 0.0 0.0 70.3 0.0 0.0

0.0 0.0 0.0 0.0 82.1 0.0

0.0 0.0 0.0 0.0 0.0 93.2


9 165.6 82.7 212.7 0.29 0.50

Li1/2La1/2TiO3 P2/c



332.6 99.7 85.1 0.1 0.0 0.9

99.7 339.0 86.9 0.2 −0.0 0.2

85.1 86.9 323.1 0.3 0.0 1.5

0.1 0.2 0.3 92.5 0.0 −0.4

0.0 −0.0 0.0 0.0 93.8 −0.0

0.9 0.2 1.5 −0.4 −0.0 88.6


13 170.8 102.2 255.6 0.25 0.60

Garnet

Li5La3Nb2O12 Ia3̄d



160.4 72.7 72.7 0.0 0.0 0.0

72.7 160.4 72.7 0.0 0.0 0.0

72.7 72.7 160.4 0.0 0.0 0.0

0.0 0.0 0.0 53.5 0.0 0.0

0.0 0.0 0.0 0.0 53.5 0.0

0.0 0.0 0.0 0.0 0.0 53.5


3 101.9 49.4 127.6 0.29 0.48

Li5La3Ta2O12 Ia3̄d



163.6 72.8 72.8 0.0 0.0 0.0

72.8 163.6 72.8 0.0 0.0 0.0

72.8 72.8 163.6 0.0 0.0 0.0

0.0 0.0 0.0 56.4 0.0 0.0

0.0 0.0 0.0 0.0 56.4 0.0

0.0 0.0 0.0 0.0 0.0 56.4


3 103.0 51.7 132.9 0.28 0.50

Continued on next page

95



Table A.1 continued.
Continued from previous page

Formula Space group Ci j Number of B G E ν G/B

(GPa) independent ci j (GPa) (GPa) (GPa)

Li7La3Zr2O12 I41/acd



177.1 86.4 79.5 0.0 0.0 0.0

86.4 177.1 79.5 0.0 0.0 0.0

79.5 79.5 206.9 0.0 0.0 0.0

0.0 0.0 0.0 75.5 0.0 0.0

0.0 0.0 0.0 0.0 75.5 0.0

0.0 0.0 0.0 0.0 0.0 67.8


6 116.7 63.7 161.6 0.27 0.55

Anti-Perovskite

Li3OCl Pm3̄m



94.7 30.3 30.3 0.0 0.0 0.0

30.3 94.7 30.3 0.0 0.0 0.0

30.3 30.3 94.7 0.0 0.0 0.0

0.0 0.0 0.0 42.1 0.0 0.0

0.0 0.0 0.0 0.0 42.1 0.0

0.0 0.0 0.0 0.0 0.0 42.1


3 51.8 37.8 91.2 0.21 0.73

Li3OBr Pm3̄m



84.1 31.2 31.2 0.0 0.0 0.0

31.2 84.1 31.2 0.0 0.0 0.0

31.2 31.2 84.1 0.0 0.0 0.0

0.0 0.0 0.0 43.0 0.0 0.0

0.0 0.0 0.0 0.0 43.0 0.0

0.0 0.0 0.0 0.0 0.0 43.0


3 48.8 35.4 85.5 0.21 0.72

Na3OBr Pm3̄m



64.2 16.3 16.3 0.0 0.0 0.0

16.3 64.2 16.3 0.0 0.0 0.0

16.3 16.3 64.2 0.0 0.0 0.0

0.0 0.0 0.0 20.7 0.0 0.0

0.0 0.0 0.0 0.0 20.7 0.0

0.0 0.0 0.0 0.0 0.0 20.7


3 32.3 22.0 53.7 0.22 0.68

Na3OCl Pm3̄m



70.5 14.3 14.3 0.0 0.0 0.0

14.3 70.5 14.3 0.0 0.0 0.0

14.3 14.3 70.5 0.0 0.0 0.0

0.0 0.0 0.0 18.9 0.0 0.0

0.0 0.0 0.0 0.0 18.9 0.0

0.0 0.0 0.0 0.0 0.0 18.9


3 33.0 22.2 54.3 0.23 0.67

Thiophosphate: Li3PS4

Li3PS4 Pnma



29.6 10.5 17.8 0.0 0.0 0.0

10.5 37.3 16.5 0.0 0.0 0.0

17.8 16.5 50.1 0.0 0.0 0.0

0.0 0.0 0.0 12.4 0.0 0.0

0.0 0.0 0.0 0.0 10.1 0.0

0.0 0.0 0.0 0.0 0.0 13.0


9 22.1 11.7 29.9 0.27 0.53

Li3PS4 Pmn21



55.2 20.0 21.4 0.0 0.0 0.0

20.0 49.2 25.1 0.0 0.0 0.0

21.4 25.1 44.1 0.0 0.0 0.0

0.0 0.0 0.0 13.9 0.0 0.0

0.0 0.0 0.0 0.0 15.2 0.0

0.0 0.0 0.0 0.0 0.0 12.3


9 31.3 13.6 35.6 0.31 0.43

Continued on next page

96



Table A.1 continued.
Continued from previous page

Formula Space group Ci j Number of B G E ν G/B

(GPa) independent ci j (GPa) (GPa) (GPa)

Thiophosphate: Li10MP2S12

Li10GeP2S12 P42mc



40.1 26.8 12.0 0.0 0.0 0.0

26.8 40.1 12.0 0.0 0.0 0.0

12.0 12.0 45.0 0.0 0.0 0.0

0.0 0.0 0.0 7.5 0.0 0.0

0.0 0.0 0.0 0.0 7.5 0.0

0.0 0.0 0.0 0.0 0.0 14.8


6 25.1 10.1 26.7 0.32 0.40

Li10SnP2S12 P42mc



38.9 26.4 10.4 0.0 0.0 0.0

26.4 38.9 10.4 0.0 0.0 0.0

10.4 10.4 45.9 0.0 0.0 0.0

0.0 0.0 0.0 8.2 0.0 0.0

0.0 0.0 0.0 0.0 8.2 0.0

0.0 0.0 0.0 0.0 0.0 14.3


6 24.2 10.4 27.2 0.31 0.43

Li10SiP2S12 P42mc



40.9 27.8 13.4 0.0 0.0 0.0

27.8 40.9 13.4 0.0 0.0 0.0

13.4 13.4 43.5 0.0 0.0 0.0

0.0 0.0 0.0 8.3 0.0 0.0

0.0 0.0 0.0 0.0 8.3 0.0

0.0 0.0 0.0 0.0 0.0 13.4


6 25.9 10.1 26.8 0.33 0.39

Thiophosphate: Li7P3S11

Li7P3S11 P1̄



32.6 17.1 15.4 0.9 0.2 −1.2

17.1 31.7 16.0 2.4 1.8 4.4

15.4 16.0 51.0 −0.3 −1.8 0.2

0.9 2.4 −0.3 9.6 −0.2 1.3

0.2 1.8 −1.8 −0.2 13.8 −0.1

−1.2 4.4 0.2 1.3 −0.1 9.0


21 23.0 10.1 26.5 0.31 0.44

Thiophosphate: Argyrodite

Li6PS5Cl F 4̄3m



41.1 22.5 22.5 0.0 0.0 0.0

22.5 41.1 22.5 0.0 0.0 0.0

22.5 22.5 41.1 0.0 0.0 0.0

0.0 0.0 0.0 10.9 0.0 0.0

0.0 0.0 0.0 0.0 10.9 0.0

0.0 0.0 0.0 0.0 0.0 10.9


3 28.7 10.2 27.4 0.34 0.36

Li6PS5Br F 4̄3m



42.0 22.3 22.3 0.0 0.0 0.0

22.3 42.0 22.3 0.0 0.0 0.0

22.3 22.3 42.0 0.0 0.0 0.0

0.0 0.0 0.0 6.0 0.0 0.0

0.0 0.0 0.0 0.0 6.0 0.0

0.0 0.0 0.0 0.0 0.0 6.0


3 28.8 7.4 20.3 0.38 0.26

Li6PS5I F 4̄3m



42.8 20.3 20.3 0.0 0.0 0.0

20.3 42.8 20.3 0.0 0.0 0.0

20.3 20.3 42.8 0.0 0.0 0.0

0.0 0.0 0.0 11.4 0.0 0.0

0.0 0.0 0.0 0.0 11.4 0.0

0.0 0.0 0.0 0.0 0.0 11.4


3 27.8 11.3 30.0 0.32 0.41
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Table A.1 continued.
Continued from previous page

Formula Space group Ci j Number of B G E ν G/B

(GPa) independent ci j (GPa) (GPa) (GPa)

Thiophosphate: Na3PS4

Na3PS4 I4̄3m



45.3 12.5 12.5 0.0 0.0 0.0

12.5 45.3 12.5 0.0 0.0 0.0

12.5 12.5 45.3 0.0 0.0 0.0

0.0 0.0 0.0 7.7 0.0 0.0

0.0 0.0 0.0 0.0 7.7 0.0

0.0 0.0 0.0 0.0 0.0 7.7


3 23.4 10.4 27.3 0.31 0.45

Na3PS4 P4̄21c



42.7 8.0 16.1 0.0 0.0 0.0

8.0 42.7 16.1 0.0 0.0 0.0

16.1 16.1 43.8 0.0 0.0 0.0

0.0 0.0 0.0 10.1 0.0 0.0

0.0 0.0 0.0 0.0 10.1 0.0

0.0 0.0 0.0 0.0 0.0 10.1


6 23.2 11.7 30.1 0.28 0.51
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Figure A.1: Plot of the shear modulus (G) vs bulk modulus (B) for all investigated candidates
calculated using the PBE functional. Dashed lines are the iso-Young’s modulus lines in GPa.
Two dotted lines correspond to G/B = 0.5 and G/B = 0.6.
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Table A.2: Calculated full elastic tensor (Ci j), bulk modulus (B), shear modulus (G), Young’s
modulus (E), Poisson’s ratio (ν) and Pugh’s ratio (G/B) using the optB88-vdW functional.

Formula Space group Ci j Number of B G E ν G/B

(GPa) independent ci j (GPa) (GPa) (GPa)

NASICON

LiTi2(PO4)3 R3̄c



243.1 108.5 61.3 4.1 0.0 0.0

108.5 243.1 61.3 −4.1 0.0 0.0

61.3 61.3 142.9 0.0 0.0 0.0

4.1 −4.1 0.0 51.9 0.0 0.0

0.0 0.0 0.0 0.0 51.9 4.1

0.0 0.0 0.0 0.0 4.1 67.3


6 115.1 59.6 152.4 0.28 0.52

NaZr2(PO4)3 R3̄c



180.0 93.2 62.6 −1.8 0.0 0.0

93.2 180.0 62.6 1.8 0.0 0.0

62.6 62.6 115.3 0.0 0.0 0.0

−1.8 1.8 0.0 21.3 0.0 0.0

0.0 0.0 0.0 0.0 21.3 −1.8

0.0 0.0 0.0 0.0 −1.8 43.4


6 97.4 32.2 87.0 0.35 0.33

Phosphate

Li3PO4



121.0 48.6 40.4 0.0 0.0 0.0

48.6 131.1 67.9 0.0 0.0 0.0

40.4 67.9 132.7 0.0 0.0 0.0

0.0 0.0 0.0 39.2 0.0 0.0

0.0 0.0 0.0 0.0 41.8 0.0

0.0 0.0 0.0 0.0 0.0 54.6


9 77.1 41.6 105.8 0.27 0.54

Perovskite

Li1/8La5/8TiO3 Pmm2



271.4 97.7 96.0 0.0 0.0 0.0

97.7 314.0 124.2 0.0 0.0 0.0

96.0 124.2 273.9 0.0 0.0 0.0

0.0 0.0 0.0 74.5 0.0 0.0

0.0 0.0 0.0 0.0 87.0 0.0

0.0 0.0 0.0 0.0 0.0 95.8


9 165.4 87.0 222.2 0.28 0.53

Li1/2La1/2TiO3 P2/c



387.5 134.1 86.3 0.0 −0.1 −0.0

134.1 383.3 95.6 0.0 −0.1 −0.0

86.3 95.6 368.9 0.0 −0.1 −0.0

0.0 0.0 0.0 103.8 −0.0 0.2

−0.1 −0.1 −0.1 −0.0 104.2 0.0

−0.0 −0.0 −0.0 0.2 0.0 129.7


13 196.4 121.2 301.7 0.24 0.62

Garnet

Li5La3Nb2O12 Ia3̄d



174.9 77.5 77.5 0.0 0.0 0.0

77.5 174.9 77.5 0.0 0.0 0.0

77.5 77.5 174.9 0.0 0.0 0.0

0.0 0.0 0.0 57.1 0.0 0.0

0.0 0.0 0.0 0.0 57.1 0.0

0.0 0.0 0.0 0.0 0.0 57.1


3 110.0 53.6 138.3 0.29 0.49

Li5La3Ta2O12 Ia3̄d



176.8 78.1 78.1 0.0 0.0 0.0

78.1 176.8 78.1 0.0 0.0 0.0

78.1 78.1 176.8 0.0 0.0 0.0

0.0 0.0 0.0 60.2 0.0 0.0

0.0 0.0 0.0 0.0 60.2 0.0

0.0 0.0 0.0 0.0 0.0 60.2


3 111.0 55.6 142.9 0.29 0.50
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Table A.2 continued.
Continued from previous page

Formula Space group Ci j Number of B G E ν G/B

(GPa) independent ci j (GPa) (GPa) (GPa)

Li7La3Zr2O12 I41/acd



228.2 108.5 104.6 0.0 0.0 0.0

108.5 228.2 104.6 0.0 0.0 0.0

104.6 104.6 260.9 0.0 0.0 0.0

0.0 0.0 0.0 85.9 0.0 0.0

0.0 0.0 0.0 0.0 85.9 0.0

0.0 0.0 0.0 0.0 0.0 73.7


6 150.1 75.0 192.9 0.29 0.50

Anti-Perovskite

Li3OCl Pm3̄m



106.9 31.4 31.4 0.0 0.0 0.0

31.4 106.9 31.4 0.0 0.0 0.0

31.4 31.4 106.9 0.0 0.0 0.0

0.0 0.0 0.0 46.1 0.0 0.0

0.0 0.0 0.0 0.0 46.1 0.0

0.0 0.0 0.0 0.0 0.0 46.1


3 56.6 42.6 102.1 0.20 0.75

Li3OBr Pm3̄m



95.3 32.8 32.8 0.0 0.0 0.0

32.8 95.3 32.8 0.0 0.0 0.0

32.8 32.8 95.3 0.0 0.0 0.0

0.0 0.0 0.0 47.1 0.0 0.0

0.0 0.0 0.0 0.0 47.1 0.0

0.0 0.0 0.0 0.0 0.0 47.1


3 53.6 40.0 96.0 0.20 0.75

Na3OBr Pm3̄m



72.3 16.3 16.3 0.0 0.0 0.0

16.3 72.3 16.3 0.0 0.0 0.0

16.3 16.3 72.3 0.0 0.0 0.0

0.0 0.0 0.0 22.3 0.0 0.0

0.0 0.0 0.0 0.0 22.3 0.0

0.0 0.0 0.0 0.0 0.0 22.3


3 35.0 24.5 59.5 0.22 0.70

Na3OCl Pm3̄m



80.9 15.7 15.7 0.0 0.0 0.0

15.7 80.9 15.7 0.0 0.0 0.0

15.7 15.7 80.9 0.0 0.0 0.0

0.0 0.0 0.0 21.6 0.0 0.0

0.0 0.0 0.0 0.0 21.6 0.0

0.0 0.0 0.0 0.0 0.0 21.6


3 37.4 25.5 62.3 0.22 0.68

Thiophosphate: Li3PS4

Li3PS4 Pnma



37.1 12.2 20.5 0.0 0.0 0.0

12.2 39.4 18.8 0.0 0.0 0.0

20.5 18.8 56.4 0.0 0.0 0.0

0.0 0.0 0.0 10.1 0.0 0.0

0.0 0.0 0.0 0.0 10.6 0.0

0.0 0.0 0.0 0.0 0.0 19.7


9 25.4 12.9 33.1 0.28 0.51

Li3PS4 Pmn21



60.8 23.9 24.2 0.0 0.0 0.0

23.9 54.4 29.4 0.0 0.0 0.0

24.2 29.4 50.6 0.0 0.0 0.0

0.0 0.0 0.0 13.7 0.0 0.0

0.0 0.0 0.0 0.0 15.7 0.0

0.0 0.0 0.0 0.0 0.0 13.1


9 35.6 14.2 37.6 0.32 0.40
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Table A.2 continued.
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Formula Space group Ci j Number of B G E ν G/B

(GPa) independent ci j (GPa) (GPa) (GPa)

Thiophosphate: Li10MP2S12

Li10GeP2S12 P42mc



46.5 30.2 14.3 0.0 0.0 0.0

30.2 46.5 14.3 0.0 0.0 0.0

14.3 14.3 53.3 0.0 0.0 0.0

0.0 0.0 0.0 9.8 0.0 0.0

0.0 0.0 0.0 0.0 9.8 0.0

0.0 0.0 0.0 0.0 0.0 16.6


6 29.3 12.3 32.3 0.32 0.42

Li10SnP2S12 P42mc



60.9 43.2 21.3 0.0 0.0 0.0

43.2 60.9 21.3 0.0 0.0 0.0

21.3 21.3 73.8 0.0 0.0 0.0

0.0 0.0 0.0 16.3 0.0 0.0

0.0 0.0 0.0 0.0 16.3 0.0

0.0 0.0 0.0 0.0 0.0 21.0


6 40.7 16.9 44.4 0.32 0.41

Li10SiP2S12 P42mc



65.4 41.1 22.6 0.0 0.0 0.0

41.1 65.4 22.6 0.0 0.0 0.0

22.6 22.6 74.7 0.0 0.0 0.0

0.0 0.0 0.0 8.3 0.0 0.0

0.0 0.0 0.0 0.0 8.3 0.0

0.0 0.0 0.0 0.0 0.0 16.5


6 41.9 13.2 35.9 0.36 0.32

Thiophosphate: Li7P3S11

Li7P3S11 P1̄



37.6 21.0 22.1 1.5 −3.2 −0.4

21.0 31.7 21.6 −0.8 2.7 0.7

22.1 21.6 54.8 −3.1 −1.9 2.5

1.5 −0.8 −3.1 13.6 3.3 1.8

−3.2 2.7 −1.9 3.3 14.8 −2.5

−0.4 0.7 2.5 1.8 −2.5 10.6


21 27.4 10.5 27.9 0.33 0.38

Thiophosphate: Argyrodite

Li6PS5Cl F 4̄3m



43.6 25.2 25.2 0.0 0.0 0.0

25.2 43.6 25.2 0.0 0.0 0.0

25.2 25.2 43.6 0.0 0.0 0.0

0.0 0.0 0.0 11.2 0.0 0.0

0.0 0.0 0.0 0.0 11.2 0.0

0.0 0.0 0.0 0.0 0.0 11.2


3 31.4 10.3 27.9 0.35 0.33

Li6PS5Br F 4̄3m



44.8 25.0 25.0 0.0 0.0 0.0

25.0 44.8 25.0 0.0 0.0 0.0

25.0 25.0 44.8 0.0 0.0 0.0

0.0 0.0 0.0 13.0 0.0 0.0

0.0 0.0 0.0 0.0 13.0 0.0

0.0 0.0 0.0 0.0 0.0 13.0


3 31.6 11.6 31.1 0.34 0.37

Li6PS5I F 4̄3m



46.4 23.5 23.5 0.0 0.0 0.0

23.5 46.4 23.5 0.0 0.0 0.0

23.5 23.5 46.4 0.0 0.0 0.0

0.0 0.0 0.0 13.6 0.0 0.0

0.0 0.0 0.0 0.0 13.6 0.0

0.0 0.0 0.0 0.0 0.0 13.6


3 31.1 12.7 33.5 0.32 0.41
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Table A.2 continued.
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Formula Space group Ci j Number of B G E ν G/B

(GPa) independent ci j (GPa) (GPa) (GPa)

Thiophosphate: Na3PS4

Na3PS4 I4̄3m



55.3 16.4 16.4 0.0 0.0 0.0

16.4 55.3 16.4 0.0 0.0 0.0

16.4 16.4 55.3 0.0 0.0 0.0

0.0 0.0 0.0 12.0 0.0 0.0

0.0 0.0 0.0 0.0 12.0 0.0

0.0 0.0 0.0 0.0 0.0 12.0


3 29.4 14.5 37.5 0.29 0.50

Na3PS4 P4̄21c



55.4 13.8 18.8 0.0 0.0 0.0

13.8 55.4 18.8 0.0 0.0 0.0

18.8 18.8 45.9 0.0 0.0 0.0

0.0 0.0 0.0 13.3 0.0 0.0

0.0 0.0 0.0 0.0 13.3 0.0

0.0 0.0 0.0 0.0 0.0 14.9


6 28.8 15.1 38.6 0.28 0.52
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Appendix B

SNAP parameters for Li3N eSNAP
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Table B.1: Final hyperparameters and coefficients of SNAP in Li3N eSNAP.

Li (w = 0.1,R = 2.0) N (w =−0.1,R = 2.8)
k 2 j1 2 j2 2 j βLi,k βN,k
0 -41.973239307589510000 5.070489350565292000
1 0 0 0 -0.006975291543708552 1.456429449741217000
2 1 0 1 1.943443830363772200 -0.741751895178898800
3 1 1 2 1.943960665209158600 1.391487252718133000
4 2 0 2 1.896372127297504700 -0.057993919814256490
5 2 1 3 0.818415025331073900 4.490489555500009000
6 2 2 2 -0.115525745627534120 1.038809274414984000
7 2 2 4 0.024662060558673055 2.017342084202995000
8 3 0 3 0.645913664832655000 0.297752638364790700
9 3 1 4 0.029473213939390678 2.234672087302177000

10 3 2 3 -0.835569404051590300 0.864212802963693300
11 3 2 5 0.260421577039490040 2.027941600818144300
12 3 3 4 -0.531877413286821100 0.534495092798581400
13 3 3 6 0.297955449169754300 0.299436757239075040
14 4 0 4 0.100238669102941730 -0.149453371719054230
15 4 1 5 -0.569297582876690400 0.541280152554589700
16 4 2 4 -0.683610621813019800 0.181446484735933700
17 4 2 6 0.076839221845524830 0.324534968809946260
18 4 3 5 0.157477937603063170 -0.112365239839474810
19 4 4 4 0.245396146771298870 0.143146336052880570
20 4 4 6 0.218995247596486900 0.008000929122986318
21 5 0 5 -0.203265539796318980 -0.191267051611771400
22 5 1 6 -0.232726613086012750 -0.167152854094159280
23 5 2 5 -0.352838031703020600 -0.369717312625315600
24 5 3 6 0.112930317776087000 -0.123035057771956320
25 5 4 5 0.537951697554698000 0.559745649003179100
26 5 5 6 0.082284784064962830 0.290496672932174600
27 6 0 6 -0.178966722576012600 -0.029092905917972420
28 6 2 6 -0.283676416415676500 -0.180134374249985380
29 6 4 6 0.089012939842931950 0.252331183046023500
30 6 6 6 0.044042461635336136 0.008318824055866198

104



Bibliography

[1] John B. Goodenough and Kyu Sung Park. The Li-ion rechargeable battery: A perspective.
J. Am. Chem. Soc., 135(4):1167–1176, 2013.

[2] https://phys.org/news/2016-03-solid-electrolytes-doors-solid-state-batteries.html.

[3] U V Alpen, A Rabenau, and G H Talat. Ionic conductivity in Li3N single crystals. Appl.
Phys. Lett., 30(12):621–623, 1977.

[4] Philippe Knauth. Inorganic solid Li ion conductors: An overview. Solid State Ionics,
180(14-16):911–916, 2009.

[5] Kazunori Takada. Progress and prospective of solid-state lithium batteries. Acta Mater.,
61(3):759–770, 2013.

[6] Kang Xu. Nonaqueous Liquid Electrolytes for Lithium-Based Rechargeable Batteries.
Chem. Rev., 104(10):4303–4418, oct 2004.

[7] H Y-P. Hong. Crystal structure and ionic conductivity of Li14Zn(GeO4)4 and other new
Li+ superionic conductors. Mater. Res. Bull., 13(2):117–124, 1978.

[8] J Kuwano and A.R. West. New Li+ ion conductors in the system, Li4GeO4-Li3VO4.
Mater. Res. Bull., 15(11):1661–1667, 1980.

[9] A. Khorassani, G. Izquierdo, and A. R. West. The solid electrolyte system, Li3PO4Li4SiO4.
Mater. Res. Bull., 16(12):1561–1567, 1981.

[10] Hiromichi Aono, Eisuke Sugimoto, Yoshihiko Sadaoka, Nobuhito Imanaka, and Gin-ya
Adachi. Ionic Conductivity of the Lithium Titanium Phosphate (Li1+ X M X Ti2âĹŠ X
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