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ABSTRACT OF THE DISSERTATION 

 

Interfacial Interactions Pertinent to Single-Molecule and Solar-Energy Applications 
 

 
by  
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Visualizing the dynamics of nanometer-sized macromolecules presents 

considerable challenges that stem from non-specific interfacial interactions between the 

micrometer-sized probes used in those visualizations; as a result, advances in single-

molecule protein interaction studies have not been extensively explored.  The first part of 

my doctoral research sought to address this limitation by determining the capability of 

different surface coatings of polyethylene glycol to suppress non-specific interfacial 

interactions. Concurrently, we developed a magnetic puller setup capable of attaining 

forces between hundreds of femto-newtons and approximately one hundred pico-newtons. 

Magnetic pullers allow for probing thousands of single-molecule events simultaneously, 

providing considerable advantages over traditional magnetic tweezers. The design and 

application of thermally-regulated electromagnetic pullers, capable of attaining forces in 

the fN-to-nN dynamic range, is essential for single-molecule proteomic studies. 
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By applying relatively weak pulling forces (e.g., ~1.2 pN), we examined the 

efficacy of removing polystyrene microbeads from glass surfaces. When either the glass 

or the beads were not PEGylated, the adhesion between them was substantial. 

Furthermore, when the PEG polymers were too short or too long, we still observed 

substantial adhesion of the beads to the glass surfaces. Coatings of PEG with molecular 

weights ranging between 3 and 10 kDa proved critical for suppressing the adhesion.  

My research also focused on investigating anthranilamide derivatives, as 

bioinspired electrets, for improving the efficiency of interfacial charge transfers that are 

essential for solar-energy applications. A substantial portion of these studies were 

directed toward understanding the fundamental electrostatic properties of amides, with a 

focus on carboxyamides. Carboxyamides are small polar groups that, as peptide bonds, 

constitute the principle structural components of proteins. The electric fields from the 

amide dipoles govern the electrostatic properties and activity of proteins. Therefore, we 

undertook a detailed study of the medium dependence of the molar polarization and of 

the permanent dipole moments of amides with different states of alkylation. The 

experimentally-measured and theoretically-calculated dipole moments of the solvated 

amides both manifested a dependence on the media polarity. Specifically, an increase in 

solvent polarity led to a subsequent increase in both the measured and calculated 

permanent dipole moments of the solutes. We attributed the observed enhancement of the 

amide dipoles to the reaction fields in the solvated cavities.  



ix 

 

Our bioinspired approach and usage of amide dipoles as a principal field source 

allowed us to develop molecular electrets based on oligo-anthranilamides. Electrets, and 

specifically, dipole-polarization electrets, are the electrostatic analogues of magnets, i.e., 

they are systems with codirectionally ordered permanent electric dipoles. The de novo 

designed anthranilamides are bioinspired in the sense that, similar to protein helices, they 

possess permanent intrinsic dipoles resultant from the ordered orientation of amide and 

hydrogen bonds. Unlike the helices, however, these bioinspired oligomers have the redox 

properties necessary to mediating long-range charge transfer along their backbones.  

Overall, the most significant contributions from my doctoral research are: (1) the 

optimization of polyethylene glycol surface coatings for suppressing non-specific 

interfacial interactions; (2) the development of an electromagnetic puller setup with a 

wide dynamic force range capable of  simultaneously probing thousands of single-

molecule protein interactions; (3) the characterization of the effects of solvent polarity on 

the dipole moments of amides; and (4) the demonstration of the ability of organic 

materials with dipole moments to rectify photoinduced charge transfer. 
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excitation had minimum to no contribution, improved the quality of the data fits, i.e., (c) 
vs. (d). 
 
Figure 5-2          p 268 
Channel cross-section and flow-velocity profiles, vx(x, y, z), estimated from profilometry 
and fluorescence images for different flow rates, Q. (a) Surface plot of the entrance 
region of a mFL channel from profilometry data. (b, c) Uncorrected epifluorescence 
images (8 bit) of the entrance region of a mFL channel filled with 1 mM aqueous solution 
of fluorescein buffered at pH 8, at rest and at flow rate of 50 ml min–1. (d, e) Uncorrected 
fluorescence traces across the channels, recorded at different flow rates, as indicated with 
the dotted red lines on the images, (b) and (c). (f, g) Channel cross-sections estimated 
from the fluorescence traces (d) and (e), using equations 4 and 5. (h) Spectral overlap 
between the fluorescein absorption at pH 8 and the excitation, I0, obtained from the 
microscope mercury lamp as a light source, passed through the fluorescein isothiocyanate 
(FITC) excitation filter used for the recording of the fluorescence images. (i, j) Flow-
velocity profiles for 10 and 50 ml min–1, obtained using equation 3 and smoothed cross-
sections (f) for various flow rates assuming no-slip conditions and parabolic distribution. 
 
Figure 5-3          p 271 
Space-domain emission decays of Tb3+ and Eu3+ chelated with DPA, recorded for 
different flow rates. (a) Emission spectra of Tb3+ and Eu3+ in the presence of DPA. 
(b) Images of the emission decays of lanthanide chelates, recorded at different flow rates. 
The scale bars correspond to 200 mm. The emission-decay images were recorded through 
band-pass filters: 510-560 nm for the terbium (III) samples, and 570-620 nm for the 
europium (III) samples. (c) Emission-decays traces, R*(x), of the three lanthanide 
chelates recorded at flow rate, Q = 40 ml min–1, along with the corresponding data fits 
and fitting residuals. (d) Emission-decay traces of Tb(DPA)3, along with the 
corresponding data fits and fitting residuals, recorded at flow rates, Q = 10, 30 and 50 ml 
min–1. The traces were extracted from the middle of the imaged channels, i.e., y = w / 2. 
For Ln(DPA)3, CLn = 20 mM and CDPA = 100 mM; and for Tb(DPA), CTb = 50 mM and 
CDPA = 10 mM (lex = 280 nm). 
Figure 5-4          p 273 
Time-domain measurements, with the corresponding monoexponential data fits, of 
emission decays of Tb3+ and Eu3+ chelated with DPA, normalized for t = 0, which 
correspond to the timing of the excitation laser pulse, and presented against logarithmic 
ordinate. For Ln(DPA)3, CLn = 20 mM and CDPA = 100 mM; and for Tb(DPA), CTb = 50 
mM and CDPA = 10 mM (lex = 266 nm; 40 fs pulse width at 800 nm prior to the second 
and third harmonic generators). 
!
!
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Preface 
 
 

This dissertation covers two lines of research that focus on surface interactions 

essential for single-molecule force studies, and on field-induced modulation of charge 

transfer pertinent to interfacial processes for solar-energy conversion applications.  

Overall, the most significant contributions from my doctoral research are: (1) the 

optimization of polyethylene glycol surface coatings for suppressing non-specific 

interfacial interactions; (2) the development of an electromagnetic puller setup with a 

wide dynamic force range capable of  simultaneously probing thousands of single-

molecule protein interactions; (3) the characterization of the effects of solvent polarity on 

the dipole moments of amides; and (4) the demonstration of the ability of organic 

materials with dipole moments to rectify photoinduced charge transfer. 

 

Single-molecule studies.  Studies at a single-molecule level allow for exploring the 

stochastic nature of biological and chemical systems (inherent in the fundamental 

quantum mechanics principles). That is, single-molecule measurements provide access to 

observables that are lost in the ensemble average of traditional bulk studies. As an 

indispensible but nonetheless largely unexplored tool for biochemistry and cell biology, 

single-molecule approaches provide a means for the direct observation of rare events and 

of the kinetic constants of intermediates formed during an enzymatic reaction that 

eventually determine whether a process occurs in a step-wise fashion or in simultaneity 
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(Bustamante, Chemla et al. 2004; Nahas, Wilson et al. 2004; Deniz, Mukhopadhyay et al. 

2008; Neuman and Nagy 2008; Walter, Huang et al. 2008; Kapanidis and Strick 2009). 

 

Single-molecule force measurements.  The ability to selectively exert force on a single 

molecule, and to quantify its response, provides venues for the experimental exploration 

of molecular mechanics. Single-molecule force measurements (SMFMs) permit direct 

experimental probing of the energy landscape of bimolecular processes, such as protein-

ligand interactions and protein folding. Furthermore, SMFM encompasses the only 

experimental technique that allows for direct testing of the structural directionality of 

molecular interactions, which can in turn be used for the selective application of 

mechanical stress to macromolecules.  Biomembrane force probes (BFP), atomic force 

microscopes (AFM), optical tweezers (OP), and magnetic tweezers (MT) constitute just a 

few of the examples of single-molecule force techniques (Evans 2001; Erdmann and 

Schwarz 2004; Neuman and Nagy 2008; Walter, Huang et al. 2008). These techniques 

examine nanometer-sized complexes that are immobilized on micrometer-sized probes. 

The probes for SMFM, such as AFM tips or microbeads, serve the dual role of acting as 

force transducers and as probes for visualizing molecular displacement with sub-

nanometer resolution. While each of the listed force techniques has a combination of 

advantages and disadvantages to their use, MT is the only tool that has the potential to be 

optimized to achieve: (1) a wide dynamic range of forces pertinent to biochemical 

interactions, (2) minimum or no sample overheating, and (3) a force exertion that is 

orthogonal to almost all biological interactions. While MT setups utilize multiple 
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magnetic core setups to tweeze single beads at micrometer distances (Neuman and Nagy 

2008), we focused on the development of a magnetic puller setup (a variation of MT, 

described in chapter 2) that allows us to study thousands of single-molecule interactions 

simultaneously.  

 

Suppressing nonspecific interactions.  The sensitivity of magnetic tweezers (and all 

single-molecule force techniques) is compromised by undesired nonspecific interactions 

which occur at the interfaces between adjacent micrometer-sized objects (i.e., objects that 

are nanometers apart from each other). Specifically, the investigated nanometer-size 

molecules are immobilized on micrometer-size probes and on flat surfaces or on another 

micrometer-size object. The separation of nonspecifically-adhered micrometer-size 

objects requires forces in the range of nanonewtons, andthe manipulation of single-

molecule interactions requires forces in the order of piconewtons.  Currently, a 

combination of proteins such as bovine serum albumin, detergents, emulsifiers, and/or 

lipid bilayers are employed to achieve the suppression of nonspecific adhesion (Leckband 

and Israelachvili 2001; Graneli, Yeykal et al. 2006; Zhang, Ang et al. 2011). Utilizing 

proteins for passivation is not an optimal approach as they may non-specifically interact, 

especially when studying protein-protein interactions. Detergents, emulsifiers, or 

surfactants are another widely used class of reagents for suppressing nonspecific 

interactions. Since this class of reagents is largely solution- or buffer-based, they are 

required in high concentration or in concentrations above their critical micelle-forming 

concentration to be effective. At these high concentrations, they form micelles or bilayers 
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that can disrupt active site interactions between proteins, ligands, and substrates—or 

worse, they can perturb the native protein structure (Dennis 1973; Delorme, Dhouib et al. 

2011; Filice, Marciello et al. 2011).   Polyethylene glycol (PEG), also referred to as 

polyethylene oxide when is molecular weight is above 10 or 30 kDa, provides an 

excellent alternative for engineering passive biocompatible coatings, as it has none of the 

disruptive effects listed above.  

 

By employing straightforward considerations, such as the nonspecific van der Waal 

forces and the conformational properties of PEG, the first part of my doctoral research 

focused on developing bioinert coatings for glass slides and the superparamagnetic 

microbeads that: (1) keep the interfaces between the slide and the bead materials 

separated from each other by at least 30 nm; and (2) provide an environment at the 

interfaces that will not compromise the functionality of the covalently attached 

biomolecules. Using a six-step procedure developed in our lab—involving silanization, 

deprotection, reductive amination, amide coupling, carboxyl activation, and amide 

coupling—allows us to covalently attach PEG to silica-based surfaces and to attach 

proteins onto the PEG layers while maintaining their functionality (Wan, Thomas et al. 

2009). 

 

Bioinspired electrets. In addition to addressing the unwanted issues with nonspecific 

adhesion at force-probe interfaces, my doctoral research focused on investigating the use 

of anthranilamide derivatives as bioinspired electrets for improving the efficiency of 



 5 

interfacial charge transfer for solar-energy applications. A substantial portion of my 

characterizations of these organic electrets focused on understanding the fundamental 

electrostatic properties of amides—the building blocks of macromolecules, such as 

proteins—and of the bioinspired electrets we designed. Macromolecular electrets (which 

possess permanent electric dipoles with ordered orientation and are thus electrostatic 

analogues of magnets) have the potential to control the directionality of charge transfer, 

and hence, to improve the efficiency of photovoltaic and other energy-conversion 

devices. We demonstrated that, similar to protein α-helices, oligo-anthranilamides 

possess considerable intrinsic dipole moments, making them highly promising 

macromolecular electrets (Ashraf, Millare et al. 2009). In comparison with proteins, the 

anthranilamides have narrower band gaps and possess considerably higher 

conformational stability.  

 

 

Carbon-neutral energy sources.  The worldwide energy consumption rate for 2005 was 

approximately 16 TeraWatts (1TW = 1012 W) and fossil fuels generated roughly 400-450 

ExoJoules (1EJ = 1018 Joules) out of the 500 EJ consumed (United-States-Department-of-

Energy 2006). Over the last six-and-a-half ice age cycles (beginning roughly 650,000 

years before the present), atmospheric CO2 levels have never exceeded 300 ppm 

(Siegenthaler, Stocker et al. 2005). Today’s growing environmental threat (as of January 

2009, CO2 levels were at 390 ppm) has been attributed to fossil fuel energy consumption 

(Green, Baksi et al. 2007; Gauthier 2009). For this reason, it is imperative to establish 
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carbon-neutral energy sources that can sustain our needs—i.e., energy sources that do not 

perturb natural carbon cycles.  However, hydroelectricity, geothermal electricity, tidal 

power, wind power, and biomass-derived energy do not possess the potential to generate 

energy at rates that keep up with those of our current and projected energy consumption 

(Isaacs and Schmitt 1980; United-States-Department-of-Energy 2006; Green, Baksi et al. 

2007). 

  

Solar energy.  The sun is a sustainable source of energy that far exceeds our generation 

rate: With approximately 176 PetaWatts (1PW = 1015 W) reaching the earth’s surface, the 

practical energy generation rate approximates 600 TW (Barnham, Mazzer et al. 2006; 

Lewis and Nocera 2006).  However, the infrastructure needed to support mass utilization 

of solar energy has not yet been full developed; there are three components of the 

existing solar-energy infrastructure in particular that require further development before 

viable solar power usage can occur: (1) Light-energy harvesting; (2) energy storage and 

transportation; and (3) energy conversion (Barnham, Mazzer et al. 2006).  Efficient 

forward charge transfer, and, in particular, efficient interfacial charge transfer coupled 

with the simultaneous suppression of undesired back charge transfer, is profoundly 

essential to all three components of plausibly competitive solar-energy technology. 

Therefore, a principal focus of our research is on increasing the efficiency of 

photoinduced charge separation at a molecular level while suppressing charge 

recombination.   
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Light-energy harvesting. The key process in light harvesting involves photoinduced 

charge separation and consequent multistep electron and hole transfers.  For example, 

when a semiconductor junction of a photovoltaic cell or a photosynthetic reaction center 

absorbs sunlight, electrons are dislodged, causing charge separation.  These free electrons 

can move back to recombine with the positive charges, thereby losing the absorbed 

energy in a form of heat (Peaker, Markevich et al. 2004; Lewis 2005; Kosyachenko, 

Grushko et al. 2006); however, the electron and the formed hole can also migrate away 

from each other, producing photocurrent.  By utilizing macromolecules with large 

intrinsic dipole moments in the direction of charge transfer, i.e., molecular electrets, we 

aim to demonstrate an acceleration of forward charge transfer and a suppression of the 

undesired charge recombination.  

 

Role of electrostatics in proteins. Amide bonds, which result in the joining of two 

amino acids together, are essential linkages for the building blocks of life. Amide 

placement and geometry in proteins and other biomolecules have an intrinsic ability to 

affect the function of the molecule as a whole; amide dipoles facilitate various ligands 

and other essential components for interactions essential to maintaining native function. 

Although the secondary and tertiary protein structures are well documented to implicate 

the relationship between structure and function, it is in fact the electronic properties that 

define protein functions (Suydam, Snow et al. 2006; Sigala, Fafarman et al. 2007). Since 

carboxyamides are small polar groups that, as peptide bonds, are principal structural 

components of proteins that govern their electrostatic properties, we investigated the 
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medium dependence of the molar polarization and of the permanent dipole moments of 

amides with different states of alkylation. As we show (in Chapter 3), the experimentally-

measured and theoretically-calculated dipole moments manifested a solvent dependence 

that increased with the increase in the media polarity. 

 

Rectification of charge transfer using protein alpha-helices.  Biology offers some of 

the best-known examples of molecular electrets, as seen in photosynthetic machinery. 

Polypeptide alpha helices have large intrinsic dipole moments (Hol, Van Duijnen et al. 

1978) resultant from the ordered orientation of amide and hydrogen bonds.  The intrinsic 

dipole moments of protein alpha helices amount to approximately 4-5 Debyes per residue 

(Fedorova, Chaudhari et al. 2003). Galoppini and Fox demonstrated that the dipole 

moments generated by polypeptide alpha helices rectify photoinduced charge transfer 

rates (Galoppini and Fox 1996; Fox and Galoppini 1997; Yasutomi, Morita et al. 2004): 

Charge transfers in the direction opposite to the dipole moment are 5–27 times faster than 

charge transfers in the same direction as the dipole moment (Galoppini and Fox 1996; 

Fox and Galoppini 1997). Due to large band gaps and conformational instability, 

however, when taken out of their native environment, polypeptide alpha helices are not 

optimal materials for solar-energy-conversion applications. Therefore, we undertook the 

design of bioinspired electrets by utilizing polymers with extended pi-conjugation—

known to facilitate long-range charge transfer along their backbone (Sikes, Smalley et al. 

2001; Visoly-Fisher, Daie et al. 2006)—and with an ordered orientation of peptide and 

hydrogen bonds in order to generate substantial macromolecular dipole moments. 
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Rectification of charge transfer using bioinspired organic electrets. We utilized a 

bioinspired approach to develop oligo-anthranilamides, a class of organic materials that 

are de novo designed from biomolecular motifs possessing intrinsic dipole moments, 

which are vital to facilitating efficient long-range charge transfer (i.e., we developed 

materials based off of the photosynthetic machinery that evolved to efficiently utilize 

protein alpha helices as molecular electrets, coupling these features with conjugated 

polymers). X-ray structures indicate that oligo-anthranilamides have an extended planar 

conformation supported by hydrogen bond networks (Hamuro, Geib et al. 1996). Similar 

to conjugated polymers, the anthranilamides have an extensive pi-conjugation that 

provides pathways for efficient long-range charge transfer along their backbones. We 

hypothesized that these anthranilamides posses intrinsic dipoles that are attributable to 

the orientation of the amide bonds and the hydrogen bond network.  Our lab conducted 

computational studies in order to examine the electronic properties of oligo-

anthranilamides.  Using ab initio functional theory calculation, we showed that: (1) 

anthranilamides derivatives have intrinsic dipole moments along their main axis; (2) 

these intrinsic dipoles increased with increasing length of the oligo-anthranilamide; (3) 

band gaps decreased with increasing length of the oligo-anthranilamide; and (4) each 

anthranilamide residue contributed approximately 3 Debyes to the axial dipole, where 

~1.8 Debyes came from the amide bond and ~0.9 Debyes from a hydrogen bond (Ashraf, 

Millare et al. 2009).  
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Based on these theoretical findings, we synthesized anthranilamide-pyrene dyads 

and investigated their charge-transfer properties. The pyrene acted as an electron acceptor 

and mediated charge separation that was considerably faster when the electron moved 

along the dipole than when it moved against it. Furthermore, we demonstrated that the 

charges, i.e., holes, can localize on dialkylamino derivatives of anthranilamides. This 

property is essential to the hopping (or on-resonance) mechanism, which is in turn 

essential to attaining long-range charge transfer.   



 11 

References: 
 
 
Ashraf, M. K., B. Millare, et al. (2009). "Theoretical design of bioinspired 
macromolecular electrets based on anthranilamide derivatives." Biotechnology progress. 
  
Barnham, K. W. J., M. Mazzer, et al. (2006). "Resolving the energy crisis: nuclear or 
photovoltaics?" Nature materials. 
  
Bustamante, C., Y. Chemla, et al. (2004). "MECHANICAL PROCESSES IN 
BIOCHEMISTRY." Annu. Rev. Biochem. 73(1): 705-748. 
  
Delorme, V., R. Dhouib, et al. (2011). "Effects of surfactants on lipase structure, activity, 
and inhibition." Pharmaceutical research 28(8): 1831-1842. 
  
Deniz, A. A., S. Mukhopadhyay, et al. (2008). "Single-molecule biophysics: at the 
interface of biology, physics and chemistry." Journal of The Royal Society Interface. 
  
Dennis, E. A. (1973). "Kinetic dependence of phospholipase A 2 activity on the detergent 
Triton X-100." Journal of lipid research 14(2): 152-159. 
  
Erdmann, T. and U. S. Schwarz (2004). "Stochastic dynamics of adhesion clusters under 
shared constant force and with rebinding." The Journal of chemical physics 121(18): 
8997-9017. 
  
Evans, E. (2001). "Probing the relation between force--lifetime--and chemistry in single 
molecular bonds." Annual review of biophysics and biomolecular structure 30: 105-128. 
  
Fedorova, A., A. Chaudhari, et al. (2003). "Photoinduced Electron-Transfer along 
[alpha]-Helical and Coiled-Coil Metallopeptides." J. Am. Chem. Soc. 
  
Filice, M., M. Marciello, et al. (2011). "Hydrolysis of fish oil by hyperactivated 
rhizomucor miehei lipase immobilized by multipoint anion exchange." Biotechnology 
Progress 27(4): 961-968. 
  
Fox, M. A. and E. Galoppini (1997). "Electric field effects on electron transfer rates in 
dichromophoric peptides: the effect of helix …." J. Am. Chem. Soc. 
  
Galoppini, E. and M. A. Fox (1996). "Effect of the Electric Field Generated by the Helix 
Dipole on Photoinduced Intramolecular Electron …." J. Am. Chem. Soc. 
  
Gauthier, M. (2009, February 23, 2009). "Earth's First video log about atmospheric 
CO2." CO2 Speaker's Corner. Retrieved 07/08/2009, 2009, from http://co2now.org/. 
  



 12 

Graneli, A., C. C. Yeykal, et al. (2006). "Organized arrays of individual DNA molecules 
tethered to supported lipid bilayers." Langmuir : the ACS journal of surfaces and colloids 
22(1): 292-299. 
  
Green, C., S. Baksi, et al. (2007). "Challenges to a climate stabilizing energy future." 
Energy Policy. 
  
Hamuro, Y., S. Geib, et al. (1996). "Oligoanthranilamides. Non-peptide subunits that 
show formation of specific secondary structure." J. Am. Chem. Soc 118(32): 7529-7541. 
  
Hol, W. G. J., P. T. Van Duijnen, et al. (1978). "The α-helix dipole and the properties of 
proteins." nature.com. 
  
Isaacs, J. D. and W. R. Schmitt (1980). "Ocean energy: forms and prospects." Science. 
  
Kapanidis, A. N. and T. Strick (2009). "Biology, one molecule at a time." Trends in 
Biochemical Sciences. 
  
Kosyachenko, L. A., E. V. Grushko, et al. (2006). "Recombination losses in thin-film 
CdS/CdTe photovoltaic devices." Solar Energy Materials and Solar Cells. 
  
Leckband, D. and J. Israelachvili (2001). "Intermolecular forces in biology." Quarterly 
reviews of biophysics 34(2): 105-267. 
  
Lewis, N. S. (2005). "Chemical control of charge transfer and recombination at 
semiconductor photoelectrode surfaces." Inorg. Chem. 
  
Lewis, N. S. and D. G. Nocera (2006). "Powering the planet: Chemical challenges in 
solar energy utilization." Proceedings of the National Academy of Sciences. 
  
Nahas, M., T. Wilson, et al. (2004). "Observation of internal cleavage and ligation 
reactions of a ribozyme." Nat Struct Mol Biol 11(11): 1107-1113. 
  
Neuman, K. and A. Nagy (2008). "Single-molecule force spectroscopy: optical tweezers, 
magnetic tweezers and atomic force microscopy." Nat Meth 5(6): 491-505. 
  
Neuman, K. C. and A. Nagy (2008). "Single-molecule force spectroscopy: optical 
tweezers, magnetic tweezers and atomic force microscopy." Nature Methods 5(6): 491-
505. 
  
Peaker, A. R., V. P. Markevich, et al. (2004). "Recombination and radiation damage in 
crystalline silicon solar cell material." physica status solidi (c). 
  



 13 

Siegenthaler, U., T. F. Stocker, et al. (2005). "Stable carbon cycle-climate relationship 
during the late Pleistocene." Science. 
  
Sigala, P. A., A. T. Fafarman, et al. (2007). "Do Ligand Binding and Solvent Exclusion 
Alter the Electrostatic Character within the Oxyanion Hole of an Enzymatic Active Site?" 
J. Am. Chem. Soc. 129(40): 12104-12105. 
  
Sikes, H. D., J. F. Smalley, et al. (2001). "Rapid electron tunneling through 
oligophenylenevinylene bridges." Science. 
  
Suydam, I. T., C. D. Snow, et al. (2006). "Electric Fields at the Active Site of an Enzyme: 
Direct Comparison of Experiment with Theory." Science 313(5784): 200-204. 
  
United-States-Department-of-Energy (2006). "World Consumption of Primary Energy by 
Energy Type and Selected Country Groups, 1980-2004." Energy Information 
Administration. Retrieved Jan 20, 2007. 
  
Visoly-Fisher, I., K. Daie, et al. (2006). "Conductance of a biomolecular wire." 
Proceedings of the National Academy of Sciences. 
  
Walter, N. G., C. Y. Huang, et al. (2008). "Do-it-yourself guide: how to use the modern 
single-molecule toolkit." Nature Methods 5(6): 475-489. 
  
Walter, N. G., C. Y. Huang, et al. (2008). "Do-it-yourself guide: how to use the modern 
single-molecule toolkit." Nat Meth. 
  
Wan, J., M. S. Thomas, et al. (2009). "Surface-Bound Proteins with Preserved 
Functionality." Annals of biomedical engineering. 
  
Yasutomi, S., T. Morita, et al. (2004). "A molecular photodiode system that can switch 
photocurrent direction." Science. 
  
Zhang, W., W. T. Ang, et al. (2011). "Minimizing nonspecific protein adsorption in 
liquid crystal immunoassays by using surfactants." ACS applied materials & interfaces 
3(9): 3496-3500. 



 

14 

Chapter 1 

Coatings of Polyethylene Glycol for               

Suppressing Non-specific Interactions between         

Solid Microspheres and Flat Surfaces 
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ABSTRACT 

This article describes the development and the examination of surface coatings that 

suppress the adhesion between glass surfaces and polystyrene microspheres. 

Superparamagnetic doping of the microbeads allowed for exerting magnetic forces on 

them. The carboxyl functionalization of the polystyrene provided the means for coating 

the beads with polyethylene glycol (PEG) with different molecular weight. Under 

gravitational force, ~ 0.3 pN, the microbeads settled on glass surfaces with similar 

polymer coatings. We examined the efficacy of removing the beads from the glass 

surfaces by applying pulling force of 1.2 pN. The percent beads remaining on the surface 

after applying the pulling force for more than 5s served as an indication of the adhesion 

propensity. Coating of PEG with molecular weight ranging between 3 and 10 kDa was 

essential for suppressing the adhesion. For the particular substrates, surface chemistry 

and aqueous media we used, coatings of 5 kD manifested optimal suppression of 

adhesion: i.e., only 3% of the microbeads remained on the surface after applying the 

pulling magnetic force. When either the glass or the beads were not PEGylated, the 

adhesion between them was substantial. Addition of a non-charged surfactant, TWEEN, 

above its critical micelle concentrations (CMCs) suppressed the adhesion between non-

coated substrates. The extent of this surfactant-induced improvement of the adhesion 

suppression, however, did not exceed the quality of preventing the adhesion that we 

attained by PEGylating both substrates. In addition, the use of surfactants did not 

significantly improve the suppression of bead-surface adhesion when both substrates 

were PEGylated. These findings suggest that such surfactant additives tend to be 
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redundant and that covalently grafted coatings of PEGs with selected chain lengths 

provide sufficient suppression of non-specific interfacial interactions. 

KEYWORDS: PEG, TWEEN, polystyrene beads, magnetic tweezers, van der Waals 

interactions, non-specific interactions, protein adsorption 
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Introduction 
 

Recent advances in single-molecule force measurements (SMFMs) provide the means 

to study and elucidate the intricacies of mechanisms and interactions within 

macromolecular structures.(Neuman and Nagy 2008; Kapanidis and Strick 2009) As vital 

techniques, SMFMs allow for probing the energy landscape of bimolecular processes 

such as receptor-ligand interactions(Ainavarapu, Wiita et al. 2008) and protein folding 

under mechanical stress.(Pum, Horejs et al. 2011) The techniques for SMFM, such as 

biomembrane force probes, atomic force microscopes, and optical tweezers, have varying 

advantages and disadvantages, Among the array of SMFM tools available, we employed 

a variation of magnetic tweezers for their biocompatibility and force dynamic range. 

Magnetic forces are orthogonal to most biological interactions, and magnetic tweezers 

permit a reliable access to the low piconewton and sub-piconewton force domain. 

An effective way to experimentally study single-molecule mechanics is to employ 

force measurement on macromolecular complexes (with dimensions in the order of a few 

nanometers) immobilized on micrometer-size probes.(Neuman and Nagy 2008) While the 

diffraction limit prohibits optical imaging of single molecules in their native 

environment, optical methods allow for following with ångström resolution the 

movement of micrometer-size probes, to which the molecules are connected. These 

probes (e.g., microbeads or AFM tips) have a dual purpose: (1) they are the force 

transducers, and (2) they are the optical (imaging) probes for following mechanical 

displacements within the examined molecules. 
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Forces feasible for probing single-molecule interactions and conformational mechanics 

range between about 10 and 100 pN. This force domain, however, is overwhelmed by 

non-specific interactions involving the micrometer-size probes. Non-specific attractive 

forces (which result from van der Waals and other electric interactions)(Leckband and 

Israelachvili 2001; Israelachvili 2005) between the probes and other solid interfaces 

readily exceed a nanonewton at nanometer separations: i.e., separations comparable to 

protein dimensions. In contrast, biospecific interactions involve the same forces in a 

spatially regulated and cooperative manner to ensure strong non-covalent binding only 

upon acceptable complementarity between the structure, the charge distribution, and the 

hydrogen-bonding propensity of the interacting molecular species.(Israelachvili 2005) A 

principal challenge for SMFMs is characterizing such biospecific interactions, which are 

confined to a single molecule on the background of non-specific attractive forces between 

probes that are orders of magnitude larger than the investigated molecule.  

Coatings of physisorbed proteins are frequently the choice for suppressing non-specific 

interactions.(Hickman, Sweryda-Krawiec et al. 2004) The hydration and the charge 

similarity of the protein coatings provide non-specific repellence, opposing the non-

specific van der Waals attraction between coated interfaces. Using such a passivation 

approach, however, is not optimal because it may preclude the study of proteins, 

materials or macromolecules that interact with proteins.(Niedzwiecki, Grazul et al. 2010) 

Furthermore, the addition of surfactants may be a requirement for attaining adequate 

suppression of the undesired non-specific adhesion between protein-coated 

interfaces.(Schoenfisch, Brogan et al. 2004; Zhang, Ang et al. 2011) 
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Surfactants, indeed, represent another widely used class of molecules for suppressing 

non-specific interactions.(Danilowicz, Greenfield et al. 2005) In order to be effective, 

however, these amphipaths are largely required in high concentrations, i.e., in 

concentrations exceeding their CMCs.(Wahlgren, Welin-Klintström et al. 1995; Vullev 

and Jones 2002) Additionally, the presence of surfactants in such high concentrations can 

disrupt active sites, and hence the studied biospecific interactions; or worse, they can 

perturb the native protein structures.(Otzen 2011) 

Therefore, it is essential to seek venues for suppressing the non-specific interactions 

between micrometer-size objects when connected via nanometer-size molecules. Using 

chemisorbed (instead of physisorbed) passivation biocompatible coatings,(Wan, Thomas 

et al. 2009) along with eliminating the need of additives such as surfactants, provides 

considerable advantages for SMFMs.  

Herein, we demonstrated that covalently grafted coatings of polyethylene glycol (PEG), 

with a molecular weight (MW) considerably exceeding 1 kDa, suppressed the non-

desired adhesion of polystyrene microspheres to glass surfaces. We examined the 

adhesion propensity of polystyrene micorspheres to flat glass surfaces when coated with 

PEGs with different length, varying from about 22 to 450 repeating units and 

corresponding to MW from about 1,000 to 20,000 Da. (The PEGs with different MW are 

designated in the text as PEG-“MW in Da”, i.e., Peg-1000 to PEG-20000.) Coatings of 

PEGs with MW ranging between 3 kDa and 10 kDa provided optimal suppression of the 

non-specific adhesion. When the microbeads and the glass were coated with PEG-5000, 

less than 3% of the beads remained on the surface after applying 1.2 pN pulling force.  

When only the beads or the glass were coated (with PEG-3000), the non-specific 
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interactions were still prevalent. Adding a non-charged surfactant, TWEEN®20, only 

marginally improved the suppression of non-specific interactions. Relating our adhesion 

findings with the structural features of the hydrated PEGs, provided guidelines for 

suppressing non-specific interactions between micrometer-size objects at nanometer 

separation.  

 

Results 
 

Instrument setup and calibration. We employed a variation of magnetic tweezers, 

more accurately termed magnetic pullers, in order to characterize the non-specific 

interaction between glass surfaces and superparamagnetically doped polystyrene 

microspheres (Scheme 1-1). Magnetic pullers usually employ a single electromagnet that 

does not generate a magnetic trap. The pullers are relatively simple devices, and they 

allow for a well-controlled exertion of relatively weak forces on magnetic micro- and 

nano-objects, i.e., forces that are less than 10 pN, directed toward the magnet. 

The magnetic pullers are inverted optical microscopes with electromagnets or 

permanent magnets above the sample focal plane (Scheme 1-1a).(Kapanidis and Strick 

2009) Microbeads that contain paramagnetic material are allowed to settle under gravity 

on the surface of a sample slide. The surface on which the beads settle is within the depth 

of field of the objective (Scheme 1-1b). Magnetic field gradients, generated by the 

magnet above the focal plain, exert pulling forces on the beads (Scheme 1-1c). As the 

pulling force moves the microbeads away from the surface, and hence out of the depth of 
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field, the beads “disappear” from the focus of the image. By recording movies of the 

beads settled in the field of depth,(Vullev, Wan et al. 2006; Thomas, Clift et al. 2010) we 

were able to monitor the number of beads on the glass surface at each time point. 

We employed superparamagnetic materials to ensure that: (1) the beads attain complete 

magnetization in relatedly weak fields; and (2) their magnetization would not manifest 

hysteretic behavior when the field was turned off. Hence, the magnitude of the force 

depended mostly on the field gradient, which was readily controlled by varying the 

current passed through the electromagnet coil or by moving the permanent magnet up and 

down above the focal plane.(Danilowicz, Greenfield et al. 2005; Bijamov, Shubitidze et 

al. 2010) Since we aimed at piconewton forces, we chose to employ an electromagnet in 

order to avoid moving parts and eliminate unnecessary vibrations during the 

measurements.  

When suspended in the aqueous solution, each bead experienced 0.3 ± 0.1 pN 

gravitational pull downward, as we determined from direct measurements and from 

calculations accounting for the bead buoyancy in the used media. After allowing the 

beads to settle on the glass surfaces for three minutes (Scheme 1-1c), we switched the 

electromagnet to apply 1.2 ± 0.3 pN upward net pulling force (Scheme 1-1d). We 

quantified the extent of the non-desired adhesion as the percent of beads that remained on 

the surface after applying the magnetic force for five seconds (Figure 1-1). 

In order to calibrate the magnetic puller, we moved the objective to attain a side view 

for the setup (Scheme 1-2). A suspension of the superparamagnetic microbeads was 

introduced in a square capillary under the magnet (Scheme 1-2). We recorded the 
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velocities with which the microbeads in the capillary moved toward the magnet and 

employed the Stoke’s drag equation for estimating the magnetic force on the beads at 

different distances from the magnet, and at various voltages applied to the coil of the 

electromagnet.   

 

Non-specific interfacial interactions. A range of interfacial attractive and repulsive 

forces governs the propensity for non-specific adhesion of micrometer-size objects to 

solid surfaces.(Israelachvili 1992; Vasquez, Vu et al. 2009) As encompassed by the 

Derjaguin–Landau–Verwey–Overbeek (DLVO) theory, the double-layer electrostatic 

forces, FDL (which can be attractive or repulsive), between a microsphere with a radius, r, 

and a flat solid surface decrease exponentially with the interfacial distance, 

d.(Israelachvili 1992; Leckband and Israelachvili 2001) Concurrently, the integrated van 

der Walls forces, FvdW (which are inherently attractive), between a microsphere and a 

surface, nanometers away from the sphere, decrease with the square of d for small 

separation distances, i.e., for d << r:(Israelachvili 1992; Leckband and Israelachvili 2001)     

 

FvdW = −
Ar
6d 2

           (1a) 

 

FDL =κZrexp −κd( )           (1b) 

 

where A is the Hamaker constant taking into consideration the static, εi, and dynamic, ni2, 

dielectric properties of the materials composing the sphere (i = 1), the flat substrate (i = 
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2) and the media separating the sphere from the flat surface (i = 3). Z is a similar constant 

for the double-layer interactions that depends on the surface potential, ψ0, and the valency 

of the electrolyte, z. The charge of the electrolyte ions, zi, and their densities in the bulk 

solution, ρ∞i (i.e., at infinity d), determine the Debye length, κ –1, of the media with a 

relative dielectric constant ε:(Israelachvili 1992; Bard and Faulkner 2001; Leckband and 

Israelachvili 2001; Bao, Millare et al. 2009; Hu, Xia et al. 2009; Bao, Ramu et al. 2010; 

Upadhyayula, Bao et al. 2011) 
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where kB is the Boltzmann constant; T is the thermodynamic temperature; ν designates 

electromagnetic frequency, i.e., Aν=0  and Aν>0  are the static and dynamic components of 

the Hamaker constant, respectively, and νe is a resonance electronic transition frequency 
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(usually the band at the red edge of the UV/Vis absorption spectra); h is the Planck 

constant; ε0 is the electric permittivity of vacuum; and e is the elementary charge.  

   At distances exceeding about 10κ –1, FDL and FvdW decrease to about a piconewton or 

less.(Israelachvili and Ninham 1977; Leckband and Israelachvili 2001) Considering, for 

example, the interactions between polystyrene microspheres and glass surfaces in 

aqueous media provided an estimate that an increase in d from about 1 nm to 30 nm 

decreased FvdW three orders of magnitude, i.e., from nanonewtons to piconewtons 

(equations 1a and 2a). Thus, keeping tens of nanometers separation between the surfaces 

of the polystyrene microbeads and the glass may not be sufficient but is a necessary 

condition for preventing non-specific adhesion.  

Non-charged surface coatings bring the values of ψ0 close to zero. Therefore, for 

distances considerably exceeding the Debye length, FDL << FvdW . For the 100-mM 

phosphate buffer that we used in this study, κ ≈ 1.3 nm–1, allowing us to ignore the 

contribution of the electrostatic (double layer) interactions between non-charged surfaces 

should the separation between the polystyrene and the glass exceed a few nanometers 

(equations 1b, 2b, and 2c).  

Surfaces coated with non-charged bioinert layers of oligoethylene glycols (between 

three and six repeating units) suppress protein adsorption and cell adhesion based on 

protein-protein interactions.(Mrksich and Whitesides 1996; Chen, Mrksich et al. 1997; 

Chapman, Ostuni et al. 2000; Hu, Gao et al. 2009) Such short oligomers, however, do not 

provide sufficient separation between the microspheres and the surfaces. Therefore, we 
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focused on coatings composed of linear PEGs with MW of 1,000 Da and larger, i.e., 

polymers with more than 20 repeating units.  

 

Surface derivatization and characterization. Using surface-chemistry protocols that 

we previously developed,(Hong, Bao et al. 2008; Millare, Thomas et al. 2008; Wan, 

Thomas et al. 2009; Thomas, Millare et al. 2010; Chau, Millare et al. 2011) we coated 

glass slides with PEGs with MW = 1, 2, 3, 5, 10 and 20 kDa. Concurrently, resorting to 

carboxylated polystyrene microspheres (that were superparamagnetically doped) allowed 

us to PEGylate them via aqueous-phase coupling protocols. FITR spectra confirmed the 

PEGylation of the superparamagnetically doped polystyrene beads. Furthermore, the 

beads manifested a positive shift in their ζ-potentials after PEGylation, consistent with 

the loss of negative charges from the deprotonated free carboxyl groups. Electron 

microscopy showed that the PEGylation did not alter the morphology of the beads on 

micrometer and submicrometer scales (Figure 1-2a, 1-2b), which was consistent with the 

formation of passivation layers with thicknesses that did not exceed a few tens of 

nanometers. 

Spectroscopic ellipsometry revealed that the thickness of the coatings did not increase 

proportionally with the length of the PEG chains (Table 1-1). Furthermore, the extent of 

drying had a pronounced effect on the measured thickness of the PEG layers.  

For each sample, we observed two “metastable” states of PEG hydration when the 

polymer films were left in contact with air. (The ellipsometry studies were carried in a 

clean-room environment with humidity maintained at 45%.) Draining the Milli Q water 

from the sample surfaces and letting them vent in the air led to constant thicknesses 
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(within 30 minutes of drying) as monitored by ellipsometry (hwet in Table 1-1). The water 

molecules bound to the PEG chains remained in these “wet” films, making hwet 

representative of the PEGylated surfaces when immersed in aqueous media. 

Vigorous mechanical drying of the same samples (using a stream of dry nitrogen) 

decreased the thicknesses of the films (Table 1-1). Removal of most of the PEG-bound 

water appeared to have allowed the polymer chains to collapse and the films to thin. 

Although it is impossible to obtain complete dehydration of the PEG coatings under the 

conditions of the environment, the thicknesses of these “dry” films, hdry, provided a 

handle for estimating the surface packing, γ, and the average distance, s, between the 

grafting sites (Table 1-1). Indeed, employing a materials model encompassing the 

parameters of pure PEG, provided excellent data fits for the ellipsometry spectra of the 

“dry” samples. In comparison, for the analysis of the “wet” samples, the data fits had 

higher χ2 values than the χ2 for the “dry” samples. As an alternative, we also allowed 

some of the optical parameters of the pure PEG film to relax in order to improve the fits.  

For PEG-1000 the method of drying did not have a considerable effect on the coating 

thickness (Table 1-1). In contrast, while hwet dropped when the PEG MW exceeded 10 

kDa, while hdry manifested a trend of an increase with the PEG MW (Table 1-1). For all 

PEG MWs, the polymer Flory radii, RF, were larger than the separation, s, between their 

grafting sites (Table 1-1). This finding (s < RF < hwet) suggested that the PEGs in these 

coatings most probably existed as “brush” conformers.(Israelachvili 1992; Leckband and 

Israelachvili 2001) 
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Role of PEG length. Long-range interfacial interactions (equations 1 and 2) provide 

key guidelines for the thicknesses of the passivation layers. Maintaining the interfacial 

interaction energies at levels that are comparable with the thermal energy, kBT, requires 

inert layers that keep interfacial separation of tens of nanometers between the polystyrene 

microspheres and the flat glass surface.   

To examine this somewhat oversimplified view on suppressing interfacial non-specific 

interactions, we tested the dependence of the adhesion on the length of the PEGs 

composing the coatings on the beads and on the flat surfaces. When the microspheres and 

the glass substrates were coated with PEG-1000, on average about 60 % of the beads 

remained on the surface upon applying 1.2-pN force (Figure 1-3a). An increase in the 

PEG length to about PEG-5000 lead to a drastic decrease in the number of beads 

remaining adhered to the glass substrate in the presence of the pulling magnetic force 

(Figure 1-3a). Indeed, when the microspheres and the glass were coated with PEG-5000, 

only about 3 % of the beads remained on the surface upon applying the magnetic pulling 

force.  

An increase in the molecular weight of the coating PEGs to 10 kDa and 20 kDa led to 

an opposite trend. The number of remaining adhered beads increased with the increase in 

the PEG molecular weight (Figure 1-3a). This finding illustrated the limits in applying 

models for interactions between rigid substrates (equations 1 and 2) to the mechanics of 

soft materials,(Drobek, Spencer et al. 2005; Jones, Yan et al. 2007) i.e., to surface 

coatings composed of flexible polymers.   
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Overall, films of linear PEGs with MW between 3 kDa and 10 kDa appeared optimal 

for suppressing adhesion between the microspheres and the glass surfaces. That is, for 3 

Da ≤ MW ≤ 10 Da, less than 1/5th of the beads remained adhered to the surface after 

applying piconewton pulling force (Figure 1-3a). 

 

Role of PEG coatings. PEG-3000 was the shortest polymer that provided acceptable 

suppression of non-specific interfacial interactions between the microbeads and the flat 

substrate. Therefore, we employed PEG-3000 not only for investigating the interactions 

between PEGylated and bare surfaces, but also for analyzing the dependence of the 

adhesion on surfactant additives. 

Coating the glass surfaces and the beads with PEG-3000 provided the means for 

suppressing non-specific interactions (Table 1-1 and 1-2). In contrast, when only the 

glass surfaces were coated with PEG-3000 and the beads were not coated, about 82% of 

the beads remained adhered after applying the magnetic force (Table 1-2). Similarly, 

when the glass was not coated and the beads were PEGylated, about 72 % of the beads 

remained adhered after applying the pulling force (Table 1-2). These results show the 

importance of having both coated beads and coated glass surfaces for effective 

suppression of non-specific interactions when using PEG-3000 for passivation. 

Separating the microbeads from the glass surface with two PEG-3000 layers (each 

about 16-nm thick) provides a means to keep sufficient distance between polystyrene and 

the glass surfaces, which is essential for minimizing the interfacial interactions. Overlap 

between the PEG films induces repulsive forces essential for keeping the two substrates 

apart.(Kenworthy, Hristova et al. 1995; Drobek, Spencer et al. 2005) In contrast, the 
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presence of only one PEG-3000 layer cannot provide wide enough separation between 

the substrates. It is consistent with the observed elevated adhesion when either only the 

beads or only the surfaces were PEGylated (Table 1-2). 

As an alternative, identically prepared coatings of PEG-1000 and PEG-2000, had 

thicknesses of 4.0 and 10 nm, respectively. Coating the glass and the beads with these 

relatively thin PEG films did not sufficiently suppress the adhesion of the microspheres 

to the surfaces, as made evident by the copious amount of beads remaining on the glass 

upon applying 1.2-pN force (Table 1-1).  

 

Role of non-charged surfactant. Despite the encouraging results, PEG-3000 coatings 

still did not provide quantitative suppression of the non-specific adhesion: i.e., even when 

both substrates were PEGylated about 10-15% of the beads remained adhered to the 

surface after applying the magnetic forces. Defects in the PEG coatings are a plausible 

cause of the observed residual adhesiveness. Physisorption of PEG conjugates to coat the 

defects in the surface layers is a feasible venue for further suppression of the non-specific 

interactions. The hydrophilic components of the TWEEN® surfactants are composed of 

PEG chains. Therefore, we chose to use TWEEN® in order to enhance the suppression of 

the adhesiveness of the interfaces. 

To examine the effect of a non-charged surfactant on the adhesion between the beads 

and the glass surfaces, we added 10 µM, 100 µM and 250 µM of TWEEN®20 to the 

microbead aqueous suspension prior to dropping it over the glass surfaces. The presence 

of 10 µM TWEEN® (that is under its CMC) had no detectable effect on suppressing the 
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non-specific adhesion. For most of the investigated interfaces, the adhesion-suppressing 

effect of the surfactant became apparent when its concentration increased to 250 µM 

(Figure 1-4 and Table 1-2). 

 

Electrostatic interactions. In addition to the van der Waals interactions (along with 

the steric and the thermal-fluctuation and hydration interaction between the PEG layers 

leading to the entropic repulsion), the Coulombic interactions present another principal 

contributor to the non-specific forces.(Israelachvili 2005) Therefore, it is essential to 

consider the charged groups on the different substrates when submersed in the neutral-pH 

aqueous media: (1) the non-coated glass surfaces were negatively charged; (2) the non-

coated polystyrene beads were also negatively charged due to their derivatization with 

carboxylates; (3) PEG-coated glass surfaces may possess residual positive charges buried 

in the PEG layers close to the glass surface because the PEG chains were grafted to 

aldehyde-functionalized glass via reductive amination leaving secondary amines at the 

PEG-glass interface;(Wan, Thomas et al. 2009) and (4) PEG-coated beads may possess 

residual negative charges due to non-reacted carboxylates (remaining buried under the 

PEG layers) after grafting the amine terminated PEGs to the carboxyl-functionalized 

beads via amide coupling. In addition, we prepared aminated glass slides for attaining a 

substrate with positively charged surfaces in which the charged groups were not buried 

under PEG coatings. 

Non-coated beads with aminated glass surfaces provided attractive electrostatic 

interactions that were primarily derived from the negative charges from the deprotonated 
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carboxyl groups on the beads and the positive charges from the protonated amines on the 

glass. In this experimental scenario, about 99% of the beads remained on the glass 

surface upon applying 1.2-pN force for five seconds. In contrast, non-coated beads and 

non-coated glass surfaces provided repulsive electrostatic interactions (where both 

surfaces were negatively charged), and only about 2% of the beads remained on the 

surface after the application of the magnetic force (Table 2).  

Strictly speaking, the interaction energies, which govern the observed repulsion and 

adhesion between charged interfaces, are entropic in nature. In aqueous solutions, the 

electrostatic interactions fall off with distance quite substantially beyond a few 

nanometers. In fact, the Debye length in the aqueous media we used (containing 100 mM 

phosphate buffer, pH 7) was about 6.5 Å, making the Coulombic forces significant only 

when the charged surfaces were practically in contact with one another. When the 

charged interfaces approached each other, the counterions were either: (1) forced to bind 

to the charged sites (if the two surfaces had the same charge) leading to a decrease in 

entropy (i.e., an unfavorable energy change resulting in repulsive force); or (2) expelled 

into the bulk solution (if the two surfaces were oppositely charged) leading to an entropy 

increase (i.e., a favorable energy change resulting in attractive force). 

 

Discussion 
 

While considering van der Waals interfacial interactions between micrometer-sized 

objects provided the initial guidelines for selecting the thickness of the surface coatings 
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that suppress non-specific adhesion, such an oversimplified view of the integrated dipole 

and induced-dipole interactions between two dielectric materials separated by aqueous 

media could not encompass the complexity of non-specific attractive forces.(Israelachvili 

2005; Vullev 2005) The surface of the polystyrene beads, for example, was not smooth 

and homogeneous (Figure 1-2a, 1-2b), and the van der Waals analysis did not take into 

consideration the molecular composition of the interfaces.  

For PEG-1000 and PEG-2000, the enormous error bars from the adhesion 

measurements (Table 1-1) reflected the pronounced local variations in the morphologies 

of coated surfaces, i.e., they were indicative of the heterogeneity in the coatings. While 

ellipsometry averaged over the relatively large beam-reflection area used for the 

measurements (about 1 mm2), the pulling experiments probed the surfaces at contact 

areas that were considerably smaller than a square micrometer. Therefore, the 

discrepancies observed in the pulling measurements with PEG-1000 and PEG-2000 most 

probably were a corollary of the inability of the relatively short chains of these polymers 

to efficiently cover neighboring “pinhole” areas of exposed substrate surfaces that were 

not PEGylated at sufficient grafting densities.   

Too well packed or too loosely packed PEG layers cannot suppress non-specific 

adsorption and adhesion.(Harder, Grunze et al. 1998; Majewski, Kuhl et al. 1998; 

Bahmani, Gupta et al. 2011) Indeed, the dense packing of PEG layers, containing PEGs 

in all-trans rather than helical conformation,(Harder, Grunze et al. 1998; Feldman, 

Hähner et al. 1999) may offer an alternative explanation for the observed inefficient 

suppression of adhesion by the shortest PEG. Such all-trans PEG conformers, however, 
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require packing densities of about 5 molecules per nm2 (or more), corresponding to s < 

0.5 nm.(Harder, Grunze et al. 1998) None of the surface coatings we investigated had 

such a high packing density: i.e., for all of them γ ≤ 2.7 nm–2 and s ≥ 0.7 nm (Table 1-1). 

Therefore, excessively high density of packing with PEG-1000 and PEG-2000 did not 

contribute to their inefficiency in suppressing non-specific adhesion. 

For all coatings, s < RF, suggesting that they were composed of PEGs in “brush” rather 

than in “mushroom” morphology.(Israelachvili 1992; Leckband and Israelachvili 2001) 

While the increment per residue for all-trans PEG chains is about 0.36 nm, the increment 

per residue for PEG helical conformers (composing “brush” coatings) is about 0.28 

nm.(Harder, Grunze et al. 1998) Thus, to ensure helical conformation essential for 

“brush” morphology, the thickness of a film composed of PEG chains of N residues 

cannot exceed 0.28N nm. For all the coatings we investigated, indeed, hwet < 0.28N nm.     

An increase in the packing density provides a means for forcing the helical conformers 

in the “brush” polymer layer to extend away from the surface and increase interfacial 

separation between coated substrates:(Heuberger, Drobek et al. 2005) i.e., RF < hwet. For 

suppressing adhesion, therefore, the PEGs have to be packed densely but not too densely.  

How dense is dense? Considering the ratio between hwet and RF as a characteristic of 

packing-induced steric constraint of the polymer chains, allowed for setting apart the 

PEGs that provided optimal adhesion suppression: i.e., for PEG-3000, PEG-5000, and 

PEG-10000, hwet / RF > 10 (Figure 1-3c). The decrease in hwet / RF as the PEG MW 

increased from 5 kDa to 20 kDa was consistent with the observed decrease in the 

efficiency of adhesion suppression (Figure 1-3c). While maintaining s > 0.52 nm and h < 
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0.28N nm,(Harder, Grunze et al. 1998) attaining hwet / RF > 10 could serve as a guideline 

for PEG coatings that suppress undesired adhesion between micrometer-size objects.   

Addition of TWEEN®20 suppressed the attractive interactions between oppositely 

charged surfaces only when the surfactant was used in excessive concentrations, i.e., 0.25 

mM (Table 1-2). A plausible explanation of the observed results is that the physisorption 

of the surfactant on the substrate surface led to the suppression of the electrostatic 

interactions by burying the charged groups and changing the structure of the double 

layers. Therefore, charged groups coated by the PEG layers were not expected to 

contribute significantly to the observed non-specific interactions. Furthermore, the 

counterions of such buried charged groups would be immobilized in the PEG layers, 

making the behavior of such trapped ion pairs closer to the behavior of dipoles than to 

that of individual charges.   

Our findings demonstrated a dependence of the efficacy of decreasing the extent of 

non-specific interfacial interactions on the surfactant concentration. The results, however, 

revealed that complications arise if only surfactants were employed for the suppression of 

non-specific interactions. Since surfactants are required in considerably high 

concentrations, they would be capable of disrupting not only biomolecular tertiary and 

quaternary structures, but also sensitive electrostatic and other biospecific interactions as 

seen with the non-coated beads on aminated surfaces. 

Are TWEEN® surfactants needed for suppressing non-specific interactions? As 

moderate surfactants, the different TWEEN® conjugates are widely used in biology and 

in biophysics, including for suppressing non-specific adhesion.(Wahlgren, Welin-



 

35 

Klintström et al. 1995; Danilowicz, Greenfield et al. 2005; Hu, Gao et al. 2009; Zhang, 

Ang et al. 2011) Our findings, however, do not provide convincing evidence for the 

benefit of TWEEN® in suppressing non-specific interfacial interactions. Although 

addition of TWEEN®20 decreased the amount of the non-specifically adhered microbeads 

by a factor of two, the concentrations of the used surfactant were high enough to 

considerably perturb the properties of investigated biological systems, making the use of 

such surfactant unfeasible for SMFMs. 

Why PEG? PEG is an amphipathic polymer that intercalates well in the water structure, 

and hence does not significantly perturb the three-dimensional molecular composition of 

the media.(Israelachvili 1997) The distances between the oxygens in a PEG chain match 

well with the hydrogen-bonding network of water, providing the means for stable 

hydration shells around the hydrophobic stretches of the polymer (i.e., around the 

ethylenes). Thus, the PEG chains form networks supporting the water structure (e.g., 

hydrogels) and do not interact with one another (or with other macromolecules) at 

temperatures and pressures under which the polymer hydration is intact. Therefore, PEG 

is biocompatible and coatings of PEG (in brush conformation) prevent adsorption of 

biological macromolecules.(Janshoff, Neitzert et al. 2000; Shang and Lee 2007; Joo, 

Balci et al. 2008; Hu, Gao et al. 2009; Wan, Thomas et al. 2009) While PEG is not 

necessarily unique and other materials are also potentially biocompatible and suppress 

non-specific adsorption,(Deng, Mrksich et al. 1996; Chapman, Ostuni et al. 2000; Chen, 

Zheng et al. 2005) the biophysics of PEG has been extensively investigated and its 

chemistry well developed to allow broad versatility for the preparation of robust bioinert 
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and biofunctional interfaces.(Harris 1992; Yu, Yang et al. 1999; Wan, Thomas et al. 

2009) Overall, the PEGylation of the surfaces serves two main functions: (1) it creates a 

separation between the two surfaces, and (2) it introduces entropic repulsion between the 

surfaces,(Israelachvili and Wennerstroem 1992) as it is not energetically favorable to 

compress the PEG strands between the approaching interfaces when the hydrated 

polymer chains are in their brush conformation.(Prime and Whitesides 1991; Bergstrom, 

Holmberg et al. 1992; McPherson Timothy, Lee Samuel et al. 1995; Yu, Yang et al. 

1999)   

 

Conclusions 
 

The functionality of biological molecules does not get compromised upon covalent 

attachment to PEG bioinert layers.(Wan, Thomas et al. 2009) This consideration, along 

with the ability of PEG coatings to suppress non-specific interfacial interactions, will 

prove immensely important and beneficial for SMFMs. Because there are more 

disadvantages than benefits to using TWEEN® for suppressing non-desired adhesion, we 

believe that the emphasis should be on improving non-adhesiveness via a rational design 

of surface coatings, rather than on taking “short-cuts” by using surfactants and other 

additives. Employing surfactants in SMFM studies, indeed, undermines the ability to 

study proteins with native functionality.  

Nevertheless, an examination of the molecular structures of the TWEEN® surfactants 

revealed that the use of coatings of branched PEG derivatives might provide further 
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suppression of non-specific interactions. (The PEG chains in the TWEENs are branched 

out of a sorbitan.) Such venues for rational interfacial design at multiscale levels (from 

molecular to micrometer dimensions) are crucial for advancing the tools for SMFMs.  

For linear PEG chains, however, we observed that the ratio between the film thickness 

and the Flory radius of the polymers composing the film correlated excellently with the 

ability of these PEG coatings to suppress non-desired adhesion. Testing this correlation in 

as many different applications as possible will provide the means to examine the potential 

universality and the limits in using the thickness-to-radius ratio for predicting resistance 

against non-specific interfacial interactions.  

 

Experimental 
 

Materials. Polymer based magnetite superparamagnetic spheres (that have carboxyl 

functional groups, with a mean diameter of 3 µm and 1.9 g/cm3 density) were purchased 

from ProMagTM. Pre-cleaned 1 mm thick microscope glass slides were purchased from 

VWR and cut into 25✕35 mm pieces prior to use. Silicon wafers (n/phosphorous and 

p/boron doped, 1-10 Ω cm, one side polished, test grade, 〈100〉) were purchased from 

Silicon Sense, Inc., and cut into 25✕10 mm prior to use. 

The polymers, α,ω-aminomethoxy polyethylene glycol (MeO–PEG–NH2), MW = 1, 2, 

3, 5, 10, and 20 kDa, were purchased from Layson Bio. 11-aminoundecyltriethoxysilane 

and 11-(trietoxysilyl)un-decanaldehyde acetal were purchased from Gelest, Inc. Indium 

(III) chloride (99.999%), redistilled N,N-Diisopropylethylamine (DIPEA), TWEEN®20 
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surfactant,  and sodium cyanoborohydride were purchased from Aldrich. N,N-

diisopropyl-carbodiimide (DIC) and N-hydroxysuccin-imide (HOSu) were obtained from 

Lancaster. Hydroxybenzotriazole (HOBt) was purchased from Chem-Impex 

International. 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide (EDC), toluene, 

tetrahydrofuran (THF), methanol and ethanol, all spectroscopy grade and/or anhydrous, 

were obtained from Fisher. 

 

Coating and characterization of flat substrates. Using a surface chemistry protocol 

that we previously developed,(Wan, Thomas et al. 2009) we functionalized glass slides 

with varying lengths of MeO-PEG-NH2. For ellipsometry measurements, we prepared 

identical coatings on silicon wavers.(Wan, Thomas et al. 2009) We monitored the 

completion of PEGylation reaction via surface contact angle measurements.(Millare, 

Thomas et al. 2008)  

For the aminated control surfaces, we salinized glass slides with alkyleneamines by: 

(1) cleaning them as we previously described;(Wan, Thomas et al. 2009) (2) treating 

them with oxygen plasma;(Millare, Thomas et al. 2008; Chau, Millare et al. 2011) and 

(3)  immersing them in an anhydrous toluene solution of 0.04% (v/v) of 11-

aminoundecyltriethoxysilane and 0.02% DIPEA. The glass slides, immersed in the 

salanization solution, were heated on a sand bath at 110°C, and were sonicated in hot 

water intermittently for 60 s after the first hour. After 18 hr, the salanization bath was 

allowed to cool down to room temperature, the solution was discarded, and the glass 
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slides were doubly washed with toluene, dichloromethane, THF, ethanol, and 

deionized/milli Q water. 

 

Coating and characterization of microbeads. The PEGylation of the beads involved 

the following principal steps: 

Cleaning. 10 µl of a suspension of magnetic beads were placed in a 1 ml microfuge 

tube containing 250 µl solution of 0.01 M sodium hydroxide (NaOH), and gently shaken 

at room temperature for 10 minutes. The beads were trapped with a permanent magnet at 

the bottom of the tube for 5 min and the solution was decanted. This wash step was 

repeated twice. 500 µl of deionized water was then added to the centrifuge tube and 

gently shaken at room temperature for 5 minutes. The water-bead solution was decanted 

and the process repeated three times. 

PEG coupling. In a cold room, the water was removed from the centrifuge tube and 

200 µl solutions of HOSu and EDC were added to the beads, followed by addition of 

MeO-PEH-NH2. The solution was gently shaken in the cold room (4°C). After overnight 

shaking, the solution was brought back to room temperature for 2-4 hours and washed 

with plenty of deionized water and decanted. Beads were stored in deionized water at 2-

8°C until needed.   

Verification. The presence of the PEG coatings was confirmed using FTIR as we have 

previously demonstrated.(Bahmani, Gupta et al. 2011) The completion of the coupling 

reaction was monitored by measuring the ζ-potential of the beads. The covalent 
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modification of the polystyrene beads with PEG led to a positive shift in the ζ-potentials, 

resultant from the elimination of the negatively charged carboxylic acid groups. 

 

Ellipsometry. Spectra of the phase (Δ) and the amplitude (Ψ) were recorded between 

400 and 700 nm for three angles of incidence, 60°, 70° and 80°, using Horiba Jobin Yvon 

UVISEL spectroscopic ellipsometer, model M200. The measurements were conducted in 

a class-1,000 clean room, with humidity maintained at 45 (± 1) %. The samples were 

mounted on an ellipsometer stage exposed to air. 

For the “wet” PEG coatings, the samples (coated silicon wafers stored under water) 

were washed with Milli-Q water and kept vertically to dry over dust-free wiper tissue for 

at least half an hour prior to the measurements. For the ellipsometry spectra of the “dry” 

coatings, the PEGylated surfaces of the same samples were blown with copious amounts 

of dry nitrogen for at least 5 minutes.      

The thicknesses of the PEG layers, hdry and hwet (Table 1-1), were obtained from global 

fits of the ellipsometry spectra recorded at the different angles. A two-layer model, 

air//PEG/SiO2/Si,(Wan, Thomas et al. 2009) provided excellent fits for the spectra of all 

samples. Using models based on a single layer or on more than two layers did not yield 

satisfactory data fits. The fitting algorithm minimized the χ2 values and the fitting 

residuals revealed the goodness of the fits. The thickness of the SiO2 layer was about 2.2 

nm and the thickness of the PEG layer varied with the MW of the polymer (Table 1-1). 

Established parameters for all materials were incorporated in the data analysis software, 

DeltaPsi v2.4.3.158 (Horiba Jobin Yvon, Inc.). For the PEG material layer in the fitting 
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model, we used the default parameters provided by the Thin Film Division at HORIBA 

Jobin Yvon, Inc., ε∞ = 1.0; εs = 1.633; ωt  = 9.723; and Γ0 = 4.921.(Schubert 2006) For 

this study, we used the layer thicknesses obtained from data fits for which these 

parameters were fixed. Relaxing these parameters for the analyses of the “dry” samples 

did not improve the quality of the fits, and produced negative values for some of the 

dielectric quantities. Relaxing the parameters for the “wet” samples resulted in a slight 

improvement of the quality of the fits, and, within physically feasible values of the 

quantities characteristic of the PEG material, yielded layer thicknesses of 2.7, 9.1, 22, 35, 

and 27 nm for PEGs with MW 1, 2,3, 5, 10, and 20 kDa, respectively. Nevertheless, 

because we did not have a basis for judging the plausibility in the variations of the fitting 

dielectric and optical parameters, we used the results from the data fits with fixed 

parameters (i.e., using a model for pure PEG for analyzing the data from the wet PEG 

samples) with the understanding that the values of hwet, reported in Table 1-1, might be 

underestimated.    

  

Microscopy. Fluorescence microscopy images were acquired using a Nikon Ti-U 

inverted microscope (Nikon, Inc., Melville, NY), equipped with a 100� Nikon oil 

immersion objective (numerical aperture, 1.49; working distance, 120 µm) and a 

Hamamatsu electron multiplier charge-coupled-device digital camera (model C9100-13; 

Hamamatsu Corp., Bridgewater, NJ), as we previously described.(Xia, Upadhyayula et 

al. 2011) Suspension of superparamagnetic beads was dropped on a glass slide, placed 

over the objective of the microscope, and the beads were allowed to settle on the glass 
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surface. Using bright-field mode, the objective was focused on the settled beads, and for 

the imaging, it was turned into fluorescence mode utilizing the autofluorescence from the 

polystyrene material composing the microspheres (λem = 536 nm, bandwidth = 25 nm).   

Scanning electron microscopy images were recorded using FEI XL30-FEG SEM. Prior 

to imaging, the superparamagnetic beads were washed with Milli Q water several times, 

lyophilized, spread on a sample stage, and sputter-coated with a conductive layer (80% Pt 

and 20% Pd). 

 

Calibration of the magnetic puller. We built a magnetic puller setup to carryout the 

adhesion studies (Scheme 1-1). We designed the setup in two interchangeable 

configurations: (1) “work mode” for measurements of the number of beads on a flat 

surface of a transparent substrate (Scheme 1-1a), in which the objective is positioned 

below the sample slide and (2) “calibration mode” for force calibration (Scheme 1-2), in 

which the objective provides a side view of the suspension allowing for tracking the 

position of beads as they move vertically in response to the magnetic field. The two 

parameters used for controlling the force experienced by the paramagnetic beads are: (1) 

the distance from the core of the electromagnet and (2) the current flowing through the 

coil of the electromagnet, controlled by the applied voltage.  

Stoke’s drag equation allowed us to determine the forces generated on the super 

paramagnetic bead at different distances and different applied voltages (Figure 1-5): 

 

� 

Fd = −6πµrv           (3) 
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where Fd is the drag force, μ is the viscosity of the media, and r is the radius of a bead 

that moves with velocity v. The viscosity of the solutions used for the force calibrations 

was measured using a Cannon-Fenske N 956 Size 150 viscometer. 

Because the employed forces were relatively weak, we accounted for the gravitational 

pull on the suspended beads. The magnetic force that pulls the beads upward opposes the 

drag force and the gravitational force. Two different approaches allowed us to determine 

the gravitational force: (1) calculate it by accounting for the bead buoyancy using the 

Archimedes’ principle, from the density of the solution (measured with a Mettler Toledo 

portable density meter – Densito 30PX) and from the density and the volume of the 

beads; and (2) estimate it from the measured velocities with which the beads settle down. 

Both approaches provided similar values for a gravitational force of 0.3 ± 0.1 pN that 

each suspended bead experienced.  

The dependence of the magnetic force on the horizontal distance from the magnet core 

and on the vertical distance from the center of the magnet was tested using a 2-factor 

ANOVA as implemented by Igor Pro (version 6.22A).(Thomas, Millare et al. 2010) The 

side field of view of the bead suspension was separated into four vertical and three 

horizontal sections, and the velocities of beads in any of the 12 quadrants were measured. 

From the measured velocities, we calculated the magnetic forces exerted on the beads 

(Table 1-3). The two null hypotheses for the ANOVA test were that the magnetic pulling 

force did not depend on the horizontal position, x, and on the vertical position, y. The p-

values obtained from the 2-factor ANOVA were px = 0.44, py = 0.030, and pxy = 0.95, not 



 

44 

allowing the rejection of the lack of dependence on x, but allowing the rejection of the 

lack of dependence on y (assuming α = 0.05). This finding indicated that all beads within 

the horizontal field of view (in work mode) experienced the same force. 

 

Measuring desorption of beads from glass surfaces. For a typical adhesion 

experiment, we placed the calibrated electromagnet ~1.5 mm from the surface of the 

glass (Scheme 1-1a) and applied 12 V to achieve 1.5 pN of magnetic force. Accounting 

for the opposing gravitational force provided an estimate of 1.2 � 0.3 pN for net force 

pulling upward, which each bead experienced when the magnet was turned on. 

Using the magnetic puller in a work mode (Scheme 1-1a), we injected a suspension of 

beads into a PDMS well on the glass slide. By focusing the objective at the surface of the 

glass, we observed only the beads that settled on the surface, thereby disregarding the 

beads that had not made contact with the glass.  

After allowing the beads to settle on the glass bottom of the well for 3 min, we turned 

on the electromagnet to exert a relatively weak net force (~1.2 pN) pulling upward, away 

from the glass surface. Using a CCD camera (at 10 frames per second), we recorded the 

beads on the surface from 3-5 seconds before the electromagnet was switched on, to 8-10 

seconds after. The movies were saved as stacks of images and the number of beads 

remaining on the surface with respect to time was analyzed using Imaris Bitplane 

software. 
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Tables 
 

Table 1-1. Properties of surface coatings of PEG with different molecular weight (MW). 

MWPEG / 
Da 

hdry / nm a γ / nm–2 b RF / nm c s / nm d hwet / nm e % beads f 

1,000 4.00 ± 0.01 2.65 ± 0.01 0.91 0.693 ± 0.004 4.00 ± 0.01 58.7 ± 61.0 

2,000 6.07 ± 0.02 2.01 ± 0.01 1.29 0.796 ± 0.004 10.1 ± 0.34 28.4 ± 38.2 

3,000 7.05 ± 0.94 1.56 ± 0.21 1.59 0.895 ± 0.093 16.3 ± 0.07 13.7 ± 5.8 

5,000 11.7 ± 0.4 1.55 ± 0.05 2.08 0.906 ± 0.022 22.8 ± 0.61 2.72 ± 0.68 

10,000 10.2 ± 0.4 0.675 ± 0.026 3.04 1.37 ± 0.02 33.1 ± 0.03 8.1 ± 6.1 

20,000 15.4 ± 0.5 0.510 ± 0.017 4.58 1.58 ± 0.01 26.8 ± 0.94 21.5 ± 4.2 

a Average thickness of PEG coatings blown-dried with a stream of dry N2 (hdry), obtained from 
spectroscopic ellipsometry.  

b Surface packing density in PEG chains per nm2: γ = 10–21 NA hdry ρPEG / MWPEG, where NA is the Avogadro 
number, hdry is in nm, ρPEG = 1.1 g ml–1, and MWPEG is in Da.   

c Flory radius, RF, was estimated from the unperturbed radius of gyration, Rg: RF = α Rg. 
Rg = l (MWPEG / 6 MWEG)1/2, where l is length of the polymer residue (l = 0.358 nm, corresponding to the 
oxygen-oxygen distance in all anti-staggered conformer of 1,2-diethoxyethane from gas-phase-
optimized MO structures), and MWEG is the molecular weight (44 Da). The intermolecular expansion 
factor, α, for PEG in water was estimated from reported data on the dependence of α on MWPEG and on 
the absolute temperature, T: α ≈ – 1.3 + 8.8×10–6 MWPEG + 760 / T.(Özdemir and Güner 2006)  

d Average separation between the sites covalently holding the PEG chains to the surface: 
s = (4 / π γ)1/2.(Luzinov, Julthongpiput et al. 2000)  

e Average thickness of air-dried PEG coatings (hwet) in a class-1,000 cleanroom (45% humidity level), 
obtained from spectroscopic ellipsometry. 

f Percent of beads remaining on the glass surface upon applying 1.2 pN pulling force for 5 s. The beads 
and the surfaces were coated with PEGs with the same MW. 
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Table 1-2. Percent paramagnetically doped polystyrene microbeads remaining adhered 
on glass surfaces after applying 1.2-pN net force for 5 s, in the presence of various 
amount of TWEEN®20.a 

TWEEN®20 
concentration 

PEG-coated glass surfaces b   Non-coated glass surfaces   Aminated glass 
surfaces  c 

PEG-
coated 
beads b 

Non-coated 
beads   

PEG-
coated 
beads b 

  
Non-
coated 
beads 

  Non-coated 
beads 

0 µM 13.7 ± 5.8 82.3 ± 9.1 
 

72.3 ± 22.1   2.2 ± 0.6 
 

98.7 ± 0.6 

10 µM 11.7 ± 2.6 85.2 ± 2.0 
 

82.5 ± 21.6 
 

4.6 ± 2.1 
 

94.6 ± 2.6 

100 µM 7.6 ± 2.7 84.7 ± 5.4 
 

 89.7 ± 1.6 
 

1.6 ± 0.8 
 

95.2 ± 4.6 

250 µM 7.2 ± 1.9 14.9 ± 1.1   71.4 ± 12.5   0.2 ± 0.1   42.7 ± 1.3 

a The beads (3-µm diameter) were suspended in 100 mM aqueous phosphate buffer pH 7, with the 
indicated concentrations of surfactant, and allowed to settle on the glass surfaces for ~60 s under gravity 
(0.3 ± 0.1 pN per bead), prior to applying the magnetic force. For each test the percentage of adhered 
beads was calculated from ratios between the count of the beads that were in focus at 5 s after applying 
the pulling force and immediately before applying the force. 

b  Coated with PEG-3000. 
c Amine-coated via treatment with 4-butylammoniumtriethoxysilane. 
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Table 1-3. Forces measured at different horizontal distances, x, from the center of the 
electromagnet and different vertical distances, y, from the tip of the electromagnet (at 12 
V). 

y / mm 
x / mm 

0.0 0.25 0.50 

1.00 1.8 ± 0.4 1.7 ± 0.5 2.0 ± 0.4 

1.25 1.4 ± 0.2 1.3 ± 0.3 1.7 ± 0.4 

1.50 1.5 ± 0.3 1.2 ± 0.5 1.3 ± 0.5 

1.75 1.3 ± 0.1 1.4 ± 0.04 1.4 ± 0.03 
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Schemes 
Scheme 1-1. Magnetic tweezers/puller 

 
(a) setup: the sample is a suspension of superparamagnetically doped microbeads, dropped on coated glass 
surfaces in wells of polydimethylsiloxane (PDMS);  (b) gravity-driven settling of the beads; (c) beads 
settled on the glass surface; and (d) beads pulled off the surface. 

 

 

Scheme 1-2. Magnetic tweezers/puller in a calibration mode. 
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Figures 
 

  

 

Figure 1-1
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Figure 1-1. Removing of superparamagnetically doped polystyrene microbeads (3-µm 

diameter) from glass surfaces using 1.2-pN net force. From a suspension in an aqueous 

solution (100 mM phosphate buffer, pH 7), the beads were allowed to settle for ~3 min.  

(a - d) Reflection microscopy images of beads coated with PEG-3000 (a, b) on glass 

slides coated with PEG-3000, and (c, d) on non-coated glass slides; (a, c) after settling on 

the surface and before applying force, and (b, d) after applying magnetic force for 5 s. 

(e) Time course of desorption of beads from glass surfaces induced by 1.2-pN net force. 

(CB-CS designates coated beads settled on coated surfaces; and NB-CS designates non-

coated beads settled on coated surfaces,) The beads were tracked while in focus. The 

depth of field of the used objective was 6 µm, exceeding the bead size. Therefore, the 

beads were still in focus and tracked for a few seconds after desorption from the glass 

surface. 
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Figure 1-2
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Figure 1-2. Images of superparamagnetically doped polystyrene beads (3-µm diameter) 

used in this study. (a, b) Scanning-electron micrographs and (c, d) epifluorescence 

micrographs of beads that were (a, c) not coated and (b, d) coated with PEG-3000. For 

the electron microscopy images, the beads were coated with platinum. The 

autofluorescence of the beads was used for the fluorescence imaging. The scale bars 

correspond to 2 µm. 
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Figure 1-3
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Figure 1-3. Adhesion between PEGylated superparamagnetically polystyrene microbeads 

(3-µm diameter) and PEGylated glass surfaces (in an aqueous solution, with 100 mM 

phosphate buffer, pH 7). Adhesion is expressed as % beads remaining on the surfaces 

after 1.2 pN pulling force for about 5 s. (a) Category plot representing the dependence of 

the adhesion on the molecular weight of the PEG, MWPEG, used for coating the beads and 

the surfaces. (b) Dependence of the adhesion on the ratio between the PEG Flory radius 

and the average distances between the grafting sites, RF / s. (c) Dependence of the 

adhesion on the ratio between the layer thickness and the PEG Flory radius, hwet / RF. 
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Figure 1-4
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Figure 1-4. Reflection microscopy images of beads remaining on flat glass surfaces after 

applying 1.2-pN force for 5 s: (a, c, e) in the absence of surfactant; and (b, d, f) in the 

presence of 250 µM TWEEN®20.  (a, b) PEG-coated beads on PEG-coated surfaces; (c, 

d) PEG-coated beads on non-coated surfaces; and (e, f) non-coated beads on PEG-coated 

surfaces. The coatings were of PEG-3000. The beads were suspended in 100 mM 

aqueous phosphate buffer, pH 7, in the presence or absence of surfactant as indicated, and 

allowed to settle for ~3 min prior to applying the pulling magnetic force. 
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Figure 1-5
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Figure 1-5. Dependence of the magnetic force, Fm, on the applied voltage and on the 

distance from the magnet tip, represented as a counter plot. (Fm is in pN.) The forces were 

extracted from the velocities of beads moving upward toward the center of the magnet 

(within a strip �0.1 mm from the central line, and maintaining constant velocity within 

�0.1 mm around the designated distance from the magnet). From the velocities, the drag 

forces, Fd, were calculated (equation 3). The difference between Fm and the gravitational 

force, Fg, opposes Fd, the magnitude of which, represents the net force, FN, that each bead 

experiences: Fm =  – Fd – Fg; and FN = Fm – Fg. Each data point is an average from the 

measured velocities of at least three to five beads. 
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Abstract 
 
This article describes the design and implementation of a thermally-regulated 

electromagnetic pullers setup capable of attaining forces between hundreds of fN and 

approximately 100 pN. Such range of dynamic force is essential for single-molecule 

proteomic studies, as the use of magnetic pullers allows us to probe thousands of single-

molecule events simultaneously, making them preferential to traditional magnetic 

tweezers. The magnetic pullers setup utilizes an inverted microscope with a single 

electromagnet above the sample stage. The electromagnet’s coil dimensions and the core 

setup were optimized to prevent generation of excess heat while retaining the ability to 

maintain large magnetic field gradients and forces at millimeter distances. The undesired 

heat generation was suppressed via convection cooling, i.e., by immersing the 

electromagnetic coil in silicone oil and a dry ice mixture. The simultaneous use of 

ceramic heaters and a temperature process controller allowed for regulating the 

temperature at the tip of the core with a ± 2˚C accuracy, which is essential for 

maintaining the integrity of biological samples. Microbeads densely packed with 

magnetite (specifically, ProMag beads from Bangs Laboratory and DynaBeads® from 

Invitrogen) were used to complement the optimized parameters of the magnetic pullers in 

order to generate higher and consistent forces.  
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Introduction 
 

Recent technological advances have permitted the observation of single-molecule 

events with sufficient signal-to-noise ratios (Bustamante, Chemla et al. 2004; Deniz, 

Mukhopadhyay et al. 2008; Neuman and Nagy 2008).  Despite their relatively low 

sensitivity, single-molecule measurements provide key information that is lost in 

traditional bulk (or ensemble-average) studies due to property averaging over an 

immense number of molecular species. Unlike ensemble-average studies that indirectly 

provide information about conformational and dynamic properties of biochemical 

systems, single-molecule experiments enable direct observations of: (1) the stochastic 

nature of molecular events (inherent from the fundamental quantum mechanics 

principles); (2) the formation of intermediates; and (3) rare events (Bustamante, Chemla 

et al. 2004; Nahas, Wilson et al. 2004; Walter, Huang et al. 2008; Kapanidis and Strick 

2009).   

Force measurements bring additional key and unique features to the single-

molecule studies that are still largely unexplored: (1) they are the only experimental 

technique that directly tests the structural directionality of molecular interactions; and (2) 

they allow for the selective application of mechanical stress to macromolecules.  In 

cellular environments, many proteins and macromolecular assemblies exist and function 

under stress (e.g. microtubules and intermediate filaments) (Wang, Butler et al. 1993). 

Therefore, in vitro biochemical assays, where the macromolecules are conformationally 

relaxed, may not always represent the true natural state of the investigated systems.  
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The application of external forces to dissociating complexes changes the energy 

landscape of the studied system and, hence, alters the kinetics of dissociation (Figure 2-1) 

(Bongrand 1999; Evans 2001; Guthold, Superfine et al. 2001). Only dissociation 

processes that are oriented in the direction of the applied external force experience this 

perturbation effect on their kinetics. Therefore, we postulate that this phenomenon 

provides a means for examining the dissociation processes of protein systems.  Despite its 

immense potential for use in both biochemistry and chemistry, the capability of using 

force techniques for the investigation of protein-protein interactions at a single-molecule 

level still remains largely unexplored.  

About 30 years ago, Bell introduced a simple linear model that quantified the 

force-induced perturbation of dissociation kinetics (Bell 1978): 

 

Ea(F) = Ea(0) – Fγ                         (1) 

 

where Ea(F) and Ea(0) are the activation energies of dissociation in the presence and 

absence of force, F, respectively.  The distance between the equilibrium minimum and 

the transition state of the complex (Figure 2-1b) is represented by an empirical parameter 

γ.  Therefore, the rate constant of dissociation can be readily represented as:  
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where the pre-exponential factor, νd, represents the frequency at which the transition state 

is reached before dissociation, kd(0) is the dissociation rate constant in the absence of an 

external force, kB is the Boltzmann constant, and T is the absolute temperature in Kelvin. 

The Bell model (eq. 1 and 2) has proved an immense advancement in the field and 

has been widely employed for the interpretation of force-modulated phenomena.  Despite 

these contributions and despite its attractive simplicity, however, we believe that the Bell 

model is flawed.  The model assumes that the value of γ does not depend on applied 

external force, which is an assumption that we believe to be incorrect.  We thus conclude 

that the Bell model can only be accurately used for force measurements: (1) at relatively 

weak forces where γ(F) can be approximated to its value in the absence of force, γ(0); (2) 

at a relatively narrow force dynamic range within which changes in γ(F) are negligible 

and the linearity of eq. 1 and 2 is acceptable; and (3) of two-state processes where only 

one transition state is available.  Only force techniques coupled with the use of non-linear 

models (when the dissociation occurs through intermediates and is not a two-state 

process) directly provide the mechanistic information necessary to constructing potential-

energy profiles of dissociation processes (Evans 1999; Guthold, Superfine et al. 2001; 

Vullev 2005). 

Employing surface-engineering methodologies developed in our laboratory 

(Upadhyayula, Quinata et al. 2012), we aim to demonstrate the utility of using magnetic 

pullers for single-molecule proteomics research. In comparison with other widely used 

force techniques, such as atomic force microscopy and optical tweezers (Kapanidis and 

Strick 2009), magnetic pullers offer the following key advantages: (1) they allow for 
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recording hundreds of single-molecule events during a single measurement; (2) they 

eliminate the possibility of sample property perturbation during measurement, as 

magnetic forces are orthogonal to most biological interactions;  and (3) they eliminate the 

need for considering loading rates (dF/dt) due to their ability to conduct measurements at 

constant force 

We differentiate in this study between magnetic pullers and magnetic tweezers.  

Traditional magnetic tweezers are widely used for the investigation of molecular systems 

with lengths larger than the diffraction limit of optical microscopy, such as DNA and 

RNA (Haber and Wirtz 2000; Assi, Jenks et al. 2002; Gosse and Croquette 2002). 

Numerous reports for different force magnitudes (Chiou, Huang et al. 2006; Neuman and 

Nagy 2008; Walter, Huang et al. 2008; Kapanidis and Strick 2009) focus on relatively 

narrow ranges (0.01 pN to tens of pN or less) while using complex multi-magnet setups 

at sub-millimeter distances to study one single-molecule interaction at a time.  

Although the term “magnetic tweezers” has become widely used due to its utility 

in contrasting the system with “optical tweezers,” the phrase is not truly descriptive.  The 

applied magnetic fields do not generate traps where they “tweeze” objects—in fact, the 

trap of the magnetic field lies within the magnet itself. Rather, the method utilizes 

magnetic field gradients that apply forces on an object (with magnetic susceptibility) by 

pulling them toward the magnet.  Moreover, the traditional experimental design using 

magnetic tweezers with multiple magnets employs trapping a single bead, thereby 

facilitating the study of one single-molecule interaction at a time. However, by 
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employing “magnetic pullers,” we propose to study thousands of single-molecule events 

in parallel.  

Herein, we describe the parameters and components of a robust electromagnetic 

pullers setup with a dynamic force range from about 0.1 to 100 pN.  We expect to readily 

broaden the upper limit of the dynamic range to about 1 nN by using densely packed 

superparamagnetic beads, which will allow us to explore a broad range of molecular 

interactions. Such a setup will have the attractive features of the other single-molecule 

force techniques alongside all the advantages that magnetic pullers have to offer. 

 
 
Results & Discussion 
 
Coil design.  Electromagnetic coil, or solenoid, is one of the two major components 

comprising the electromagnet. Forces generated by an electromagnet are proportional to 

the magnetic field gradient: 

 

F = m∇ B           (3) 

!

where F is the force, m is the magnetic moment or magnetic dipole moment, and ∇B is 

the magnetic field gradient. Thus it is important to design a coil capable of generating 

large magnetic fields and, subsequently, large gradients. The coil, powered with tightly 

controlled direct current, generates magnetic fields along the axis of the loop as described 

by the Biot-Savart Law: 
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Bz =
µ0
2

r2I

z2 + r2( )
3
2

          (4) 

 

where B is the magnetic field, µ0 is the magnetic constant, r is the radius of a single coil 

loop, and z is the height, i.e., the distance from the center of the loop’s axis to the top or 

the bottom. In this expression, Bz represents the magnetic field that is generated along the 

solenoid’s central axis, z, of the solenoid. Summing the Bz from equation 4 for all loops 

allows for an estimation of the change in magnitude of the magnetic field (i.e., the field 

gradient) along z. The magnitude and the gradient of the field, therefore, strongly depend 

on: (1) the wire thickness, which governs resistance, and hence the current and the 

amount of produced heat; (2) the height of the coil; and (3) the diameter or the radius, r.  

In an effort to identify the diameter and the height of coil that would produce the largest 

field gradient while minimizing the amount of heat generated, we employed Wavemetrics 

Igor Pro V.6 analysis software to generate three simulations optimizing each of the three 

parameters listed above (Figure 2-1).  Since power, or the generated heat, is proportional 

to the resistance and the square of the current in the coils, it is critical to determine the 

optimal coil configuration for generating the largest magnetic fields for a given length 

and thickness of wire.   

 From the three simulations (Figure 2-1), we determined that an increase in two of 

the examined parameters led to an asymptotic approach of a constant maximum value for 

Bz, i.e., an increase above a certain value did not significantly affect the generated 

magnetic fields at the tip of the magnet. First, the wire thickness of approximately 0.6 
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mm showed the best generated field; increasing the wire thickness to 0.8 mm did not 

significantly increase the field strength (Figure 2-1a). It is important to optimize the wire 

thickness to reduce the amount of generated heat. i.e., thicker wire yields lower resistance 

than thinner wire, but takes up more space and thus reduces the number of loops wound 

around the axis for a given coil volume.  Second, the height of the coil presented a similar 

limitation, where increasing the height beyond 30 mm did not significantly increase the 

magnetic field generated at the tip of the magnet (Figure 2-1b). Therefore, in order to 

prevent the generation of excessive heat, we limited the height of the coils to between 15-

30 mm. Third, the diameter of the coil did not present a limitation in the generated 

magnetic field, i.e., as we increased the diameter of the coil, the magnetic field increased 

proportionally (Figure 2-1c). Based on these findings, we prepared our coils using copper 

wire with a thickness of 0.5 mm, a height of 20 mm, and a diameter of 50 mm for all 

subsequent core optimization tests. 

 
Core design. In order to generate the largest magnetic fields and field gradients, we 

needed to identify the core assembly with optimal configurations for achieving this state; 

to this end, we investigated several core assemblies ranging from a single core with 

different tip configurations to double and triple cores (Scheme 2-2, 2-3, 2-4). 

 For the single core setup, we investigated four tip configurations, where the 2 mm 

flat-tip with rounded edges generated the largest fields and the most stable gradient 

(Scheme 2-2, Figure 2-2a). The other configurations proved markedly less suitable for 

our study.  The 4 mm flat-tip with rounded edges generated magnetic fields lower than 

the 2 mm flat-tip, and the unrounded flat-tip generated the smallest magnetic field and 
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gradient. The sharp V shaped tip generated a relatively large field and gradient; however, 

it produced the smallest working area wherein the applied forces are homogenous and is 

therefore disadvantageous for applying homogenous forces on thousands of 

superparamagnetic beads in a given area or field of view.  

For the double core electromagnet setup, we employed three different variations 

(Scheme 2-3): (1) the “Double Flat” variation holds two cores flat on the same plane, 

where 10 mm of the edges on the sides of each core are tapered to maintain a 110˚ angle 

between them; (2) the “Double V Shaped Orientation Flat” variation holds the two cores 

at a 65˚ angle; and (3) the “Double V Shaped Orientation Arrow” variation is comprised 

of two cores with sharp V shaped tips tapered to look like an arrow, where the two cores 

are held together at a 65˚ angle. The “Double Flat” cores were held in place in two 

configurations (North dipole facing North dipole and North dipole facing South dipole), 

both of which produced the weakest magnetic fields. The “Double V Shaped Orientation 

Flat” proved the most suitable of the double core electromagnet setups for our study, as it 

produced the largest magnetic field and gradient among all two-core configurations 

(Figure 2-2b). 

The triple core setup consisted of three cores arranged in a ‘V’ shape, inclined at 

approximately 50˚, and separated from each other by a 120˚ angle (Scheme 2-4). For this 

setup, we used three configurations: one configuration with all North dipoles facing each 

other and two configurations with one South dipole facing two North dipoles. As was 

anticipated, the two configurations with one South dipole facing two North dipoles 

exhibited similar magnetic fields and gradients, both of which were lower than the fields 
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and gradients exhibited by the configuration wherein all North dipoles faced each other 

(Figure 2-2c).  

Among all the tested configurations under identical power conditions, i.e., between 

single, double and triple cores with alternating dipoles, a single core with a 2 mm flat-tip 

with rounded edges produced the largest magnetic field and magnetic gradients (Figure 2-

2d). For this reason, we employed the single core, 2 mm flat-tip with rounded edges for 

all subsequent magnetic field and force calibrations. 

 

Magnetic field and force calibrations. We calibrated the electromagnet, composed of a 

coil (5 cm diameter and 2 cm height) and a single core (2 mm flat-tip with rounded 

edges), at 1.8 A of current using a guassmeter to profile the magnetic fields at varying x- 

and y- coordinates (Figure 2-3a); subsequently, we derived the magnetic field gradients 

(Figure 2-3b). As expected, a 2 mm flat-tip with rounded edges produced smooth 

concave magnetic fields and generated a constant magnetic field gradient. Due to the 

rounded tip, fringe effects at distances of less than 1 mm were not observed. The 

symmetric nature of the fields (Figure 2-3a) and of the gradients (Figure 2-3b) reflects 

both the symmetry of the tip of the core and the precision with which we can measure 

these fields. From the gradient profile, it is apparent that in a given field of view, the 

magnetic particles will experience symmetric horizontal forces that cause them to move 

in only a vertical direction; these magnetic beads exhibit an exponential dependence on 

force relative to their vertical distance from the tip of the core, as documented in Figure 

2-3b. Furthermore, we performed y- coordinate field profiling of the electromagnet at 
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varying levels of current passing through the coil (Figure 2-4), which showed a decrease 

in both the field and the gradient strength with decreasing levels of current. We were thus 

able to modulate the magnetic forces exerted on superparamagnetic beads with precision 

by changing only the current and by using a stationary electromagnet (i.e., by using an 

assembly with no moving parts). 

 Once we employed the temperature regulation system, we repeated our force 

calibrations, dividing the field of view into four-by-four quadrants in order to determine 

if the force is dependent on the location of the bead along the x- or along the y- axis (data 

that we confirmed using ANOVA). The forces generated from the electromagnet reached 

upwards of ~70pN at a distance of 4 mm from the tip and exponentially decreased as 

distance increased (Figure 2-5). In contrast, five square 1 cm x 1 cm neodymium 

permanent magnets generated lower forces at these distances, and, moreover, did not 

decay at the same rate.  

 
Temperature regulation system. The need to maintain the temperature of an 

electromagnetic coil proves the biggest limitation of the magnetic pullers setup. 

Controlling the temperature at the tip of the core is essential, since temperature has the 

ability to greatly affect biological samples.   When the electromagnet is run at 1.8 A or 

greater without a cooling system, an immense amount of heat is generated; the core 

temperature increases by 80˚C within five minutes (Figure 2-6a) and is capable of 

reaching over 200˚C within ten minutes. This increase in temperature is amplified 

exponentially as current levels increase—the magnetic fields and generated gradients are 

thereby diminished (Figure 2-7), resulting in fluctuating forces. Oscillations in 
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temperature during the course of our experiments (which lasted between 5 and 10 

minutes) were significant enough to cause changes in the exerted forces. These changes 

in the exerted forces, resulting from the propagation of heat-transfer between the tip of 

the core and the capillary, also caused changes in the solution’s viscosity, and were 

observed during force calibration analysis.  

 We employed a constant-cooling strategy by submerging the electromagnet in a 

PTFE beaker containing silicone oil and a dry ice mixture. PTFE material is inert (and 

thus does not interfere with the magnetic fields), is non-toxic, and has a relatively high 

melting point of 327˚C; silicone oil is non-conductive (and thus does not short the 

electrical components), nonflammable, and non-toxic, and has a working temperature 

range of -73˚C to 260˚C (Gelest, Inc.).  We added the dry ice in order to facilitate mixing 

via its sublimation process. By regulating the temperature of the tip using this cooling 

approach, we were able to prevent the electromagnet from over-heating. We were 

initially unsuccessful, however, at preventing the tip from over-cooling (Figure 2-6b). We 

adjusted for this result by employing a stepwise heating of the tip as it cooled in the 

silicone oil and dry ice mixture; we chose this approach because, from a design 

standpoint, it is easier to over-cool the electromagnet and apply short bursts of heat in 

order to regulate the temperature at the tip than it is to cool the electromagnet in a 

controlled manner. Our use of this technique allowed us to regulate and maintain the 

temperature of the probe within a 2-3˚C range and to maintain a constant current, thus 

attaining reliable fields and gradients.  
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Superparamagnetic beads. In addition to optimizing the electromagnet components 

(critical for generating large forces homogenously over relatively large areas), it is 

essential to choose the correct type of microparticle for single-molecule experiments on a 

massively parallel scale. In this section, we will briefly discuss the five different types of 

microparticles we employed with the magnetic pullers.   

 Silicon magnetic particles are just that—particles (from Chemicell, Inc., Figure 2-

8a,b); these are generally available in sub-micrometer sizes, i.e., hundreds of nanometers. 

While the sizes of the particles and their loading of the magnetite are generally 

homogenous, the shape of each particle varies drastically, which proves disadvantageous 

to single-molecule studies. Moreover, the  particles are not spherical, and hence forces 

exerted on them cannot be calculated using the Stokes-Einstein equation. Thus, while the 

use of these particles may be advantageous to trap or separate cells in a magnetic 

microfluidic setup, they present severe disadvantages in single-molecule studies. 

 Using polystyrene beads with magnetite coating on the outside (from Spherotech, 

Inc., Figure 2-8c,d) produces microbeads with varying loading levels, thus causing 

fluctuations in the forces exerted between these microbeads. As shown in the scanning 

electron microscope image (Figure 2-8b,c), we see an array of non-homogeneous 

microbeads with varying levels of magnetite covering their surface—i.e., bald beads to 

beads with relatively large amounts of magnetite. Furthermore, functionalizing proteins 

on surfaces with magnetite adjacent to the functional groups can be detrimental to the 

protein function, resulting in the study of inactive proteins or protein in an unnatural 

state. Using these beads for single-molecule proteomics measurements is not 
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recommended since (1) precise forces exerted on the microbeads are unknown; and (2) 

coatings of magnetite may interfere with the native function of proteins. 

 The use of polymer non-fluorescent (Figure 2-8e,f) or fluorescent beads (Figure 

2-8g,h) from Bangs Laboratories, Inc. facilitated point specific chemistry for 

immobilizing components essential to single-molecule studies (such as poly-ethylene 

glycol, and subsequent proteins or ligands), in addition to exerting precise forces on the 

microbeads. Visualization of these non-fluorescent beads is difficult even with a 

reflectance interference contrast microscope (RICM) setup, since there is no significant 

difference between the refractive index of the media the microbeads are suspended in and 

the surface of these microbeads—therefore we also investigated fluorescent microbeads 

(Figure 2-8g,h) where the dye is confined inside the polymer coating of the magnetite. 

We employed a fluorescence microscope setup with an FITC filter set to visualize the 

fluorescence of the dye in the beads. Our ability to visualize and track the beads was 

impaired after roughly 60 minutes of collimated LED excitation (Figure 2-9). 

 The polystyrene beads (DynaBeads®) from Invitrogen, Inc. produced the most 

consistent forces of all the microbeads tested (Figure 2-8i,j). Moreover, the combination 

of the beads’ smooth outer surfaces and their composition presented with a sufficient 

change of refractive index (between the bead surface and the surrounding solution), 

enabling us to readily visualize these beads with the RICM setup. While the densities of 

all the microbeads vary by batch within the same company (Bangs Laboratory), 

DynaBeads®, have the highest density (capable of comparatively large forces) in the ~3 
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µm size range and are the only commercially available beads to present the clean, smooth 

surface essential for point specific surface chemistry.   

 

Conclusions 
  
 

We designed a magnetic pullers setup capable of exerting upwards of 100 pN forces at 3 

mm away from the electromagnet. Theoretical considerations demonstrated that the 

diameter, rather than the height of the coil, is the most essential parameter for optimizing 

and maximizing the magnetic gradient that is generated. The optimization of coil 

dimensions further contributed to the overall setup by preventing unnecessary heat 

generation. Moreover, of the tested core configurations, we found that the largest 

magnetic field gradients were generated from a single 2 mm flat-tip core, rather than 

from double or triple cores. The temperature regulation setup readily cooled the 

electromagnet coil, while maintaining the temperature at the tip within 2˚C of the preset 

temperature for the experiment. 

 

Experimental 
 
 
Magnetic pullers setup. The magnetic pullers setup is comprised of an inverted 

microscope with an electromagnet (or permanent magnet) apparatus on top. A custom 

machine-fabricated setup consisting of a magnet stage and a sample holder was built 

around a hollow Zeiss Axiovert S100 TV frame. The microscope frame was used to hold 
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optics such as objectives and mirrors to project the image into a Spot Insight QE Model 

4.2 charge-coupled camera (Diagnostic Instruments). Since bright field microscopy is not 

a reliable method for visualizing beads with the electromagnetic setup on top, 

fluorescence microscopy, or reflectance interference contrast microscopy (RICM), was 

employed.  Fluorescent superparamagnetic beads (from Bangs Laboratory, COMPEL™ 

Magnetic COOH modified, 3 µm) were used with an FITC filter set for fluorescence 

visualization. Subsequently, RICM was employed for non-fluorescent beads, with a 

collimated white LED light source passing through a 532 bandpass filter, a polarizer, a 

polarizing beamsplitter, and a 532nm zero-order quarter waveplate before hitting and 

reflecting back from the beads.  

 

Thermally regulated electromagnetic setup. The electromagnet is comprised of a coil 

(5 cm diameter and 2 cm height) and a single 2 mm flat-tip rounded edge core. The single 

core is custom-machined to be a two part setup consisting of: (1) a steel core with tapped 

threads, and (2) a 2 mm flat rounded tip that is lathed from the same metal rod to form a 

screw. These two parts screw-fit each other, forming a complete core-tip configuration. 

To fit the electromagnet into the polytetrafluoroethylene (PTFE) beaker (purchased from 

Dynalon Labware with dimensions of 8 cm diameter and 10.6 cm height), the beaker’s 

base was lathed down to ~2 mm thickness and drilled at the center to allow for the screw 

component of the tip to slip in from the outside and access the hollow core with tapped 

threads inside the beaker. The tip is screwed to the core, thereby holding the PTFE beaker 



! 83 

firmly between the two parts. The coil is placed in the beaker around the core, and is 

completely submerged in silicone oil. 

 

 The temperature at the tip of the core was monitored using Vernier’s LabQuest 

temperature probe. The beaker-and-electromagnet setup was placed on an aluminum 

stage with a hole drilled at the center to allow access to the protruding tip. Two ceramic 

insulated strip heaters, connected to a solid state relay and temperature process controller 

(purchased from Omega: Temperature & Process Controller CNI16D44-C4EI-AL; 

ceramic insulated strip heaters, HSC series; solid-state relay SSRL240DC50; T-type 

copper constantan thermocouple 5TC-TT-T-30-36), were placed on either side of the 

beaker in order to heat the stage (which was in contact with the tip of the core) and were 

regulated using a T-type thermocouple in contact with the tip. 

 

Magnetic field profiling. The magnetic field profiling of different coils and cores was 

carried out using a Lakeshore 425 Gaussmeter. A transverse probe was connected to the 

gaussmeter and anchored to a micromanipulator (HS-6 by Märzhäuser Wetzlar); 

measurements in the y- direction were recorded with micrometer precision and repeated 

twice.  To power the electromagnet, we used a DC power supply (Mastech DC Power 

Supply HY3020MR, capable of generating up to 20 Amps of current with 30 Volts) with 

a microprocessor controller to maintain fixed current or fixed voltage. 
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Force calibrations. Using previously developed protocol (Upadhyayula, Quinata et al. 

2012), force calibrations of the electromagnet setup were performed on non-fluorescent 

Bangs Laboratory superparamagnetic beads of diameter 2.99µm in Microcells (0.5 mm or 

1 mm) square ID capillary tubes filled with 60% or 80% glycerol solutions.  The dynamic 

viscosity of the glycerol solutions was measured using Cannon-Fenske N 956 Size 150 

viscometer (viscosities of 39.3 ± 0.24 cP and 68.2 ± 0.04 cP were measured for the 60% 

and 80% glycerol-bead mixture solutions, respectively). The superparamagnetic beads 

were allowed to settle in the capillary tube before we powered on the electromagnet. The 

square capillary was positioned below the electromagnet-beaker setup and adjacent to a 3 

mm 45˚ mirror positioned above the objective. (Due to the size of the electromagnet 

setup, a 3 mm mirror was needed to reflect the light passing through the capillary to the 

objective.) The subsequent video was captured at 5 frames/sec for 30 seconds. We then 

analyzed the videos to determine the velocity with which the beads were moving and 

subsequently determined the values of the forces using the Stokes-Einstein equation 

(Upadhyayula, Quinata et al. 2012). 
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Schemes 

 
 

Scheme 2-1.  A two-state model of dissociation of the complex between P and L under 

applied force, F: (a) a schematic representation of the process of dissociation;  (b) 

dependence of the energy of the system, E, on the distance of separation between P and 

L, r. 

  

associated 
state, A 

dissociated 
state, D 

P 
F 

rD 
L 

P 
F 

rA 
L 

E

r

 E(r)
 F r
 E(r) + F r

rA rD 

γ  

a" b"



! 86 

 
 

 
L 140mm 
W 6mm 
A 6mm 
B 2mm 
C 4mm 

 
Scheme 2-2. Single electromagnetic core configurations  
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L 140mm 
W 6mm 
a 65° 
b 110° 

 
 

Scheme 2-3. Double electromagnetic core configurations  
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Scheme 2-4. Triple electromagnetic core setup 
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Figures 
 

(a)  
 

(b)  
 

(c)  
Figure 2-1 
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Figure 2-1. Magnetic field dependence on (a) wire thickness; (b) coil height; (c) coil 

diameter. This theoretical analysis was carried out by optimizing the parameters 

described in the Biot-Savart law (equation 4). 
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(a) (b)   

(c)  (d)  
 

 
Figure 2-2 
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Figure 2-2. Comparision of magnetic fields generated using (a) single core; (b) double 

core; and (b) triple core configurations.  The single core with the 2 mm tip configuration 

generated the largest magnetic fields when compared to the highest field generating 

configurations in double and triple core setups (d). All fields were generated using a coil 

with 5 cm diameter and 2 cm height at 1.8A. 
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(a) (b)  
 
Figure 2-3 
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Figure 2-3. Profiling the (a) magnetic field and (b) magnetic gradient in x- and y- 

direction using a single 2 mm flat-tip with rounded edges and a coil with 5 cm diameter 

by 2 cm height at 1.8A.  The intensity (z- dimension) in the contour plots has kiloGauss 

units. 
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Figure 2-4 
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Figure 2-4. Varying the current changes the magnetic fields produced by the 

electromagnetic setup. All fields were generated using a coil with 5 cm diameter and 2 

cm height. 
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Figure 2-5 
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Figure 2-5. Force calibrations using Bangs Laboratory microbeads with a temperature-

regulated electromagnetic setup consisting of a single 2 mm flat-tip and a coil with 

dimensions at 1.8A (red line). In comparision, the forces generated by five 1 cm by 1 cm 

neodymium magnets is shown in blue. 
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(a)  

(b)  
 

Figure 2-6 
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Figure 2-6. (a) Cycling of core tip temperature with the addition and complete 

sublimation of dry ice. (b) The constant cooling of the electromagnet with and without 

the use of heaters (set to 32˚C) to regulate the temperature at the tip. All fields were 

generated using a coil with 5 cm diameter and 2 cm height at 1.8 A.
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Figure 2-7 
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Figure 2-7. The heating of the electromagnet setup causes a discernable decrease in the 

magnetic fields that are generated. All fields were generated using a coil with 5 cm 

diameter and 2 cm height at 1.8 A. 
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Figure 2-8. Scanning electron microscope pictures of superparamagnetic 

microbeads/particles from commercially available sources. Spherotech beads (c,d), 

fluorescent Bangs Lab beads (g,h) and DynaBeads® (i,j) were imaged without being 

sputter coated with conducting material. SEM was performed using Philips XL30 FEG 

and Nova NanoSEM 450 (Detectors: CONCENTRIC BACKSCATTERED DETECTOR 

(CBS); EVERHART THORNLEY DETECTOR (ETD); THROUGH LENS 

DETECTOR (TLD)).  
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Figure 2-9 
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Figure 2-9. Intensity of ~50 fluorescent Bangs Laboratory microbeads tracked as a 

function of time with constant excitation using FITC filter set.   
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Chapter 3 

Permanent Electric Dipole Moments of 

Carboxyamides in Condensed Media: What Are 

the Limitations of Theory and Experiment? 
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ABSTRACT   

Electrostatic properties of proteins are crucial for their functionality. Carboxyamides are 

small polar groups that, as peptide bonds, are principal structural components of proteins 

that govern their electrostatic properties. We investigated the medium dependence of the 

molar polarization, and of the permanent dipole moments of amides with different state 

of alkylation. The experimentally measured and theoretically calculated dipole moments 

manifested a solvent dependence that increased with the increase in the media polarity. 

We ascribed the observed enhancement of the amide polarization to the reaction fields in 

the solvated cavities. Chloroform, for example, caused about a 25% increase in the amide 

dipole moments determined for vacuum, as the experimental and theoretical results 

demonstrated. Another chlorinated solvent, 1,1,2,2-tetrachloroethane, however, caused an 

“abnormal” increase in the experimentally measured amide dipoles, which the theoretical 

approaches we used could not readily quantify. We showed and discussed alternatives for 

addressing such discrepancy between theory and experiment.   

KEYWORDS: amides, peptides, polarity, polarizability, dielectric, reaction field 
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Introduction 
 

This article describes a comparative study of the ground-state electric dipole moments 

of six aliphatic carboxyamides (Scheme 3-1). From experimentally obtained values for 

the molar polarizations, extrapolated to infinite dilutions, we estimated the permanent 

electric dipoles of the amides for different solvent media. Concurrently, we determined 

the amide dipoles theoretically using ab initio calculations for vacuum and for condensed 

media. For chloroform, the independently obtained experimental and theoretical results 

manifested identical solvent effect on the amide dipoles. For other solvents, however, we 

observed discrepancy between theory and experiment, which pointed to certain 

limitations of the used theoretical and experimental approaches.  

As vital components of life, proteins have a broad spectrum of functional capacities. 

Proteins not only provide structural support,(Petrasek and Schwarzerova 2009; Launey, 

Buehler et al. 2010) but also drive mechanical movements.(Hackney 2007; van den 

Heuvel and Dekker 2007; Sowa and Berry 2009) Proteins mediate active and passive 

transport,(Dolezal, Likic et al. 2006; Alber, Dokudovskaya et al. 2007; Trinkle-Mulcahy 

and Lamond Angus 2007) as well as signaling;(Knoblich 2006; Slessareva and Dohlman 

2006; Hardie 2007) and they act as enzymatic entities.(Petricoin, Belluco et al. 2006; 

Barglow and Cravatt 2007; Rexach, Clark et al. 2008; Weerapana, Simon et al. 2008) In 

addition to the three-dimensional structures, the electrostatic properties of proteins define 

their reactivity and govern their structure-function relations.(Suydam, Snow et al. 2006; 

Sigala, Fafarman et al. 2007) Local electric fields within the protein environment alter the 
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pKa values of ionizable functional groups,(Kundrotas and Alexov 2006) and enable 

binding selectivity for different types of substrates and for other proteins.(Dudev and Lim 

2003)  

Peptide bonds, which are essentially α-carboxyamides between amino-acid residues, 

are the most essential linkages in proteins. In addition to their role as structural building 

blocks, peptide bonds contribute significantly to the protein electrostatics. Indeed, amides 

are small polar groups with permanent electric dipoles exceeding ~3 D.(Prasad and 

Sundaram 1979; Makarenko, Makovetskii et al. 1991) 

A polypeptide α-helix, for example, supported by a network of hydrogen bonds, is a 

template for amide bonds with an ordered orientation. The co-directionally oriented 

amide dipoles, along with the shift in the electron density upon the creation of the 

hydrogen bonds, generate substantial permanent electric dipole moments for this class of 

protein conformers, i.e., protein α-helices possess dipole moments amounting to 3 – 5 D 

per residue.(Wada 1959; Hol 1985) Such electrostatic properties, however, are not unique 

solely for protein α-helices.  Protein 310-helices possess permanent dipole moments of 

similar magnitude.(Shin, Newton et al. 2003) (310-helices can be viewed as “tightly 

wound” α-helices. In fact, α-helices are 3.613-helices with 3.6 residues per turn and 13-

bond loops constrained between every two neighboring hydrogen bonds.(Doig 2002)) 

Although polyprolines cannot form intramolecular hydrogen bond, the ordered 

orientation of peptide bonds in polyproline type I and type II helices also results in 

considerable permanent electric dipoles that are oppositely oriented for these two types of 

conformers.(Shin, Newton et al. 2003) 
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Nature employs such protein electrets for a range of vital functions. (Electrets are 

materials with ordered electric dipole moments: i.e., they are the electrostatic analogues 

of magnets.(Mopsik and Broadhurst 1975; Qiu 2010)) The electric field generated by 

helix dipoles drives protein binding of charged species,(Hol, Van Duijnen et al. 1978) 

and facilitates the charge-selectivity of ion channels.(Doyle, Cabral et al. 1998; Dutzler, 

Campbell et al. 2002) In the vicinity of polypeptide helices, the dipole electric fields 

rectify the directionality of electron transfer.(Galoppini and Fox 1996; Shin, Newton et 

al. 2003; Yasutomi, Morita et al. 2004) Employing oriented amide arrangements in 

synthetic oligomers allowed for the design of bioinspired electrets.(Ashraf, Pandey et al. 

2009; Vullev 2011) Overall, as principal linkers in biological and synthetic 

polymers,(Jones, Lu et al. 1995; Jones, Vullev et al. 2000; Jones and Vullev 2002; Vullev 

and Jones 2002; Vullev and Jones 2002; Jones, Zhou et al. 2003; Wan, Ferreira et al. 

2008) the amides and the amide dipoles define the electrostatic properties of 

macromolecules and govern their functionality.  

From readily measurable dielectric quantities, the Debye relation allows for an 

experimental estimation of the magnitudes of permanent electric dipole moments, µ , of 

polar molecules:(Debye 1945) 

 

µ 2 =
9ε0kBT
NA

P2µ
0( )          (1) 
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where P2µ
0( )  is the molar polarization resultant from the field-induced orientation of the 

molecular dipoles, T is the temperature (in K), and the rest of the quantities are well-

known physical constants, i.e., ε0 – the dielectric permittivity of vacuum, kB – the 

Boltzmann constant, and NA –Avogadro’s number. 

In order to extract intramolecular characteristics from bulk quantities of a solute, the 

intermolecular interactions in the samples have to be negligible. Hence, gas-phase 

measurements taken under low-pressure conditions provide the ideal experimental source 

for estimating molar polarizations for dipole-moment calculations.(Hurdis and Smyth 

1942; Nace and Nealey 1966; Steimle, Nachman et al. 1987; Canagaratna, Ott et al. 1997; 

Jraij, Allouche et al. 2006) Such experimental requirements, however, present challenges 

and are implausible for a broad range of molecular species of biological and chemical 

importance.  

As an alternative to gas-phase settings, dielectric and density measurements of binary 

liquid solutions offer the means for estimating molar polarizations.(Breitung, Vaughan et 

al. 2000; Tjahjono, Davis et al. 2007) Using non-polar solvents as major components of 

such binary solutions, provides the means for close to gas-phase microenvironment for 

the molecular species of interests (which are introduced as the minor components of the 

binary systems). 

To further avoid intermolecular interactions, such as aggregation, the molar 

polarizations are extracted from diluted solutions. Such dilutions of the analyte, however, 

decrease the signal-to-noise ratios and places demands on the precisions of the 

measurements. Extrapolation to infinite dilutions, developed initially by 
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Hedestrand(Hedestrand 1929) and consequently by Halverstadt and Kumler,(Halverstadt 

and Kumler 1942) provides the means for accessing bulk quantities that reliably 

characterize intramolecular properties.(Taylor 1975)  

The extrapolation of dielectric and density characteristics to zero-solute concentrations 

yields the total molar polarization, P2
0( ) . The pronounced difference between the time 

scales of the various modes of polarization allows for an approximation of the total molar 

polarization, P2
0( ) , as an additive quantity of the orientation or dipole, P2µ

0( ) , vibrational or 

atomic, P2ν
0( ) , and electronic, P2e

0( ) , molar polarizations: 

 

P2
0( ) = P2µ

0( ) +P2ν
0( ) +P2e

0( )          (2) 

 

Assuming that P2µ
0( )  is the principal component of P2

0( ) , and that P2ν
0( )  and P2e

0( )  are 

solely correction terms, permits the use of the values of the total polarization as an 

approximation for the orientation polarization. Implementing such an approximation, i.e., 

P2µ
0( ) ≈ P2

0( ) , for dipole-moment calculations from experimental measurements (equation 

1), has proven quite acceptable, especially when the solute dipoles are considerably larger 

than the solvent dipoles.(Halverstadt and Kumler 1942; Breitung, Vaughan et al. 2000) 

Alternatively, the polarizability of the solute, obtained from its refractivity at off-

resonance excitation with visible light, can account for its molar electronic 

polarization.(Hedestrand 1929; Breitung, Vaughan et al. 2000) Therefore, high-frequency 

excitation allows for an estimation of the fast-response electronic polarization, while low-



 

116 

frequency excitation yields the cumulative effect of the total polarization. Decoupling the 

estimation of the vibrational from the orientation polarization, however, is still an 

experimental challenge.  

Despite a strong preference for nonpolar solvents that do not exhibit specific 

interactions with the analyte molecules, the use of nonpolar media presents significant 

experimental drawbacks, such as limited solubility. Furthermore, idealized gas-phase 

conditions (or condensed-phase conditions that imitate gas phase) are not truly 

representative of a condensed-phase environment – important, for example, for biological 

and materials systems.(Leontyev and Stuchebrukhov 2011) Accounting for media 

polarization is essential for analyzing the effects of the microenvironment on ions and 

dipoles in proteins and other biological systems.(Leontyev and Stuchebrukhov 2011) 

While an increase in the solvent polarity may address the above issues, it introduces 

effects due to electrostatic solute-solvent interactions that can be prevalent even in the 

absence of specific intermolecular bonding.(Bao, Millare et al. 2009) Polar and/or 

polarizable solvent molecules, when surrounding a polar solute molecule, react to the 

electric field from the permanent electric dipole of the solute. As a result, the ordered 

solvent molecules produce a reaction field in the solvated cavity, enhancing the dipole 

moment of the solute.(Onsager 1936)  

 By accounting for the reaction field in a cavity of a solvated polar molecule, Onsager’s 

theory has provided an excellent foundation for relating molecular dipoles to bulk 

dielectric properties of continuous media.(Onsager 1936) As Onsager has pointed out, his 

theory operates on certain assumptions which undermine its applicability, such as: (1) the 



 

117 

assumption of spherical molecular shapes; (2) the assumption of incompressibility, i.e., 

the sum of the molecular volumes equals to the total sample volume; and (3) the 

assumption of weak short-distance intermolecular interactions, i.e., short-distance 

interaction energies do not exceed kBT. Despite these shortcomings, further developments 

of the Onsager’s theory for non-spherically shaped molecules in non-polar media,(Myers 

and Birge 1981; Vlassiouk and Smirnov 2003) hydrogen-bonding 

environments,(Kirkwood 1939) and approximations for polar binary solutions(Malecki, 

Nowak et al. 1984) have proven promising for the analysis of experimental results.   

Herein, we experimentally estimated the electric dipole moments of six amides 

(Scheme 3-1) from zero-concentration extrapolations for three solvents with different 

polarities: 1,4-dioxane (DO), chloroform (CHCl3) and 1,1,2,2-tetrachloroethane (TCE). 

The solvent effects on the estimated dipole moments correlated with dielectric properties 

of the media. Using density functional theory (DFT), we also theoretically obtained the 

dipole moments of the same amides for vacuum and for five solvents: DO, CHCl3, and 

dimethylsulfoxide (DMSO), as well as tetrachloroethene (C2Cl4), which has similar 

polarizability to TCE, and dichloromethane (CH2Cl2), which has similar static dielectric 

permittivity to TCE. The effects of the condensed media on the ab initio calculations 

were introduced as cavity reaction fields, based on Onsager’s solvation theory. Similarly 

to the experimental result, the theoretically obtained dipole moments increased with the 

increase in the media polarity. The values of the vacuum theoretical dipole moments 

showed some similarity with the experimentally obtained dipoles for DO, which is 

relatively nonpolar. The theoretically and the experimentally obtained dipole values for 
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chloroform, conversely, were in an excellent agreement, which demonstrates the role of 

the reaction field in modulating the electronic properties of polar moieties in condensed 

media. The effect of the most polar solvents on the ab-initio computed dipoles, however, 

were not as pronounced as the experimentally obtained dipoles for TCE (i.e., the most 

polar solvent we used for the experimental aspects of this study). To elucidate this 

discrepancy, we reviewed the limitations of the experimental and the theoretical 

approaches used for estimations of permanent molecular dipoles.  

 

Results and Discussion 
 

Polarization, polarizability and permanent dipoles. How do measurable bulk 

dielectric properties depend on the electronic characteristics of the composing molecules? 

Media polarization, P, under external electric field, E, involves orientation of permanent 

molecular dipoles, µ i, and induced displacement of electron density and nuclei as 

characterized by molecular polarizability, αi.(Böttcher 1973) Therefore, the electric field 

that each molecule experiences within a solvation cavity in a media with dielectric 

constant ε, comprises two principal components: (1) internal field, E i( ) , that polarizes the 

molecule; and (2) the directing field, E d( ) , that exerts force to turn the molecule and align 

the molecular dipole.(Böttcher 1973) Similarly, the polarization in the presence of 

external field has two components: (1) induced polarization, Pα , that encompasses the 

vibrational and electronic polarization, Pα = Pν +Pe ; and (2) orientation polarization, Pµ
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.(Böttcher 1973) For ideal solutions composed of H different types of molecules, these 

polarization components are:(Böttcher 1973)  

 

Pα = 4πε0 NiαiEi
i( )

i=1

H

∑          (3a) 

Pµ = Ni
µ i
2

3kBT
Ei

d( )

i=1

H

∑          (3b) 

 

The relation between the total polarization and the applied electric field, P = ε0 ε −1( )E , 

yields:(Böttcher 1973)  

 

ε −1( )E = Ni 4παiEi
i( ) +

µ i
2

3ε0kBT
Ei

d( )"

#
$

%

&
'

i=1

H

∑       (3c) 

 

where Ni is the molecular density (i.e., number of molecules per unit volume) for the ith 

type of molecules. Considering the reaction field from the solvating media, which allows 

for relating Ei
i( )  with Ei

d( )  and with the applied external electric field, E, transforms 

equation 3c into the various forms of the Onsager equation.(Onsager 1936)    

Alternatively, approximating the internal and the directing field to the Lorentz’s field, 

EL, for an interior of a spherical cavity exposed to external field, E, i.e., 

Ei
i( ) ≈ Ei

d( ) ≈ EL = E ε + 2( ) 3 , simplifies equation 3 to the Debye equation:(Onsager 1936; 

Debye 1945; Böttcher 1973) 
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ε −1
ε + 2

= Ni
4π
3
αi +

µi
2

9ε0kBT
"

#
$

%

&
'

i=1

H

∑           (4a) 

 

which for pure liquid transforms into: 

 

P = NA
4π
3
α +

µ 2

9ε0kBT
!

"
#

$

%
&= Pα +Pµ        (4b) 

 

The additivity of molar polarization, i.e., P = χ iPi
i
∑ , where χi is the mole fraction of 

the ith component of a mixture, allows for converting the Debye equation into equation 1. 

For binary isotropic solutions, H = 2, therefore, in which the dipole of one of the 

components is considerably larger than the dipole of the other component, µ2
2 >> µ1

2 (that 

is equivalent to N2µ2
2 >> N1µ1

2 for comparable concentrations N1 and N2), the 

predominant term in equation 4a that governs the orientation molar polarization is 

µ2
2/3ε0kBT, permitting to ignore the term with µ1 for the less polar compound. 

Extrapolation to infinite dilutions of the more polar component of such a binary mixture, 

and using P2µ
0( )  instead of P2µ , allows for approaching idealized conditions, for which the 

Debye theory is applicable, as depicted in equation 1.  

Apparently, at infinite dilution, χ2 → 0, the inequality condition, N2µ2
2 >> N1µ1

2, cannot 

hold because lim!!→! !! = 0. Conversely, the inequality N2µ2
2 >> N1µ1

2 needs to be 

valid under the conditions of the experimental measurements of the dielectric properties 
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of the binary mixtures. The extrapolation to zero concentration allows for the following 

approximations for the dielectric and density properties of the binary 

solutions: !lim!!→! ! = !! , lim!!→! ! = !! , lim!!→! !! = 1 , and  

lim!!→! !! = !!(!).50 Therefore,  and P2 are not identical:  encompasses the 

solvent effects of the measurements as this study reveals for the dipole moments of the 

aliphatic amides.   

Another important consideration involves the unfeasibility to carry any of the 

measurements at close-to-equal concentrations of the two components of the binary 

mixtures. At N1 ≈ N2 in condensed phase, the interactions between the molecules of the 

polar component make it prohibitively unfeasible to apply the Debye theory. Therefore, 

experimental studies are usually conducted at N1 >> N2, which allows validity of 

N2µ2
2 >> N1µ1

2 only if the molecules of the solvent (the predominant component) have no 

or negligible permanent electric dipole moment, i.e., µ1 ≈ 0. Nevertheless, a number of 

examples of reliable estimation of the dipole moments of small polar molecules from 

dilute solutions in solvents with permanent dipoles, such as toluene (µ1 = 0.36 D), 1,4-

dioxane (µ1 = 0.45 D) and acetone (µ1 = 2.9 D),48 illustrate that equation 1 is applicable to 

cases of N1 >> N2 and µ1 > 0. That is, the extrapolations to zero concentrations, χ2 → 0, 

from diluted solutions yield  values that are representative of the extrapolations from 

concentrated binary solutions with assumingly idealized no intermolecular interactions 

between their polar components.  

P2
0( ) P2

0( )

P2
0( )
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Strictly speaking, polarization represents dipole density, i.e., number of dipoles per unit 

volume aligned or induced by the applied field. As such a quantity, therefore, P has the 

dimensions of charge time distance over volume, or charge over area, as depicted in 

equations 3a and 3b. Similarly, polarizability represents the dipole induced in a molecule 

by the field, and its dimensions should be dipole over field strength, or dipole time 

distance over potential. As most frequently written in different forms of the Debye 

equation, the polarizability, α, has dimensions of µ2/kBT, which, indeed, has the units of 

dipole time distance over potential. Conventionally, however, polarizability is expressed 

in units of volume and the molar polarization, P, in units of volume per mole, as depicted 

in equations 1 and 4b.  

Lorentz-Lorenz equation (i.e., Clausius-Mossetti expression involving the dynamic 

dielectric constants) relates the bulk dielectric properties of a substance with the 

polarizability of its molecules with radii, r:  

 

αi =
εi ωα( )−1
εi ωα( )+ 2

ri
3 =

3
4π

εi ωα( )−1( )
εi ωα( )+ 2( )

vi       (5a) 

Piα
0( ) =

εi ωα( )−1( )
εi ωα( )+ 2( )

Mi

ρi
=
4π
3
NAαi        (5b) 

 

where, for samples composed of molecular species i, vi is the molecular volume, 

assuming spherical shape, Mi is the molecular weight, ρi is the density, and εi ωα( )  is the 

dynamic dielectric constant measured at frequency, ωα . (Equation 5b represents the 
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transformation from 4a to 4b.) The field polarization frequency, ωα , is high enough so 

that the molecular permanent dipoles remain stationary (i.e., the molecules cannot turn 

fast enough to reorient their dipoles along the oscillating electric field); and yet, ωα  is 

low enough so that the electron density and nuclei of the molecules can reorganize in 

phase with the oscillating field. That is, εi ωα( )  represents the dielectric properties under 

condition where the orientation polarization is negligible and the total polarization is 

governed by its vibrational and electronic components.     

Experimental determination of εi ωα( )  at such intermediate frequencies, however, is 

somewhat challenging. Most frequently, the experimental polarizabilities are estimated 

from dynamic dielectric properties recorded at optical frequencies where only the 

electronic polarization is prevalent: 

 

αie =
3
4π

ni
2 −1( )

ni
2 + 2( )

Mi

ρiNA

        (6a) 

Pie
0( ) =

ni
2 −1( )

ni
2 + 2( )

Mi

ρi
         (6b) 

 

where ni is the index of refraction of molecular species i, recorded at off-resonance 

optical frequency, ωe, i.e., for non-magnetic compounds, ni
2 = εi ωe( ) .  

In general, the electronic polarization is the prevalent component of the induced 

polarization, i.e., usually εi ωα( ) ≈1.05εi ωe( ) . Therefore, equations 6a and 6b provide a 
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reasonable approximation of equations 5a and 5b for estimation of the induced 

polarization and polarizability from experimentally readily measurable quantities. 

 

Theoretical dipole moments of amides. For this study, we selected six aliphatic 

amides with different extent of alkylation (Scheme 3-1), i.e., with a hydrogen (Hxx) or an 

ethyl (Exx) attached to the carbonyl carbon, and with no ethyl (xHH), one ethyl (xHE) or 

two ethyl substituents (xEE) on the amide nitrogen (where “x” designates “H” or “E”). 

We calculated the ground-state electric dipole moments of the amides using ab initio 

density functional theory (DFT) as implemented by Gaussian (Figure 3-1).(Frisch, Trucks 

et al. 2004; Bao, Ramu et al. 2010) 

The implemented computational tools allowed for a separate analysis of the cis and 

trans conformers of each of the N-monoethylated amides, HHE and EHE (Figure 3-1b, c, 

f, g). The cis-HHE and trans-EHE were viewed as analogous because the nitrogen-

bonded ethyls and the carbonyl oxygens were on the same side of the axis of the C-N 

amide bond (Scheme 3-1). Similarly, the trans-HHE and the cis-EHE were analogous 

because their carbonyl oxygens and N-bonded ethyls were on the opposite sides of the 

axis of the C-N amide bonds (Scheme 3-1). 

The theoretical values of the dipoles for vacuum, µ(0), of the eight species ranged from 

about 3.3 to 3.8 D (Table 3-1). The values of the dipoles for HHH, HEE, and EHH were 

in a good agreement with the previously reported values for these amides.(Bates and 

Hobbs 1951; Kurland and Wilson 1957; Sit, Dutta et al. 2000) The amide dipoles pointed 

from the carbonyl oxygens to the nitrogens (Figure 3-1) (i.e., the direction of electric 
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dipoles is from their negative to their positive poles). Alkylation of the carbonyl carbons 

yielded an approximate 3–10 % decrease in the magnitude of the dipole moments. 

Conversely, the monoalkylation of the amide nitrogens had the most pronounced effect 

on the dipole moments. Placing the N-bonded ethyls and the carbonyl oxygens at 

opposing positions, i.e., trans-HHE and cis-EHE (Scheme 3-1), substantially increased 

the magnitude of the amide dipoles (Table 3-1). We ascribed these substituent effects to 

the electron-donating properties of the ethyls. Alkylation of the carbonyl carbons 

decreased the polarity of the C=O bond. The polarization of the ethyls extended the 

separation between the centers of the positive and negative charges of the molecules, and 

hence increased their dipole moments (for trans-HHE and cis-EHE).   

To examine the solvent effect on the dipole moments, we modified the ab initio 

calculations of the eight amide structures to account for condensed media (Figure 3-1). 

The polarization effects of the solvents were taken into account by using the Self-

Consistent Isodensity Polarizable Continuum Model (SCI-PCM).(Foresman, Keith et al. 

1996) Each amide solute, represented by a charge distribution, was embedded in a cavity 

and was surrounded by the solvent, which was a continuous infinite polarizable dielectric. 

The cavity was defined based on an isosurface of the total electron density.(Miertus, 

Scrocco et al. 1981; Foresman, Keith et al. 1996) 

In order to examine the polarization effects of the solvent media, molecules were 

relaxed in the presence of the solvent as implemented by the SCI-PCM and the dipole 

moments were calculated again. The SCI-PCM model provides a plausible explanation 

for the differences between the dipole moments in vacuum, µ2
(0), and in condensed media, 
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µ2*.(Miertus, Scrocco et al. 1981; Foresman, Keith et al. 1996) An increase in the solvent 

polarity enhanced the solvent effect as indicated by the µ2*/µ2
(0) ratios, which ranged 

from 1.1 to 1.4 and was the most pronounced for cis-HHE (Table 3-1).  

The molecular charge distribution induces a reaction potential in the condensed solvent 

media, which acts back on the molecular charge distribution changing the molecular 

dipole moments.(Miertus, Scrocco et al. 1981; Foresman, Keith et al. 1996) The effect of 

the dielectric can be viewed in terms of image charges. The molecular charges induce 

image charges of the opposite signs in the dielectric. These image charges further 

polarize the molecular charges, resulting in increased amide dipole moments. An increase 

in the media polarity and polarizability enhances these image-charge effects, explaining 

the trends in the solvent effect (Table 3-1). 

  

Experimental dipole moments for amides in nonpolar media. We used the 

Hedestrand approach for extrapolating the molar polarizations to infinite dilution from 

concentration-dependent dielectric and density measurements:(Hedestrand 1929; 

Breitung, Vaughan et al. 2000; Hu, Xia et al. 2009) 

 

P2
0( ) =

3aM1

ρ1 ε1 + 2( )2
+

ε1 −1( )
ρ1 ε1 + 2( )

M2 −
bM1

ρ1

"

#
$

%

&
'       (7) 

 

where Mi, ρi and εi are molecular weights, densities and static dielectric constants. The 

subscript “1” designates the quantities for the major component of the binary mixture – 
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the solvent, and “2” – the minor component – the solute, i.e., the amide. The superscript 

“(0)” designates quantity extrapolated to infinite dilution, i.e., to zero concentration.  

While the empirical parameters a and b are extracted from linear fits of the dependence 

of measured quantities on the moles fraction of the analyte, χ2 (equation 8a, 8b), they 

represent the first derivatives of the dielectric constant and of the density, respectively 

(equation 8c, 8d), of the binary solutions at infinite dilutions (Figure 3-2):   

 

ε = ε1 + aχ2           (8a) 

ρ = ρ1 + bχ2           (8b) 

a = ∂ε
∂χ2

"

#
$

%

&
'
χ2=0

          (8c) 

b = ∂ρ
∂χ2

"

#
$

%

&
'
χ2=0

          (8d) 

 

where the quantities without subscript are for the binary solutions. The coefficients a and 

b differ from the original Hedestrand coefficients α and β, which were for linear fits 

normalized to unity intercepts, i.e., a = ε1α  and b = ρ1β .(Hedestrand 1929) Nevertheless, 

a facile rearrangement of the original Hedesrtrand expression yields equation 7, which 

accommodates the use of a and b instead of α and β.   

Ideally, solvents for such studies should be non-polar, non-hygroscopic, non-volatile 

and non-polarizable. In addition, solvents with propensities for hydrogen bonding, 

complexation and other relatively strong interactions with the solute should be avoided. 
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Therefore, saturated hydrocarbons with high boiling points, and some of their 

perhaloginated derivatives, present an excellent choice for simulating gas-phase 

conditions in condensed media.  

Our initial studies, employing n-hexadecane (C16H34) and tetrachloromethane (CCl4), 

revealed an important practical issue with the use of such non-polar solvents. A principal 

challenge with hydrocarbon solutions proved to be the limited solubility of some of the 

investigated amides.  

For example, from dielectric and density measurements of amide solutions in C16H34, 

the determined dipole moments of HEE and EHE were 3.88±0.15 D and 3.40±0.13 D, 

respectively, which were in an excellent agreement with the calculated values for 

vacuum, µ2
(0), in the absence of solvent effect (Table 3-1). Conversely, HHH and EHH 

did not manifest sufficient solubility in C16H34 to attain high enough concentrations 

necessary for measurements with acceptable signal-to-noise ratios. Concurrently, HHE 

and EEE had acceptable solubility in C16H34. The experimentally obtained dipoles for 

these two amides in C16H34, however, were 1.86±0.14 D and 4.59±0.52 D for HHE and 

EEE, respectively.  We ascribed this discrepancy between the experimental dipoles and 

the corresponding theoretical µ2
(0) values to the pronounced propensity for aggregation of 

the amides in non-polar media. Depending on the size of the aggregates and on the 

alignment of the amide dipoles in these aggregates, the apparent dipole values, extracted 

from experimental data, would exceed or be smaller than µ2
(0).  

To address these solubility issues, we explored the use of alternative nonpolar solvents. 

Due to the symmetry of its molecule, 1,4-dioxane (DO) is one of the least polar ethers 
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with its static and dynamic dielectric constants close in value, i.e., ε1 ≈ n1
2. In fact, the 

dielectric constants of DO resembling those of n-hexadecane, i.e., for DO, ε1 = 2.28 and 

n1
2 = 2.02; and for n-C16H34, ε1 = 2.23 and n1

2 = 2.05.    

From concentration-dependent density and dielectric measurements of amide-DO 

solutions (Figure 3-2), we obtained P2
0( )  for the six amides (equation 7, 8). 

Approximating P2µ
0( )  to P2

0( )  allowed us to use equation 1 to calculate the magnitudes of 

their dipole moments, µ2** (Table 3-2). (While “*” indicates the theoretically calculated 

dipoles for solvent media, “**” designates amide dipoles for different solvents obtained 

from experimental measurements.)  

We further corrected the experimental dipole moments, µ2**, by the use of a somewhat 

improved approximation for the orientation polarizations, P2µ
0( ) ≈ P2

0( ) −P2e
0( )  (equation 2). 

We estimated the electronic polarization using the dynamic dielectric properties of each 

amide (equation 6b).(Breitung, Vaughan et al. 2000) The molar electronic polarizations 

of the six amides, P2e
0( ) , were about 8 to 23 times smaller than the total molar 

polarizations, P2
0( )  (Table 2). Therefore, the values of the corrected experimentally 

obtained dipole moments, µ2C**, obtained using P2µ
0( ) ≈ P2

0( ) −P2e
0( ) , did not differ 

significantly from the corresponding dipoles, µ2**, obtained using P2µ
0( ) ≈ P2

0( ) .   

To compare the experimentally and theoretically obtained amide dipoles, we employed 

Student’s t-tests. The obtained p-values manifested a lack of trends of identifying 

similarities between the measured dipoles for DO and the theoretical dipoles for vacuum 
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or for DO (Table 3-2). Comparison between the experimentally obtained dipoles for DO, 

µ2C** (Table 3-2), and the theoretical dipoles for vacuum, µ2
(0) (Table 3-1), yielded p > 

0.01 for all amides except EHE, which prevented us from rejecting the null hypothesis, 

H0, (with 99% confidence) about the identity between these experimental and theoretical 

values (Table 3-2). Concurrently, comparisons between the measured, µ2C**, and the 

theoretically calculated, µ2*, dipoles for DO of the N-monoalkylated amides, HHE and 

EHE, yielded p > 0.01. These results appeared encouraging, indicating that for these two 

amides, the DO solvent effect, as implemented by the PCM, correlated well with the 

experimental findings. We believe, however, that the interpretation of the statistical 

results did not provide straightforward answers, and hence required caution in drawing 

the conclusions. While p > 0.01 did not provide the basis for rejecting H0, p < 0.1 was not 

necessarily a strong evidence for accepting H0. Therefore, it was essential to examine 

closely the experimental and theoretical setups. 

Experimentally, the limited solubility in non-polar solvents justified the need for 

carrying the analysis with DO. The improved solubility of the six aliphatic amides in this 

cyclic diether, suggested that DO provides solvation interactions that solubilize the polar 

analytes. Thus, DO is not truly non-interacting solvent, and it would be unacceptable 

reason to expect identity between the dipole moments measured for DO, µ2** and/or 

µ2C**, and the “true” amide dipoles, µ2
(0), calculated for vacuum. Therefore, the 

similarities between the theoretical dipoles in vacuum, µ2
(0), and the experimental dipoles 

in DO, µ2C**, were most probably a serendipitous balance between enhancing and 

reducing solvent effects.  
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Theoretically, PCM model provides an excellent means for implementation of the 

Onsager formalism on solvation of molecules with arbitrary shapes. As a continuum 

model, however, PCM suffers from some deficiencies. The size of the DO solvent 

molecules is comparable with the sizes of the analyzed amides. Therefore, the 

arrangement of the DO molecules around the solvation cavity may introduce local effects 

on the reaction field, for which PCM does not account. DO, indeed, is a nonpolar ether. 

Its molecule, however, comprises two oxygens that polarize the six-member saturated 

ring, i.e., the DO molecule contains two oppositely oriented permanent dipoles. The exact 

effects of these dipoles on the reaction field in the solvation cavity cannot be predicted 

without vigorous analysis of the arrangement of the DO molecules around the amides.   

Furthermore, the PCM model does not account for strong specific interactions, such as 

intermolecular hydrogen bonding. While DO is a non-interacting liquid, i.e., the DO 

molecules do not form hydrogen bonds with one another, DO is a hydrogen-bond 

acceptor. Four of the amides we studied have amide N-H hydrogens that can readily bond 

with the free electron pairs on the DO oxygens. Such hydrogen bonding between the DO 

solvent and the solvated amides causes shifts in the electron density, and hence chances 

in the solute polarization.  

 

Dipole moments of amides in moderately polar media. Due to solubility issues, 

nonpolar media limits the type of polar molecules that are possible to examine. While 

nonpolar ethers, such as DO, may address the solubility issues, they introduce complexity 

of local solvation interactions that computationally are not readily implementable. 
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Therefore, we extended our studies to two chlorinated solvents, chloroform (CHCl3) and 

1,1,2,2-tetrachloroethane (TCE), which are known for their excellent dissolving 

properties for organic substances without being hydrogen-bond donors or acceptors.     

Although chloroalkane solvents cannot hydrogen bond with solutes, the formation of 

halogen bonds (X-bonds) with hydrogen-bonded carbonyl oxygens presents a 

concern.(Voth, Khuu et al. 2009) In order for such X-bonding to occur, the solute itself 

has to form intermolecular hydrogen bonds (which is possible for the four amides that 

contain nitrogen-bonded hydrogens, i.e., N-H bonds).(Voth, Khuu et al. 2009) Avoiding 

amide aggregation via dilutions ensures avoiding such hydrogen bonding, and hence 

avoiding X-bonding with the solvent.   

The six amides exhibited excellent solubility in CHCl3, and, with the exception of HHE 

and EHE, the concentration dependence of the dielectric constants was linear for χ2 < 

0.01 (Figure 3-3a). For the non-linear trends, we extrapolated the derivatives to zero-

concentrations by fitting the data to a power function, i.e., ε = ε1 + a χ2 + c χ2
d, and hence 

∂ε ∂χ2( )χ2=0 = a  for d ≠ 1. We, however, limited our analysis to sufficiently diluted 

solutions (i.e., χ2 < 103) and avoided concentration ranges where the apparent non-

linearity suggested for intermolecular interactions that caused binary solutions to deviate 

from ideality (Figure 3-3b).  

 Using the Debye-Hedestrand relations (equations 1, 2, 7, and 8), we obtained the 

values of the dipole moments of the six amides for CHCl3, which were notably larger 

than the corresponding dipoles for nonpolar media obtained theoretically, µ2
(0), and 
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experimentally, µ2** for DO (Table 3-1 and 2). Introducing the correction for the molar 

electronic polarization of the amides resulted in a reduction of the dipole values by less 

than 5% of the uncorrected dipoles (Table 3-2). Because the values of P2
0( )  for 

chloroform were larger than the corresponding P2
0( )  values for 1,4-dioxane, the 

corrections for P2e
0( )  were less significant for this more polar media. 

The solvent effect on the amide dipoles for TCE media was even more pronounced 

than the solvent effect we observed for CHCl3. (TCE is a more polar solvent than CHCl3.) 

With the exception of HHE, the amides were quite soluble in TCE. The dielectric 

constants of the amide TCE solutions exhibited linear concentration dependence for χ2 < 

103 (Figure 3-3c). The extrapolated P2
0( )  values were notably larger than the P2

0( )  values 

we obtained for DO and CHCl3, i.e., five- to ten-fold larger (Table 3-2). Therefore, the 

correction for the molar electronic polarization, P2e
0( ) , had even lesser effect on the 

experimental dipole values for TCE than for DO or CHCl3, i.e., for TCE, µ2C** ≈ µ2**  

(Table 3-2).  

For all six amides, the t-tests on the identity between the experimental dipoles for 

chloroform, µ2C**, and the theoretical dipoles for vacuum, µ2
(0), yielded p-values smaller 

than 0.01, allowing for an indiscriminate rejection of H0 : µ2C **≡ µ2
0( )( )  with 99% 

confidence for the CHCl3 measurements (Table 3-2). For TCE, identical t-tests yielded p 

<< 0.01 for the identity between µ2C** and µ2
(0), which was apparent from the excessively 

large TCE solvent effect (Table 3-1 and 2). Indeed, the corrections for molar electronic 
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polarization (equation 6b) did not account for the discrepancies between the experimental 

dipoles, µ2**, for the chlorinated solvents and the corresponding theoretical values for 

vacuum, µ2
(0) (Table 3-1 and 2). 

For CHCl3, applying the same statistics for comparing the experimental amide dipoles 

with the corresponding theoretical dipoles yielded p > 0.01 for five of the amides, and p > 

0.10 for µ2** or µ2C** of four of these five amides. For EHH, p < 0.01. Nevertheless, for 

EHH, the theoretically calculated value of µ2* (for CHCl3) underestimated its 

experimentally determined dipole moment, µ2C**, with only about 10% (Table 3-1 and 

2). These results allowed us to conclude that, within the inherent uncertainty of the used 

methods, the experimentally obtained amide dipoles for CHCl3, µ2** or µ2C**, are 

identical with the theoretically calculated dipoles for the same solvent, µ2*, and different 

from the theoretically obtained dipoles for vacuum, µ2
(0).   

The agreement between theory and experiment for CHCl3, suggested that the reaction 

field exerted in the solute cavity was the underlying reason for the observed solvent effect 

on the amide dipoles in chloroform. Furthermore, the results demonstrated that 

implementation of the solvating media as a continuous dielectric into ab initio 

calculations allowed for quantification of the solvent effect of CHCl3 on the amide 

dipoles. 

The PCM model, however, did not account for the pronouncedly large solvent effects 

on the amide dipoles experimentally obtained from TCE solutions. We carried SCI-PCM 

ab initio calculations on the six amides, solvated by chlorinated solvents with polarity 
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(i.e., dichloromethane, CH2Cl2) and polarizability (i.e., tetrachloroethene, C2Cl4) similar 

to the polarity and polarizability of TCE (Table 3-3). The theoretically calculated solvent 

effects, µ2*/µ2
(0), for CH2Cl2 and C2Cl4 ranged between about 10% and 30% (Table 3-1). 

The experimentally measured solvent effect, µ2**/µ2
(0), for TCE, however, ranged 

between 100% and 250%. This dramatic discrepancy suggested either (1) for 

experimental shortcomings in use of TCE for solvent media (such as analyte 

aggregation); (2) for limitations in the Debye-Hedestrand formalism for analyzing TCE 

binary mixtures; or (2) for limitations in the theoretical treatment of TCE as a dielectric 

continuum as implemented with the PCM model.        

     

Aggregation. Discrepancies in dipole moment measurements, along with non-linear 

concentration dependence of the dielectric constants of binary solutions, are often 

ascribed to aggregation. We employed 1H-NMR spectroscopy to examine the aggregation 

propensity of the six amides in chloroform and in TCE.(Jones and Vullev 2001) (The 

working concentration range for the dielectric measurements is within the dynamic range 

of NMR spectroscopy.(Jones and Vullev 2001))  

For HHH, HEH, EHH and EHE in CHCl3, the concentration increase from 4×10–4 to 

8×10–3 caused 0.15 to 0.3 ppm downfield shifts in the signals from their amide protons 

(Figure 3-4). Ascribing the deshielding (which causes such downfield shifts) to 

intermolecular hydrogen bonding and to an increase in the dipole-induced polarization of 

the N-H bonds, indicated that aggregation, and specifically, hydrogen-bonding-assisted 
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aggregation, was plausibly the cause for the observed changes in the chemical shifts of 

the amide protons.  

Although the concentration dependence of the dielectric properties of the HHH and 

EHH solutions manifested linearity within a relatively broad concentration range, i.e., 

~10–4 < χ2 < ~10–2 (Figure 3-3a), the concentration-induced changes of the N-H chemical 

shifts (Figure 3-5a, b) were evidence for amide aggregation. These findings were in 

agreement with the reported propensity of HHH for intermolecular hydrogen 

bonding.(Sunners, Piette et al. 1960; Saito, Tanaka et al. 1971; Vaara, Kaski et al. 1997) 

Conversely, the observed concentration-dependence of the amide chemical shifts of HHE 

and EHE (Figure 3-4c, d), reflected the measured dielectric nonlinearity for χ2 > ~2×10–3 

(Figure 3-3a).  

In addition, the N-H chemical shifts of the N-monoalkylated amides, HHE and EHE, 

revealed an important trend regarding the conformer distribution of these two conjugates. 

The broad NMR peak of the amide proton of HHE had a shoulder at its downfield side 

(Figure 3-4c), consistent with the presence of at least two conformers, i.e., cis and trans 

(Scheme 3-1). Conversely, the amide signal for EHE was a singlet for the investigated 

concentration range, indicating the detectable presence of only one conformer (Figure 3-

4d). This observation was consistent with the calculated energies of the conformers of 

these two amides in chloroform (Table 3-1, footnotes d and g). While the energy 

difference between the cis and trans conformers of HHE was 0.03 eV (comparable with 

kBT for room temperature), the cis-trans energy difference for EHE was 0.1 eV. 

Therefore, the HHE samples contained two principle conformers “locked” by the partial 
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π-conjugation of the C-N bond, and the EHE samples were composed predominantly of 

the trans-amide (Scheme 3-1): i.e., assuming the Boltzmann distribution for room 

temperature, more than 98% of EHE existed in its trans form.  

 The concentration-induced changes in the chemical shifts of the methylene, -CH2-, 

methyl, -CH3, and carbonyl, -C(=O)-H, protons were not as extensive as the changes in 

the signals from the amide protons (Figure 3-5). The chemical shifts of the carbonyl 

protons (between 8.0 and 8.3 ppm) remained independent of the amide concentrations 

(Figure 3-5a, c, e). Conversely, the protons of the carbonyl-bound methylenes (in the 

region between 2 and 2.5 ppm), along with the corresponding methyl protons (in the 1 – 

1.3 ppm region), exhibited slight concentration-induced upfield shifts that did not exceed 

about 0.02 ppm (Figure 3-5b, d, f). 

The alterations in the shapes of some of the peaks, however, were a conspicuous 

indication of concentration-induced changes in the molecular microenvironment. For 

EHH, for example, the concentration increase caused a quadruplet-to-pentaplet 

conversion of the -CH2- proton signal and a triplet-to-quadruplet transformation of the -

CH3 proton signal (Figure 3-5b). The changes in peak appearance were not limited to the 

signals from protons of the carbonyl-bound ethyls. For EEE, for example, upon the 

concentration increase, the proton signals from the nitrogen-bound methylenes (in the 3 – 

3.5 ppm region), along with the other signals of the other alkyl protons, broadened and 

manifested an increase in multiplicity (Figure 3-5e). The significance of the latter 

observation is that even though EEE cannot undergo intermolecular hydrogen bonding 

(i.e., EEE is not a hydrogen-bond donor), it still aggregates at elevated concentrations. 
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Therefore, in addition to hydrogen bonding, electrostatic attraction is also a driving force 

for amide aggregation, even in chlorinated solvents with moderate polarity.  

The carbonyl proton of HHE exhibited a strong singlet, at 8.16 ppm, and a weak 

upfield doublet, at 8.09 ppm (Figure 3-5c, g), which provided additional information 

about the distribution of the cis and trans conformers of this amide. As predominantly 

governed by the Fermi contact mechanism, the coupling of the carbonyl proton is 

significantly stronger with the N-H proton located at the trans position than with the N-H 

proton located at the cis position.(Vaara, Kaski et al. 1997) For HHH, for example, the 

reported through-three-bond coupling constant for the trans and cis protons are, 

respectively, 3Jtrans-HH ≈ 13 Hz and 3Jcis-HH ≈ 2 Hz.(Piette, Ray et al. 1958; Sunners, Piette 

et al. 1960; Vaara, Kaski et al. 1997)  

For the carbonyl proton doublet of HHE (representing the minor component of the 

mixture), we determined J = 12 Hz (Figure 3-5g), which allowed us to plausibly ascribe it 

to the trans conformer. The signal from the carbonyl proton of the major component of 

the HHE mixture, however, appeared as a singlet with a half-height width of ~ 6 Hz. The 

peak broadening was the most plausible reason for masking the doublet that resulted from 

the coupling of the carbonyl proton with the cis N-H proton, for which the expected 3JHH 

would be in the order of 2 Hz.(Vaara, Kaski et al. 1997) Therefore, we assigned the major 

component to the cis-HHE conformer.  

The estimated proton deshielding further supported the above NMR assignments for 

the HHE cis and trans conformers. The calculated atomic charges of the carbonyl and 

methylene protons of the cis-HHE were more positive than the charges of the same 
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protons of the trans conformer (Figure 3-5h). Therefore, the downfield shifted signals, 

representing the major component of HHE (Figure 3-5c, g), belonged to its cis 

conformer. 

The areas under the carbonyl and methylene NMR proton peaks, assigned to the two 

HHE conformers, revealed that at room temperature in chloroform the cis/trans 

concentration ratio was: Ccis/Ctrans = 3.7 (Figure 3-6g). Employing the Boltzmann 

distribution, we estimated the energy difference between the two conformers, i.e., ΔE = 

Etrans – Ecis = 0.033 eV.  

In this analysis, however, we did not take under consideration the energy fluctuations 

induced by conformational changes in the ethyl groups of the cis- and trans-HHE 

structures. The NMR measurements represent the ensemble average from all thermally 

accessible ethyl conformations that are separated by relatively small energy barriers 

allowing fast exchange between them within the millisecond duration of signal recording. 

Conversely, the theoretical values reflected solely the energy differences between the 

relaxed cis- and trans-HHE structures (Figure 3-1).   

Nevertheless, these findings regarding the cis-trans distributions of HHE and EHE, 

which were independently delivered by our theoretical and experimental analyses, have 

an important implication for viewing the factors that govern the conformations of amides, 

and especially, the conformations of peptide bonds in proteins and polypeptides. While 

the intramolecular steric hindrance may provide intuitive guidelines about the relative 

stability of cis versus trans amides, the steric hindrance is not the sole driving force in 

determining the preference of one conformer over another. In the preferred, trans, 
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conformer of EHE, the bulkiest groups, i.e., the two ethyls, are on the opposite sides of 

the C-N bond (Scheme 3-1; Table 3-1, footnote g), which is, indeed, intuitively expected. 

For HHE, however, the preferred conformer is cis, in which the two large substituents, 

i.e., the ethyl and the carbonyl oxygen, are on the same side of the C-N bond (Scheme 3-

1). Indeed, the carbonyl oxygen is not as large as an ethyl, and hence the steric hindrance 

in cis-HHE is not as pronounced as it is in cis-EHE. Nevertheless, for a range of torsion 

angles, the ethyl and the oxygen of cis-HHE have a considerable van der Waals overlap. 

Therefore, other factors, such as the amide electronic structure, govern the preference of 

the seemingly less favorable cis-HHE over the trans-HHE.    

NMR studies of the amides, employing deuterated 1,1,2,2-tetrachloroethane (TCE-d2), 

revealed trends similar to the trends we observed for CDCl3 (Figure 3-6). For χ2 > 0.001, 

which was above the working concentration range for the dielectric studies (Figure 3-3c, 

d), we observed 0.1 – 0.13 ppm downfield shifts of the signals from the amide, N-H, 

protons (Figure 3-6a, b, c). Peak broadening accompanied these shifts. The broadening of 

the amide peaks revealed a conspicuous distinction between the NMR spectra for CDCl3 

and TCE-d2 solvents. For HHH, for example, the spectra recorded for CDCl3 samples 

showed a distinct triplet or a multiplet for the amide protons in the 5 – 6 ppm region 

(Figure 3-4a). Conversely, the spectra for TCE-d2 showed solely a broad singlet for the 

same amide protons (Figure 3-6a), an indication for a relatively fast exchange mediated 

in this solvent.     

Overall, the concentration-dependent NMR spectra suggested for amide aggregation at 

χ2 exceeding about 0.001. HEE was the only one of the six amides for which we did not 
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observe evidence for aggregation in either of the two chlorinated solvents, i.e., we did not 

detect concentration-induced changes in NMR shifts of its protons. Thus, the NMR 

findings validated our choice for conducting the dielectric linear analysis at χ2 < 0.001 

(Figure 3-3b and c).      

 

Solvent properties. The solvent effects on the ground-state amide electric dipoles 

reflect the enhancements from the reaction fields in the solvated cavities. As expected, an 

increase in the static, ε1, and dynamic, n1
2, dielectric constant of the solvent media (Table 

3-3), caused an increase in the magnitude of the amide dipoles (Table 3-1, 2).  

The excellent agreement between the experimental and theoretical dipole values for 

CHCl3, indeed, reflects the plausibility of using continuous-medium models, with the 

corresponding n1
2 and ε1, for ab initio analysis of electrostatic properties of polar 

moieties. The solvent bulk properties, however, did not intuitively reflect the 

experimentally observed pronouncedly large dipole enhancement induced by TCE. While 

doubling ε1 (from DO to CHCl3) increased the amide dipoles with about 20 – 25 %, an 

additional doubling of ε1 (from CHCl3 to TCE) caused a dipole increase that amounted to 

three-to-four fold (Table 3-2 and 4). Similarly, the TCE-induced dipole enhancement did 

not follow the linear increments with the increase in n1
2 between the three solvents (Table 

3-3).  

Limitations in the Debye-Hedestrand procedures for extracting dipole moments from 

experimentally obtained bulk dielectric data may prove to be a plausible reason for the 

“abnormally” large amide dipoles measured for TCE media. A principal constrain of this 
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formalism is its sole applicability to diluted polar analytes in nonpolar solvents. Limited 

solubility of many polar solutes in nonpolar solvents, however, presents important 

experimental limitations. Hence, how polar the nonpolar solvents can be?  

A principal reason for the validity of the Debye theory solely for nonpolar solvents is 

its limitation imposed by the Clausius-Mossetti expression with static dielectric 

constants, CM, which cannot have values larger than unity (equation 4a).(Hill, Vaughan 

et al. 1969) According to the Debye theory, therefore, a nonpolar solvent should have 

polarity and polarizability that will yield CM < 1:(Hill, Vaughan et al. 1969) 

 

CM*= ρ1NA

M1

4π
3
α1 +

µ1
2

9ε0kBT
!

"
#

$

%
&<1        (9a) 

where, 

CM* ≈ CM =
ε −1
ε + 2

         (9b) 

     

According to this expression, the Curie temperature at which CM* = CM = 1 (i.e., ε = 

∞), is unrealistically high for polar materials, implying that they are ferroelectric at room 

temperature. Furthermore, for such polar materials, the equality between CM and CM* as 

expected from their known dipoles and polarizabilities, CM* ≈ CM (equation 9b), fails 

making the Debye formalism inapplicable for them. For DO, CHCl3 and TCE at room 

temperature, CM* < 1, and within about 20%, CM ≈ CM* (Table 3-3). Conversely, 

CH2Cl2 and DMSO exhibited CM* > 1, suggesting for their inapplicability for studies 

that require Debye-Hedestrand analysis. (DMSO, furthermore, is a hydrogen-bond 
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acceptor.) This criterion readily rejected the use of DMSO and CH2Cl2 in such line of 

experimental studies. TCE, however, appeared to be a borderline choice. Although for 

neat TCE, CM* does not exceed unity, its values for some of the conformers were larger 

than ~ 0.8 (Table 3-3). Therefore, an inclusion of the contribution of a polar solute (with 

µ2 > 4 D) in equation 9a, causes CM* to exceed unity for χ2 > 0.05, which is more than 

an order of magnitude larger than the concentration range we used in this study (Figure 3-

3c, d).     

The polarities, γ1, of CHCl3 and TCE are quite similar (Table 3-3). Furthermore, the 

magnitudes of the dielectric constants of the six amides exceed several fold the dielectric 

constants of any of the used solvents. Therefore, the bulk dielectric properties of the 

solvents do not appear to be a truly discerning criterion between the chloroform-induced 

and TCE-induced enhancements observed for the amide dipoles. 

In addition to the CM criterion (equation 9), considering the molecular electrostatic 

(e.g., µ1), electrodynamic (e.g., α1), and structural properties of the solvents offers a 

means for elucidating the “abnormal” TCE effect on the measured amide dipoles. 

Equation 1 was derived from the Debye equation on the assumption that the solvent 

dipole term, µ1
2/3ε0kBT, can be neglected (equation 4a): i.e., (µ1

(0))2 << (µ2
(0))2 or  (µ1

(0) / 

µ2
(0))2 << 1. For the six aliphatic amides, (µ2

(0))2 ranged from about 12 to 16 D2 (Table 3-

1). Concurrently, (µ1
(0))2 of CHCl3 was about 1.1 D2, and (µ1

(0))2 of TCE ranged between 

about 0 and 2.5 D2, depending on the molecular conformation (Table 3-1). Therefore, the 

square dipole ratios, (µ1
(0) / µ2

(0))2, for the amides ranged between 0.07 and 0.09 for 

chloroform, and between 0 and 0.21 for TCE. (Herein, we did not discuss the 
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approximation of the Langevin function, L(y) ≈ y/3 for y–1 << 1, leading to the Debye 

equation, because of the relatively small field strengths we used for the dielectric 

measurements, ensuring µE(d)/kBT << 1.(Hill, Vaughan et al. 1969)) 

It should be noted that due to conformational flexibility, DO and TCE media comprise 

mixtures of molecular conformers (Scheme 3-2).(Ramsay 1947; Mark and Sutton 1972) 

The calculated dipole moments of DO and TCE showed a pronounced dependence on 

their molecular conformations (Table 3-3). Overall, while the dipole of TCE was able to 

assume values close to 1.6 D, the dipoles of DO and CHCl3 could not considerably 

exceed about 1.4 D. Therefore, TCE had the capability to generate slightly stronger 

reaction fields than either DO and CHCl3. The polar conformers of DO and TCE, e.g., 

boat and gauche (Scheme 3-2), however, are not energetically the most favorable. 

Therefore, the permanent solvent dipoles were not able account by themselves for the 

pronounced TCE effect. 

The polarizabilities of DO and TCE, on the other hand, had a marginal dependence on 

their molecular conformations (Table 3-3). Therefore, generating relatively large induced 

dipoles in the solvent molecules (needed for noticeable reaction fields in the solute 

cavities) did not require energetically unfavorable conformations. Furthermore, the wide 

distribution of the values of the elements of the [αij] tensor indicated a strong dependence 

of the solvent polarizabilities on their molecular orientation. 

The polarizabilities of CHCl3 and DO were quite comparable. The polarizability of 

TCE, conversely, exceeded the polarizabilities of CHCl3 and DO (Table 3-3). These 

trends in the experimental, α1e, and theoretical, αii and 〈α〉, values of the polarizability of 
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the three solvents, provided a plausible explanation for the relatively large TCE effect on 

the amide dipoles.  

 

What are the limitations of theory and experiment? For experimental estimation of 

dipole moments of polar moieties in liquid media, it is essential to select non-interacting 

nonpolar solvents. Conversely, for dissolving a solute even in a nonpolar solvent, that 

solvent has to be interacting in order to provide sufficient solvation stabilization, and 

prevent aggregation and/or phase separation. Strictly speaking then, all solvents are 

interacting to some extent. Therefore, for each particular study, the selected solvents 

ought to be interacting enough to provide sufficient solubility and prevent aggregation, 

and at the same time, non-interacting enough so that the media polarization around the 

solvated cavities does not perturb significantly the electronic properties of the analytes.     

Assuming that chloroform is one of the most polar solvents applicable for the 

experimental estimation of the permanent dipoles of aliphatic amides (using the Debye-

Hedestrand formalism), revealed the following potential requirement: (1) CM < 1 

(equation 9); (2) (µ1
(0) / µ2

(0))2 < 0.1; and (3) α1ii < 10 Å3 for solvent molecular volume, v1, 

larger than 50 or 100 Å3. Even when these requirements were met, however, the Debye-

Hedestrand analysis of the experimental data produced dipole values that encompassed 

the enhancement from the reaction field of the solvation cavity (Table 3-2). 

Experiments do not provide means for measuring dipole moments directly. It is the 

Debye-Hedestrand formalism that allowed us to extract the values of the dipole moments 

from dielectric and density measurements (equation 1, 2, 7, 8). Like many theories and 
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formalisms developed in the beginning of the 20th century or earlier, the Debye theory 

approximates the “real systems” to idealized solutions, composed of spherical solute 

molecules, and nonpolar solvents that pack closely around the solute spheres. Due to its 

simplicity, however, the Debye theory has been widely used and preferred for relating 

experimentally obtained bulk dielectric characteristics of materials to the molecular 

electronic properties of the comprising molecules. Indeed, Debye-Hedestrand analysis of 

experimental data of relatively simple molecules has produced results in an excellent 

agreement with theoretical ab initio predictions.(Breitung, Vaughan et al. 2000; Tjahjono, 

Davis et al. 2007) Spherical approximation of the solvated cavities, have yielded 

theoretical results for complex molecules that agreed well with the experimental 

findings.(Cave, Burke et al. 2002) Such spherical approximations for molecules with 

heterogeneous distribution of electron density, however, result in significant 

discrepancies.(Bao, Ramu et al. 2010) Adopting non-spherical representations (with 

increased complexity) that are representative of the molecular shapes, has the ability to 

provide a means for agreement between theory and experiment.(Böttcher and Bordewijk 

1978; Bao, Ramu et al. 2010)  

For the analysis of the amide experimental dielectric data, we tested a model for 

solvated molecules with ellipsoidal shapes, which is an approximation for nonpolar 

media, based on the Onsager theory and the Böttcher formalism:(Myers and Birge 1981) 

 

µ2
0( )( )

2
=
M2ε0kBT
4πρ2NA

ε1 + n2
2 −ε1( )A1( )

2
2ε1 +1( )

1+ n2
2 −1( )A1( )
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ε1 + 1−ε1( )A1( )ε12
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where A1 represents the distortion of the spherical shape of the solvated cavity: i.e., A1 

depends on the ratios between the ellipsoid semiaxes, r1:r2:r3, where the permanent dipole 

is oriented along r1.(Myers and Birge 1981)  

For the five amides, soluble in TCE, this ellipsoid model yielded dipoles that ranged 

3.9 and 5.5 D (Table 3-4), which were closer to the theoretical values of µ2
(0) (Table 3-1) 

than the dipoles extracted using the Debye-Hedestrand analysis (Table 3-2). The same 

ellipsoid model applied to the CHCl3 data, however, underestimated the amide dipoles 

(Table 3-4). A principal shortcoming of the Onsager theory, on which the ellipsoid model 

was based (equation 10), encompasses the assumption of incompressibility.(Onsager 

1936) We estimated the volumes of the solvated cavity from density of the pure amides, 

ρ2. Due to differences in solvation, the volumes of the solvated amide cavities should 

vary in different media. Furthermore, the molecules of CHCl3 and TCE have different 

sizes and shapes (Scheme 3-2). Hence, most likely the solvated cavities differ in size and 

shape for the two solvents. Nevertheless, the results from the ellipsoid analysis revealed 

that deviating from the widely used spherical approximation for the solute shapes has the 

potential to encompass the experimentally observed solvent effects on the amide dipoles.         

On the theoretical side of this study, PCM encompasses the arbitrary shapes of the 

solute molecules.(Tomasi, Mennucci et al. 2005) PCM, however, adopts a spherical 

approximation of the shapes of the solvent molecules needed for estimation of solvent 

accessibility.(Tomasi, Mennucci et al. 2005) Furthermore, should the solvent and solute 

molecules have comparable dimensions, the continuum dielectric approximation for the 
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cavity solvation may fail. Therefore, interpretation of the results from calculations for 

DO, C2Cl4 and DMSO media (Table 3-1), ought to be approached with caution.  

Improved multiscale models, such as the QM/MM/continuum computational 

formalism, indeed, offer the potential to address some of the above issues and to provide 

insight about the structural and electronic properties of solvated cavities.(Sato 2003; 

Woods and Mulholland 2008) The relative complexity and the computational demand of 

such multiscale models, however, still prevents their wide implementation as a routine 

formalism for analysis of experimental findings. In fact, PCM is a multi- or bi-scale, 

QM/continuum model,(Tomasi, Mennucci et al. 2005) and its successful implementation 

and agreement with the experimental findings for amides solvated by chloroform is quite 

encouraging (Table 3-1 and 2).      

Conclusions 
 

How to quantify the solvent effects on the dipoles of polar species in condensed media? 

The simplest and well-tested models frequently impose approximations that are 

unfeasible for the systems to which they are applied. Conversely, by eliminating the 

approximations, an increase in the complexity of the models has the potential for bringing 

agreement between experiment and theory. The rational of such an agreement of 

theoretical models with experiment, however, does not guaranty that the models describe 

the underlying phenomena that govern the experimental results. For example, the use of 

ellipsoid approximation (equation 10) was arbitrary and it demonstrated trends of 

improvement in the analysis of the TCE experimental results. It does not claim, however, 
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that the aliphatic amides should fit into ellipsoid solvation cavities. Therefore, an 

experimental design that produces theoretically testable results with least approximations 

and assumptions provides the optimal venues toward understanding the investigated 

phenomena. In this study, the dielectric measurements and the ab initio calculations for 

the amides in chloroform-condensed media, demonstrated an optimal agreement between 

experiment and theory. Indeed, the many assumptions in the used analysis and formalism 

did not compromise this agreement.  

Experimental    
 

Materials. The six amides were purchased from TCI America. High purity chloroform, 

1,4-dioxane and 1,1,2,2-tetrachloroethane were purchased from Fischer Scientific and 

Sigma-Aldrich. Caution: 1,1,2,2-tetrachloroethane is a proven carcinogen (consult with 

its MSDS). Avoid skin contact and/or inhalation of its vapors. 

The binary amide solutions were freshly prepared prior to each measurement and kept 

at room temperature. We employed amide concentrations that ranged from 1 mM to 100 

mM. Using the measured densities of the amide solutions, ρ (e.g., in g l–1), we converted 

their molarity concentrations, C2, into mole fraction concentrations, χ2:  

 

χ2 =
C2

C1 +C2
          (11a) 
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C1 =
ρ −M2C2

M1

         (11b) 

 

where M1 and M2 are the molecular weights of the solvent and the solute, respectively, 

and C1 is the molarity concentration of the solvent. 

 

Dielectric measurements. For the dielectric measurements, we used: (1) AH2700A 

ultra-precision capacitance bridge (Andeen-Hagerling, Inc., Cleveland, OH); and an 

ultra-high precision Wheatstone bridge, incorporated into HP 4284A LCR precision 

meter. Both instruments were connected to a three-terminal capacitance sample 

cell,(Sanabria, Miller et al. 2006; Hu, Xia et al. 2009) and the corrections for the 

connecting cables with up to of 4-m length were enabled.  

The cell was filled with about 2 ml sample solution, the electrode separation was set at 

400 µm, and the capacitance measurements were carried at frequencies ranging from 103 

Hz to 106 Hz. (Due to the relatively large dissipation factor for the TCE samples, they 

were measured at frequencies that did not exceed 104 Hz) In addition to the amide binary 

solutions, for controls, we measured the capacitance of the neat solvents and of air (i.e., 

of an empty dry cell).(Hong, Bao et al. 2008) The dielectric constants of the binary amide 

solutions were calculated from the parallel capacitance values, corrected for 

dissipation.(Breitung, Vaughan et al. 2000)  

The experimentally determined dielectric values presented in the tables and figures 

correspond to averages of at least five repeats, where the error bars represent plus/minus 
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one standard deviation.  Except for EEE in CHCl3, the multiple repeats were recorded by 

two or more operators at different times of year, and the samples were using solvents 

from different bottles. (The relatively small error bars for EEE in CHCl3 reflected the fact 

that all repeats were carried on samples prepared by the same person from the same 

solvent source.)    

  

Density measurements. The densities of the amide solutions were measured with a 

calibrated Mettler Toledo portable density meter (Densito 30PX). Each measurement 

(recorded collected at 21°C ± 0.5 °C) required about 1 ml freshly prepared sample 

solution. Immediately prior to each measurement, the densitometer was washed several 

times with the corresponding sample solution. After each measurement, the densitometer 

was washed with the corresponding neat solvent and nitrogen dried.  

 

NMR spectroscopy. Proton nuclear magnetic resonance (1H-NMR) spectra were 

recorded on a Varian Inova 400 MHz spectrometer (Varian Inova 400, CA, USA). 

Chemical shifts for protons are reported in parts per million and are referenced to residual 

protium in the deuterated NMR solvents, CDCl3 and DCl2C-CDCl2 (Cambridge Isotope 

Laboratories, MA, USA) as an internal indicator (CHCl3: δ = 7.27 ppm; and DCl2C-

CHCl2: δ = 6.00 ppm).  

To examine the aggregation propensity of the amides in chloroform and in 1,1,2,2-

tetrachloroethane, 1H-NMR spectroscopy of five concentrations of amides, 5 mM, 10 

mM, 20 mM, 50 mM and 100 mM were recorded (for conversion to mole fractions, we 
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used equation 11). For the analysis, the NMR data were imported in Igor Pro, version 6 

(WaveMetrics, Inc.) on MacOS and WindowsXP workstations.(Jones and Vullev 2002; 

Jones and Vullev 2002; Jones, Yan et al. 2007; Millare, Thomas et al. 2008; Vasquez, Vu 

et al. 2009; Chau, Millare et al. 2011) 

 

Computational. We calculated the ground-state electric dipole moments and 

polarizabilities of the six amides and of the three solvents using ab initio DFT as 

implemented by Gaussian 03 and Gaussian 09.(Frisch, Trucks et al. 2004) Geometry 

optimizations were performed at the DFT level using the Restricted PBE(Perdew, Burke 

et al. 1996) exchange correlation functional and the 6-31G(d, p)(Petersson, Bennett et al. 

1988; Petersson and Allaham 1991) basis set with a relaxation criterion of 4.5×10-4 eV Å–

1. 

The polarization effects of CHCl3 were taken into account by using Self-Consistent 

Isodensity Polarizable Continuum Model (SCI-PCM) as implemented by 

Gaussian.(Foresman, Keith et al. 1996) In this model, the solvent was a continuous 

unstructured infinite polarizable dielectric with a given dielectric constant. Each amide 

solute, represented by a charge distribution, was embedded in a cavity and was 

surrounded by the solvent. The cavity was defined based on an isosurface of the total 

electron density.(Miertus, Scrocco et al. 1981; Foresman, Keith et al. 1996) 

The polarizabilities were calculated in Gaussian for optimized structures in vacuum 

using static frequencies (i.e., zero-frequency, static electric fields) as a derivative of 
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dipole moment at the DFT level using the Restricted PBE exchange correlation functional 

and 6-31G++(3df,3pd) basis set.  
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a Theoretical values for the magnitudes of the dipole moments from DFT calculations: 
µ2

(0) – vacuum or gas-phase calculations; and µ2* – calculations that include the solvent 
effect using the Onsager formalism: DO = 1,4-dioxane; C2Cl4 = tetrachloroethene;  
CHCl3 = chloroform; CH2Cl2 = dichloromethane; and DMSO = dimethylsulfoxide.   

b The non-zero components of the diagonalized polarizability tensor, αii, were the 
eigenvalues of the α2 = αij

"# $%  matrices obtained from DFT calculations of relaxed 
structures in vacuum. 

c Average polarizability: . 
d Obtained from weighed sums of the calculated dipoles of the cis and tans conformers: 

; ; ; where the DFT-
calculated total energies for the HHE conformers are: (1) E trans = – 6754.39 eV and E cis 
= – 6754.44 eV for vacuum; (2) E trans = – 6754.50 eV and E cis = – 6754.50 eV for DO; 
(3) E trans = – 6754.51 eV and E cis = – 6754.50 eV for C2Cl4; (4) E trans = – 6754.50   eV 
and E cis = – 6754.57 eV for CHCl3; (5) E trans = – 6754.60 eV and E cis = – 6754.60 eV 
for CH2Cl2; and (6) E trans = – 6754.63 eV and E cis = – 6754.64 eV for DMSO. 

e Obtained from weighed sums of the calculated average polarizabilities of the cis and 
tans conformers for vacuum, .  

f These amide structures did not relax in the solvent media. Therefore, we took the 
relaxed amide structures for vacuum and placed it in the corresponding solvent in order 
to calculate the dipole moment (single-point calculation). Our comparisons between the 
results for other amides that were (1) relaxed in the selected solvent and (2) relaxed in 
vacuum and then subjected to single-point calculation in the same solvent, however, 
showed that the values of the dipole moment obtained by either of these two methods 
do not differ significantly.   

g Obtained from weighed sums of the calculated dipoles of the cis and tans conformers, 
where the DFT-calculated total energies for the EHE conformers are: (1) E trans = – 
8891.27 eV and E cis = – 8891.16 eV for vacuum; (2) E trans = – 8891.36 eV and E cis = – 
8891.26 eV for DO; (3) E trans = – 8891.36 eV and E cis = – 8891.26 eV for C2Cl4; 
(4) E trans = – 8891.42   eV and E cis = – 8891.32 eV for CHCl3; (5) E trans = – 8891.45 
eV and E cis = – 8891.39 eV for CH2Cl2; and (6) E trans = – 8891.48 eV and E cis = – 
8891.39 eV for DMSO. 

 

 

α2 = αxx +αyy +αzz( ) 3

χcisµcis + χ transµtrans( ) χcis + χ trans( ) χ trans χcis = exp −ΔE kBT( ) ΔE =Etrans −Ecis

χcis αcis + χ trans αtrans( ) χcis + χ trans( )
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a Experimental dipole moments, µ2**, for the different solvents were calculated using 
equation 1, in which . For the corrected experimental dipole moments, µ2C**, 
we used .  

b Molar polarizations were calculated from experimental data for binary solutions of the 
amides in different solvents using equations 7 and 8. 

c  Amide refractive indexes: measured for the pure compounds that are liquid at room 
temperature. 

d Molar electronic polarization, in cm3 mol–1, calculated from experimental n2 values 
using equation 6b (i = 2).  

e p-values from t-tests of the hypotheses, H0, that the experimentally determined dipole 
moments are identical with the theoretically calculated dipoles for vacuum, 
p0 = p µ2 **≡ µ2

0( )( ) , for DO, pDO = p µ2 **≡ µ2 * DO( )( ) , and for CHCl3, 
pCHCl3 = p µ2 **≡ µ2 * CHCl3( )( ) , where p ξ ≡ζ( )  is the probability for ξ and ζ to be identical. 
Dashes, —, in these columns indicate p < 0.001. Arbitrarily, for 99% confidence, we 
reject H0 when p < 0.01.   

f Molecular polarizability, in Å3, calculated from experimental n2 values using equation 
6a (i = 2). 

g Lack of sufficient solubility. 
h EHH is solid at room temperature: we used a published value for its index of refraction, 
n2, rather than measuring it as we did for the other five amides. 
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a From DFT ab initio calculations of relaxed structures in vacuum (Scheme 3-2). 
b The polarities of the solvents, γ1, were estimated from their static and dynamic 

dielectric constants: γ1 = n1
–2 – ε1

–1.  
c The experimental solvent polarizabilities, α1e, were calculated from the solvent indexes 

of refraction, n1, using equation 6a (i = 1). 
d From experimental measurements: CM* from equation 9a for room temperature, using 
µ1** and α1e; and CM from equation 9b, using ε1.  

e The non-zero components of the diagonalized polarizability tensor, αii, were the 
eigenvalues of the α1 = [αij] matrices obtained from DFT calculations. 

f Average polarizability: . 
g 

 
From theoretical calculations: from equation 9a for room temperature, using µ1

(0) and 
αzz. 

h Ref. (Williams 1930; Smyth and Walls 1931; Hunter and Partington 1933; Aminabhavi 
and Gopalakrishna 1995); i  Ref. (Dotremont, Goethaert et al. 1993); j Ref. (Antony 
and Smyth 1964; Reinhart, Williams et al. 1970; Sato, Ohkubo et al. 1978); k  Ref. 
(Thomas and Gwinn 1949; Kiyohara and Higasi 1969);  l Ref. (Makosz 1994); m Ref. 
(Pekary 1974; Lumbroso, Cure et al. 1983; Aminabhavi and Gopalakrishna 1995). 

α1 = αxx +αyy +αzz( ) 3
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Table 3-4. Electric dipole moments of aliphatic amides, determined experimentally from 
solutions in chlorinated solvents using ellipsoidal approximation of the solvation cavity (equation 
10). 

amide r1:r2:r3 
µ2

(0)** / D 

CHCl3 TCE 

HHH 3:1:1 1.5 5.5 

HEE 2:3:1 2.1 4.5 

EHH 4:2:1 2.2 3.9 

EHE 2:2:1 3.0 5.4 
EEE 2:3:1 2.4 5.3 
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Scheme 1. Amides with various extent of ethylation. 
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Scheme 2. Solvent molecular structures. 
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         vacuum              CHCl3 

h            EEE 

         vacuum              CHCl3 

a            HHH 

         vacuum              CHCl3 

b         cis-HHE 

         vacuum               CHCl3 

c            trans-HHE 

         vacuum              CHCl3 

d            HEE 

         vacuum              CHCl3 

e            EHH 

         vacuum              CHCl3 

f            trans-EHE 

         vacuum              CHCl3 

g          cis-EHE 

Figure 3-1 
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Figure 3-1. Balls and sticks models of the amide structures, optimized in vacuum and in 

chloroform (CHCl3). The gray arrows designate the magnitudes and directions of the 

calculated permanent dipole moments. The direction of the dipole vectors is from their 

negative to their positive poles. 
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a b 

Figure 2 
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Figure 3-2. Dielectric and density properties of diluted amide solutions in 1,4-dioxane 

(DO). Concentration dependence of (a) the solution static dielectric constants, ε, obtained 

from capacitance measurements; and (b) the solution densities, ρ. The amide 

concentration is expressed in mole fractions, χ2. The blue markers represent the 

experimental data and the red lines show the linear fits of the data (equation 8).   
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Figure 3 

a b 

d c 
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Figure 3-3. Dielectric and density properties of diluted amide solutions in chlorinated 

solvents. (a, b, c) Static dielectric constant, e, obtained from capacitance measurements 

of amide solutions in (a, b) chloroform (CHCl3), and (c) 1,1,2,2-tetrachloroethane (TCE). 

(d) Densities of amide solutions in TCE. The concentration of the amides, c2, is 

expressed in mole fractions.  The blue markers represent the experimental data and the 

red lines represent the data fits. 
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a b 

c d 

Figure 4 
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Figure 3-4. 1H-NMR spectra of the amide, N-1H, region, depicting the concentration 

dependence of the chemical shifts of the N-1H protons for samples dissolved in CDCl3. 
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a b 

c d 
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e f 

cis   trans h 
Figure 5 
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 Figure 3-5. 1H-NMR spectra of the carbonyl and aliphatic proton regions of CDCl3 

solutions of the six amides. (a, c, e) Chemical shifts of the carbonyl and the aliphatic 

proton at two different sample concentrations. (b, d, f) Chemical shifts of the aliphatic 

protons at two different concentrations for the samples with ethylated carbonyls. 

(g) Chemical shifts of the carbonyl and the methylene protons of HHE showing the 

presence of two conformers. In (g), the highest peaks in the carbonyl and in the aliphatic 

region are normalized for clarity. (h) Balls and sticks structures of the two most stable 

HHE conformers with the corresponding atomic charges calculated for chloroform 

media. The singlet at 7.27 ppm was from the traces of C1HCl3 and was used for internal 

standard, and the broad singlet at 1.56 ppm was ascribed to traces of water in the solvent.      
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d 
Figure 6 
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Figure 3-6. 1H-NMR spectra of TCE-d2 solutions of five of the six amides depicting the 

concentration dependence (or the lack of concentration dependence) of the chemical 

shifts of: (a, d) the carbonyl protons of Hxx in the 8 – 8.5 ppm region; (a, b, c) the amide 

protons of xHx in the 5 – 6 ppm region; (b – e) the methylene protons of Exx and xxE in 

the 2 – 3.5 ppm region; and (b – e) the methyl protons of Exx and xxE in the 1 – 1.5 ppm 

region. HHE does not have sufficient solubility in TCE. The solvent peak of TCE-d1 is at 

6 ppm. 
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Chapter 4 

Anthranilamides as Bioinspired Molecular 

Electrets: Experimental Evidence for Permanent 
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ABSTRACT  

As electrostatic equivalents of magnets, organic electrets offer unparalleled properties for 

impacting energy-conversion and electronic applications. While biological systems have 

evolved to efficiently utilize protein alpha helices as molecular electrets, the synthetic 

counterparts of these conjugates still remain largely unexplored. This article describes a 

study of the electronic properties of anthranilamide oligomers, which proved to be 

electrets based on their intrinsic dipole moments as evident from their spectral and 

dielectric properties. NMR studies provided the means for estimating the direction of the 

intrinsic electric dipoles of these conjugates. This study sets the foundation for the 

development of a class of organic materials that are de novo designed from biomolecular 

motifs and possess unexplored electronic properties. 
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Introduction  
 

Electrets are materials and macromolecules with ordered electric dipoles, i.e., electrets 

are the electrostatic analogues of magnets.(Kepler 1978; Erhard, Lovera et al. 2010) Due 

to the substantial electric-field gradients that their dipoles generate, electrets have an 

enormous potential for unprecedented applications in energy conversion, electronics and 

photocatalysis applications.(Garcia 2011; Suzuki 2011; Vullev 2011) 

Protein helices present an important class of natural electrets. The ordered co-

directional orientation of the amide and the hydrogen bonds in these protein conformers 

results in permanent electric dipoles amounting to about five Debyes per residue.(Hol, 

Van Duijnen et al. 1978; Shin, Newton et al. 2003) For example, electric fields from 

protein α-helices stabilize weakly solvated ions in the interiors of the potassium, KcsA, 

and chloride, ClC, ion channels, permitting them to function efficiently.(Doyle, Cabral et 

al. 1998; Dutzler, Campbell et al. 2002) 

Employing polypeptide helices, derivatized with an electron donor and acceptor, 

Galoppini and Fox demonstrated for the first time the preferential directionality of the 

photoinduced electron transfer toward the positive pole of the dipole.(Galoppini and Fox 

1996; Fox and Galoppini 1997) This charge-transfer rectification was ascribed to the 

stabilization of the charge-transfer states, in which the electrons were transduced toward 

the positive poles of the helix dipoles.(Shin, Newton et al. 2003) Employing this 

approach to gold interfaces coated with polypeptide helices provided a means for 

controlling the directionality of photocurrent.(Yasutomi, Morita et al. 2004) 
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The studies described above share the corresponding electronic properties of helical 

peptides as the common theme for rectifying charge transfer. Indeed, these biomimetic 

polypeptide conjugates have proven immensely instrumental for bringing the concept of 

electrets to charge transfer. Such polypeptides, however, pose some challenging 

limitations: (1) the conformational integrity of polypeptide α-helices is often 

compromised when taken out of their natural environment, thus, limiting the scopes of 

their applications;(Jones, Zhou et al. 2003) and (2) polypeptides composed of natural α-

amino acids are wide-band-gap materials with an optical band gap of approximately 5.6 

eV, which limits the distance of efficient charge transfer to less than two nanometers. 

Charge transfer through such polypeptides is attained solely via electron 

tunneling.(Beratan, Onuchic et al. 1992; Jones, Lu et al. 1995; Jones, Vullev et al. 2000; 

Vullev and Jones 2002; Gray and Winkler 2005) Hopping mechanism, involving multiple 

discreet electron-transfer steps along precisely arranged cofactors or redox residues, such 

as tryptophan, is essential for extending the charge-transfer distances beyond the intrinsic 

limits of the protein backbone chains.(Shih, Museth et al. 2008)  

To address these issues, we undertook a bioinspired approach to attain organic 

electrets, which have the structural and functional advantages over their biological 

counterparts, and do not suffer the disadvantages of the biological 

macromolecules.(Ashraf, Pandey et al. 2009; Vullev 2011) Similar to protein α-helices, 

we aimed at ordered amide and hydrogen bonds to generate intrinsic electric dipoles 

along the backbones of the bioinspired conjugates. Unlike proteins, however, our goal 

was to place aromatic moieties as a part of the macromolecular backbones, in order to 
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attain extended π-conjugation and hence pathways for long-range efficient charge 

transfer. Anthranilamides proved to be excellent candidates for this bioinspired approach 

(Scheme 4-1).(Ashraf, Pandey et al. 2009)  

Anthranilamide oligomers are known structures existing in extended conformations 

stabilized by intramolecular hydrogen bonding.(Hamuro, Geib et al. 1996; Hamuro and 

Hamilton 2001) In fact, anthranilic acid, i.e., o-aminobenzoic acid, is vitamin L1. To date, 

the electronic properties of anthranilamides oligomers and their derivatives have not been 

investigated. Recently, using ab initio calculations, we demonstrated for the first time 

that these anthranilamide oligomers have intrinsic dipole moments. The vectorial sum of 

the dipoles from the amide bonds, along with the dipoles generated from the shift in the 

electron density upon the formation of hydrogen bonds, resulted in total electric ground-

state dipole moments of about three Debyes per residue (Scheme 4-1).(Ashraf, Pandey et 

al. 2009) Unlike in protein α-helices, the intrinsic dipoles of the anthranilamide 

oligomers were oriented from their N- to their C-termini (Scheme 4-1).(Ashraf, Pandey et 

al. 2009) 

Herein, we experimentally demonstrate that anthranilamides possess intrinsic dipole 

moments. We used relatively small conjugates, i.e., monomer, dimer and trimer, for this 

investigation (Scheme 4-2). Even in organic solvents, such as chloroform, in which these 

anthranilamide conjugates had pronounced solubility, they exhibited a strong propensity 

for aggregation. This self-assembly, however, was not electrostatically driven and the 

aggregates themselves had intrinsic dipoles as it became evident from dielectric studies of 

their solutions: i.e., at least partial co-directional arrangement of the anthranilamides 
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within the aggregates. Analysis of 1H chemical shifts, as determined using NMR 

spectroscopy, allowed us to determine that the direction of the intrinsic dipole was from 

the N- to the C-termini of the anthranilamides, which confirmed our theoretical findings.     

 

Results and Discussion 
 

We prepared monoanthranilamide (h-A-ph), dianthranilamide (h-AA-ph) and 

trianthranilamide (h-AAA-ph) derivatives, in which the C-termini were capped with 

phenyl and the N-termini with heptyl groups (Scheme 4-2). For these studies, the solvent 

of choice was chloroform. It provided the needed sample solubility and concurrently, it 

was non-polar enough to ensure that the effects from the permanent dipoles were readily 

detectable.(Upadhyayula, Bao et al. 2011)   

Previously reported structural data indicate that anthranilamides have a preference for 

an extended conformation. X-ray and NMR studies demonstrated that anthranilamide 

oligomers assume an extended conformation with a coplanar arrangement of the aromatic 

rings.(Hamuro, Geib et al. 1996; Hamuro and Hamilton 2001) Hydrogen bonding 

between amides attached to the same aromatic ring supports this coplanar extended 

conformation (Scheme 4-1).(Hamuro, Geib et al. 1996; Hamuro and Hamilton 2001) 

Such coplanar conformations, supported by hydrogen-bond networks, are not unusual for 

polymers of aromatic amides and esters in organic solvents.(Zhu, Wang et al. 2004; Gong 

2008; Colombo, Coluccini et al. 2010; Coluccini, Mazzanti et al. 2010) Furthermore, 

structure relaxation of a range of anthranilamide oligomers, using computational 
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methods, constantly led to coplanar extended conformations supported by hydrogen 

bonds between amides attached to the same aromatic residue (Scheme 4-1).(Ashraf, 

Pandey et al. 2009) 

The UV/visible emission spectra of all three conjugates exhibited two peaks, the 

intensity of which was concentration dependent (Figure 4-1). A decrease in the 

concentration of these conjugates in chloroform caused a decrease in the intensity of the 

red-shifted band, and an increase in the intensity of the high-energy peaks. These findings 

were an indication for aggregation of the anthranilamides in the investigated 

concentration range. The emission peak at about 400 nm was due to fluorescence from 

the monomeric forms of the anthranilamide oligomers; and the broad band at around 520 

nm was ascribed to the emission of their aggregated forms. Especially for h-AAA-ph, the 

intensity decrease in the aggregate emission band was less substantial than the increase in 

the fluorescence intensity of the 400-nm monomer emission. This finding suggested that 

the aggregation of the anthranilamides caused a decrease in their emission quantum 

yields.  

Possible origins of the low-energy emission band include: (1) the formation of ground-

state aggregates and their direct excitation; and (2) excited-state aggregation (excimer 

formation), where photoexcited molecule aggregates with a ground-state molecule, were 

possible origins of the aggregate emission. Close examination of the absorption spectra 

showed a slight increase in the extinction coefficient as the concentrations increased; a 

case, which was most pronounced for h-AA-ph (Figure 4-1a - c). These small spectral 
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changes, however, cannot be conclusive for claiming or ruling out ground-state 

aggregation.  

To address this issue, we resorted to time-resolved emission spectroscopy. The 

emission-decay curves, measured at the 520-nm aggregate bands, for each of the three 

oligomers showed a rise within the excitation pulse, followed by immediate nanosecond 

decay (Figure 4-1d). The lack of a slow post-excitation rise (characteristic for excimer 

formation), along with the fast emission decay kinetics, was indicative that the low-

energy bands resulted primarily from ground-state aggregates.(Jones and Vullev 2001; 

Vullev, Jiang et al. 2005)  

Addition of electrolyte and the use of a solvent media with higher polarity did not 

prevent the aggregation of the oligomers. Thus, electrostatic interactions (between the 

anthranilamide dipoles) were not the principal driving force for the aggregate formation. 

Due to the abundance of aromatic moieties in each of the oligomers, the aggregation 

could be plausibly ascribed to π-π stacking. 

The concentration dependence of the fluorescence properties of the anthranilamides 

provided a means for evaluating their aggregation behavior.(Jones and Vullev 2001; 

Jones and Vullev 2002; Jones and Vullev 2002; Vasquez, Vu et al. 2009) Deconvolution 

of the fluorescence spectra (Figure 4-2a) allowed us to estimate the relative contribution 

to the emission from the monomer and the aggregate bands, i.e., Rm and Ra, respectively: 

 

Rm = Sm
Sm + Sa

          (1a) 
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Ra =
Sa

Sm + Sa
         (1b) 

 where Sm and Sa represent the integrated emission under the monomer and aggregate 

bands, respectively, i.e., 
 
S = F ν( )dν∫ , and 

 
F ν( )  is the fluorescence intensity at 

wavenumber  ν .(Jones and Vullev 2001; Jones and Vullev 2002; Vullev and Jones 2002) 

As expected, an increase in the total concentration, C, of the anthranilamides, A, caused 

a decrease in Sm and an increase in Sa (Figure 4-2b). For h-A-ph, this change in the ratios, 

S, between the aggregate and monomer fluorescence bands occurred at C < 10–4 M. For h-

AA-ph and h-AAA-ph, the largest changes in Sm and Sa occurred in the sub-µM 

concentration range (Figure 4-2b).  

The aggregation led to fluorescence quenching, and the emission quantum yields, Φ, of 

the aggregates were about 2 to 20 times smaller than Φ of the monomeric forms of the 

anthranilamides (Table 4-1). Therefore, Rm and Ra, as defined in eq. 1, did not directly 

represent the equilibrium concentrations [A] and [An] of the anthranilamide monomers 

and aggregates, respectively. Considering that Sm ∝Φm A[ ]  and Sa ∝Φa An[ ] , along 

with C = A[ ]+ n An[ ] , yields: 

 

A[ ] = φRm
1− 1−φ( )Rm

C = ξC          (2) 

 

where φ = Φa / Φm, and ξ is the fraction of the anthranilamides that are in the form of 

monomers, i.e., ξ = [A] / C (Figure 4-2c). Substituting eq. 2 in the expression for the 
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equilibrium constant, K = [An] / [A]n, representing the aggregation process, n A  An, 

yields:   

 

lg C 1−ξ( )( ) = n lg Cξ( ) + lg nK( )         (3) 

 

The slopes of the linear fits of lg(C(1-ξ)) vs. lg(Cξ) provided a means for estimating of 

the state of aggregation, n, for the different anthranilamides (Figure 4-2d). For each of the 

anthranilamides, however, autocorrelation analysis revealed that a single linear fit over 

the whole concentration range did not yield statistically significant representations of the 

prelateship between lg(C(1-ξ)) and lg(Cξ). The Durbin-Watson statistics (d) was smaller 

than 1 for all fits covering the full concentration ranges (Table 4-2),(Eaton 1990; 

Hisamatsu and Maekawa 1994; Rutledge and Barros 2002; Xia, Upadhyayula et al. 2011) 

indicating for possible positive autocorrelations that were not accounted for by the linear 

model, eq. 3. As an alternative, linear fits limited to the concentration ranges, where the 

biggest changes in Rm and Ra occurred, provided excellent linear correlations with d ≈ 2 

(Table 4-2). 

The slopes of the linear fits, limited to the low µM and sub-µM ranges, were about 1.7, 

4.1 and 2.2 for h-A-ph, h-AA-ph, and h-AAA-ph, respectively (Table 4-2). Therefore, the 

observed concentration-dependent changes in the fluorescence of h-A-ph and h-AAA-ph 

corresponded to the formation of predominantly dimers, and of h-AA-ph – tetramers. The 

linear fits in the concentration ranges extending to 10 mM yielded slopes of about unity, 

n ≈ 1 (Table 4-2). Assuming that any aggregation, including between a monomer and an 
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aggregate and between two aggregates, would affect the emission properties of the 

anthranilamides, the unity slopes for C > 10–4 M indicated that no detectable aggregation 

took place in that concentration range.  

The zero-to-zero energies (E00),(Bao, Millare et al. 2009) extracted from the absorption 

and the emission spectra, correspond to the optical gaps between their highest occupied 

molecular orbitals (HOMOs) and their lowest unoccupied molecular orbitals (LUMOs), 

i.e., the optical HOMO-LUMO gaps of the anthranilamide conjugates (Table 4-1). The 

optical gaps, however, do not quantitatively represent the HOMO-LUMO energy 

differences. Instead, the optical HOMO-LUMO gaps of the anthranilamides characterize 

the direct transitions between the ground and the lowest singlet excited states; i.e., 

transitions that do not involve nuclear reorganization, and that are between closed-shell 

ground states and states with singly-occupied molecular orbitals. Conversely, the 

calculated HOMO-LUMO gaps (ΔE) represent the theoretically estimated differences 

between the HOMOs and LUMOs of the ground states of the anthranilamides.(Ashraf, 

Pandey et al. 2009)  

For the anthranilamides, E00 was between 0.6 and 1.3 eV smaller than ΔE (Table 4-1). 

Two considerations could account for the differences between E00 and ΔE. (1) Optically-

determined HOMO-LUMO gaps tend to be underestimated due to the charge-charge 

stabilization between the electron in LUMO and the hole in the HOMO. (2) Density 

functional theory (DFT), which we used for calculating ΔE,(Ashraf, Pandey et al. 2009) 

cannot provide feasible predictive power for the energies of unoccupied orbitals, such as 

LUMOs. That is, DFT can provide estimates of trends in the energies of the LUMOs 
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within series of analogous molecules, but the absolute values of these estimates should be 

approached with caution.  

A noticeable feature for these oligomers was the lack of considerable spectral shifts 

when the number of anthranilamide residues increased. While the molar extinction 

coefficients extrapolated to zero concentration, ε0, increased substantially with the 

number of residues, the shifts in the spectral maxima did not exceed 25 nm (Table 4-1). 

In fact, the spectral maxima of h-AA-ph and h-AAA-ph were practically identical. These 

observations indicated that the excited states, involved in the optical transitions, were 

localized.(Bao, Ramu et al. 2010)  

To experimentally test for permanent ground-state electric dipole moments, we used 

the Hedestrand approach employed with the Debye solvation theory, as we have 

previously described.(Hedestrand 1929; Debye 1945; Hill, Vaughan et al. 1969; Böttcher 

1973; Böttcher and Bordewijk 1978; Breitung, Vaughan et al. 2000; Upadhyayula, Bao et 

al. 2011) Linear analysis of the concentration dependence of the dielectric constant and 

the density of diluted solutions of polar solutes in relatively non-polar solvents, provides 

the means for estimating the molecular dipole moments of the solutes (Figure 4-

3).(Breitung, Vaughan et al. 2000; Tjahjono, Davis et al. 2007; Upadhyayula, Bao et al. 

2011)  

In the mM concentration range, required for this set of studies, the anthranilamides 

existed as aggregates. Nevertheless, an increase in the concentration of the 

anthranilamides caused an increase in the dielectric constant of the chloroform solutions 

as determined at different frequencies from capacitance measurements with a three-



 

198 

terminal cell (Figure 4-3b, c).(Breitung, Vaughan et al. 2000) Because only small fraction 

of the anthranilamides existed as monomers at concentrations exceeding about 0.5 mM 

(Figure 4-2c), the observed increase in the dielectric constant was ascribed to permanent 

dipole moments of the aggregates. That is, the aggregation did not cancel the permanent 

dipoles of these conjugates, indicating that they assembled, at least partially, in a co-

directional manner.  

Using the Hedestrand approach, we extracted the molar polarizations, P2H (per mole 

oligomer), from the experimental measurements that revealed the effect of the dipole 

moments on the dielectric properties of the solutions (Table 4-3). For comparison, we 

calculated the orientation polarization, P2µ, from the theoretically determined values of 

the dipole moments, µ0, of similar anthranilamide oligomers in gas phase (Table 4-

3).(Ashraf, Pandey et al. 2009) The magnitude of the measured polarization, P2H, indeed, 

increased with an increase in the oligomer size, and theoretically predicted P2µ followed 

the same trend.  

Although a fraction of the anthranilamides existed as monomers in the mM 

concentration range of the dielectric measurements (Figure 4-2c),(Hong, Bao et al. 2008) 

we could not ascribe the experimentally obtained polarizations, P2H, solely to the dipoles 

of the non-aggregated oligomer molecules that were free in solution. Assuming that the 

oligomer aggregates did not have ground-state dipoles and considering the fractions of 

the monomers, ξ, we estimated that the measured polarizations, P2H, should result in 

dipole values of 38 D, 22 D, and 34 D for h-A-ph, h-AA-ph, and h-AAA-ph, 

respectively, which were unfeasibly large, exceeding about 3 to 9 times the theoretically 
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determined dipoles, µ0 (Table 4-3). Conversely, assuming that the dipoles of the 

monomeric anthranilamide derivatives had values close to the theoretically estimated 

values of µ0, we estimated that the non-aggregated oligomers contributed about 1.4%, 

11% and 8.5% of the measured polarizations, P2H, of A-ph, h-AA-ph, and h-AAA-ph, 

respectively. Therefore, it was the dipole moments of the aggregates that predominantly 

contributed to the experimentally determined polarizations, P2H.     

For h-A-ph, the experimentally obtained value of P2H was slightly higher than P2µ 

(Table 4-3). In the mM concentration range of the dielectric measurements only about 2% 

of h-A-ph existed as a monomer (Figure 4-2c), and indeed it was the aggregate that 

contributed to the dielectric properties of the solutions. Considering the dimerization 

behavior of h-A-ph (Table 4-2), we estimated that the permanent dipole moment of its 

aggregate was 7.5 D. Assuming that each anthranilamide molecule contributes about 4.5 

D to the aggregate total dipoles (Table 4-3), the maximum dipole expected for these 

dimers was 9 D. That is, the experimentally obtained value was about 83% of the 

theoretically expected maximum value for the dimers, indicating that h-A-ph has a strong 

preference for aggregating in a co-directional manner.  

This propensity for co-directional self-assembly of h-A-ph could be ascribed to the 

asymmetry in the terminal capping groups. Upon dimerization the C-terminal phenyl 

would have stronger aggregation propensity with another aromatic moiety, due to π-π 

stacking, for example, rather than for the N-terminal heptyl. Similarly, the N-terminal 

heptyl group would have a stronger propensity for aggregating with another alkyl, rather 

than with an aromatic moiety.  
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Considering that h-AA-ph exhibited an aggregation behavior leading to tetramers 

(Figure 4-2d, Table 4-2), from the measured polarization we estimated the dipole moment 

of its aggregate to be in the order of 13 D. Based on the calculated µ0, the maximum 

possible value of the dipole of h-AA-ph tetramers was about 30 D. Similarly, the 

estimated value from the experimentally measured polarization for the dipole of the h-

AAA-ph dimer was about 9.9 D, which was about half of the maximum possible value of 

20 D for this aggregate, based on the theoretical estimate for µ0 (Table 4-3). These 

findings indicated that h-AA-ph and h-AAA-ph also had propensity for aggregating in a 

co-directional manner that, however, was not as pronounced as the propensity exhibited 

by h-A-ph. The reason for this decrease in the preference of h-AA-ph and h-AAA-ph 

toward co-directional aggregation could be ascribed to the increase in their size. The 

larger number of aromatic rings in the longer oligomers would provide a means for more 

interactions between aromatic moieties, decreasing the relative contribution of the N-

terminal heptyls toward the aggregation interactions, and hence decreasing the preference 

for the N-termini to aggregate with the N-termini of the other molecules, and the C-

termini with C-termini.  

Trends in the deshielding of the amide protons, H(N), as observed from their NMR 

chemical shifts, provided a means for estimation of the orientation of the anthranilamide 

dipoles. The C-terminal amide protons, Ha, which were not hydrogen-bonded, exhibited 

chemical shifts in the “aromatic” region, i.e., about 8 ppm (Figure 4-4). The hydrogen 

bonding of the rest of the amide protons, Hb, Hc, and Hd, caused deshielding and a 
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downfield shift in their signals, placing them in the “acid” region between 10.5 and 12.5 

ppm (Figure 4-4).  

Although at the concentrations we used for the NMR studies the anthranilamides 

existed as aggregates, each of the amide protons exhibited a single peak with a narrow 

Lorentzian shape. Two-dimensional (2D) NMR experiments utilizing intramolecular 

couplings revealed that each of these different singlets exhibited different correlation 

patterns, indicating that each of the peaks corresponded to only one amide proton. These 

findings suggested that the same amide proton, from the different molecules in an 

aggregate, had identical microenvironment. 

To examine the effect of the anthranilamide intrinsic dipoles, we compared the 

chemical shifts of amide protons that belonged to the same molecule and that had 

identical bonding environment (i.e., identical within about one-residue radius comparable 

with the intramolecular NMR coupling effects we measured). The hydrogen-bonded 

amide protons, Hb and Hc of h-AAA-ph, were the choice for this comparison (Scheme 4-

2). Both protons were in the middle of the oligomer, and each one of them was 

surrounded by three aromatic moieties with identical bonding pattern and orientation 

(Scheme 4-2). Despite their close similarity, Hb and Hc had distinctly different chemical 

shifts as evident from the three singlets separated from one another in the 11-13-ppm 

region (Figure 4-4). The difference in their chemical shifts could be ascribed to: (1) 

effects from the permanent electric dipole moments; and (2) differences in the 

microenvironments within the aggregates. The latter is not plausible because non-specific 

aggregation is very unlikely to provide unique microenvironment for the same proton 
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from different molecules in an aggregate. Therefore, it would be the intramolecular 

effects, along with the permanent electric dipoles, that govern the observed NMR 

chemical shifts.   

To avoid ambiguities due to aggregation, we used only intramolecular correlations to 

assign the chemical shifts of the hydrogen-bonded amide protons, Hb, Hc, and Hd. 

Gradient-selected heteronuclear multiple bond correlation (gHMBC) allows for detecting 

1H-13C coupling through several bonds, including through heteroatoms, such as the amide 

nitrogens.(Martins, Biesemans et al. 2000; Araya-Maturana, Pessoa-Mahana et al. 2008)  

For acceptable signal-to-noise ratio, we carried the HMBC and the other 2D NMR 

measurements at about 50 mM sample concentrations. The chemical shifts of all protons 

except Ha, did not exhibit concentration dependence in the range from about 1 to 50 mM. 

The shift of the non-hydrogen bonded proton, Ha, however, moved downfield by about 

0.45 ppm as the concentration increased to 50 mM (Figure 4-4, 5). Changes in the state of 

aggregation should affect the chemical shifts of all protons.(Jones and Vullev 2001; Jones 

and Vullev 2001) Ha was the most labile proton in h-AAA-ph, making it sensitive to 

changes in the activity of traces of water in the deuterated chloroform upon increasing the 

molar fraction of the anthranilamide. Therefore, this downfield shift of the signal from Ha 

is not an indication for changes in the state of aggregation. This observation, along with 

the fluorescence concentration-dependence trends (Figure 4-1c), implied that the 

aggregation occurred in the µM and sub-µM range. 

The signal from the most downfield-shifted aliphatic protons, He and He’ at 2.4 ppm 

(Scheme 4-3), correlated with only one peak in the carbonyl carbon region on the HMBC 
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spectra (Figure 4-5a). This correlation allowed the assignment of the N-terminal carbonyl 

carbon Cd (Figure 4-5a). Concurrently, the N-terminal carbonyl carbon correlated with 

only one of the amide proton signals, at 11.2 ppm, which thus we assigned to Hd, 

(Scheme 4-2, 4-3) 

To assign the chemical shifts of Hb and Hc of h-AAA-ph, we majorly resorted also to 

gHMBC (Figure 4-5). In the HMBC spectrum of h-AAA-ph, we compared the 

correlation peaks of the assigned terminal amide protons with the aromatic carbons in the 

region around 115 – 130 ppm (Figure 4-5a). The C-terminal amide proton, Ha, which was 

not hydrogen bonded, exhibited correlation peak with a maximum that spread between 

120.9 and 121.4 ppm of the carbon shifts (Figure 4-5e). Concurrently, the N-terminal 

amide proton, Hd, exhibited two overlapping correlation peaks with maxima spreading 

between 120.5 and 121.0 ppm, and between 121.4 and 122.0 ppm (Figure 4-5d). 

We examined the correlation peaks from the other two amide protons for patterns of 

connectivity with carbons that were about three bonds away from the Ha and Hd. The 

correlation peak that corresponded to the amide 1H at 11.96 ppm, had a maximum that 

extended between 121.9 and 122.7 ppm (Figure 4-5c). Hence, this proton had some 

cross-correlation overlap with Hd, i.e., the 11.96-ppm proton and Hd could be coupled to 

the same carbon. Concurrently, the 11.96-ppm amide proton had no cross-correlation 

with Ha, i.e., no common carbon to which both of them would be coupled (Figure 4-5c, 

e). Therefore, we assigned the proton at 11.96 ppm to Hc (Scheme 4-2, Figure 4-4). The 

amide proton at 12.25 ppm had a correlation peak with a maximum intensity that spread 

widely between 121.1 to 122.4 ppm over the carbon shift region (Figure 4-5b). This 
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proton had cross-correlation with both Ha and with the proton at 11.96 ppm that we 

assigned to Hc. Conversely, due to the close overlap of the aromatic carbon peaks, we 

could not readily rule out cross-correlation between the 12.25-ppm proton and Hd. The 

lack of cross-correlation between the 11.96-ppm proton and Ha, however, made it 

implausible to assign the 11.96-ppm peak to Hb. Therefore, considering all possible 

coupling patterns, we assigned the peak at 11.96 ppm to Hc, and the peak at 12.25 ppm to 

Hb (Figure 4-4).    

Because everything in the bonding patterns of Hb and Hc was identical within nearest 

residue range, we could ascribe the difference between the chemical shifts of these two 

protons to effects from the local electric field generated by the anthranilamide dipole 

(Scheme 4-1). As observed for polypeptide α-helices, positive polarization from the 

dipole electric field lowers the pKa of protic groups, i.e., increases their acidity and 

causes a downfield shift in the signals from their protons.(Lockhart and Kim 1993) For h-

AAA-ph, Hb is the most downfield shifted proton, i.e., about 0.3 ppm downfield from Hc. 

This difference in the chemical shifts indicated for more positive electric-field potential 

around Hb than around Hc. Because of the identity in the bonding microenvironment 

around these two protons, the anthranilamide dipole moment was the most plausible 

source for the difference in the electric potentials around Hb and Hc. Considering that the 

downfield shift in the Hb signal was consistent with a more positive potential than the 

potential around Hc, we could assign the direction of the anthranilamide dipole moment 

to be from the N- to the C-terminus: i.e., the negative pole of the dipole was oriented 
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toward the N-terminus and the positive pole – toward the C-terminus, consistent with the 

findings from our ab initio theoretical findings.(Ashraf, Pandey et al. 2009) 

 

Conclusions  
 

Anthranilamides possess intrinsic dipole moments and manifest a large propensity for 

self-assembly. The estimated dielectric properties of solutions of these conjugates, along 

with the lack of pronounced dependence of their spectral wavelength features on their 

molecular size, indicated for co-directional arrangements of these oligomers within their 

aggregates. NMR data elucidated that the orientation of the intrinsic dipoles is from the 

N- to the C-termini of the trianthranilamide oligomer. These findings demonstrate the 

anthranilamides as organic molecular electrets.                                                                                                                          

Experimental  
 

Materials. Palladium (10%) on activated carbon powder was purchased from 

Sigma-Aldrich, 2-amino-N-phenylbenzamide (95 %), octanoyl chloride (99 %), 

pyridine (99.5+%), 2-nitrobenzoyl chloride (97 % ), and all other reagents, including 

spectroscopic grade and anhydrous solvents dichloromethane (>99.8%) and N,N-

Dimethylformamide (DMF, 99.8%) were used as supplied by commercial vendors.  

 

Synthesis. The anthranilamide oligomers were synthesized from the C- to the N-

termini by consequential addition of 2-nitrobenzoyl chloride and reduction of the nitro 
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groups to amines, preparing it for the next coupling step.(Hamuro, Geib et al. 1996) We 

started with 2-amino-N-phenylbenzamide as a phenyl-capped N-terminus.  

General information. Proton (1H) NMR spectra were recorded at 400 MHz at ambient 

temperature using CDCl3 as solvent unless otherwise stated. Chemical shifts are reported 

in parts per million relative to CDCl3 (1H, δ 7.24; 13C, δ 77.23). Data for 1H NMR are 

reported as follows: chemical shift, integration, multiplicity (s = singlet, d = doublet, t = 

triplet, q = quartet, m = multiplet), integration and coupling constants. High-resolution 

mass-spectra were obtained on a Q-TOF mass spectrometer.(Wu, Becerril et al. 2011) 

Analytical thin layer chromatography was performed using 0.25 mm silica gel 60-F 

plates. Flash chromatography was performed using 60Ǻ, 32-63 µm silica gel. Yields refer 

to chromatographically and spectroscopically pure materials, unless otherwise 

stated.(Jones, Yan et al. 2007) All reactions were carried out in oven-dried glassware 

under an argon atmosphere unless otherwise noted.  

The purity of the anthranilamide oligomers was examined using TLC (normal phase), 

HPLC-MS (reverse phase) and melting point. For the HPLC tests, the mobile phase, 10% 

to 98% acetonitrile in water (+0.1 % trifluoroacetic acid), was applied as linear gradients 

between 0.5 and 2 ml min–2, at flow rate 0.9 ml min–1. The stationary phase in the column 

was 3 µm C8(2), 100 Å, packed in a 30×3.00 mm column (Phenomenex Luna®). Melting 

points were recorded using an electrothermal capillary melting point apparatus and are 

uncorrected. Combustion elemental analysis for carbon, hydrogen and nitrogen was 

conducted by Atlantic Microlab, Inc. (Norcross, GA). The samples were dried in vacuo 

for two to four hours prior to the analysis. The weight percentages for carbon, hydrogen 
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and nitrogen were reported. The expected values for the weight percentages were 

calculated from the empirical formulas using the known atomic weights.(Wieser and 

Coplen 2011)  

2-octanamido-N-phenylbenzamide (h-A-Ph). To an ice-chilled 10 ml CH2Cl2 solution 

of 2-amino-N-phenylbenzamide (200 mg, 0.94 mmol) and pyridine (190 mg, 0.20 ml, 2.4 

mmol) was added octanoyl chloride (310 mg, 1.9 mmol). The mixture was stirred at 0oC 

to room temperature for 2 h. The reaction mixture was diluted with 50 ml CH2Cl2, then 

washed with 1N HCl (50 ml × 2), saturated NaHCO3 (70 ml), and brine (50 ml). The 

organic layer was dried over Na2SO4, and concentrated in vacuo to afford white powder. 

Purification via flash chromatography on silica gel (100% CH2Cl2 to 1% MeOH in 

CH2Cl2) afforded 300 mg (0.88 mmol, 94%) of h-A-Ph (CAS# 881768-10-1), white 

solid: m.p. 115-118 oC. Elemental analysis, expected for C21H26N2O2: C, 74.52%; H, 

7.74%; N, 8.28%; measured: C, 74.52%; H, 7.74%; N, 8.30%. 1H NMR (400 MHz, 

CDCl3) δ 10.65 (1 H, s), 8.55 (1 H, d, J = 8.4 Hz), 8.04 (1 H, s), 7.57 (3 H, t, J = 8.4 Hz), 

7.45 (1 H, t, J = 8.4 Hz), 7.39 (2 H, t, J = 7.6 Hz), 7.19 (1 H, td, J = 7.6, 1.2 Hz), 7.08 (1 

H, t, J = 7.6 Hz), 2.36 (2 H, t, J = 7.2 Hz), 1.70 (2 H, m), 1.40-1.20 (8 H, m), 0.84 (3 H, t, 

7.2 Hz) ppm; 13C NMR (100 MHz, CDCl3) δ 172.69, 167.56, 139.41, 137.73, 132.73, 

129.41, 127.09, 125.27, 122.99, 122.19, 121.65, 120.92, 38.63, 31.90, 29.43, 29.23, 

25.70, 22.82, 14.28 ppm. HRMS m/z calculated for C21H26N2O2Na (M+Na) 361.1892, 

found 361.1891 (M+Na). 

2-nitro-N-(2-(phenylcarbamoyl)phenyl)benzamide. To an ice-chilled 100 ml CH2Cl2 

solution of 2-amino-N-phenylbenzamide (5 g, 24 mmol) and pyridine (4.7 g, 4.8 ml, 59 
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mmol) was added 2-nitrobenzoyl chloride (8.7 g, 47 mmol). The mixture was stirred at 

0oC to room temperature for 2 h. The reaction mixture was diluted with 500 ml CH2Cl2, 

then washed with 1N HCl (300 ml × 2), saturated NaHCO3 (300 ml), and brine (300 ml). 

The organic layer was dried over Na2SO4, and concentrated in vacuo to afford white solid 

(8.1 g, 22 mmol, 95 %). 1H NMR (400 MHz, CDCl3) δ 11.30 (1 H, s), 8.71 (1 H, d, J = 

8.4 Hz), 8.04 (1 H, d, J = 8.0 Hz), 7.93 (1 H, s), 7.66 (3 H, m), 7.57 (2 H, m), 7.50 (2 H, 

t, J = 8.0 Hz), 7.36 (2 H, td, J = 8, 1.2 Hz), 7.19 (3 H, m) ppm. 

2-octanamido-N-(2-(phenylcarbamoyl)phenyl)benzamide (h-AA-Ph). A 45 ml DMF 

solution of 2-nitro-N-(2-(phenylcarbamoyl)phenyl)benzamide (5 g, 14 mmol) was 

hydrogenated in the presence of 10% Pd/C (0.44 g) at 1 atm room temperature for 18 h. 

The reaction mixture was filtered through Celite. 300 ml CH2Cl2 was added to the filtrate 

which was washed with saturated NaHCO3 (100 ml), and brine (100 ml). The organic 

layer was dried over Na2SO4, then concentrated in vacuo to afford 2-amino-N-(2-

(phenylcarbamoyl)phenyl)benzamide as brown solid (3.7 g). This compound was used in 

the next step without any further purification.  

To a 10 ml DMF solution of 2-amino-N-(2-(phenylcarbamoyl)phenyl)benzamide (1.0 

g) and pyridine (0.6 ml, 7.4 mmol) was added 20 ml CH2Cl2 solution octanoyl chloride 

(1.0 g, 6.0 mmol). The mixture was stirred at room temperature for 2 h. The reaction 

mixture was diluted with 100 ml CH2Cl2, then washed with 1N HCl (50 ml × 2), 

saturated NaHCO3 (70 ml), and brine (50 ml). The organic layer was dried over Na2SO4, 

and concentrated in vacuo to afford white powder. Purification via flash chromatography 

on silica gel (100% CH2Cl2 to 5% MeOH in CH2Cl2) afforded 1.2 g (2.6 mmol, 70 % 
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overall yield for the two steps) of h-AA-Ph, white solid: m.p. 169-171 oC. Elemental 

analysis, expected for C28H31N3O3: C, 73.50%; H, 6.83%; N, 9.18%; measured: C, 

72.60%; H, 6.64%; N, 9.00%. 1H NMR (400 MHz, CDCl3) δ 11.81 (1 H, s), 11.20 (1 H, 

s), 8.66 (2 H, dd, J = 8.0, 8.8 Hz), 7.98 (1 H, s), 7.80 (1 H, d, J = 8.0 Hz), 7.67 (1 H, d, J 

= 7.6 Hz), 7.57 (3 H, m), 7.49 (1 H, t, J = 7.6 Hz), 7.39 (2 H, t, J = 8.0 Hz), 7.22 (3 H, 

m), 2.40 (2 H, t, J = 8.0 Hz), 1.72 (2 H, m), 1.40-1.20 (8 H, m), 0.84 (3 H, t, J = 6.4 Hz) 

ppm; 13C NMR (100 MHz, CDCl3) δ 172.42, 168.08, 167.50, 140.72, 139.47, 137.28, 

133.37, 133.15, 129.46, 127.50, 127.05, 125.62, 123.91, 123.32, 122.50, 121.99, 121.65, 

121.14, 120.23, 38.88, 31.90, 29.41, 29.22, 25.79, 22.82, 14.28 ppm. HRMS m/z 

calculated for C28H31N3O3Na (M+Na) 480.2263, found 480.2284 (M+Na). 

2-octanamido-N-(2-((2-(phenylcarbamoyl)phenyl)carbamoyl)phenyl)benzamide (h-

AAA-Ph). To 25 ml DMF solution of 2-amino-N-(2-

(phenylcarbamoyl)phenyl)benzamide (2.5 g, 7.5 mmol) and pyridine (1.5 ml, 19 mmol) 

was added 15 ml DMF solution of 2-nitrobenzoyl chloride (2.8 g, 15 mmol). The mixture 

was stirred at room temperature for 3 h. Large amount of white solid precipitated out. 

The solid was collected by filtration, and then washed with 1N HCl, saturated NaHCO3, 

and water. The dried solid, 2-nitro-N-(2-((2-

(phenylcarbamoyl)phenyl)carbamoyl)phenyl)benzamide (2.2 g), was used directly for the 

next step without further purification.  

DMF solution (50 ml) of 2-nitro-N-(2-((2-

(phenylcarbamoyl)phenyl)carbamoyl)phenyl)benzamide (2.2 g, 4.6 mmol)  was  

hydrogenated in the presence of 10% Pd/C (0.5 g) at 1 atm room temperature for 48 h. 
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The reaction mixture was filtered through Celite. 500 ml CH2Cl2 was added to the filtrate, 

which was washed with saturated NaHCO3 (200 ml), and brine (200 ml). The organic 

layer was dried over Na2SO4, then concentrated in vacuo to afford 2-amino-N-(2-((2-

(phenylcarbamoyl)phenyl) carbamoyl) phenyl)benzamide as brown solid (0.8 g). This 

compound was used in the next step without any further purification.  

To a 15 ml DMF solution of 2-amino-N-(2-((2-

(phenylcarbamoyl)phenyl)carbamoyl)phenyl) benzamide (0.5 g, 1.1 mmol) and pyridine 

(0.2 g, 0.2 ml, 2.7 mmol) was added octanoyl chloride (0.36 g, 2.2 mmol). The mixture 

was stirred at room temperature for 3 h. The reaction mixture was diluted with 150 ml 

CH2Cl2, and washed with 1N HCl (70 ml × 2), saturated NaHCO3 (100 ml), and brine (70 

ml). The organic layer was dried over Na2SO4, and concentrated in vacuo to afford white 

powder. Purification via flash chromatography on silica gel (100% CH2Cl2 to 10% 

MeOH in CH2Cl2) afforded 0.48 g (0.8 mmol, 18% overall yield for the three steps) of h-

AAA-Ph, white solid: m.p. 198-200 oC. Elemental analysis, expected for C35H36N4O4: C, 

72.90%; H, 6.29%; N, 9.72%; measured: C, 72.87%; H, 6.23%; N, 9.77%. 1H NMR (400 

MHz, CDCl3) δ 12.23 (1 H), 11.93 (1 H), 11.19 (1 H), 8.66 (2 H, m), 8.04 (1 H, s), 7.87 

(2 H, t, J = 9.2 Hz), 7.65 (1 H, d, J = 8.0 Hz), 7.57 (4 H, m), 7.45 (1 H, t, J = 8.0 Hz), 

7.28 (2 H, t, J = 7.6 Hz), 7.20 (4 H, m), 2.39 (2 H, t, J = 8.0 Hz), 1.71 (2 H, m, J = 7.6 

Hz), 1.40-1.20 (8 H, m), 0.84 (3 H, t, 6.4 Hz) ppm; 13C NMR (100 MHz, CDCl3) δ 172.5, 

168.0, 167.9, 167.6, 140.6, 140.1, 139.1, 137.4, 133.3, 133.1, 133.0, 132.7, 129.5, 127.8, 

127.3, 127.2, 125.6, 124.3, 124.0, 123.2, 122.5, 122.1, 122.0, 121.7, 121.3, 120.8, 38.8, 
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31.9, 29.4, 29.2, 25.7, 22.8, 14.3 ppm. HRMS m/z calculated for C35H37N4O4(M+H) 

577.2815, found 577.2819 (M+H). 

 

Absorption and emission UV/visible spectroscopy.  Steady-state UV/visible 

absorption spectra were recorded in a transmission mode. Steady-state and time-resolved 

emission measurements were conducted using a spectrofluorometer with double-grating 

monochromators and a single-photon-counting detector.(Wan, Ferreira et al. 2008; 

Bahmani, Gupta et al. 2011) For steady-state emission measurement, a long-pass glass 

filter was placed on the emission pathway to prevent the appearance of Rayleigh 

scattered excitation light at 2×λex.(Jones and Vullev 2002; Jones and Vullev 2002; 

Vullev, Wan et al. 2006) For time-resolved emission measurements, a NanoLED was 

used for an excitation source (λex = 278 nm; half-height pulse width, W1/2 = 1 ns). For 

recording the profile of the excitation pulse (i.e., the instrument response function), we 

used deionized water as a scatterer, setting λem = λex = 278 nm. The fluorescence decays 

of anthranilamides were recorded at two emission maxima, high-energy bands (λem = 400 

nm for all three anthranilamides), and red-shifted bands (λem = 545 nm for h-A-ph, λem = 

520 nm for h-AA-ph and h-AAA-ph).  

The fluorescence quantum yields, Φ, for different contraptions of the anthranilamide 

oligomers in chloroform were determined by comparing the integrated emission 

intensities of the samples with the integrated fluorescence of a reference sample with a 

known fluorescence quantum yield, Φ0.(Demas and Crosby 1971; Valeur 2002; Wan, 

Ferreira et al. 2008) Extrapolations to zero and to infinity concentrations yielded, 
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respectively, the estimates for the quantum yields of the monomeric and aggregated 

forms of the oligomers. For references, we used solutions of coumarin 151 in ethanol (Φ0 

= 0.49) and phenanthrene in ethanol (Φ0 = 0.13).(Dawson and Windsor 1968; Nad and 

Pal 2001; Montalti, Credi et al. 2006; Thomas, Millare et al. 2010; Brouwer 2011)  

 

Dielectric measurements. We followed procedures as described previously to 

calculate the dielectric values.(Upadhyayula, Bao et al. 2011) Three-terminal capacitance 

sample cell connected to an ultrahigh precision Wheatstone bridge, incorporated into a 

precision meter via connecting cables with up to of 4-m length were used to collect 

capacitance data. The three-terminal sample cell electrodes were separated to 400 µm, 

and filled with 1.5 ml of freshly prepared sample solution. The capacitance measurements 

were carried at frequencies ranging from 104 Hz to 106 Hz.  The capacitance of the neat 

solvent and of air was measured in an empty dry cell as controls.(Upadhyayula, Bao et al. 

2011) 

The experimentally determined dielectric values presented in the tables and figures 

correspond to averages of at least five repeats, where the error bars represent plus/minus 

one standard deviation. 

 

Density measurements. The densities of freshly prepared anthranilamide solutions 

were measured with a calibrated portable density meter, recorded at 21 °C (± 0.5 °C). 

Before and after each measurement, the densitometer was washed several times with neat 

solvent, nitrogen dried, and washed with the corresponding sample solution. 
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Table 4-2. Linear analysis of lg(C(1-ξ)) vs. lg(Cξ), implementing eq. 3. 

 Fitting range a n b d  c Accept H0? d 

h-A-ph 0.5 µM – 10 mM 1.29 ± 0.14 0.823 no 

 0.5 µM – 25 µM 1.65 ± 0.39 2.08 yes 

 25 µM – 10 mM 1.02 ± 0.16 2.36 yes 

h-AA-ph 0.1 µM – 10 mM 1.27 ± 0.12 0.406 no 

 0.1 µM – 1 µM 4.10 ± 0.89 1.95 yes 

 1 µM – 10 mM 1.05 ± 0.07 2.01 yes 

h-AAA-ph 0.1 µM – 10 mM 1.30 ± 0.11 1.02 inconclusive 

 0.1 µM – 25 µM 2.16 ± 0.42 2.15 yes 

 25 µM – 10 mM 1.10 ± 0.12 1.92 yes 

a Concentration ranges of the linear fits: (1) the whole concentration range; (2) the range 
of low concentrations, and (3) the range of the high concentrations. 

b State of aggregation from the slopes of the linear fits (eq. 3). 

c Durbin-Watson statistics: d = δ i+1 −δ i( )2i=1

n−1∑
δ i
2

i=1

n∑
, where δi are the residuals from the data fits, 

and d can assume values between 0 and 4. Values of d close to 2 signifies no 
autocorrelation, d close to 0 or 4 indicates a positive or negative autocorrelation, 
respectively.  

d Results from testing of the null hypothesis, H0: no autocorrelation between the residuals 
from the data fits. The testing of H0 involved comparison of d with the upper and lower 
critical limits, dU,α and  dL,α, respectively, for α = 0.05. If dU,0.5 < d < (4 – dU,0.5), H0 was 
accepted. If d < dL,0.5 or d > (4 – dL,0.5), the counter hypothesis was accepted. If dL,0.5 ≤ d 
≤ dU,0.5 or (4 – dU,0.5) ≤ d ≤ (4 – dL,0.5), the test was inconclusive.  
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Table 4-3. Measured and calculated molar polarizations, P2, of the anthranilamide 

oligomers.  

 P2H  /  cm3 mol–1 a µ 0  /  D b P2µ
(0)  /  cm3 mol–1 c 

h-A-ph    580 ± 90   4.5    421 

h-AA-ph    800 ± 50   7.5 1,170 

h-AAA-ph 1,020 ± 310 10 2,080 

a Experimental estimated polarizations, using Hedestrand (H) approach, from dielectric 
and density data for chloroform solutions of anthranilamides. The values are reported 
per mole of oligomer.(Hu, Xia et al. 2009; Upadhyayula, Bao et al. 2011) 

b Theoretically calculated dipole moments for gas phase from reference (Ashraf, Pandey 
et al. 2009). 

c Theoretically obtained orientation polarization, Pµ, from the calculated dipole 
moments: P2µ

(0) = µ0
2 NA / 9 ε0 kB T.(Upadhyayula, Bao et al. 2011)   
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Scheme 4-1. Origin of the intrinsic dipole moment of anthranilamides. 
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Scheme 4-2. Anthranilamide oligomers with highlighted hydrogen-bonded (red) and non-

hydrogen-bonded (blue) protons. 

         

      h-A-ph           h-AA-ph 

 

 

        h-AAA-ph 
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Scheme 4-3. Trianthranilamide, h-AAA-ph, with highlighted protons used for 

establishing the connectivity patterns in the NMR analysis. 
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a      b

 

 

c      d

 

Figure 4-1 
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Figure 4-1. Absorption and emission properties of the anthranilamide oligomers. (a-c) 

Steady-state absorption and emission spectra (chloroform solutions; lex = 305 nm). The 

absorption spectra for 5 mM concentrations were scaled up by a factor of 10 for 

comparison with the absorption spectra for 50 mM concentrations. The emission spectra 

for concentrations exceeding 10–4 M were recorded using small-angle fluorescence 

spectroscopy.(Mayers, Vezenov et al. 2005; Wan, Thomas et al. 2009; Lu, Bao et al. 

2010; Thomas, Clift et al. 2010; Ghazinejad, Kyle et al. 2012; Upadhyayula, Quinata et 

al. 2012) (d) Time-resolved emission decays recorded at the low-energy bands, i.e., at 

545 nm for h-A-ph, and at 520 nm for h-AAA-ph (lex = 278 nm, half-height pulse width = 

1 ns). 
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a  

b c  

d  Figure 4-2 
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Figure 4-2. Concentration dependence of the emission properties of the anthranilamide 

oligomers. (a) A representative example of deconvolution of a fluorescence spectrum 

using a sum of two Gaussian functions. To plot the spectrum versus energy, i.e., vs. 

wavenumber,  ν , instead of vs. wavelength, l, we converted the fluorescence intensity 

accordingly,  Fν ν( ) = λ 2Fλ λ( ) .(Valeur 2002) (b) Concentration dependence of the fractions 

of the monomer, Rm, and aggregate, Ra, emission (eq. 1). (c) Concentration dependence of 

the monomer fractions, x (eq. 2). (d) Linear analysis of lg(C(1-x)) vs. lg(Cx) (eq. 3). The 

gray circles designate the data points; and the red and blue lines – the linear data fits at 

low and high concentrations, respectively.  
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a     b    c  

Figure 4-3  
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Figure 4-3. Dependence of (a) the density, r, and (b, c) the dielectric properties of 

anthranilamide solutions in chloroform on the oligomer molar fraction, c2. (b) Dielectric 

constant, e, of h-AA-ph solutions extracted from capacitance measurements at different 

frequencies. (c) e of solutions of the three oligomers extracted from capacitance 

measurements at 100 kHz. 
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Figure 4-4  
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Figure 4-4. 1H-NMR spectra of the three anthranilamide oligomers with assignments of 

the peaks corresponding to the amide protons. (2 mM in CDCl3; 400 MHz) 
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a b
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 c  d  e

 Figure 4-5 

Figure 4-5. 1H-13C gHMBC spectrum of h-AAA-ph (2 mM in CDCl3; 400 MHz). (a) The 

full spectral range with 2J correlations (indicated with the gray lines) between 1He/1He’ 

and 13Cd and between 13Cd and 1Hd (Scheme 4-3). (b-e) Zoomed 3J correlation peaks 

between the amide protons and the carbons three bonds away. The peaks at: (b) 12.3 

ppm; (c) 11.9 ppm; (d) 11.2 ppm; and (e) 8.45 ppm.    
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Appendix: Chapter 5 

Microfluidic space-domain time-resolved 

emission spectroscopy of terbium (III) and 

europium (III) chelates with pyridine-2,6-

dicarboxylate  
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ABSTRACT 

This article describes the utilization of laminar microflows for time-resolved emission 

measurements with steady-state excitation and detection. Passing a laminar flow through 

a short illuminated section of a microchannel provided a means for pulsed-like 

photoexcitation of the moieties carried by the fluid. Imaging the microchannel flows 

carrying thus photoexcited chelates of lanthanide ions allowed us to extract their excited-

state lifetimes from the spatial distribution of the changes in the emission intensity. The 

lifetime values obtained using this space-domain approach agreed well with the lifetimes 

from time-domain measurements. This validated space-domain microfluidic approach 

reveals a means for miniaturization of time-resolved emission spectroscopy.   

KEYWORDS: laminar flow, flow rate, flow velocity, lanthanides, luminescence, 

dipicolinic acid 
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Introduction 
 

Currently, the experimental determination of emission lifetimes requires time-domain 

or frequency-domain approaches.(Lakowicz 2006; Wróbel, Dudkowiak et al. 2010) 

Time-domain measurements involve excitation with short pulses and monitoring of 

radiative decays with fast detectors.(Birch and Imhof 1991) Conversely, frequency-

domain measurements yield lifetimes from the phase shifts and the demodulation of 

emission signals recorded during photoexcitation with radio-frequency-modulated 

illumination.(Gratton, Jameson et al. 1984) 

Extracting temporal information from spatial distribution of optical signals benefited 

the development of ultrafast time-resolved spectroscopy. Pump-probe and streak-camera 

techniques utilizing a control of spatial delays for pulses (traveling with the speed of 

light) provide the means for pico- femto- and atosecond temporal resolution.(Campillo 

and Shapiro 1983; Beeby 2002; Fushitani 2008; Wan, Ferreira et al. 2008; Nisoli and 

Sansone 2009) Such ultrafast techniques, however, are unfeasible for nanosecond and 

longer time domains. 

Microfluidics (μFLs) presents an alternative for time-resolved spectroscopy by 

employing excitation and imaging, both operating solely in a steady-state mode.(Song, 

Chen et al. 2006; Ristenpart, Wan et al. 2008) Flow velocities in the range of cm s–1 to 

m s–1, readily attainable in µFLs, provide the means for observable spatial displacement 

that correspond to micro- and millisecond time domains: i.e., time-domains that are too 

slow for ultrafast spectroscopy and too fast for traditional steady-state techniques.(Beeby 
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2002; Thomas, Millare et al. 2010) Inherently, μFLs offers venues for miniaturization 

and for field-deployable technologies. 

Fast mixing in microchannels, followed by monitoring the appearance of the 

microflows down the stream, allows for kinetic measurements with millisecond 

resolution.(Song and Ismagilov 2003; Bringer, Gerdts et al. 2004; Song, Chen et al. 2006) 

A control of the flow rates provides a means for converting the distance along an imaged 

microchannel into time scales.(Song and Ismagilov 2003) The speed of mixing, the flow 

rates, and the spatial imaging resolution control the limits of the temporal resolution of 

such space-domain measurements. 

Pyridine-2,6-dicarboxylic acid, i.e., dipicolinic acid (DPA) is a natural product present 

solely in bacterial endospores,(Slieman and Nicholson 2001; Setlow 2011) and has a high 

affinity for lanthanide ions, Ln3+.(Jones and Vullev 2002; Cable, Kirby et al. 2009) In 

such Ln3+ chelates, the DPA ligands act as photo-sensitizers, allowing access to spin-

forbidden radiative-decay transitions of the chelated ions. Thus, the complexation of 

Tb3+, Eu3+ and other lanthanide ions with DPA, which enhances their emission, offers a 

key handle for biosensing of bacterial endospores.(Rosen, Sharpless et al. 1997; 

Pellegrino, Fell et al. 1998; Rosen 1998; Hindle and Hall 1999; Rosen 1999; Rosen 2006; 

Cable, Kirby et al. 2007; Yung, Lester et al. 2007; Yung, Shafaat et al. 2007; Li, 

Dasgupta et al. 2008; Yung and Ponce 2008; Cable, Kirby et al. 2009; Yang and Ponce 

2009; Ammann, Kolle et al. 2011; Yang and Ponce 2011) Furthermore, the emission 

lifetimes of such complexes strongly depend on the number of ligands chelating the metal 

ions.(Jones and Vullev 2002) 
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Herein, we explore the use of laminar microflows for time-resolved emission 

spectroscopy employing steady-state imaging. Continuous-waveform (CW) illumination 

of a short stretch of a microchannel caused a pulse-like excitation of chromophores 

carried by the flow through the illuminated region (Scheme 5-1). Epifluorescence 

imaging of microflows after such confined CW illumination revealed the progress of the 

radiative deactivation of the excited states of complexes of terbium, Tb3+, and europium, 

Eu3+, ions with DPA. Comparison of the obtained space-domain emission lifetimes with 

previously reported time-domain measurements(Horrocks and Sudnick 1979; Jones and 

Vullev 2002; George, Golden et al. 2006; Cable, Kirby et al. 2007) revealed the 

unexplored benefits, as well as the limitations, of this microfluidic approach. 

 

Results 
 

Principles of µFL space-domain spectroscopy. We hypothesized that if continuous-

waveform (CW) localized illumination at the beginning of a microchannel photoinitiates 

radiative processes, their progress can be monitored by imaging the microflows adjacent 

to the CW excitation. At flow rates, Q, of tens of microliters per minute, fluids move 

through microchannels in a laminar manner with average flow velocities, 〈v〉, on the order 

of decimeters per second (due to the small cross sections, A, of the channels): i.e., 〈v〉 = Q 

A–1. Therefore, imaging such microflows with lateral resolution of a few micrometers 

provides the means for temporal resolution in the order of 10–5 s. 
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For the space-domain time-resolved emission measurements, we used print-and-peel 

(PAP)(Vullev, Wan et al. 2006; Hong, Bao et al. 2008; Thomas, Clift et al. 2010; 

Thomas, Millare et al. 2010) fabricated μFL devices that were coupled with quartz 

optical fibers for illuminating small regions of the microchannels with UV light (Scheme 

5-1a, c). As laminar flows carried solutions of Ln3+ and DPA through CW-illuminated 

spots, the chromophores experienced pulsed-like excitation (Scheme 5-1). Sufficiently 

fast flow velocities resulted in short enough effective durations of the flow-induced 

excitation pulses, ensuring that much of the radiative deactivation of the Ln3+ chelates 

occurred in the non-illuminated regions of the channels (Figure 5-1b). Images of such 

flows revealed green and red luminescence from the Tb3+ and Eu3+ solutions, 

respectively, decaying along the channel lengths after the illuminated spots.  

Two approaches allow spectral characterization of the emission-decays images: 

(1) separating the red, the green and the blue components of RGB images recorded with a 

color camera; and (2) placing band-pass filters between the μFL devices and a 

monochromatic camera, and imaging only the spectral features at particular emission 

wavelength ranges. We used the latter approach because it provided improved selection 

of the wavelength ranges of interest. 

 

Analysis of time-resolved data in space domain. Because the size of the excitation 

spots, S(x, y), was comparable with the lengths of the imaged luminescence decays, we 

deconvoluted the measured emission response, R*(x, y), to extract the space-domain 
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lifetimes, τS, of the samples (Figure 5-1c, d):(Giurleo and Talaga 2008; Lu, Bao et al. 

2010) 

 

R* x, y( ) = R x, y( ) +ψ S x, y( )        (1a) 

R x, y( ) = L x, y, z( )⊗G x, y, z( )dz
0

h

∫ =

= L x −ξ, y, z( )G ξ, y, z( )dξ
0

x

∫ dz
0

h

∫
     (1b) 

 

where R(x, y) is the response resultant from the chromophore emission, and the second 

term of the sum accounts for the imaged autofluorescence from the materials along the 

pathway of the excitation ultraviolet light. L(x, y, z) is the intensity of the excitation light 

at coordinates x, y and z, corresponding to the axes oriented along the length, the width, 

w, and the height, h, of the channel, respectively. G(x, y, z) is an exponential decay 

function of emission induced by δ-function pulse excitation, i.e., excitation by 

illumination at a single point with coordinates 0, y, z. This exponential decay function 

encompasses the conversion of spatial displacement along the channel length, x, to time 

after the δ-excitation, t(y, z), employing the component of the flow velocity along x, vx(x, 

y, z): 

 

     (2a) 

€ 

L x,y,z( )0≤z≤h = S x,y( ) 10−ε exCDPA h−z( )
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G x, y, z( ) = G0 exp −
t y, z( )
τ S

⎛
⎝⎜

⎞
⎠⎟
+ g∞ =

= G0 exp − x
vx x, y, z( )

1
τ S

⎛
⎝⎜

⎞
⎠⎟
+ g∞

     (2b) 

 

The vertical z-dependence of L was estimated from the optical density of the samples 

by accounting for the concentration of DPA, CDPA, i.e., the principal light absorber at 280 

nm, and for its molar extinction coefficient at that wavelength, εex (equation 2a).(Jones 

and Vullev 2002) For the image of the excitation spots, S(x, y), we recorded the 

autofluorescence from the μFL devices without emissive sample in their channels (Figure 

5-1a). 

 

Flow-velocity profiles within elastomer microchannels. For flow rates between 10 

and 50 ml min–1, the Reynolds numbers, Re, for the aqueous solutions passing through 

the stretch of the microchannel illuminated with the excitation light, ranged between 0.9 

and 4.4. These relatively small values of Re ensured that the flows of the tested samples 

were laminar. Furthermore, due to the small heights of the channels, the entry lengths for 

the different flow rates did not exceed 10 µm; i.e., the parabolic velocity profiles of the 

laminar flows were completely developed by the time they reached the illuminated region 

of the channels.   

The conservation of mass allows for relating the flow-velocity profiles, v(x, y, z), at 

each position x along the channel, with the flow rate, Q: 
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Q = v x, y, z( )dzdy
0

h
∫0

w
∫ ≈ vx x, y, z( )dzdy

0

h
∫0

w
∫     (3) 

 

Dividing the x-coordinate by the magnitude of the components of the flow velocity 

vectors along the length of the channel, vx(x, y, z) provided the time-resolved features 

from the space-domain dynamics (equation 2b). Assuming parabolic distribution and no-

slip conditions, we estimated the velocity-profile distributions across the channel cross-

sections from the flow rates (equation 3). Profilometry and fluorescence microscopy 

provided a means for determining the channel cross sections. 

The μFL devices were PAP-fabricated of poly-dimethyl-siloxane (PDMS) slabs, 

permanently adhered to glass slides.(Millare, Thomas et al. 2008; Chau, Millare et al. 

2011) Because of the relatively large elasticity of PDMS, pressure-driven flows deform 

the walls and the ceilings of the microchannels of such devices.(Gervais, El-Ali et al. 

2006) Such deformations alter the channel cross-sections and the flow-velocity profiles 

during the operation of the devices. Therefore, profilometry measurements of the 

negative-relief imprints on the PDMS slabs (Figure 5-2a), prior to the device assembly, 

represented only of the channel cross sections with no pressure-drive flows through them.  

Employing fluorescence microscopy allowed us to estimate the cross-sections at 

different flow rates. We imaged the µFL channels as we passed solution of fluorescein at 

different flow rates. An increase in the flow rate increased the intensity of the recorded 

emission from the imaged channels (Figure 5-2b, c). Because the dye concentration was 

constant, we ascribed this increase in the emission intensity to the increase in the 
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thickness of the channel, i.e., to the increase in the pathway of excitation of the 

fluorescent sample.  

The distribution of the imaged fluorescence intensity across the channels (at 0 µl min–1) 

does not directly follow the contour of the channel cross-section obtained from 

profilometry (Figure 5-2a, d, e). Unlike transmission optical microscopy where the 

recorded pixel intensity is linearly proportional to the height of the channel,(Thomas, 

Clift et al. 2010) as well as to the concentration and the extinction coefficient of the 

chromophore, fluorescence intensity has a non-linear dependence on these 

parameters.(Wan, Thomas et al. 2009; Xia, Upadhyayula et al. 2011) We, therefore, 

considered this nonlinearity in order to reconstruct the channel cross-sections from the 

fluorescence images.  

For estimating the shapes of the channel cross-sections from the fluorescence images 

we used data recorded with an objective that had depth of field exceeding ~30 µm, i.e., 

ensuring that the whole channel, 0 ≤ z ≤ h, was within the depth of field. Therefore, we 

could represent the imaged fluorescence intensity, Fx,y(h, λex), as an addition of the 

fluorescence from each point along the vertical axis, z, of the channel:    

 

Fx,y h,λex( ) = Fx,y z,λex( )dz
0

h

∫         (4a) 

 

where λex is the excitation wavelength, and F(z, λex) represents the fluorescence from an 

infinitesimally thin horizontal plane (with thickness ζ → 0), located at z. The 
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fluorescence intensity is proportional to the emission quantum yield of the dye, Φ, and 

the light absorbed by the thin plane at z: 

 

F z,λex( )∝ΦI0 λex( ) 1−10−ε λex( )Cζ( )10−ε λex( )Cz = I λex( )10−ε λex( )Cz     (4b) 

 

where I0(λex) is the light intensity at the bottom of the channel, i.e., at z = 0, ε(λex) is the 

molar extinction coefficient of the dye, and C is the dye concentration. I0 λex( )10−ε λex( )Cz  

represents the intensity of the light transmitted through the dye solution from 0 to z, i.e., 

the intensity of the excitation light reaching the plane at z. The intensity of the absorbed 

light by the dye within the plane with thickness ζ is proportional to 1−10−ε λex( )Cζ( ) , and 

I(λex) does not have z-dependence, i.e., I λex( ) = ΦI0 λex( ) 1−10−ε λex( )Cζ( ) . Substituting 4b 

in 4a and integrating along z provide the dependence of fluorescence on the channel 

height: 

 

Fx,y h,λex( )∝ I λex( ) 10−ε λex( )Cz dz
0

h

∫ =
I λex( )ε λex( )C

ln 10( ) 1−10−ε λex( )Ch( )     (4c) 

Fx,y h,λex( ) =ϕx,yI λex( )ε λex( ) 1−10−ε λex( )Ch( )        (4d) 

 

The proportionality coefficient, ϕx,y, accounts for the dye quantum yield, for the 

microscope settings, and for the uneven illumination through the field of view. Because 
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we employed broadband excitation for the microscopy measurements, we integrated 4b 

over the excitation wavelength range, between λ1 and λ2, in order to relate the imaged 

fluorescence intensity with the channel height:  

 

Fx,y h( ) =ϕx,yϒ h( )           (5a) 

where,  

ϒ h( ) = I λex( )ε λex( ) 1−10−ε λex( )Ch( )dλex
λ1

λ2

∫        (5b) 

 

We numerically solved the integral ϒ h( ) , using ε(λ) estimated from absorption spectra 

recorded for aqueous fluorescein solutions. For I0(λex), needed for calculating I(λex), we 

used the spectrum of the mercury arc lamp of the fluorescence microscope, recorded 

through the excitation filter (Figure 5-2h). To calculate the proportionality coefficient, 

ϕx,y, we used the fluorescence recorded at no flow rate, Q = 0, and the channel heights 

obtained from profilometry measurements:  

 

ϕx,y =
Fx,y,Q=0 hprofilometry( )
ϒ hprofilometry( )         (5c) 

 

Applying equations 4 and 5 to traces from the fluorescence images recorded at different 

flow rates, we estimated the cross section of the channels (Figure 5-2f, g). For channels 

with large aspect ratios, i.e., w >> h,(Spiga and Morini 1994) the fluorescence image data 
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and finite element analysis revealed that the displacement and the arching of the channel 

ceilings (across the channel widths) encompasses the principal deformation that affects 

the cross sections and the flow-velocity profiles, which was in accordance with the report 

from Gervais et al.(Gervais, El-Ali et al. 2006)  

Within the 2-mm stretch along the µFL channel, where we recorded the emission 

decays (Figure 5-1b), the difference between cross-sections along the channel length, x, 

did not exceed ~10% (Figure 5-2f, g), which further justified the approximation v(x, y, z) 

≈ vx(x, y, z) in equation 3. Using the channel cross-sections obtained from the 

fluorescence images, and employing no-slip conditions and parabolic distribution to 

equation 3, resulted in the flow-velocity profiles, vx(x, y, z), for different flow rates 

(Figure 5-2i, j), needed for the space-domain emission-decay analysis (equation 2).     

 

Space-domain time-resolved emission of Ln3+ chelates. Using space-domain 

approach, we investigated the emission decays for mixtures of lanthanide ions and DPA, 

in which the luminescent species were a mono-chelated complex, i.e, Tb(DPA), and tris-

chelated complexes, i.e., Tb(DPA)3 and Eu(DPA)3. In accordance with previous reports, 

solutions in which the concentration of the terbium ions, CTb, exceeded the DPA 

concentration five-fold, provided predominantly mono-DPA chelates.(Jones and Vullev 

2002; Jones and Vullev 2002) Conversely, for the tris-chelated samples, the CDPA 

exceeded the concentration of the lanthanide ions, CLn, five-fold.(Jones and Vullev 2002; 

George, Golden et al. 2006) The fine structure of the emission spectra of the Ln3+-DPA 

mixtures revealed that, indeed, for CLn:CDPA = 1:5 the luminescent species were tris-
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chelates; and that for CTb:CDPA = 5:1 – the luminescent species were mono-chelates 

(Figure 5-3a).(Jones and Vullev 2002; George, Golden et al. 2006) 

For all samples, the principal light absorber was DPA: at 280 nm, the molar extinction 

coefficients of Tb3+ or Eu3+ are considerably smaller than that of DPA.(Jones and Vullev 

2002) The photoexcited DPA moieties that ligated the lanthanide ions, Ln3+
,, undergo fast 

energy transfer to Ln3+, while the photoexcited free DPA molecules undergo non-

radiative deactivation. Thus, the principal luminophores in the Ln3+-DPA solutions were 

the chelated Tb3+ and Eu3+. 

For the space-domain emission measurements, we passed the Ln3+-DPA solutions 

through the illuminated channels with flow rates ranging from 10 to 50 µl min–1 (Figure 

5-3b). An increase in the flow rate increased the lengths of the emission decays (Figure 5-

3b, d), and hence improved the temporal resolution. The backpressure, however, sets the 

principal limit on the maximum flow rates that were feasibly attainable. Furthermore, at 

the same flow rate, the lengths of the emission decays from the three chelates differed 

(Figure 5-3b, c) in accordance with the differences in their luminescence 

lifetimes.(Horrocks and Sudnick 1979; Latva, Takalo et al. 1997; Jones and Vullev 2002; 

George, Golden et al. 2006; Cable, Kirby et al. 2007) 

From recorded images of R*(x, y) and S(x, y), we extracted traces along the middle of 

the channels, reducing the data to a one-dimensional spatial coordinate that provides the 

time resolution, i.e., R*(x)y=w/2 and S(x)y=w/2 (Figure 5-1). Least-square (LS) fits of the 

R*(x) traces using equations 1 and 2, and the estimated flow-velocity profiles (Figure 5-

2), allowed for extracting the emission decay lifetimes for solutions containing 
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luminescent lanthanide chelates (Figure 5-1c, d). The fitting parameters encompassed the 

lifetime, τS, along with other quantities, G0, ψ, and g∞ (equations 1, 2), that were not 

available via alternative estimates. For each flow rate, the terbium tris-chelate samples 

exhibited the longest lifetimes and the terbium mono-chelate samples – the shortest 

(Table 5-1). For each chelate, the lifetimes extracted from the emission-decay traces did 

not manifest statistically significant dependence on the flow rate (Table 5-1, footnote 

b(Thomas, Millare et al. 2010)). The thus obtained values of τS were in good agreement 

with the previously reported lifetimes of these chelates.(Horrocks and Sudnick 1979; 

Latva, Takalo et al. 1997; Jones and Vullev 2002; George, Golden et al. 2006; Cable, 

Kirby et al. 2007) 

To further confirm the emission lifetimes obtained from the space-domain image data, 

we examined the luminescence properties of the same Ln3+ samples using time-domain 

measurements. Illuminating the samples with femtosecond pulses from a modelocked 

laser source resulted in emission decay signals that extended to a few milliseconds after 

the excitation (Figure 5-4). The laser pulse-width was orders of magnitude smaller than 

the measured lifetimes, ensuring that δ-function represented a reasonable approximation 

for the excitation pulses. Monoexponential fits of these time-domain emission-decay data 

yielded lifetimes, τT, that agreed well with the space-domain measured τS (Table 5-1, 

footnote d).    
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Discussion  
 

The steady-state mode of operation of this space-domain µFL approach, allowed for a 

fast acquisition of emission-decay data with relatively large signal-to-noise ratios. Using 

lanthanide chelates as emission samples, we demonstrated the feasibility of employing 

facilely fabricated microdevices for measuring lifetimes that range from hundreds of 

microseconds to milliseconds. 

It took seconds to record the emission-decay images using easy-to-fabricate low-cost 

µFL assemblies. Furthermore, this space-domain approach provides venues for 

miniaturization, allowing for in situ time-resolved spectroscopy measurements on lab-on-

a-chip (LoC) setups. In fact, the fluorescence microscope was the “bulkiest” component 

of the setup needed for these studies. The development of the camera and microscopy 

field-deployable technologies, however, will address concerns for competitive cost and 

size of the microscopes needed for the space-domain µFL measurements.(Breslauer, 

Maamari et al. 2009; Zhu, Isikman et al. 2013) Even in these studies, the cost and the size 

of the equipment for time-domain measurements (Figure 5-4) exceeded the cost and the 

size of the space-domain emission microscopy setup. Furthermore, time-domain 

measurements employing “traditional” time-correlated single-photon counting may take 

an hour or longer to acquire reasonable counts per channel for decays in the 100s of µs 

and ms domains. Therefore, space-domain time-resolved emission spectroscopy, which is 

based on steady-state measurements, has certain unexplored advantages that can prove 

useful for a range of analytical and LoC applications. 
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Average flow velocities of decimeters per second provide the means for temporal 

resolutions of 10 µs or better assuming micrometer optical spatial resolution between 

neighboring points on the decay images. In the current devices, however, the size of the 

excitation spot (Figure 5-1a) set the lower limit on the measurable lifetimes. For the flow 

velocities we attained (Figure 5-2), excitation spanning over 300 µm along the channel 

prevented the characterization of emission-decay kinetics with lifetimes much smaller 

than about 100 µs. Therefore, decreasing the area of the excitation spot would not only 

extend the lower limit of the measureable lifetimes, but also simplify the analysis of 

emission decays involving relatively long lifetimes by eliminating the need for spatial 

deconvolution (equation 1b). 

An increase in the flow rate lengthened the decay traces (Figure 5-3b), and appeared to 

provide the means for improving not only the temporal resolution, but also the lower 

limit of the attainable lifetimes. Such a flow-rate increase, however, also increased the 

backpressure, which deformed the channels and increased the areas of the cross-sections, 

decreasing the average flow velocity in comparison with non-deformed channels. 

Therefore, the elasticity of the polymer composing the devices presented a limitation on 

the feasibly useful flow-rate range.  

As a material for fabricating µFL devices, PDMS has a range of disadvantages, such as 

pronounced elasticity and oxygen permeability.(Houston, Weinkauf et al. 2002; Mehta, 

Lee et al. 2009) Indeed, employing non-elastic materials for space-domain devices would 

not only prevent the deformation of the microchannels, but also considerably simplify the 

analysis of the flow-velocity profiles and improve the dynamic range for the 
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measurements, which will make this technique even more attractive than the herein 

proof-of-concept design.  

Nevertheless, the ease of molding, along with the simplicity of assembling 

microdevices, has made PDMS one of the most widely used material for µFL 

devices.(McDonald and Whitesides 2002; Gates 2005; Hui, Wang et al. 2005; Teh, Lin et 

al. 2008; Fiddes, Raz et al. 2010; Pan and Wang 2011) Indeed, PAP-fabricated PDMS 

microdevices allowed us to demonstrate the concept of space-domain time-resolved 

spectroscopy. 

 

Conclusions 
 

Simplicity and speed are some of the attractive features of this space-domain 

microfluidic technique. While probing emission decays in femtosecond to nanosecond 

time domains is routine for the developed time-resolved spectroscopy techniques, 

monitoring radiative processes in the microsecond and millisecond scales is challenging 

for most of these “traditional” approaches. Indeed, custom assemblies of Q-switched 

pulsed lasers, reasonably fast photodetectors, and oscilloscopes provide access to the µs 

and ms time domains.(Jones and Vullev 2002; Cable, Kirby et al. 2007) Conversely, the 

space-domain µFL approach offers accessible means for exploring millisecond and 

submillisecond photokinetics, i.e., time domains important for biochemical 

probes(Thomas, Carlsen et al. 1978) and for emerging nanomaterials.(Sykora, Mangolini 
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et al. 2008) We believe that such space-domain approach will provide key venues for 

bringing time-resolved spectroscopy to lab-on-a-chip settings. 

 

Experimental  
 

Materials. Terbium (III) chloride hexahydrate (99.999%), europium (III) chloride 

hexahydrate (99.999%), and pyridine-2,6-dicarboxylic acid were purchased from Sigma-

Aldrich. Glacial acetic acid and aqueous ammonium hydroxide solution were obtained 

from Fisher Scientific. Polydimethylsiloxane (PDMS), prepolymer and curing agent, was 

obtained from Dow Corning. Microscope glass slides where purchased from Fisher 

Scientific. Non-radiopaque polyethylene tubing was purchased from BD Medical. 

For the chelate solutions, preweighed amounts of DPA and lanthanide salts were 

separately dissolved in Milli-Q water. Ammonium hydroxide was added drop-wise to the 

DPA solution to bring the pH close to 7 and to ensure complete dissolution.9 Acetic acid 

was added to the lanthanide chloride solutions to bring the pH to 6.5 – 7 and to prevent 

the formation of precipitates of the metal hydroxide.9 Each of the lanthanide solutions 

was mixed with the corresponding DPA solution. Upon the formation of white 

precipitate, either ammonia solution or acetic acid was added to bring the pH to 7, and 

hence redissolve the precipitate. The thus prepared DPA-lanthanide solutions were 

diluted with Milli-Q water to attain the targeted concentrations for the microfluidic time-

resolved emission measurements. 
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Device fabrication. We fabricated the devices using PAP as we have previously 

described.(Vullev, Wan et al. 2006; Hong, Bao et al. 2008; Thomas, Clift et al. 2010; 

Thomas, Millare et al. 2010) The CAD pattern of the microchannel was prepared using 

Adobe Illustrator (v. 14.0.0). Using a laser-jet printer (Hewlett-Packard Laser-Jet 1320), 

the designed patterns were printed on overhead transparency films to form positive-relief 

masters. Upon immobilization of the master films to the bottom of polystyrene Petri 

dishes, polyethylene posts for forming of inlet and outlet vertical channels were 

immobilized at the termini of the printed channel patterns.(Vullev, Wan et al. 2006; 

Thomas, Clift et al. 2010) About 0.5 mm film of PDMS prepolymer-curing agent mixture 

was added and allowed to cure. 

To form the well for the excitation source, a polypropylene cylinder was placed on the 

cured PDMS film above the microchannels for space-domain measurements. Quartz 

optical fibers, coupled with UV LEDs (FIAlab® LED-Lamp 280 nm), were used for 

excitation source. Hence, the diameter of the polypropylene-cylinder molds corresponded 

to the diameter of the termini of the optical fibers. Additional 5 mm layer of PDMS 

prepolymer mixture was poured over the cured elastomer with posts and cylinders on it, 

and allowed to cure. Upon curing of the second layer of PDMS, the elastomer slabs were 

lifted from the printed transparency masters and the polymer posts were removed from 

the slabs to leave inlet and outlet channels, and a well for the optical fiber over each 

horizontal microchannel imprint. The slabs were cut into 10×25 mm blocks (each block 

encompassing one test microchannel with an inlet, an outlet, and a well for an optical-

fiber terminus) to form the PDMS components of the devices. The PDMS surfaces with 



 

258 

the negative microchannel imprints were activated with oxygen plasma (50 W, 0.5 

mBar)21-22 and permanently adhered to glass slides to yield the microfluidic devices for 

space-domain measurements. 

The cross-section of the channels was determined prior to adhering the PDMS slabs to 

the glass, using a benchtop surface profilometer (Dektak 8, Veeco Systems). The 9-mm 

long test channels under the excitation-illuminated area had 7.5±0.5 µm height and 

365±10 µm width. Two 3-mm long 0.7-mm wide channels connected the test channels 

with the inlet and the outlet (Scheme 5-1a). 

 

Estimating flow-velocity profiles. The estimation of the velocity profiles and 

especially of the velocity profiles in the middle of the channels, vx(x, y=w/2, z) needed for 

analyzing the decay traces (Figures 1b-d and 3b-d), involved: (1) estimation of the cross-

sections of the channels in the emission-decay regions; and (2) numerical calculation of 

vx(x, y, z) from the cross-sections and the flow rates, Q (equation 3). 

 For estimating the channel cross-sections in absence of flows, a bench-top surface 

profilometer (Dektak 8, Veeco Systems), with 12.5-µm radius stylus, was employed for 

the analysis of the negative-relief channel imprints on the PDMS surfaces.  To 

reconstruct the channel shapes (Figure 5-2a), usually 1.6-mm scans across the channel 

imprints were performed at every 0.2 mm, 5-mm along the channel length.  

For reconstructing the channel cross-sections under flow conditions, 1 mM aqueous 

fluorescein solution (buffered at pH 8 with 10 mM phosphate buffer) was passed through 
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the channel at different flow rates and imaged with AcuScope 3031 inverted fluorescence 

microscope equipped with FITC filter and Spot Insight digital CCD camera.   

From the epifluorescence images of the channels, the cross-sections of the channels 

were reconstructed using equations 4 and 5. For the proportionality coefficient, ϕx,y, we 

assumed negligible alteration of the excitation illumination intensity across the channel 

for each cross section, i.e.,  ϕx,y ≈ ϕx. Using equation 5c, therefore, we estimated ϕx for 

each cross section from the profilometry data and the imaged fluorescence values for the 

middle of the channel, i.e., for y = w/2.  

Considering the maximum channel height, hmax, extracted from the cross-sections and 

that the principal deformation involved curving of the PDMS ceiling (Figure 5-2f, g), the 

shape of the deformed cross-sections, in terms of the height of the channels, h(y), at 

various points y along the width, was estimated: 

 

h y( ) = hmax − r + r2 − y− w
2

"

#
$

%

&
'
2

       (6a) 

 

where r is the radius of the circular arc representing the ceiling deformation: 

 

r =
4 hmax − h0( )2 +w2

8 hmax − h0( )         (6b) 
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Approximating the shape of the arc from circular to parabolic, allows for simplifying 

the expression for h(y): 

 

h y( ) ≈ h0 + hmax − h0( ) 1− 2y−w
w

#

$
%

&

'
(
2#

$
%%

&

'
((
      (6c) 

 

At each y value (along the width), the flow-velocity profiles were modeled as 

parabolically distributed vx(x, y, z) along the height of the channels, z, with maximum 

velocity in the half-height, and zero velocity at the floor and the ceiling, i.e., vx (x, y, 

z=h/2) = vmax(x, y), and vx(x, y, z=h),  = vx(x, y, z=0) = 0.(Spiga and Morini 1994) Near the 

side edges of the flat channels, i.e., y < h/2 and y > w – h/2, vmax(x, y) had parabolic 

distribution along y;(Spiga and Morini 1994) and in the absence of any deformation 

vmax(x, y) was constant for h/2 < y < w – h/2. At each point y for deformed channels, 

vmax(x, y) was increased proportionally with h(y). Using these considerations for the y, z 

distribution of the flow-velocity values across the cross sections of the deformed 

channels, for each coordinate x along the flow with different rates, Q, the flow-velocity 

profiles, vx, were calculated numerically using equation 3. 

 

Space-domain time-resolved emission measurements. The space-domain emission 

decays of microflows, containing lanthanide chelates, were imaged using a Nikon Eclipse 

Ti-S fluorescence microscope equipped with a 10× Nikon CFI Plan Fluor objective lens 

and a Hamamatsu EM-CCD camera (model C9100-13). Band-pass filters were placed on 
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the optical pathway between the device and the camera: 510-560 nm for the terbium (III) 

samples, and 570-620 nm for the europium (III) sample. For the excitation spots (Figure 

5-1a), the illuminated region was imaged without band-pass filters and without lanthanide 

(III) samples in the channels. The photoexcitation was delivered by placing the 

illumination source (UV LED-coupled optical fiber) in the well. 

For recording excitation profiles, S(x, y), the channels were filled with Milli-Q water 

and the autofluorescence of the assembly was imaged at Q = 0 μl min–1. The same S(x, y) 

profiles were obtained when the channels were filled with aqueous solutions of 

fluorophores, such as fluorescein, with ns excited-state lifetimes. For recording the 

emission-response profiles, R*(x, y), the solution was passed through the microchannel at 

flow rates, Q, of 10, 20, 30, 40 and 50 μl min–1 using a programmable syringe pump 

(Harvard Apparatus PHD 2000). At each flow rate for each chelate solution, the images 

of the decay flows were captured with exposure time of 10 s using HCImage Hamamatsu 

imaging software (the sensitivity gain was set to 0, and the gain was set to 1). 

Because the field of view of the objective was 0.5×0.5 mm, several images displaced 

along the channel were recorded in order to encompass the complete emission decay 

patterns. Using Photomerge (with Reposition layout, and no photo-correction options 

selected) as implemented with Adobe Photoshop (v. 11.0; CS4 extended), the 

monochromatic square images were overlapped and merged together to generate the 

continuous decay patterns without further manipulations. 
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Data analysis. From the monochromatic images, the emission-decay traces, R*(x, y), 

and the excitation traces, S(x, y), were extracted from the middle of the channels as gray-

scale intensity of the pixels vs. the channel length, x (Figure 5-1), as we have previously 

demonstrated.(Thomas, Clift et al. 2010) Using a least-square data-fitting algorithm, as 

implemented by Igor Pro (v. 6.02A),(Vullev and Jones 2002; Jones, Yan et al. 2007) the 

emission lifetimes were extracted from the emission-decay traces using the space-domain 

deconvolution function (equations 1, 2). 

To illustrate the concepts behind the spectral differences of the space-domain emission 

data recorded through different optical filters, some of the monochromatic images were 

colored using Adobe Photoshop CS4. A new layer, filled with either red color (RGB 

value of R:255 G:0 B:0) or green color (RGB value of R:0 G:200 B:0) color to show 

europium (III) or terbium (III) luminescence, respectively, was created over the original 

TIFF files and modified using the Overlay layer blending option. These images (Figure 5-

1b, 3b) were created solely to demonstrate the concept behind the space-domain 

spectroscopy and were not used for extracting the decay traces and emission lifetimes. 

 

Time-domain time-resolved emission measurements. The laser source for the pulsed 

excitation was a SpitFire Pro 35F regenerative amplifier (Spectra Physics / Newport) generating 

800-nm pulses (38 fs, 3.5 mJ, 55 nm bandwidth) at 1 kHz repetition rate. The amplifier was 

pumped with an Empower 30 Q-switched laser ran at 20 W, and a MaiTai SP oscillator provided 

the seed beam. The 800-nm beam was passed through a second-harmonic and a third-harmonic 

generator (Minioptic Technology, Inc., Arcadia, CA), and the repetition rate of the 266-nm beam 

was reduced from 1 kHz to about 33 Hz.  
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The emission was detected at 90° to the excitation illumination. The liquid samples were 

placed in a quartz cuvette in front of a Si detector with nanosecond response time equipped with 

the appropriate band-pass optical filters. The signals from the photodetector were forwarded to a 

300-MHz digital oscilloscope (LeCroy 9361) and terminated at 50 Ω, resulting in the recorded 

emission-decay traces (Figure 5-4).(Jones and Vullev 2002; Vullev and Jones 2005)   

 

Emission spectroscopy. Steady-state emission spectra (Figure 5-3a) were recorded 

using a FluoroLog-3 spectrofluorometer (Horiba-Jobin-Yvon) equipped with double-

grating monochromators and a TBX single-photon-counting detector (λex = 280 

nm).(Bao, Millare et al. 2009; Hu, Xia et al. 2009; Vasquez, Vu et al. 2009) To suppress 

the detection of the 2×λex signal, a longpass filter (λcutoff = 380 nm) was placed on the 

optical pathway between the cuvette and the emission monochromator. By adjusting the 

slit widths, the signal at all wavelengths was kept under 106 CPS to ensure that it was 

within the linear dynamic range of the detector. 
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Scheme 5-1. μFL setup for space-domain measurements.  

 

(a) Channel geometry;  
(b) Device-microscope assembly;  
(c) Close view of the working area of the device. 
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c  

d  

 

Figure 5-1  
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Figure 5-1. Space-domain time-resolved emission measurements. (a) Microscope image 

(16 bit) of the region of a microchannel, filled with water, illuminated at 280 nm. The 

imaged emission originated from autofluorescence. (b) Microscope image of the 

emission decay recorded through a band-pass filter (570-620 nm). Solution of 20 mM 

Eu3+ and 100 mM DPA was flown through the illuminated region of the channel (lex = 

280 nm) at flow rate Q = 20 ml min–1. Scale bars on (a) and (b) correspond to 200 mm. 

(c) Emission trace, R*(x), extracted from the decay image, (b), along with excitation 

trace, L(x), extracted from the image of the illumination spot, (a), and the data fit of R*(x) 

vs. x using equations 1 and 2. (d) The same R*(x) and L(x) as (c), in which the data fitting 

was limited to the decay region of the image trace with minimum interference from the 

autofluorescence from the excitation spot. The difference in the lifetimes from (c) and (d) 

was less than 10%. The inset represents the decay data and the data fit plotted against 

logarithmic ordinate. The use of equations 1 and 2 provided adequate data fits for the 

traces, R*(x), extracted from images (b). As indicated by the residuals, however, limiting 

the data fits to the regions of the emission-decay traces, R*(x), where the 

autofluorescence from the excitation had minimum to no contribution, improved the 

quality of the data fits, i.e., (c) vs. (d). 
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d         e

 

f           g

 

Figure 5-2 
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h             i    j

   

Figure 5-2 
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Figure 5-2. Channel cross-section and flow-velocity profiles, vx(x, y, z), estimated from 

profilometry and fluorescence images for different flow rates, Q. (a) Surface plot of the 

entrance region of a mFL channel from profilometry data. (b, c) Uncorrected 

epifluorescence images (8 bit) of the entrance region of a mFL channel filled with 1 mM 

aqueous solution of fluorescein buffered at pH 8, at rest and at flow rate of 50 ml min–1. 

(d, e) Uncorrected fluorescence traces across the channels, recorded at different flow 

rates, as indicated with the dotted red lines on the images, (b) and (c). (f, g) Channel 

cross-sections estimated from the fluorescence traces (d) and (e), using equations 4 and 5. 

(h) Spectral overlap between the fluorescein absorption at pH 8 and the excitation, I0, 

obtained from the microscope mercury lamp as a light source, passed through the 

fluorescein isothiocyanate (FITC) excitation filter used for the recording of the 

fluorescence images. (i, j) Flow-velocity profiles for 10 and 50 ml min–1, obtained using 

equation 3 and smoothed cross-sections (f) for various flow rates assuming no-slip 

conditions and parabolic distribution.  
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a b

    

c  d  
 

Figure 5-3  
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Figure 5-3. Space-domain emission decays of Tb3+ and Eu3+ chelated with DPA, 

recorded for different flow rates. (a) Emission spectra of Tb3+ and Eu3+ in the presence of 

DPA. (b) Images of the emission decays of lanthanide chelates, recorded at different flow 

rates. The scale bars correspond to 200 mm. The emission-decay images were recorded 

through band-pass filters: 510-560 nm for the terbium (III) samples, and 570-620 nm for 

the europium (III) samples. (c) Emission-decays traces, R*(x), of the three lanthanide 

chelates recorded at flow rate, Q = 40 ml min–1, along with the corresponding data fits 

and fitting residuals. (d) Emission-decay traces of Tb(DPA)3, along with the 

corresponding data fits and fitting residuals, recorded at flow rates, Q = 10, 30 and 50 ml 

min–1. The traces were extracted from the middle of the imaged channels, i.e., y = w / 2. 

For Ln(DPA)3, CLn = 20 mM and CDPA = 100 mM; and for Tb(DPA), CTb = 50 mM and 

CDPA = 10 mM (lex = 280 nm). 



 

273 

   
Figure 5-4  
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Figure 5-4. Time-domain measurements, with the corresponding monoexponential data 

fits, of emission decays of Tb3+ and Eu3+ chelated with DPA, normalized for t = 0, which 

correspond to the timing of the excitation laser pulse, and presented against logarithmic 

ordinate. For Ln(DPA)3, CLn = 20 mM and CDPA = 100 mM; and for Tb(DPA), CTb = 50 

mM and CDPA = 10 mM (lex = 266 nm; 40 fs pulse width at 800 nm prior to the second 

and third harmonic generators). 
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