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Abstract 

Electrochemical Approaches to Renewable Energy 

by 

Peter Lobaccaro 

Doctor of Philosophy in Chemical Engineering 

University of California, Berkeley 

Professor Joel Ager, Co-Chair  /  Professor Roya Maboudian, Co-Chair 

 

Renewable energy is becoming an increasingly important component of the world’s energy supply 
as the threat of global warming continues to rise.  There is a need to reduce the cost of this 
renewable energy and a future challenge to deal with the strain intermittent power sources like 
renewables place on the power grid.  In this dissertation, electrochemistry is harnessed to address 
possible solutions to both of these issues.  First, it is used to develop a low cost alternative 
photovoltaic material.  Then, it is used to investigate the production of chemical fuel stocks which 
can be used for energy storage. 

In chapter 2, advances are made in the electrochemical deposition of indium (In) on molybdenum 
foil which enables the deposition of electronic-grade purity, continuous films with thicknesses in 
the micron range.  As an example application, the electrodeposited In films are phosphorized via 
the thin-film vapor-liquid-solid growth method.  The resulting poly-crystalline InP films display 
excellent optoelectronic quality, comparable to films grown from more standard vacuum 
deposition techniques.  This demonstrates the versatility of the developed electrochemical 
deposition procedure. 

In the remaining chapters, renewable fuel production is investigated.  First in chapter 3, 
molybdenum disulfide (MoS2) is examined as a catalyst for the hydrogen evolution reaction 
(HER).  Typically, high-cost synthesized MoS2 is used as the catalyst because the pristine MoS2 
mineral is known to be a poor catalyst.  The fundamental challenge with pristine MoS2 is the inert 
HER activity of the predominant (0001) basal surface plane.  Here, we report a general thermal 
process in which the basal plane is texturized to increase the density of HER-active edge sites.  
The process generates high HER catalytic performance in pristine MoS2 across various 
morphologies such as the bulk mineral, films composed of micron-scale flakes, and even films of 
a commercially-available spray of nanoflake MoS2. 

In chapters 4-6, the electrochemical reduction of carbon dioxide (CO2R) is investigated as this 
reaction can produce hydrocarbons and alcohols as opposed to just hydrogen.  First in chapter 4, 
the electrochemical cell, which is used to test the activity of CO2R catalysts, is scrutinized.  The 
electrochemical cell is a mini-chemical reactor and it is important to monitor the reaction 
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conditions within the reactor to ensure that they are constant throughout the study.  I show that 
operating cells with high catalyst surface area to electrolyte volume ratios (S/V) at high current 
densities can have subtle consequences during CO2R, particularly as they relate to the bulk 
electrolyte CO2 concentration.  By using the pH in the cell to measure the CO2 concentration, 
significant undersaturation of CO2 is observed in the bulk electrolyte, even at modest current 
densities of 10 mA cm-2.  Undersaturation of CO2 produces large changes in the faradaic efficiency 
observed on copper electrodes, with hydrogen production becoming increasingly favored.  I show 
that the size of the CO2 bubbles being introduced into the cell is critical for maintaining the 
equilibrium CO2 concentration in the electrolyte and I design an electrochemical cell that is able 
to maintain near-equilibrium CO2 concentrations for catalyst testing. 

Then in chapter 5, the use of selected-ion flow-tube mass spectrometry (SIFT-MS) as an analytical 
tool to detect the products of CO2R is investigated.  The real-time analysis of the products of 
CO2R is especially of interest to enable the study of how and when the liquid products of the 
reaction are generated.  This is currently only possible in some limited situations and an analytical 
tool that can do quantitative analysis of all the products of the CO2R reaction in real-time does not 
exist.  I show that SIFT-MS is a promising technique which can uniquely detect the hydrocarbon, 
alcohols, and aldehydes produced during CO2R on copper.  Furthermore, SIFT-MS should be able 
to provide quantitative results; however, further study is needed to rigorously prove this. 

Finally in chapter 6, a CO2R catalyst platform is developed based on templated electrochemically 
deposited nanowires.  This platform is used to investigate the role of high surface area in catalyst 
activity and selectivity.  It is found that high surface area Cu nanowires can be made that still 
produce hydrocarbons, in contrast to several other reports in the literature.  This platform is also 
used to investigate the sequential reduction of CO2.  Here silver nanowires are deposited on top of 
a planar Cu substrate.  The Ag can convert the CO2 to CO in close proximity to the Cu catalyst 
which can further upgrade the CO to hydrocarbons and alcohols.  It is found that the sequential 
catalysis approach successfully selects for the production of hydrocarbons through the 2 electron 
CO intermediate and shuts down the production of the competing 2 electron product formic acid 
which is a dead-end reaction pathway.   
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1. Introduction 

1.1. The Need for Renewable Energy 

The future for our planet has become increasingly stark over the past decade.  Global mean 
temperature and carbon dioxide concentration in the atmosphere continue to rise at alarming rates.1  
The Intergovernmental Panel on Climate Change (IPCC) has repeatedly increased their degree of 
certainty that human beings are contributing to or are the primary cause of these changes.1,2  While 
the consequences of the already high concentrations of CO2 in the atmosphere will not fully 
manifest themselves for decades,2 some would argue that we are already observing the effects, 
with 15 of the warmest 16 years on record occurring in the last 15 years.3  The last two years have 
each subsequently been the warmest year on record and 2016 is on pace to overtake the record 
again.4  The threat of global warming is too great to not take immediate and substantial action. 

Renewable energy is one of several resources that can be employed to reduce the CO2 
intensity of energy production around the world.  Solar energy in particular is the most abundant 
of these resources (7,500 TW potential5), dwarfing the current annual world energy consumption 
(17 TW6).  Solar has also proven to be a promising alternative to traditional fossil fuel power.  In 
many locations, solar is becoming a cost competitive alternative to fossil fuel based generation7,8 
and installed solar capacity has been growing exponentially worldwide.9 

Due to the large drop in solar module costs, the balance of systems cost, which is essentially 
everything else that is needed to have an installed solar system (mainly power inverter, installation, 
permitting, and financing costs), now represents the bulk of the  cost of installed solar in the U.S.10  
This cost scales with the area of solar panels being installed; therefore one way to reduce its cost 
is to improve the efficiencies of the panels, thereby decreasing the required area to obtain a given 
power output.  Thus, solar technologies that have a higher theoretical efficiency limit, while 
maintaining the low production costs of silicon, are still of interest to pursue. 

III-V solar materials, such as gallium arsenide (GaAs) and indium phosphide (InP), have 
historically shown very high solar cell efficiencies.  GaAs currently holds the world record for a 
single junction solar cell at ~28% efficiency.11  However, typically high-cost synthesis methods 
are required to produce these materials,12–16 precluding them from widespread terrestrial 
applications.17  A low-cost synthesis technique, the thin-film vapor-liquid-solid (TF-VLS) growth 
method, was developed in our laboratory which proved capable of producing high quality InP from 
indium (In) thin films.18  The method originally employed In films produced by traditional vacuum 
physical vapor deposition techniques, which can have a low utilization rate of the precursor In as 
well as high capital equipment costs.19  To address this shortcoming, electrodeposition of In thin 
films was explored here as a low-cost, high materials utilization alternative to traditional vacuum 
deposition.  In Chapter 2, I show that electrodeposition can be used to obtain In thin films of high 
purity that produce InP (via the TF-VLS process) of equal quality to that produced through vacuum 
deposition techniques. 
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1.2. The Need for Energy Storage 

As renewable energy technologies become more prevalent in the electrical grid energy mix, 
it is expected that their intermittency may begin to pose a problem for grid stability.20–22  In order 
to even out the intermittent supply of power, energy storage will be needed, especially at high 
renewable penetration rates.21  There are many types of energy storage available and these can 
generally be judged by two metrics, the energy density (MJ/L) and specific energy (MJ/kg).  Figure 
1.1 plots a range of typical materials used for energy storage.23  The ideal energy storage media 
would have both high energy density and high specific energy.  In this regard, energy storage in 
chemical bonds is vastly superior to that available in electrical energy storage devices (gasoline 
vs. lithium ion batteries).  Thus it is desirable to identify a technology for the production of 
chemical fuels (such as hydrocarbons or hydrogen) utilizing electricity.  Electrochemical reduction 
is one such technology in which electricity can be used directly to convert precursor chemicals 
(carbon dioxide or water, respectively) into hydrocarbon or hydrogen fuels.  

Hydrogen is one chemical which has been suggested as a renewable fuel.24  As shown in 
Figure 1.1, it has the highest energy density of any chemical listed, which is appropriate for grid 
scale applications.  The production of hydrogen has been shown to occur at lower overpotential on 
platinum (Pt);25 however, the high materials cost of Pt as well as the low cost of the alternative 
natural gas steam reforming has limited the widespread use of this technology.26  Here, I 
investigate a low cost catalyst material, molybdenum disulfide (MoS2), which has been widely 
explored27 for its high reported activity for the hydrogen evolution reaction  (HER).  In Chapter 3, 
I show that it is possible to convert the bulk mineral MoS2, a material that is typically viewed as 
inactive to HER, into an effective catalyst through a simple thermal texturization process.  In this 
way, expensive growth techniques, which have been needed to make active MoS2 catalysts thus 

 
Figure 1.1 Energy Density vs Specific Energy of Typical Storage Media: The specific energy (MJ/kg) is plotted 
versus the energy density (MJ/L) of several different energy storage mediums.   It can be seen that electrical storage 
in the form of batteries is fairly low in both metrics, whereas hydrogen has a high energy density and gasoline has 
both a high energy density and specific energy.  An ideal energy storage medium has both a high energy density and 
specific energy.  Data adapted from en.wikipedia.org/wiki/Energy_density 



3 

 

far, can be overcome.  Thus a high activity, low cost catalytic pathway to electrochemical hydrogen 
production can be envisioned. 

While hydrogen has a high energy density, its low specific energy makes it less than ideal 
for transportation applications, where the impact of weight is critical.  For this application, 
hydrocarbon based fuels are the ideal storage medium for energy.  There is a pathway to 
electrochemically produce hydrocarbons and liquid alcohols via the reduction of carbon dioxide 
(CO2).28  There is an additional advantage to this process, in that it could enable a closed loop 
system to halt further CO2 emission into the atmosphere and avert future global warming.  
However, the field of electrochemical CO2 reduction (CO2R) is comparatively young to that of 
HER.  Thus efforts first need to be placed on developing rigorous, reproducible experimental 
methods for the evaluation of electrocatalysts for this reaction. 

I initially targeted improvements in the electrochemical cell used to evaluate catalysts for 
CO2R.  Here, it is highly desirable to have a high electrode surface area to electrolyte volume ratio 
(S/V), in order to maximize the ability to detect the liquid products of CO2R, which are often 
produced at low rates.  It was found that the gas-liquid mass transfer from CO2 flowing through 
the electrolyte, which supplies CO2 to the catalyst surface, can greatly affect the evaluation of the 
catalyst.  Because of this, depending on the design of the electrochemical cell, very different 
catalyst activity measurements are made for the same catalyst.  In Chapter 4, I show that by 
performing standard temperature-corrected pH measurements on the bicarbonate electrolyte, the 
mass transfer issue can be elucidated and then eliminated by improved engineering of the 
electrochemical cell. 

Next, improvements in the analytical equipment used to detect the many gaseous and liquid 
products of CO2R were investigated.  There is currently limited instrumentation that can be used 
to detect all the products of CO2R in real-time (as many as 20 different liquid and gaseous 
chemicals are produced).  Such real-time product analysis is desirable as it can provide additional 
insight into how the catalytic reaction proceeds, as well as allow for high throughput catalyst 
screening to accelerate the discovery of new catalysts.  In Chapter 5, I investigate selected-ion 
flow-tube mass spectrometry (SIFT-MS) as an analytical tool which is capable of such real-time 
detection.   

Finally, with the improved experimental procedures in place, a CO2R catalyst platform 
was designed which can be used to both elucidate fundamental questions about the role of high 
surface area in catalytic activity as well as be used to perform some of the first investigations into 
sequential catalysis.  In Chapter 6, I show that with proper design of the high surface area nanowire 
copper catalyst, hydrocarbons can be produced.  Furthermore, using a sequential catalysis platform 
of silver nanowires on copper, the CO2R reaction pathway can be tuned to select for the pathway 
that produces hydrocarbons and eliminate the competing path which produces only formic acid. 

  



4 

 

2. Electrodeposition of Indium Thin Films and its Application to 
Indium Phosphide Solar Cells1  

2.1. Introduction 

As the goal of this dissertation is to explore two preeminent problems with the 
implementation of renewable energy, being how to produce the energy cheaply and how to use 
that energy to make a renewable alternative to fossil fuels, this chapter explores the first of these 
issues.  Specifically, this chapter explores if improvements in the way in which indium phosphide 
solar cells are fabricated can greatly reduce their cost while maintaining their high efficiency. 

Indium (In) is widely used in the electronics industry, such as in high density bump 
bonds29,30 and in low temperature soldering.31,32 It is also an important component of many 
electronic and optoelectronic materials, such as indium phosphide (InP), indium selenide, copper 
indium selenide (CIS), copper indium gallium selenide (CIGS), indium arsenide (InAs), indium 
gallium phosphide, and indium tin oxide.  Many different synthesis techniques exist for these 
materials, some of the most common being closed space sublimation,33 metal organic chemical 
vapor deposition,12–14 co-evaporation,34 and molecular beam epitaxy.15,16  An alternative 
deposition method is electrochemical deposition35–44 (ECD), which has the advantages of36,45 (a) 
low temperature, ambient pressure deposition, (b) high deposition rate which is easily controllable, 
(c) low cost equipment and precursors, and (d) high precursor utilization (as high as 98%).  The 
high material utilization rate is especially important when considering the rarity and expense of 
indium.46 

Direct ECD of semiconductors like CIGS,35–37 CIS,38 InAs,39–41 and InP42–44 have been 
shown in the literature.  InP is particularly interesting due to its ideal energy band gap of 1.34 eV 
and similarity to gallium arsenide which recently resulted in the highest single junction solar cell 
efficiency to date (~28%).47  The highest reported InP solar-cell efficiency to date is ~ 22%.47  The 
direct ECD of InP has been claimed in the literature, though there is no report on the optoelectronic 
quality of the matrial.42  However, the reported synthesis technique could not be reproduced by 
other groups48 or by our group.  This is in part because direct ECD of fully reduced phosphorus 
from aqueous solution is very difficult without a catalyst, such as nickel,49,50  as suggested 
previously by Cattarin, et al.48 

An alternative growth method to direct ECD for InP, as well as for CIS and CIGS, is a two-
step method, where precursor indium thin films are deposited and then reacted at high temperatures 
with a phosphorus source.  In this growth method, the material utilization of In is largely 

                                                 

1 A modified version of this work was published as P. Lobaccaro, A. Raygani, A. Oriani, N. Miani, 
A. Piotto, R. Kapadia, M. Zheng, Z. Yu, L. Magagnin, D. C. Chrzan, R. Maboudian, and A. Javey, 
Electrodeposition of High-Purity Indium Thin Films and Its Application to Indium Phosphide 
Solar Cells. J. Electrochem. Soc. 2014, 161 (14), D794–D800. 
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determined by the process used to deposit it, further motivating the use of ECD.  The two-step 
growth approach has been explored for InP48,51 and recently a new two-step growth method, named 
thin film vapor-liquid-solid (TF-VLS), has been developed and demonstrated for InP.18,52  The TF-
VLS growth method is unique due to the fact that thin films can be grown with grain sizes which 
are orders of magnitude greater than the film thickness on non-epitaxial substrates, breaking with 
the traditional constraints of vapor phase thin film growth.14,33 Most importantly, it was 
demonstrated that indium evaporated on molybdenum foil and phosphorized by the TF-VLS 
process resulted in InP films of high optoelectronic quality, far surpassing that of previous two-
step InP growth methods.  Mo is an effective substrate for this process due to its chemical stability 
and high melting point.  

For the two-step growth methods, the starting In thin films must be continuous, planar, and 
high purity.  An optimal InP thin film should be 1-3 μm thick for solar cell applications.  Since 
indium approximately doubles in thickness as it is converted to InP, there is an additional constraint 
of the In film thickness being 2 μm or less.  The ECD of In has been explored in the past;31,32 
however, the previous applications do not meet the stringent quality requirements of optoelectronic 
thin film precursors outlined above.  Due to the need for high purity In, organic additives, that are 
traditionally used to tailor deposition morphology in ECD, may not be used as they may get 
incorporated into the deposited matrix, creating potential defects, recombination sites, and acting 
as unintentional dopants in the final InP film.  Furthermore, I explore In ECD on molybdenum 
(Mo) foil, a ubiquitously used substrate for high temperature growth due to its chemical stability 
and high melting point.  Electrodeposition of a continuous In film of sub-1	μm thickness on Mo is 
difficult and has resulted in workarounds such as depositing In on Mo with a copper seed layer53,54 
or depositing In simultaneously with other metals.35,54,55  This chapter reports on the 
electrodeposition of In thin films directly on Mo foil which meet the aforementioned requirements 
of thickness, roughness, and purity without the use of organic additives. 

 

2.2. Experimental 

2.2.1. Indium Electrochemical Deposition and Phosphorization 

A schematic of the electrochemical deposition setup is shown in Figure 2.1. A CH Instruments 
Electrochemical Workstation potentiostat was used to carry out the electrochemical deposition.  
The potentiostat was operated in a 3-electrode cell using an Ag/AgCl reference electrode 
equilibrated in saturated potassium chloride.  Indium metal ingots (99.99% Alfa) flattened into 
foils were used as the counter electrode.  Mo foil, 0.1 mm thick, (99.95% Alfa) was cut into 2 x 1 
cm2 pieces and Kapton® tape was used to mask a 1 x 1 cm2 active area to operate as the working 
electrode.  The counter and working electrodes were clamped and suspended parallel to each other 
in the electrolyte solution by a Teflon® block that allowed controllable spacing of the electrodes 
(held at ~8 mm here).  The reference electrode was also placed in the same position relative to the 
working and counter electrodes by this Teflon® block.  The deposition bath was continuously 
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stirred using a magnetic stirrer at 200 RPM 
during deposition.  The electrolyte solution was 
1.0 M indium (III) chloride, InCl3 (99.999%, 
Strem Chemicals).  The electrolyte temperature 
was controlled by an external stirred bath of 
water (high temperature) or ethanol (low 
temperature) held at the desired temperature by 
a hot plate or a cooling unit (FTS FC55).   

Cleaning and surface preparation were 
extremely important to obtain uniform deposits.  
The Mo foil was degreased by sonication in 
acetone and then isopropyl alcohol for 30 
minutes each.  Immediately before deposition, 
the foil was sonicated in concentrated HCl to 
remove surface oxide, rinsed with deionized 
water, and blown dry with nitrogen.  The In 
electrode was prepared by a cleaning dip in aqua 
regia (HNO3:HCl 1:3) and then rinsed with DI 
water and dried with nitrogen.  This cleaning 
process was repeated if the indium surface was 
not uniformly reflective. 

Indium phosphide was grown from the ECD In films by the TF-VLS process reported in 
detail previously.18  In short the ECD In was capped with 50 - 500 nm of electron-beam evaporated 
SiO2.  The stack was then phosphorized in a 1-zone furnace at 750 oC and 100 Torr by flowing 
10% phosphine in hydrogen (Voltaix 99.9995%).  Samples were heated to 750 oC under a pure 
hydrogen gas flow; phosphine gas was introduced once a stable temperature was achieved.  
Samples were held at the growth temperature for a given duration, ranging from 20 to 60 minutes 
depending on In film thickness and then rapidly cooled with continued phosphine flow. 

2.2.2. Chemical, Structural, and Optoelectronic Characterization 

The In and InP thin film morphologies were characterized by optical microscopy and 
scanning electron microscopy, SEM (JEOL 6340F SEM/EDS).  Chemical composition was 
confirmed by X-ray diffraction, XRD (Bruker AXS D8 Discover GADDS XRD) and energy-
dispersive X-ray spectroscopy, EDS (JEOL 6340F).  Surface chemical composition analysis was 
performed via X-ray photoelectron spectroscopy, XPS (Kratos Axis Ultra DLD).  Depth profiling 
was achieved by a sequence of sputtering (Kratos Minibeam 1) followed by XPS measurements.  
Trace chlorine and carbon contamination in the deposited In films were detected by secondary ion 
mass spectrometry (SIMS) performed by Evans Analytical Group.  Film thickness was determined 
using a Dektak 150+ surface profiler and surface roughness was characterized using atomic force 
microscopy, AFM (Digital Instruments Nanoscope III) operated in tapping mode. Current 

 
Figure 2.1. Schematic of electrodeposition bath 
apparatus with Mo foil as the working electrode, In 
metal as the counter electrode, and an Ag/AgCl 
reference electrode. The bath is contained inside a 
heating/cooling bath for temperature control. 



7 

 

efficiency and average deposit thickness were determined using gravimetric analysis (Denver 
Instruments Company A-250). 

The optoelectronic properties of the InP films were investigated with steady state 
photoluminescence (PL) and time-resolved PL (TRPL) apparatuses.  The PL apparatus was made 
up of a helium-neon laser at 632.8 nm with ~5 μm spot size, and a silicon CCD detector (Andor 
iDus).  The TRPL apparatus used a Mira 900-F Ti-sapphire tunable laser, which produced 200 fs 
pulses of 800 nm light at 75.3 MHz.  The detector was a silicon avalanche photodiode (id 
Quantique id-100) connected to a TCSPC module (Becker & Hickl SPC-130). 

 

2.3. Results and Discussion 

2.3.1. Electrodeposition of Indium 

The overall deposition reaction for In on the cathode (Mo foil here) can be described by 
Reaction 2.1: 

ାଷ݊ܫ   	3݁ି →  ௧ (2.1)݊ܫ	

Initial testing found that it was important to use a soluble In metal counter electrode, instead 
of an insoluble one like platinum.  When the anode is In metal, the reverse of Rxn. 2.1 occurs at 
its surface, thus avoiding In ion depletion from the deposition bath. 

In the experiments reported here, I used constant DC current to drive the deposition so that 
the total charge passed per unit area, Q (C/cm2), could be easily controlled by the time duration of 
the deposition.  The main goal was to control the volume of In deposited, assuming the current 
efficiencies for the various conditions tested to be similar.  The theoretical thickness of the In film 
deposited can be calculated using Faraday’s law assuming the In is of uniform thickness and 
densely packed: 

 ݄ ൌ ߟ ∗ ݆ ∗ ݐ ∗
ெௐ

ி∗∗ఘ
ൌ ߟ ∗ ܳ ∗

ெௐ

ி∗∗ఘ
 (2.2) 

where h is the thickness of the film in cm, ηj is the current efficiency for the process (0ηj1), j 
is the current density (A/cm2), t is the deposition duration (s), MW is the molecular weight of In 
(114.8 g/mol), F is Faraday’s constant (96485 C/mole), n is the number of electrons required for 
the deposition (3 here), and ρ is the density of In, assumed to be the same as bulk In (7.3 g/cm3).  
Thus if ηj is assumed to be 1, to deposit a 1 μm thick film, the total charge passed per unit area is 
estimated to be 1.8 C/cm2. The analysis assumes the film is completely continuous with 
characteristics of bulk In.  From this analysis I focused primarily on depositing In thin films for Q 
= 1.8 C/cm2.   

The essential challenge to this approach is that when one attempts to deposit an indium 
film with μm thickness on Mo under standard conditions, it is not fully continuous (Fig. 2.2a).  A 
continuous thin film is considered to be one where indium has no holes exposing the underlying 
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Mo.  The nucleation mode observed here can be classically described as the Volmer-Weber growth 
mode on a foreign substrate,56 as has been observed previously for In on Mo.57  Therefore the most 
important variable to be examined in the films is whether they are continuous when a volume of 
In corresponding to h = 1 μm has been deposited (i.e. at Q = 1.8 C/cm2).  To quantify that, I define 
the variable fill factor (f) as: 

 ݂	 ൌ 	ெ		௩ௗ	௬	ூ
௨௧			ெ

   (2.3) 

where a continuous film will have 	݂ ൌ 	1.  A simple geometric model helps to motivate the 
experimental approach.  I assume that the average nucleus is representative and spherical in shape.  
Nuclei are assumed to form with a number density N (measured per unit area).  The fill factor is 
then given by: 

 ݂	 ൌ
ሺ௧ௗ	௦			௦	௨ሻሺ#		ሻ

௨௧	
ൌ  ଶܰ (2.4)ݎߨ

with r, the average radius of the sphere, defining the nuclei.  If I assume the nuclei grow 
isotropically, then the spacing of the nuclei will determine the minimum thickness at which a 
continuous film can be achieved.  Therefore I must maximize the number density of nuclei, N, in 
order to minimize the height of a continuous film. 

For thin film deposition from vapor phase, it is well known that increasing the flux of the 
precursor vapor to the substrate’s surface increases the number density of nuclei.56  It is reasonable 
to expect a similar behavior for ECD.  Here the flux of In+3 ions is directly controlled by the 
magnitude of the current density as long as Rxn 2.1 is the only reaction occurring at the cathode.  
Accordingly, the effects of varying current density were explored. 

2.3.2. Effect of Current Density 

Constant current deposition at room temperature was explored for current densities in the 
range of 50 to 250 mA/cm2.  As described in the experimental section, the time duration of a given 
deposition current was chosen such that the same value of Q (1.8 C/cm2) resulted.  Thus, the same 
volume of In should be deposited at each current density tested, assuming the cathodic efficiency 
is the same for each condition.  This assumption was confirmed by gravimetric analysis of the 
deposited In showing 90% ± 10% current efficiency for all conditions examined. 

The fill factor was calculated from representative SEM/EDS images of the In deposit at 
each current density.  Figure 2.2a shows a side-by-side image of the In deposit at 50 mA/cm2 with 
an EDS elemental mapping depicting In and Mo regions.  Characteristic SEM images in Figures 
2.2a-c show that at higher deposition currents, the fill factor of In on Mo is higher, indicating the 
nucleation density is higher, as is expected from the analogy to vapor phase deposition.  This is 
consistent with electrochemical theory as well, whereby higher current density requires a higher 
surface overpotential to drive the reaction, thus reducing the critical nucleus size and allowing 
higher nucleation density.  While the fill factor continued to increase with increasing current 
density (Fig. 2.2d), it never reached 100% with a room temperature deposition bath, and 250 
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mA/cm2 represents the maximum current the 
potentiostat could apply while maintaining a 
reasonable size electrode. 

It was found that by doubling Q, 
corresponding to film thickness, h, of 2 μm, a 
continuous film could be obtained.  However, 
the resulting film was marked with micron tall 
boulders of In due to the 3-D growth mechanism 
described previously (Fig. 2.3b).  This type of 
film thickness non-uniformity is highly 
undesirable for photovoltaic device fabrication.  
Attempts to control the size of these boulders 
using pulsed reverse current are described 
below, but none of the parameters examined 
were successful in fully removing the In 
boulders. Thus in order to obtain a continuous 
film with a Q = 1.8 C/cm2, I explored 
alternatives to DC current deposition. 

 

 
Figure 2.2. Characteristic SEM images of the In films 
deposited at room temperature and constant current 
values of 50 (a), 150 (b), and 250 mA/cm2(c), with 
deposition times adjusted to yield Q = 1.8 C/cm2. Panel 
(a) also shows an overlay with an EDS elemental 
mapping indicating which portions of the image are In 
and which are Mo.  The scale bar represents 10 µm.  The 
fill factor was calculated from these SEM images and is 
plotted versus applied current density (d). 

 
Figure 2.3. Constant current deposition at room 
temperature at 250 mA/cm2 for two total charge 
conditions: (a) Q = 1.8 C/cm2, (b) Q = 3.7 C/cm2.  In (b) 
large indium boulders can be seen dotting the surface. 
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2.3.3. Pulsed Current Deposition 

Pulsed current electrodeposition (PCE) is an electrochemical technique that provides a 
much greater control of nucleation through short current bursts followed by off times where zero 
current is passed.58  The use of this technique for the electrodeposition of indium has not been 
widely explored in the literature30 and this represents the first investigation on its use towards 
depositing indium thin films.  The technique can be used to apply both cathodic (deposition, ID) 
current and anodic (stripping, IS) current.  A characteristic waveform of the applied current can be 
seen in Figure 2.4.  For controlling the nucleation density, only cathodic pulses were of interest, 
thus τS and IS are considered to be zero.  It is also important to note that the period (τ) was kept 
constant at 1 s for all trials and the duty cycle (γ) is defined as the time the current was on (τD) 
divided by the period (1 s). 

There are two mechanisms whereby PCE can increase nucleation density.  The first is by 
allowing the application of instantaneous currents (ID) that are much higher than the deposition 
bath could support in DC deposition.58  Higher ID results in a higher nucleation density, which was 
shown earlier as being the key to getting a continuous film.  In addition, mass transport limitations 
does not hinder the nucleation because of the rest time which lets the deposition bath equilibrate.  
The second mechanism is termed re-nucleation, which is a result of the solution equilibration that 
occurs during the rest time.  In this case, keeping ID the same as with DC, increased nucleation is 
expected.58  This can be explained by the concentration gradients which form during deposition.  
When an indium nucleus forms, indium ions and indium adatoms from the surrounding solution 
and surface, respectively, are depleted as they deposit on the growing indium grain.  This prevents 
additional nucleation in the depletion region around each nucleus.  However, during the off time 
(τoff = τ-τD-τS) the indium ions can re-equilibrate on the surface and in the solution.  If the depletion 
width of adatoms on the surface is less than the depletion width of ions in solution after 
equilibration, then a new opportunity for nucleation occurs.  Of the two mechanisms described 
here, only the second was available to explore due to potentiostat instrument limitations on the 
maximum sustainable current. 

For the PCE experiments, 250 mA/cm2 was used as the current during all pulses.  The total 
charge deposited on the Mo foil was conserved at 1.8 C/cm2 corresponding to a 1μm average film 

 

Figure 2.4. (a) A typical 
current profile applied to 
the Mo foil is shown with 
labels indicating the 
regions of deposition 
current (ID) and stripping 
current (IS).  (b) Next to it 
a typical voltage response 
profile which is 
measured is shown.  
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thickness.  Duty cycles ranging from 1% to 25% were explored and it was observed that γD greater 
than 50% produced films similar to those produced at the equivalent DC current density.  The 
center column of Figure 2.5 shows that as γD is decreased, the deposits become less continuous 
and the grain size increases.  This is in disagreement with my prediction.  Given this result, it can 
be concluded that some other processes are dominating the growth mechanism.  Two possible 
mechanisms may be dominating: (1.) the depletion width of adatoms on the surface is larger than 
that of ions in the solution, thus re-equilibrated ions still get sucked to existing nuclei when they 

Figure 2.5. Morphological effects of changing deposition bath temperature and duty cycle are shown via optical 
microscopy.  Duty cycles from 1% to DC deposition and temperatures from 60 oC to -5 oC are displayed.  Current 
applied was 250 mA/cm2 in all cases and total charge was conserved at Q = 1.8 C/cm2 across the different conditions.  
It can be observed that regardless of temperature, a decrease in the duty cycle resulted in the deposits larger in grain 
size and less continuous. 
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hit the surface, (2.) Oswald ripening occurs during the off time which dissolves newly formed 
small nuclei and coarsens larger nuclei.  Thus pulsed current was unable to increase the fill factor 
beyond that which was obtained using DC deposition.  

2.3.4. Pulsed Reverse Current 

As was stated above, a continuous film of In could be obtained by increasing the amount 
of In deposited (doubling Q from 1.8 to 3.7 C/cm2); however, the increase in film roughness that 
resulted made a film that was undesirable for 
photovoltaics applications.  PCE was utilized to 
explore the possibility of using reverse current 
as a leveling agent, with the addition of τS and IS 
as mentioned earlier and shown in Figure 2.4.   

The occurrence of 3D growth in 
electrochemical deposition is a well-known 
phenomenon.59  Three-dimensional growth is 
intensified over time because the peaks in the 
deposited films cause a concentration of current 
lines, resulting in accelerated deposition rates at 
these positions relative to the surrounding areas.  
This same mechanism which drives non-
uniformity can be exploited to drive uniformity 
under the correct conditions.  For the same 
reasons these peaks are preferential deposition 
sites, they are also preferential sites for stripping 
or removing of material.  Stripping pulsed 
current electrodeposition (SPCE) was explored 
for currents up to half the magnitude of the ID 

currents used previously and for stripping duty 
cycle (γS) ranging from 1% to 75% at room 
temperature only.  In this case γS could at 
maximum be 100% minus γD.  SPCE was 
successful in minimizing the size and number of 
the 3D indium boulders as was expected.  Some 
characteristic optical microscopy images are 
shown in Figure 2.6 where γD = 25% and ID = 
250 mA/cm2 were held constant and the 
stripping duty cycle was changed at a constant IS 
= 5 mA/cm2.  Despite the range of conditions 
explored, none were successful in fully 
removing the islands observed without also 

 
Figure 2.6. Optical Microscope images of In thin films 
as the stripping duty cycle was increased from (A) 
γS=0% to (B) γS=50% to (C) γS=75%.  The deposition 
duty cycle was held constant at 25% at 250 mA/cm2 and 
the stripping current used here was 5 mA/cm2.  It can be 
seen that the density of the In bumps begins to decrease 
(B); however, before they completely disappear, pitting 
begins to occur in the indium film (C).  The inset if (C) 
is a higher magnification image of the In film where the 
dark area seen are holes in the In film.  C insert scale bar 
= 10 microns 
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causing pitting in the indium layer beneath the 
islands.  The experiments presented here 
exhausted my capabilities to obtain the desired 
In thin film by solely controlling the current 
density and time 

2.3.5. Effect of Deposition Bath Temperature 

There are many parameters, other than 
current and current profile, which can be 
controlled in electrochemical deposition, one of 
which is bath temperature.  Bath temperature 
can affect many of the activated processes 
during deposition including interfacial binding 
energy and adatom surface diffusion rate.  
Consequently, I explored the effect of bath 
temperature, in the range of 60 oC to -5 oC, on 
the In film morphology.  The total charge used 
for deposition was set at 1.8 C/cm2 for all 
conditions.  To achieve maximum fill factor, DC 
current was applied at 250 mA/cm2 based on the 
results discussed in the previous sections.  
Characteristic SEM images of the films 
deposited at different temperatures are shown in 
Figures 2.7a-c.  The higher bath temperature 
results in a lower fill factor and a larger grain 
film, while the lower bath temperature results in 
a fully continuous film composed of finer In 
grains. Though temperature affects several 
governing processes for ECD, I hypothesize the 
dominating effect is on the adatom diffusion 
rate, which is known to affect nucleation density 
in vapor phase deposition.60,61  

The effect of deposition bath 
temperature was also explored using the same 
PCE experimental conditions used above to see 
if any further improvements could be made.  
Characteristic optical microscope images of the 
deposited In morphology can be seen in Figure 
2.5.  The results were in agreement with those 
obtained from the DC deposition runs.  The 

 
Figure 2.7. Characteristic SEM images for constant 
current deposition at 250 mA/cm2 and Q = 1.8 C/cm2 for 
the bath temperatures of 60 oC (a), 25 oC (b), and -5 oC 
(c). The fill factor was calculated from these SEM 
images and is plotted versus temperature (d). 



14 

 

higher deposition temperature resulted in a less 
continuous, larger grain film, while the -5oC 
deposition temperature resulted in more 
continuous, smooth thin film.  However, as was 
observed previously, the addition of a pulsed 
current profile did not provide any further 
improvements in fill factor over DC deposition. 

Atomic force microscopy was performed 
on the continuous films deposited at -5oC and 
250 mA/cm2 which showed a root-mean-square 

roughness of about 100 nm over 50 x 50 m2 
area.  This root-mean-square (RMS) roughness 
is ~3 times lower than the films produced under 
the same conditions in a room temperature bath 
(Fig. 2.8).  The In thin films were further 
characterized by XRD to obtain crystallographic 
information (Fig. 2.9a).  The films showed 
preferential orientation for the (101) plane.  Elemental analysis was performed by EDS (Fig. 2.9b) 
which showed that only In was present.  Finally, high resolution SEM (Fig. 2.9c) showed the 
characteristic surface morphology of the In films.  The In thin film produced with these optimal 
conditions meets all the morphological requirements initially identified.  

 
Figure 2.8. AFM images of the In thin film deposited at 
250 mA/cm2 and Q = 1.8 C at 25 oC (a), and -5 oC (b).  
The 3-D growth causing high surface roughness is 
clearly inhibited at -5 oC. 

 
Figure 2.9. (a) XRD spectrum of the In ECD thin film 
on Mo deposited at -5 oC, normalized to the maximum 
peak intensity.  (b) EDS spectrum of the same In thin 
film showing no other elemental impurities, normalized 
to the maximum peak intensity.  (c) SEM image of the 
optimal In thin film displaying a grain size of ~1 μm. 
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Further elemental analysis was 
performed to assess the purity of the deposited 
In films.  Initial XPS analysis showed, in 
addition to In, the presence of carbon, oxygen, 
and chlorine but no other elements.  As the 
surface of the film was sputtered away, the 
signals due to these impurity elements decreased 
and dropped below the XPS detection limit, 
(being ~1 atomic percent of the few nm layer 
probed) leaving behind only the characteristic In 
signal.  The depth profiling analysis signifies 
that the impurity elements are only present in a 
thin (a few nm) surface layer.  The carbon 
surface contamination is expected from 
environmental interactions with the sample.  
The oxygen signal is most likely due to the 
native oxide which forms on the metal surface.  
Finally the chlorine contamination (Fig. 2.10a) 
is hypothesized to be the result of indium 
chloride crystallites left behind on the surface 
from the deposition bath.  In corroboration of 
this hypothesis, it was observed that the 
thickness of the surface chloride layer was 
dependent on the post deposition rinsing 
procedure which would affect the amount of salt 
left behind.   

To quantify the bulk purity of the 
indium, secondary ion mass spectroscopy (SIMS) was performed to track the two major impurities 
which were observed in XPS, namely, carbon and chlorine.  Any bulk chlorine contamination is 
significant as it is the only elementary species in the bath which cannot be purified out.  The SIMS 
analysis (Fig. 2.10b) showed that both carbon and chlorine concentrations dropped from high 
concentrations at the surface to values in the bulk of at most 5x1017 cm-3 for carbon and at most 
5x1016 cm-3 for chlorine.  The carbon concentration seen here is not considered a major impurity 
as it is roughly equal to the background concentration of carbon seen in SIMS resulting from 
residual carbon in the ambient system.  It is known that the first several nanometers of analysis in 
SIMS can have some errors that result in artificially high elemental concentrations.62  The region 
can be broadened to the order of magnitude of the surface roughness, ~100nm in the sample 
examined here.  This corresponds well with the depth of the Cl impurity observed in the SIMS 
results (Fig. 2.10b).  Therefore in this case, the XPS depth profiling data yields a more accurate 
view of the thickness of the surface contamination which appears to be in the few nm range.  This 

 
Figure 2.10. (a) Sputtering XPS was performed on a 
characteristic sample deposited at -5 oC and 250 
mA/cm2 to monitor the chloride contamination.  It 
showed that after a small surface impurity layer, the 
chloride signal disappeared.    (b) Further C- and Cl- 
analysis was done via SIMS which found the chloride 
impurity in the bulk of the sample to be at most ~5x1016 
/cm3. 
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analysis confirms that the In film has a thin 
surface contamination layer but is otherwise 
composed of high purity indium. 

2.3.6. TF-VLS of Electrodeposited Indium to 
Obtain InP 

Next I explored the use of ECD In for 
thin film vapor-liquid-solid growth of InP.  
Indium films of 1 to 3 μm in thickness were 
deposited using the optimal deposition 
parameters described above, namely 250 
mA/cm2 at -5oC.  Thicker In thin films were 
obtained by simply increasing Q.  The In film 
was then phosphorized via the TF-VLS 
technique,18 for which a process flow schematic 
is shown in Figure 2.11a.  In Figure 2.11b, the 
SEM image shows the surface morphology after 
phosphorization remains unchanged, which is 
due to the SiOx capping layer.  The capping layer 
plays the critical role of confining the In film 
structurally during the phosphorization process.  
The cross sectional SEM (Fig. 2.11c) shows the 
Mo substrate beneath a continuous grain of InP 
greater than 8 μm laterally, despite being only 2 
μm tall, a defining characteristic of TF-VLS as 
described earlier.  Figure 2.11d shows the XRD 
pattern obtained from the phosphorized ECD In 
thin film.  No In metal peaks can be seen in this 
spectrum, suggesting that all of the In has been 
converted to InP.  The remaining peaks in the 
spectrum can be assigned to Mo and MoP.  MoP 
is seen in this spectrum because Mo at the 
interface with InP reacts with the phosphine gas 
during the growth process, resulting in a thin 
MoP layer. 

The optoelectronic properties of the InP 
films were investigated using steady state 
photoluminescence and time resolved 
photoluminescence.  For reference, the data 
were compared to evaporated In of the same 

 
Figure 2.11. (a) Schematic of the TF-VLS 
phosphorization of ECD In thin films. (b) Top down 
SEM of ECD In deposited at optimal conditions after 
phosphorization. (c) False color cross sectional SEM of 
the same sample.  The SiO2 cap can be observed as a 
thin green line at the top of the sample and the Mo foil 
can be seen as the rough blue surface beneath the InP 
thin film (purple). (d) XRD of the phosphorized In thin 
film showing InP, Mo, and MoP signatures, normalized 
to the maximum peak intensity. 
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thickness, phosphorized at the same temperature, and to single crystal InP (100) (Wafertech) where 
appropriate (Fig. 2.12).  The PL data show that the ECD In produces InP with similar peak 
positions and full width half maximum (~1.347 eV and 43 meV, respectively) in comparison to 
InP resulting from TF-VLS growth from evaporated indium (~1.349 eV and 46 meV) and single 
crystal InP wafer (~1.345 eV and 46 meV).  This confirms that optoelectronic-quality InP is grown 
from the ECD In film.  The TRPL data show that the ECD In produces an InP film that performs 
as well as, if not better than, the InP film obtained from evaporated In with an average 1/e effective 
carrier lifetime of 2.3 ns.  The data further confirms that the In being deposited here is of electronic 
grade purity. 

 

2.4. Conclusion 

A simple electrochemical deposition bath was developed to produce continuous, smooth, 
high purity In thin films of ~1 μm on Mo foil.  Two key developments have been shown here that 
allowed us to maintain the film morphology as well as its high purity.  The first was the ability to 
control nucleation density of In on Mo with current density and bath temperature.  By increasing 
current density and decreasing bath temperature, a fill factor of 100% could be achieved at ~1 μm 
In film thickness.  The second development was the ability to improve the surface roughness of 
the deposited In by decreasing bath temperature.  Using the example system of TF-VLS grown 
InP, I were able to show that the ECD In films can yield high quality InP thin films, comparable 
to those obtained from evaporated In films.  That no special environment was used to keep the 
deposition bath pure, outside of those taken in a normal wet lab, suggests even higher quality 
results can be obtained in industrial-level controlled processes.  The ability to produce electronic 
grade In from ECD may be enabling for many In-based technologies, as ECD increases the 
material utilization rate of In over traditional vacuum deposition techniques.  In the example 

 
Figure 2.12. (a) Steady state photoluminescence of an ECD In thin film deposited at optimal conditions after 
phosphorization at 750oC (blue) compared against an evaporated In thin film phosphorized at the same temperature 
(orange).  Both are compared to a single crystal n-type InP wafer (dashed black) and normalized to the maximum 
peak intensity.  (b) Time resolved photoluminescence of a similar ECD In thin film phosphorized at 750oC (blue) 
compared to evaporated In phosphorized at the same temperature (orange), normalized to the maximum peak 
intensity.  The dashed line represents the 1/e decay of the maximum peak intensity. 
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system of TF-VLS InP, a scalable and low cost growth system can be envisioned for wide-scale 
PV implementation.   
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3. General Thermal Texturization Process of MoS2 for Efficient 
Electrocatalytic Hydrogen Evolution Reaction2 

3.1. Introduction 

Having explored how electrodeposition can be used in combination with the TF-VLS 
growth technique to produce high quality, potentially low cost solar material, the second main 
theme of this dissertation is taken up; how renewable energy, such as electricity produced by solar, 
can be used to make a renewable alternative to fossil fuels.  First the production of hydrogen using 
a molybdenum disulfide catalyst is discussed and in following chapters the production of fuels via 
electrochemical reduction of carbon dioxide will be explored.  

Renewable energy sources such as wind and solar have shown great promise in the last 
decade; however, the issue of their intermittency, and thus the need for energy storage, remains 
unsolved.63  Energy storage via chemical fuels is highly desirable due to their high energy densities 
and while hydrocarbon-based liquid fuels remain the most desirable, hydrogen presents an 
attractive alternative.  Hydrogen production via electrochemical water splitting, specifically the 
hydrogen evolution reaction (HER), has been widely studied64–67 and has inspired a vision of a 
hydrogen powered economy.24,68  This goal has stimulated a large portfolio of research in catalysts 
to reduce the overpotential required by the hydrogen evolution reaction.  MoS2 has emerged as a 
promising catalyst for HER because it is earth abundant, cheap, and chemically-stable.69–71  
Although bulk MoS2 (i.e. the pristine mineral) is not an active HER catalyst, it is known that 
exposed MoS2 edge sites act as highly-active catalytic sites.72–74  For this reason various MoS2 
HER catalysts have been synthesized via solution-based or vapor-based methods, which 
effectively maximize the density of edge sites through synthesizing nano-sized flakes,75,76 porous 
structures,77,78 or vertically aligned structures.79–81  However, if the pristine MoS2 mineral, which 
is the basic structure of all MoS2 morphologies, could be converted into an efficient catalyst, a 
wide array of MoS2 starting materials could also be converted into HER catalysts.  In order to 
achieve this, pristine MoS2 needs to overcome several fundamental issues to increase its catalytic 
activity.  First, the (0001) plane is dominant in the pristine MoS2 mineral which is an inactive plane 
for HER.74,77  Second, pristine MoS2 is predominately of the 2H crystal phase which exhibits poor 
conductivity.82–84  These issues generally eliminate pristine bulk MoS2 as an electrochemical HER 
catalyst.  

Here, I demonstrate a general thermal texturization procedure which can convert bulk 
MoS2 of many morphologies into a HER catalyst.  Bulk mineral MoS2, micron-scale commercial 

                                                 

2 A modified version of this work was published as P. Lobaccaro, D. Kiriya, H. Y. Y. Nyein, P. 
Taheri, M. Hettick, H. Shiraki, C. M. Sutter-Fella, P. Zhao, W. Gao, R. Maboudian, J. W. Ager, 
and A. Javey, General Thermal Texturization Process of MoS2 for Efficient Electrocatalytic 
Hydrogen Evolution Reaction. Nano Lett., 16, 4047–4053 (2016). 
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MoS2 powders, and even a commercially-available, nanoflake MoS2 based lubricant spray, all of 
which showed poor HER activity before treatment, show high HER performance after thermal 
texturization.  I find that annealing in a hydrogen environment increases the surface area and 
reduces the resistivity of the MoS2 starting material by decomposing the MoS2 into edge sites and 
forming Mo clusters on the surface.  The work presents a general platform for using MoS2 mineral 
as an efficient HER catalyst.   

 

3.2. Experimental 

3.2.1. Sample Preparation  

Bulk mineral MoS2 was purchased from SPI Supplies.  Micron-scale (microflake) MoS2 
was purchased from Graphene Supermarket.  Some microflake MoS2 was further prepared by 
grinding it with a mortar and pestle in an attempt to make smaller flakes.  This material is called 
ground microflake.  The as-received microflakes were in powder form, thus it was necessary to 
cast the powder into a film in order to test its HER activity.  Microflake and ground microflake 
films were prepared by the following processes, consisting of dispersing the flakes in 
dimethylformamide (DMF) at a concentration of 30 mg/ml via sonication, and then casting the 

suspension (~100 L) on a 1 cm × 1.5 cm Mo foil on a hotplate at 120 °C.  After drying off the 
DMF solvent (about 5 min), the suspension casting was repeated again.  The microflake film 

consists of flakes of ~2-5 m in width.  All samples termed as-received MoS2 (bulk and microflake 
film) or as-ground (ground microflake film) underwent a 250 oC forming gas anneal for 3 hrs to 
clean the surface and remove any remaining DMF solvent.  This temperature has essentially no 
effect on MoS2.  High temperature annealed samples were annealed at 700 °C, 800 oC, or 900 °C 
in forming gas for 3 hrs.  The samples were allowed to cool below 50 oC before being taken out of 
the annealing chamber. 

3.2.2. Hydrogen Evolution Activity Measurements 

Bulk mineral MoS2 samples needed to be mounted before they could be used as electrodes.  
Silver paste (Circuit Works) was used to mount the flakes to a glass slide.  The stack was then 
annealed at 70 °C in air to cure the Ag paste.  Then Cu tape was placed on the edge of the Ag paste 
to make an electrical lead connection.  Finally, insulating, acid-resistant, polymer resin was painted 
over the entire area except for the desired MoS2 area identified for measurement.  For the 
microflake and ground microflake film samples, the same resin was used to cover the whole area 
of the film except for the identified measurement area. These samples were placed as working 
electrode in the 3-electrode cell as shown in Figure 3.9a.   

The HER measurements were done in 0.5 M H2SO4 (Sigma-Aldrich) with a calibrated 
Ag/AgCl reference electrode and a platinum counter electrode.  The electrolyte was initially 
sparged with N2 bubbling for more than 10 mins to remove oxygen.  High purity N2 gas was then 
flown over the headspace of the electrolyte during the measurements.  The electrolyte was 
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constantly stirred at 750 RPM with a magnetic, Teflon-coated stir bar.  A Biologic SP-300 
potentiostat was used to make all electrochemical measurement.  IR drop was corrected for during 
the cyclic voltammetry measurements by first running electrochemical impedance spectroscopy 
from 106 to 1000 Hz to identify the uncompensated resistance.85,86  This resistance was found to 
typically be less than 10 Ω.  Cyclic voltammetry was used at two different scan rates to obtain the 

data for the Tafel plots (5 mV/sec) and polarization curves (50 mV s-1) shown below.  The Tafel 
plot is a plot of the applied overpotential versus logarithm of the current density.  From this plot, 
kinetic parameters like the exchange current density and Tafel slope can be extracted (further 
details are given in section 3.3.3).  Polarization curves are simply a plot of current density versus 
applied potential.  From this plot, improvements in the overall activity of the catalyst over a range 
of potentials can be observed. 

3.2.3. Electrochemical Active Surface Area (ECSA) Measurement 

To identify the electrochemically active surface areas to normalize the obtained 
polarization curves above, ECSA measurements were used.77  Bulk MoS2 (as-received and 
annealed samples) were mounted as stated to be used as the working electrode in the three electrode 
setup shown in Figure 3.9a. I employed electrochemical impedance spectroscopy, using a Biologic 
SP-300 potentiostat, at open circuit potential scanning frequencies from 10 Hz to ~0.05 Hz.  Then a R-
C equivalent circuit was used to fit the data to determine the double-layer capacitance of each sample. 

The measured double layer capacitances values were as follows: As-received, ~ 4.14 F cm-2; 700 °C 
annealed sample, ~ 0.47 F cm-2; 800 °C annealed sample, ~ 2.95 F cm-2; 900 °C annealed sample, 
~ 2.83 F cm-2. The relative active surface areas are obtained from the relative values of the above 
double layer capacitances. Using these values, the currents (mA) were normalized. 

3.2.4. Chemical and Structural Characterizations 

Scanning electron microscope (SEM) images were obtained with either a FEI Quanta 200 
FEG SEM with an operating voltage of 15 kV or with a FEI Nova NanoSEM650 with an operating 
voltage of 5 kV.  XPS characterization was performed using a Kratos Axis Ultra DLD system 
using a monochromatic Al Kα source (hν = 1486.6 eV).  The XRD patterns were taken on a Rigaku 
SmartLab system which is capable of measuring both grazing incidence and normal XRD patterns.  
TEM images were taken with a FEI Titan microscope with an operating voltage at 200 kV. 

 

3.3. Results and Discussion 

3.3.1. Texturization of MoS2 

To generate the catalytic activity of the pristine bulk mineral MoS2, the surface was 
intentionally dissociated as shown schematically in Figure 3.1a. Thermal annealing in a hydrogen 
environment is a straightforward dissociation process; sulfur atoms in MoS2 would be removed as 
H2S gas leading to the formation of vacancies and edges in the (0001) plane of the MoS2.  
Simultaneously, the excess Mo forms metal clusters on the flake.  It was hypothesized that this 
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process could improve the HER activity of the 
bulk mineral MoS2 by increasing the edge site 
density on the surface and by making the flake 
conductive through the generation of Mo 
clusters.  Figure 3.1b shows schematically the 
expected results of increased HER performance 
for the annealed bulk MoS2 as compared to the 
pristine bulk MoS2.  This thermal texturization 
strategy would be simple and effective, having 
universal applicability to not only bulk mineral 
MoS2, but also to other MoS2 morphologies with 
higher starting edge-to-surface ratios, such as 
micron-size MoS2 flakes, to further improve 
HER activity (Figure 3.1b).   

Figure 3.2 shows representative SEM 
images for bulk mineral MoS2, micron-scale 
flakes (microflake), and mechanically ground 
micron-scale flakes of MoS2 (ground 
microflake).  As-received (i.e. no thermal 
damage) bulk MoS2 shows smooth (0001) 
crystal planes (Figure 3.2a). Upon annealing at 
700 °C in a forming gas (H2/N2 = 5%/95%) 
atmosphere for 3 hrs, the surface shows signs of 
dissociation thereby increasing the defect 
density, including edge sites, with the effect 
further increasing at 900 °C (Figure 3.2a).  The 
microflake films, annealed under the same 
conditions as the bulk mineral MoS2, show a 
reduction in flake sizes, especially for the 900 °C 
annealing condition, again indicating an 
increase in the number of exposed edges (Figure 
3.2b).  The as-prepared ground microflake film 
(as-ground), shows similar changes to the microflake films under the same annealing condition 
(Figure 3.2c).  

In order to investigate how deep the apparent surface texturization extended into the MoS2 
flakes, cross-sectional SEM images of the 900 oC annealed bulk MoS2 were obtained (Figure 3.3a).  

It can be observed that the thermal texturization penetrated about 1 m into the flake after which 
the flake resembles the as-received bulk MoS2 (smooth) (Figure 3.3b).  This indicates that the 

 
Figure 3.1. (a) Schematic illustration of the thermal 
texturization process of the (0001) plane of MoS2. 
Annealing under a hydrogen environment generates H2S 
through dissociation of the MoS2 surface which 
increases the edge site density and generates Mo 
clusters. (b) Schematic illustration of the polarization 
(current density vs. applied potential) curves for pristine 
bulk MoS2, annealed bulk MoS2 and annealed 
microflake MoS2.  The annealing process is expected to 
improve the HER performance (higher current density), 
more dramatically so for the microflake MoS2. 
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dissociation occurs mainly at the surface exposed to hydrogen gas.   X-ray diffraction (XRD) 
analysis shows the sample bulk remains as MoS2 (Figure 3.3c).  Surface sensitive grazing angle 
XRD patterns indicate the presence of Mo on the surface (assumed to be clusters), with increasing 
Mo peak intensity as the annealing temperature is increased (Figure 3.3d).  X-ray photoelectron 
spectroscopy (XPS) elucidates the surface elemental composition (Figures 3.3e and f).  As-
received bulk MoS2 shows a doublet corresponding to Mo4+ 3d3/2 and 3d5/2 around 233 eV and 230 
eV, respectively.  The annealed samples show another doublet, which would correspond to Mo0 

3d3/2 and 3d5/2 around 232 eV and 229 eV, respectively.  The presence of Mo0 indicates the 
generation of Mo on the surface.  Moreover, the relative size of this Mo0 doublet increases in 
comparison to the Mo4+ doublet with increasing annealing temperature, showing that the surface 
becomes increasingly Mo rich, in agreement with grazing angle XRD data.  A peak due to Mo6+ 
is also observed in the annealed samples, which corresponds to the presence of MoO3 in the near 
surface region.  The presence of the oxide is thought to be due to thermally generated Mo0 atoms 
which can be oxidized in air.  Since MoO3 dissolves in aqueous solutions, the MoO3 would not 
affect the HER activity of the sample.  Furthermore, sulfur 2p signals were observed around 163 
eV in all annealed samples, indicating that the annealed samples maintain some MoS2 at the surface 
even after annealing at 900 °C for 3 hrs. The valence band edges for the annealed MoS2 flakes 
were also examined as shown in Figure 3.4. The flakes, after annealing at higher than 700 °C, 
show detectable density of states (DOS) around the Fermi level (at 0 eV). The DOS could 
potentially be from MoS2 converted to the 1T metallic phase by hydrogen doping but it is probable 

 
Figure 3.2. SEM images for (a) bulk mineral MoS2, (b) microflake MoS2, and (c) ground microflake MoS2 after 
annealing at 250 °C (as-received or as-ground), 700 °C, and 900 °C for 3 hrs.  The latter two microflake MoS2 
samples are both deposited as films on Mo foil. 
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that the main contribution is from Mo 
nanoparticles on the surface, especially for the 
flakes annealed at 800 °C and 900 °C, where the 
reduced states are also clearly visible in the core 
level spectra.     

To further investigate the crystalline 
structure of the catalyst surface, cross-sectional 
transmission electron microscopy (TEM) was 
performed on a texturized sample (700 °C). It 
was observed that the crystalline structure of the 
sample near the surface was similar to that 
observed several hundred nm deep in the same 
sample (Fig. 3.5).  Fast Fourier transform (FFT) 
analysis of the images show both regions to be 
highly crystalline and all diffraction peaks 

obtained could be assigned to MoS2, confirming that the MoS2 structure remains near the surface 
after the hydrogen annealing treatment. Therefore, the MoS2 crystalline structure has survived 
even at the surface after annealing at 700 °C for 3 hrs.  At this temperature, there should be a small 
amount of texturization and, based on the grazing angle XRD and XPS, there should be a small 
amount of Mo metal near the surface.  However, it is a well-known issue with cross-sectional TEM 
that imaging very near the sample surface is difficult due to platinum redeposition during the 
focused ion beam milling process. Thus, it is possible that these regions did exist on this sample 
but it was not possible to observe them with the TEM done here. 

 
Figure 3.3. (a and b) Cross-sectional SEM images of 
annealed bulk MoS2 at 900 °C for 3 hrs under a forming 
gas environment. (c) Powder XRD patterns for annealed 
bulk MoS2 at 700 °C, 800 °C, and 900 °C with reference 
patterns for MoS2 and Mo. (d) Grazing incident XRD 
(incident angle of X-Rays to surface = 1 °) for the same 
samples as in Figure 3.3c.  Increasing the annealing 
temperature induces stronger Mo signal at the surface. 
(e and f) XPS spectra for as-received and annealed bulk 
MoS2 samples focused on the Mo 3d (e) and S 2p (f) 
regions.  Increasing the annealing temperature induces 
an increase in the Mo0 doublet signal but all annealing 
conditions still show sulfur signal. 

 
Figure 3.4. XPS spectra around the valence band region 
of the bulk mineral MoS2 of pristine (annealed at 250 °C 
for 3hrs) and annealed at 700 °C to 900 °C for 3 hrs. 
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To investigate the thermal texturization mechanism, SEM images of the bulk mineral MoS2 
were analyzed for three different annealing times (1, 3, and 5 hrs).  As shown in Figure 3.6, the 
MoS2 dissociation, which is observable as texturization of the surface, can be seen starting after 3 
hrs of annealing.  After 5 hrs of annealing, the dissociation on the surface is more obvious (Fig. 
3.6b).  It can further be observed that the texturized areas have grown from defects and edges on 
the (0001) plane (Fig. 3.6c).  The texturization is arranged in a radial fashion, which indicates that 
the structure has grown from a defect.  The surface texturization is only displayed when annealing 
in a hydrogen atmosphere and was not observed in a nitrogen atmosphere (Fig. 3.7).  After 
annealing in nitrogen at 800 °C, the surface is still macroscopically smooth, not rough like the 
samples annealed in forming gas. This difference would be explained because of the reaction 
between hydrogen and sulfur on the MoS2 surface which is necessary to generate H2S and 
dissociatively texturize the surface.  In the nitrogen atmosphere, this reaction cannot occur and 
thus sulfur atoms are not removed effectively from the surface and the texturization does not 
occur.87  

The effect of thermal texturization can be monitored in metal-oxide semiconductor field-
effect transistors (MOSFETs) as well.  MOSFETs were fabricated with a standard 
photolithography process for mechanically exfoliated MoS2 flakes (~100 nm in thickness) which 
were placed on a p+-Si substrate with 260 nm SiO2.  The flakes were annealed under different 

 
Figure 3.5. The structure of a thermally texturized sample at 700 °C (3 hrs annealing) was investigated using cross-
sectional TEM. (a) Low resolution TEM image of the sample.  High-resolution TEM images near the surface 
approximately ~25 nm (b) and deeper inside the sample, approximately 500 nm from the surface (c). Fast Fourier 
transform (FFT) of these images are shown below. (d-f) D-spacings were obtained from the FFT patterns in Figure 
3.5b and c and other images not shown here. (d) Reference powder XRD patterns of MoS2 and Mo, compared to D-
spacing patterns obtained from the FFT analysis for the near surface region (e) and for the deeper region (f).  FFT 
peaks (solid line) and errors (dot line) are shown in the plot. 
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Figure 3.6. Mechanism of the thermal texturization process which occurs on the MoS2 surface under a forming gas 
environment (H2/N25/95 =5%/95%). (a) SEM images of the bulk mineral MoS2 annealed at 700 °C for different 
annealing times (1h to 5 hrs). The light gray areas are dissociatively textured by the thermal annealing processes. 
Annealing longer than 3 hrs shows clear dissociation under SEM. (b) The detailed surface morphology for the bulk 
MoS2 annealed at 700 °C for 5 hrs. The surface texturization is observed as either lines or circles. The circles are 
radially grown, indicating the dissociation occurs from a defect at the center. (c) A plausible mechanism for the 
thermal texturization process is shown. The texture would emanate from defects and edges on the surface. 

 
Figure 3.7. Environmental effect of the annealing process on bulk mineral MoS2. (a) SEM images of the annealed 
bulk MoS2 in forming gas (left) and nitrogen (right) at 800 °C for 3 hrs. In the case of annealing under forming gas, 
the dissociation causes texturization of the surface. On the other hand, in the nitrogen anneal case, the surface is still 
smooth even after annealing at 800 °C and large cubic structures are observed. (b) Polarization curves for the HER 
activity of as-received bulk MoS2, 800 °C annealed bulk MoS2 under nitrogen, and 800 °C annealed bulk MoS2 

under forming gas are shown.  The nitrogen-annealed sample shows much lower HER performance than the sample 
annealed in forming gas. 
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conditions and then fabricated into the same device structure with a 10 m channel length.  As- 
received MoS2 showed gate-dependency of the drain current, as did low temperature annealed 
MoS2 (forming gas at 550 °C) (Fig. 3.8a,b).  This behavior indicates that the carrier concentration 
of these samples can be modulated electrostatically.  On the other hand, the sample annealed at 
700 °C in forming gas showed no gate dependency (Fig. 3.8d), indicating the metallic state of the 
material, due most likely to the generation of Mo clusters.  The sample annealed in nitrogen at 
700 °C still shows a gate dependency (Fig. 3.8c). These findings again support the importance of 
hydrogen to the effective dissociative texturization of the MoS2.  

 

 

Figure 3.8. Output characteristic curves for the MOSFETs of (a) as-received bulk MoS2, (b) annealed bulk MoS2 at 
550 °C in forming gas, (c) annealed bulk MoS2 at 700 °C in nitrogen, and (d) annealed bulk MoS2 at 700 °C in 
forming gas.  The MOSFET device structure is shown in (e).  These samples were annealed at their respective 
temperatures for 3 hrs.  MoS2 flakes (thickness of ~100 nm) were prepared by a mechanical exfoliation technique, 
then annealed at the aforementioned temperatures followed by a typical lithography process to make the devices. 

The channel length was fixed at 10 m in all cases.  Back gate potential was applied from -100 V to 100 V. Except 
for the forming gas 700 oC annealed sample, all samples showed gate dependency, indicating semiconducting n-
type MoS2. The characteristics curve in Figure 3.8d shows a sample with no gate dependency, indicating metallic 
behavior of the MoS2 flake after the thermal texturization process.  Top down optical images of the device structure 
are shown in the insets of each of plot. 
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3.3.2. Hydrogen Evolution Reaction Activity of Texturized MoS2 

The HER activity of the samples was analyzed with a standard three-electrode setup using 
a 0.5 M H2SO4 electrolyte, as shown in Figure 3.9a.  All curves presented here were corrected for 
the voltage drop due to solution resistivity (IR drop), measured before each run via electrochemical 
impedance spectroscopy (EIS).  Figure 3.9b shows the polarization curves for the bulk mineral 
MoS2.  The as-received bulk MoS2 shows current density j < 5 mA cm-2 even up to -0.5 V vs. the 
reversible hydrogen electrode (RHE) due to the dominant (0001) surface plane and the low density 
of active edge sites.  In contrast, the forming gas annealed bulk MoS2 shows fair HER performance 
with higher current densities at lower overpotentials. The Tafel plots for the bulk MoS2 samples 
are shown in Figure 3.9c.  The annealed samples show similar Tafel slope values of 70 to 90 mV 
decade-1, which indicates the hydrogen evolution mechanism is similar for these samples.   

I further analyzed the HER performance of each sample by considering the 
electrochemically active surface area normalization of each sample.  EIS measurements were 
applied to evaluate the relative active surface area for each bulk MoS2 sample as shown 

 
Figure 3.9.  HER performance of the annealed bulk mineral MoS2. (a) Illustration of the three electrode setup with 
a working electrode of bulk mineral MoS2. (b and c) The polarization curves for as-received and annealed bulk 
samples (3 hrs under forming gas) and their corresponding Tafel plots.  (d) Electrochemically active surface area 
normalized polarization curves from (b).  The three curves representing annealed samples from 700 oC to 900 oC 
fall onto the same curve, indicating the active sites for all three samples are similar.  The similar 
Tafel slopes from (c) corroborate this conclusion. 
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previously.77  Figure 3.9d shows the polarization curves normalized to electrochemically active 
surface area.  All the curves for the annealed samples fall onto a similar line, meaning the forming 
gas dissociation process generates similar active sites on the surface with the main difference 
between samples annealed at different temperatures being the density of edge sites generated, thus 
explaining the changes in j-V behavior in Figure 3.9b.  

To demonstrate the effectiveness of this thermal texturization approach to generate 
catalytic HER performance with other MoS2 materials, the texturization process is applied to 
microflake and ground microflake films.  Microflakes and ground microflakes have larger edge-
to-body ratios than bulk mineral MoS2 (Fig. 3.2), therefore, they have a higher realizable catalytic 
performance.  I found that the as-received microflake and as-ground microflake MoS2 films 
(annealed at 250 °C in forming gas) are difficult to operate in HER experiments; once hydrogen 

 
Figure 3.10. Improvement of HER performance for the microflake/ground microflake MoS2 films by the thermal 
texturization process. (a) SEM images of the as-received and 900 °C annealed microflake MoS2 films on Mo foil 
before (as made) and after hydrogen generation. The as-received film shows delamination. (b) The polarization 
curves for the bulk, microflake and ground microflake films of MoS2 as-received or as-ground (dot line) and 
annealed at 900 °C (solid line).  As-received and as-ground microflake films were evaluated after delamination.  The 
scan rate was 50 mV s-1.  Curves for bulk mineral MoS2 are identical to Figure 3.9b. (c) Tafel plots for the bulk, 
microflake, and ground microflake films as-received/as-ground and annealed at 900 °C. Curves for the bulk mineral 
MoS2 are identical to Figure 3.9c. (d) (Top) Overpotential required to obtain a current density of 10 mA cm-2 for 
each sample.  All MoS2 samples (bulk, microflake, and ground microflake) show a corresponding decrease in the 
required overpotential with increasing annealing temperature.  Samples annealed at 250 °C correspond to the as-
received or as-ground sample.  Both as-received and 700 oC annealed bulk MoS2 did not show 10 mA cm-2 within 
the range measured.  The values for the as-received and as-ground microflake films are after delamination. (Bottom) 
Plot of exchange current density vs. annealing temperature.  Decreasing the flake size from bulk to ground 
microflake, the exchange current density increases. 
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bubbles are generated, the films easily delaminate from the substrate (Fig. 3.10a and 3.11a,b).  It 
is difficult to keep the films on the substrate, making it difficult to use as a catalyst in a film 
configuration on a conductive substrate.  On the other hand, after the texturization process, the 
samples did not delaminate from the surface (Fig. 3.10a), although some partial flaking off could 
occur. Therefore, for microflake and ground microflake MoS2 samples, the annealing process is 
useful towards making an effective HER catalyst.  

Figure 3.10b shows polarization curves for bulk, microflake, and ground microflake films 
of MoS2 annealed at 250 °C (as-received/as-ground, dotted) and 900 °C (solid).  As-received and 

 
Figure 3.11. (a) Macroscopic images for the as-received microflake MoS2 films (annealed at 250 °C for 3hrs) on 
Mo foil as the working electrode before (left) and after (right) HER in 0.5 M H2SO4. The area exposed during 
electrolysis was completely delaminated by the generation of hydrogen bubbles. (b) SEM images of Mo foil (left) 
and the surface of the as-received microflake MoS2 film after delamination (right). Small amounts of MoS2 flakes 
remained on the Mo foil after the delamination. (c) Polarization curves (50 mV s-1) in 0.5 M H2SO4 for the 
microflake MoS2 samples annealed at different temperatures, including Mo and Pt foils for reference. (d) Tafel plot 
of the samples shown in Figure 3.11c taken at 5mV s-1.  (e) Chronoamperometric curve (j-t) measured for a 
microflake MoS2 film annealed at 900 °C for 13hrs. 
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as-ground microflake films produce similar curves to Mo foil because of the large amount of 
delamination that occurred with these films.  The annealed samples however, show a clear trend; 
a monotonic increase in current density with decreasing flake size.  This trend can be explained as 
an increasing density of edge sites due to the shrinking size of the flakes.  The Tafel slopes of the 
annealed micro and ground microflakes samples are ~60-70 mV decade-1 (Figs. 3.10c, 3.11d, 3.12b 
and Table 3.1). The mechanism of hydrogen adsorption/desorption is similar in these cases and 
the Tafel slope value is close to the Heyrovsky reaction regime (40 mV decade-1), indicating that 
the rate-limiting step here is the electrochemical desorption step (further details given below).   

Two important parameters used to evaluate the HER activity of a sample are the magnitude 
of the required overpotential and the exchange current density (j0).27,88  A common way of 

evaluating the required overpotential is to report the overpotential () needed to obtain 10 mA cm-

2 (Fig. 3.10d).27  For all samples,  monotonically decreases from as high as 342 mV to as low as 
174 mV as the annealing temperature increases (Fig. 3.10d and Table 3.1), showing that the 
thermal texturization is effective for all sample morphologies.  The exchange current density was 
also evaluated and is shown in Figure 3.10d.  It can be seen that decreasing the flake size, from 
bulk to microflake to ground microflake, increased j0 from ~10-3 mA cm-2 (bulk) to ~0.019 mA 
cm-3 (ground microflake) in the 900 °C annealing case.  It is important to note here that the as-
received/as-ground microflake films were evaluated after delamination had completely stopped 
(surface similar to that shown in Figure 3.10a after HER), thus, it is not surprising that the 
overpotential to reach 10 mA cm-2 and the j0 for these samples are similar to Mo foil which is the 
underlying substrate.  Finally, the long-term stability of the MoS2 microflake film annealed at 
900 °C was examined by a chronoamperometry measurement (j-t). The electrolysis measurement 
was performed for more than 12 hrs at a constant potential and a current density of about 12 mA 
cm-2 was maintained (Fig. 3.11).   

I further demonstrate the wide-range of applicability of this thermal texturization process 
by applying it to a commercially-available spray of MoS2 (CRC company), for which the intended 

 
Figure 3.12. (a) Polarization curves (50 mV s-1) in 0.5 M H2SO4 for the ground microflake MoS2 samples annealed 
at different temperatures, including Mo and Pt foils for reference.  The as-ground MoS2 film delaminated after 
evolving hydrogen similar to what is shown in Figure 3.11a, resulting in the observed activity matching closely to 
Mo foil. (b) Tafel plot of the samples shown in Figure 3.12a taken at 5mV s-1. 
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application is lubrication.  The MoS2 spray was applied to a Mo foil, as shown in Figure 3.13a, 
and was found to be composed of nano-sized flakes of MoS2 with ~200 nm size under SEM (Figs. 
3.13b, c).  After annealing in forming gas at 700 °C, the overpotential at 10 mA cm-2 decreased 
from 322 mV to 215 mV, a ~100 mV drop (Fig. 3.13d and Table 1).  Furthermore, the makeup of 
the spray helped adhere the film to the Mo foil substrate even for the as-received case (250 °C 
heated).  Thus unlike the previous cases, the relative comparison between as-received and 700 °C 
annealed is reasonable.  The Tafel slopes for the as-received sprayed MoS2 and the annealed 
sample are 92 and 62 mV decade-1, respectively (Fig. 3.13e).  The decrease in the Tafel slope is 
substantial and brings it close to the value observed for the microflake films above.  From all the 
results presented here, I believe my thermal texturization method could be applied to all MoS2 
materials and could be effective to further improve already high performance synthesized MoS2 
catalysts. 

  

 
Figure 3.13. (a) Schematic illustration of the preparation process for a film made from a commercially-available 
spray lubricant containing MoS2. (b, c) SEM images of the as-received (b) and 700 °C annealed (c) sprayed films. 
Nanoflakes (~200 nm width) were observed.  Polarization curves (d) and Tafel plots (e) for the as-received sprayed 
nanoflake film, 700 °C annealed sprayed MoS2 films, and Mo foil (which is the underlying substrate). 
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3.3.3. Tafel Slope Analysis 

To attempt to understand the HER mechanism for the samples, the Tafel plots were 
examined.  The Tafel plots importance is derived from the Butler-Volmer equation (Eq. 3.1), the 
classic defining relationship between overpotential (driving force for the reaction) and current 
density (the rate of reaction).86 

 ݆ ൌ ݆ ቂexp ቀ
ఈೌி

ோ்
௦ቁߟ െ exp ቀെ ఈி

ோ்
 ௦ቁቃ (3.1)ߟ

where j is the current density, j0 is the exchange current density, αa and αc are the apparent transfer 
coefficients for the anodic and cathodic reaction respectfully, F is Faraday’s constant, R is the ideal 
gas constant, T is temperature, and ηs is the surface overpotential.  This equation shows that the 
net rate of reaction (j) is the difference between the rate of reaction in the anodic direction (the 
first term in Eq. 3.1) and the rate of reaction in the cathodic direction (the second term in Eq. 3.1).  
At large overpotentials, one of these terms will dominate and the equation can be simplified to, 

 ݆ ൌ ݆ exp ቀ
ఈி

ோ்
 ௦ቁ (3.2)ߟ

From this equation, the Tafel equation is derived: 

ߟ  ൌ ܾ ∗ logሺ݆ሻ  ܽ, (3.3) 
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where b is the Tafel slope and a is the Tafel constant.  To obtain the experimental Tafel plots, the 
data was plotted this way and the Tafel slope, b, was extracted. All the measurements for this 
analysis were carried out with 5 mV sec-1 scan rates. The obtained Tafel slopes for the samples are 
shown in Table 3.1.  

The three possible reaction mechanisms for HER in acidic media are known as the Volmer, 
the Heyrovsky, and the Tafel reactions:75,89 

Volmer step: H3O+ + e- → Hads + H2O  

Heyrovsky step: Hads + H3O+ + e- → H2 + H2O 

Tafel step: Hads + Hads → H2 

If the rate determining step in HER is one of the above reactions, the Tafel slope should be 
close to either ~120 mV decade-1, ~40 mV decade-1, or ~30 mV decade-1 for the Volmer, the 
Heyrovsky, or the Tafel reaction respectively.25,86 According to the above considerations, the rate 
determining step for the as-received bulk MoS2 is suggested to be the Volmer reaction (Tafel slope 
~150 mV decade-1) and the annealed bulk MoS2 samples could possibly be the Heyrovsky reaction 
(Tafel slope ~60 mV decade-1).  

The exchange current density (j0) is also an important parameter which indicates the 
inherent catalytic activity of the material.  The exchange current density was calculated from the 
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Tafel plot by applying a linear fit to the data and extracting the value at the x-intercept (where ߟ ൌ
0ሻ.  The inverse logarithm of this x-intercept is the exchange current density.  These values are 
tabulated in Table 3.1.  

Table 3.1. Electrochemical parameters for bulk mineral, microflake, ground 
microflake and sprayed nanoflake films of MoS2. 

Morphology 
Annealing 

Temp. (°C) 

Overpotential (mV) 

at j = 10 mA cm-2 

j0 

(mA cm-2) 

Tafel slope 

(mV decade-1) 

Bulk mineral 250* ‒** 0.00093 149 

Bulk mineral 700 ‒** 0.0011 90 

Bulk mineral 800 300 0.00069 71 

Bulk mineral 900 296 0.0012 76 

Microflake 250* 330 0.00012 63 

Microflake 700 227 0.0044 67 

Microflake 800 210 0.0048 63 

Microflake 900 195 0.0045 59 

Ground microflake 250* 342 0.00046 73 

Ground microflake 700 220 0.0093 70 

Ground microflake 800 193 0.011 64 

Ground microflake 900 174 0.019 63 

Sprayed nanoflake 250* 322 0.0030 92 

Sprayed nanoflake 700 215 0.0038 62 

*   The samples are referred to as as-received or as-ground in the manuscript. Annealing at 250 °C 
does not damage MoS2 flakes.   

** Not observed in the measurement range.  
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3.4. Conclusion 

In summary, I have demonstrated a simple method to generate or improve the catalytic 
HER performance of MoS2 by thermal texturization.  The process involves a simple thermal 
annealing in a hydrogen environment and is applicable to a wide range of MoS2 morphologies, 
such as bulk and microflakes.  The overpotential required to obtain 10 mA cm-2 can be decreased 
as low as 174 mV for the case of ground microflake film.  The method is further applicable to a 
commercially-available MoS2 lubricant spray, which shows more than a 100 mV decrease in 
required overpotential as compared to the as-received MoS2 spray.  This indicates the universality 
of this method to improve MoS2 HER performance as well as its potential to be a scalable 
production method with a cheap material.  Moreover, this method relies on removing the atoms 
from the chalcogen sites to generate edges on MoS2, and it could be still more widely applicable 
to other 2D materials, such as WS2, as a means to activate/improve their catalytic properties.90,91 
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4. Effects of Temperature and Gas-Liquid Mass Transfer on the 
Operation of Small Electrochemical Cells for the Quantitative 

Evaluation of CO2 Reduction Electrocatalysts3 

4.1. Introduction 

Conversion of atmospheric CO2 to fuels and value-added chemicals is a potential approach 
to combat the emission of greenhouse gases and, eventually, allow for a closed-loop global carbon 
cycle.92–94  Electrochemical reduction of CO2 (CO2R) has been proposed as one possible 
technology for the production of fuels from CO2 using electricity obtained from renewable 
sources.95–98  Studies of CO2R in aqueous solution date back to the 1950s,99 and an extensive and 
thorough body of work was published by Hori and co-workers starting in the 1980s.28,100–104  This 
work identified the key challenges in implementing electrochemical CO2R for fuel or chemical 
synthesis.  While there are metal catalysts that show high degrees of selectivity to carbon monoxide 
(e.g. Ag and Au) or formic acid (e.g. Pb, In, and Sn), copper is the only known metal that shows 
activity to producing more reduced hydrocarbons and alcohols at appreciable current densities 
(~10 mA cm-2).  Recently, there has been a renewal of interest in electrochemical CO2R, with 
reports of both reductions in overpotentials for 2 electron products such as CO105 and formate106 
and improved selectivity for higher order products such as ethylene107 and ethanol.108  However, 
there are still no known catalysts which show high selectivity to a CO2R product requiring more 
than 2 electron transfers.  Clearly, improvements in both CO2R catalyst activity and selectivity 
will be required if there is to be widespread implementation of this technology.109–112   

In order to drive progress in the CO2R electrocatalysis community, commonly accepted, 
easily reproducible testing conditions need to be established,113 similar to those suggested for 
photoelectrochemical water splitting.114  Hori and co-workers have already identified many good 
practices for experimentation in this area101,104,115,116 and some further insight into polarization 
losses was provided by Singh et al.117  However, examining the recent literature, one can observe 
that several different methods of analyzing CO2R electrocatalysts have been used which employ 
different cell designs and testing conditions. 

In particular, the cell designs vary widely (see Table 4.1 for a detailed comparison).  In 
many designs, CO2

104,108,118–124 or the electrolyte85 (or both125,126) is flowed through the cell; in 
others, the cell is charged initially and then sealed.105  Reactor vessels range from classic Pyrex H-
cells101,118,122,124 to compact sandwich compression cells.119–121,125,126  The electrochemical cells 
used for the analysis of CO2R catalysts are, in fact, miniature chemical reactors in which known 

                                                 

3 A modified version of this work was published as P. Lobaccaro, M. Singh, E. L. Clark, Y. Kwan, 
A. T. Bell, and J. W. Ager, Effects of Temperature and Gas-Liquid Mass Transfer on the Operation 
of Small Electrochemical Cells for the Quantitative Evaluation of CO2 Reduction Electrocatalysts. 
Phys. Chem. Chem. Phys. (2016). 
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reaction conditions must be maintained.127  This concept has been emphasized in the 
electrochemical engineering literature,128–130 with a number of studies focused on gas sparged 
systems131–134 similar in design to the cells described above.  Notably, the dilute electrolyte 
conditions and corresponding mass transfer limitations typical of CO2R make the cell design 
implications even more important. 

The compact sandwich compression cells are of particular interest. This design can reduce 
the electrolyte volume (V) compared to the electrode surface area (S), allowing liquid products to 
accumulate in the uncirculated electrolyte to a detectable level more quickly.  Notably, the use of 
this type of high S/V (> 0.5 cm-1) cell led to insights into the CO2R mechanism on copper through 
the detection of five previously unreported trace liquid products.121  However, when using high 
S/V cells there could be an increased potential for heating to occur in the cell due to the lower 
thermal mass of electrolyte and for dissolved CO2 in the electrolyte to be depleted.86,128  It is known 
that the cell temperature can change catalyst activity, in part due to the change in CO2 solubility.101  
Furthermore, maintaining CO2 saturation in general may be difficult due to the slow dissolution 
kinetics of CO2 in water, as has been recently experimentally quantified for a system similar to 
that used in CO2R.135  In either case the concern arises that deviations from expected standard 
testing conditions could occur which would cause the catalytic activity measurement to incorrectly 
reflect the true catalytic activity of a material. 

Here I critically examine the near-equilibrium steady-state operation of high S/V, sandwich 
type, electrochemical cells for CO2R catalyst characterization.  I illustrate how changes in the 
electrolyte temperature and in the dissolved CO2 concentration can affect the electrolyte 
composition and electrolyte pH.  Importantly, I show that changes in gas-liquid mass transfer 
within the cell can cause CO2 depletion in the bulk electrolyte and that this has a pronounced effect 
on the observed product distribution for Cu electrodes.  Finally, I outline the design parameters 
required to operate high S/V electrochemical cells under near equilibrium, steady-state conditions, 
providing guidance towards standardizing electrochemical CO2R catalyst characterization 
conditions. 

 

4.2. Experimental 

4.2.1. Electrochemical Cell Design 

Two compression-sealed electrochemical cells with the same overall architecture were 
constructed for the study.  Both cells have a cathode surface area of 1 cm2.  The primary difference 
between the cells is the volume of electrolyte in the cathode and anode chambers:  0.5 cm3 for Cell 
A (Fig. 4.1a) versus 1.5 cm3 for Cell B (Fig. 4.1b), yielding S/V ratios of 2 cm-1 and 0.67 cm-1, 
respectively.  I emphasize that a larger S/V ratio should lead to faster liquid product accumulation 
and thus shorter run times and more sensitive product detection (see below for detailed discussion).  
Cell A was designed to create the maximum S/V ratio possible with a typical 1 cm2 cathode while 
still incorporating replaceable CO2 bubblers and gas tight fittings.  Cell B was the highest S/V 
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design possible in which a removable glass frit bubbler could be installed to reduce the size of the 
sparging CO2 bubbles, an effect I will later show is important. 

The cells are composed of an anode and cathode chamber, separated by an anion-
conducting membrane, Selemion AMV (AGC Engineering Co.).  The two chambers were 
fabricated from polycarbonate, and all components were designed to be removable for cleaning 
purposes.  It is advantageous to have a cell with replaceable parts since small contamination 
sources can have a disproportionally large effect on the results of CO2R studies.115,136  The cell 
was also designed to maintain parallel plate electrode geometry to ensure a uniform voltage field 
over the catalyst surface.  A 1 mm OD Ag/AgCl reference electrode (Innovative Instruments) was 
inserted into the cathode chamber to monitor the working electrode potential.  This reference 
electrode was calibrated against an ideal reversible hydrogen electrode.  The cell was sealed by 
compressing the stack of counter electrode, anode chamber, membrane, cathode chamber, and 
working electrode between two outer plates secured with bolts.  The seals were made with Buna-
N O-rings (Apple Rubber).  During measurements, both sides of the cell were sparged with CO2 
at 1 atmosphere and the gas exiting the cathode compartment was directed to a gas chromatograph 
(GC) for gaseous product analysis.  

4.2.2. Electrochemical Cell Operation 

99.9999% base metal pure sodium carbonate (Na2CO3) (Sigma-Aldrich) was used as the 
precursor salt for making the 0.1 M sodium bicarbonate (NaHCO3) electrolyte used in this study.  
The conversion of carbonate to bicarbonate electrolyte is achieved by sparging the carbonate 
electrolyte with 1 atmosphere of CO2.  99.9999% 0.1 mm thick copper (Cu) foil (Alfa-Aesar) was 
used for the working electrode.  The foil was cut into 2x2 cm pieces and degreased by sonication 
in acetone and iso-propyl alcohol for 60 minutes each.  Before use, each foil was electrochemically 

Figure 4.1 CO2R Electrochemical Cell Design:  (a) Cell A with the smaller electrolyte volume is pictured (b) Cell 
B with the larger electrolyte volume is pictured.  The cell is made up of two polycarbonate compartments with 
identical volumes separated by a membrane.  Both sides are sparged with CO2 and the gaseous products produced 
at the cathode are swept away to be analyzed by GC.  The liquid products in the cathode chamber accumulate over 
the course of the reaction and are analyzed by HPLC 
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polished.  ACS grade phosphoric acid (Sigma-Aldrich) was used as the bath (~300 ml) and the 
bath was stirred with a Teflon stir bar at ~400 rpm.  A 99.9999% pure 0.1 mm thick Cu foil was 
used as the counter electrode.  The electrodes were set 20 mm apart and then polished at +2 V vs. 
the counter electrode for 5 minutes with a biologic VSP-200 potentiostat. 

The cell was assembled with a new electropolished Cu foil working electrode, a platinum 
foil counter electrode, and a piece of Selemion membrane.  Before each experiment 0.5 ml or 1.5 
ml of electrolyte was injected into each compartment of Cell A and Cell B, respectively, and CO2 

was bubbled through the cell.  A Biologic VSP-300 potentiostat with electrochemical impedance 
package was used throughout the remaining experiments and was first used to measure the 
electrochemical impedance of the cell in order to enable in-situ ohmic resistance correction.  75% 
compensation was used to correct for the cell resistance (the uncompensated resistance was ~40 
ohms for Cell A and ~80 ohms for Cell B).  A constant voltage was applied versus the Ag/AgCl 
reference electrode for 2 hours and the product distribution measured by the GC was converted 
back into Faradaic efficiencies for each product. 

4.2.3. Gaseous Product Detection 

The methods for detecting the products of CO2R are well established.104,137  Here, the CO2 
flow through the cell sweeps away the gaseous products evolving at the cathode.  The CO2 stream 
exiting the cell was passed through the sampling loop of a GC which can identify the expected 
gaseous reaction products, namely hydrogen (H2), carbon monoxide (CO), methane (CH4), and 
ethylene (C2H4).   

The CO2 flow rate was set with some care.  It must be high enough to provide good mixing 
in the chamber as well as to maintain the saturation of CO2 in the electrolyte. On the other hand, 
higher flow rates can dilute the concentration of gaseous products below the quantitative detection 
range of the analytical equipment.  Based on these considerations, the flow rate of CO2 through 
both the cathode and anode chambers was set to 5 sccm throughout all experiments.  4.5 LS grade 
CO2 (Praxair) was used as the reactant gas.  This gas was further purified using a CO2 gas purifier 

Figure 4.2 GC FID Product Detection:  1000 
ppm standards of expected gaseous products of 
CO2 were injected together to produce the 
chromatogram.  The area where the CO2 purge gas 
would elute is highlighted in green; a bypass valve 
was used to isolate this gas from the detector.  Good 
separation is achieved between all the 4 major 
gaseous products 
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(Vici) to bring the gas purity above 6.0.  The gas flow rate into the cell was controlled with an 
Alicat Scientific mass flow controller which has a control range of 0.5-100 sccm.  The gas flow 
rate out of the cell was monitored with an Alicat Scientific mass flow meter to ensure there were 
no gas leaks.  Gas was continuously sparged through the electrochemical cell at 5 sccm and then 
through 2 sampling loops of a SRI multigas #3 EPC gas chromatogram. 

The GC has two separate channels.  Channel 1 contains a 6’ Heysep-D and a 6’ Molsieve 
13x column, a 1 ml sampling loop, and uses He carrier gas.  It is equipped with a thermal 
conductivity detector (TCD) and a flame ionization detector (FID) with a methanizer attachment 
for the conversion of CO to CH4.  The quantitative detection limits for this channel are 2 ppm for 
CH4, CO, and C2H4.  Channel 2 contains a 6’ Heysep-D column, a 2 ml sampling loop, and N2 
carrier gas. It is equipped with a TCD detector and has a quantitative detection limit of 100 ppm 
for H2.  N2, He, and H2 gases supplied to the GC were 5.0 ultra-high purity grade (Praxair) and 
each passed through its respective gas purifier (Vici) to bring the gas purity up to 6.0.  At the 
chosen flow rate and a cathode area of 1 cm2, the minimum detectable partial current densities are 
1.5 µA/cm2 (CO), 5 µA/cm2 (CH4), 8 µA/cm2 (C2H4), and 70 µA/cm2 (H2).  Ethane (C2H6) can 
also be detected with my GC method but was not observed in any experiments performed in this 
study. 

The GC method developed here eluted the relevant gases in ~ 13 minutes (Fig. 4.2).  The 
next step in the cycle was a bake, performed after every injection, to insure all water vapor was 
removed from the columns before the next injection.  The CO2 gas is not observed due to the use 
of a bypass valve which was activated to divert the CO2 to around the FID detector. Gas flowing 
from the electrochemical cell was sampled every 20 minutes.  Actual GC chromatograms are 
shown in Figure 4.3 for the FID and TCD detectors which show the detection of hydrogen, 
methane, carbon monoxide, and ethylene for a Cu catalysts CO2R run.  I note that the CO2 flow 
through the cell could potentially entrain volatile liquid products; however, this can generally be 
mitigated by hydrating the CO2 before it enters the cell. 

Figure 4.3 FID & TCD GC 
Chromatograms:  The raw 
data chromatograms 
produced by the GC are 
shown for the TCD detector, 
which is used to detect 
hydrogen, and the FID 
detector, which is used to 
detect methane, carbon 
monoxide, and ethylene.  All 
of these products were 
detected for this Cu catalyst 
run under CO2R conditions.  
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4.2.4. Liquid Product Detection 

Liquid products evolved at the cathode mix with the electrolyte in the cell and must 
accumulate for a sufficient period of time in order to reach the detection limits of typical analytical 
tools, such as nuclear magnetic resonance (NMR) or high pressure liquid chromatography (HPLC).  
Here, liquid products were detected by HPLC (UltiMate 3000, Thermo Scientific) at the end of 
the run (2 hours) by extracting the electrolyte from both the anode and cathode chamber.  Analysis 
of both chambers is required as negatively charged species evolved at the cathode, such as formate 
and acetate, can cross the anion conducting membrane and accumulate in the anode chamber. 

The column used was an Aminex HPX 87-H (Bio-Rad) with a dilute sulfuric acid (1 mM) 
eluent.  The column was maintained at 60oC in a column oven, and the effluent from the column 
was passed through a refractive index detector (RID) to identify compounds of interest.   Vials 
with the collected samples were placed in a chilled autosampler holder and 10 μL of sample was 
injected onto the column.  In order to quantitatively identify the constituents in the sample, a 
standard calibration curve was generated for the expected products of CO2R (e.g. formate, acetate, 
acetaldehyde, ethanol, propionaldehyde, 1-propanol) as shown in Figure 4.4.  As discussed below, 
for a run with similar electrochemical parameters, the concentration of liquid products in Cell A, 
with a larger S/V ratio, was larger than that produced by Cell B, as expected. 

4.2.5. Electrolyte Temperature Measurements 

To evaluate cell heating during operation, the cell was assembled exactly as it was for the 
product analysis experiments, except the cell was not connected to the GC.  A 0.5 mm OD stainless 
steel thermocouple (Omega) was inserted to monitor the electrolyte temperature in each chamber 
of the electrochemical cell every 5 minutes.  The small size of the thermocouple ensured a very 
small thermal load on the system so as not to influence the temperature in the small amount of 
electrolyte.  The thermocouple was also not left in the solution for more than the 10 seconds 
required to get an accurate reading.  The temperature was recorded at each current density over a 
1 hour period to ensure a steady-state temperature was reached. 

Figure 4.4 HPLC Liquid Product Detection:  A 
chromatograph shows the ability to separate all 13 
liquid products of interest for CO2R.  10 mM 
standards of each compound were injected 
sequentially and their traces overlaid to produce 
this plot. 
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4.2.6. Electrolyte pH Measurements 

The cell was assembled exactly as it was for the product analysis experiments, except the 
cell was not connected to the GC.  Two different pH probes were used to acquire in-situ 
measurements in the two cells.  A 1 mm OD pH probe (Innovative Instruments) was used to 
measure the pH in Cell A, the small diameter being required for a cell of that size.  A Hannah 
Instruments pH probe, ~3 mm in diameter, was used to measure the pH in Cell B.  Both probes 
were calibrated with 7.01 and 4.01 buffer standards (Hanna Instruments) before each 
measurement.  The measurement uncertainty of the small probe was larger than that of the larger 
Hannah probe; this is reflected in the error bars in the figures.   

In order to get a pH measurement that accurately reflected the pH of the electrolyte during 
experimentation, the experiment was precisely halted by stopping the bubbling and potential 
applied to the cell at the same time.  The respective pH probes where then carefully inserted into 
both chambers of the cell to obtain a reading.  The anode chamber, which was being constantly 
sparged with CO2 but did not consume CO2, provided an internal reference point to ensure that the 
pH probes were taking accurate measurements.  The pH of each chamber was measured before 
and after 1 hour of electrocatalysis over a range of current densities. 

 

4.3. Results and Discussion 

4.3.1. Liquid Product Detection Limits as a Function of S/V 

The use of high S/V electrochemical cells will facilitate detection of liquid products.  As 
an example, I consider a hypothetical catalyst which has a 5% partial faradaic efficiency for 
producing ethanol (12 e-/mol) at 5 mA/cm2.  The amount of time required for ethanol to accumulate 
to 1 mM (a typical detection limit for HPLC or NMR) in the solution can be related to the S/V ratio 
of the cell as follows:	 

Time	ሾminሿ ൌ
ܨ	݊௫	௫ܥ

ܵ
ܸൗ 60,000	ܬ	௫ܧܨ	

 

where Cx is the concentration of the target analyte x in mM, nx is the number of electrons required 
per reaction to produce compound x, F is Faraday’s constant (96485.3 C/mol), S/V is the surface 
area to volume ratio of the electrochemical cell in cm-1, FEx is the partial faradaic efficiency to 
produce product x, and J is the current density in mA cm-2.  Figure 4.5 graphs the required time to 
reach the detection limit vs. S/V.  For this example, a S/V ratio of >1 cm-1 will be required to detect 
ethanol within one hour of cell operation.   

A control experiment was performed to experimentally verify the improved detection limit 
for liquid products in the cell with the larger S/V ratio, Cell A.  Cu foil was used as the cathode 
and in order to reduce any possible mass transfer effects on this experiment the cells were operated 
at ~ -0.95V vs. RHE where the current densities are lower, ~ 4.45 mA cm-2.  At this potential, only 
small amounts of liquid products are expected to be generated.  Also, to show the speed with which 

(4.1)
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liquid products can be accumulated in these cells, the run time was reduced to only 30 minutes 
after which time the liquid was extracted from the anode and cathode chambers of each cell.  I re-
emphasize that the liquid needed to be extracted from both chambers because negatively charged 
liquid CO2R products, like acetate and formate, can cross over the selemion membrane from the 
cathode chamber to the anode chamber.  The concentrations of liquid products of the two chambers 
were then added together for the final analysis.   

During the experiments, similar amounts of charge were passed and the faradaic 
efficiencies for formate, the only detected liquid product, were comparable (Table 4.2).  As 
expected, Cell A, which has a higher S/V ratio, showed a higher total signal than Cell B and both 
were comfortably within the detection limit of the HPLC (~ 0.1 mM).  The approximate doubling 
in the concentration of formate detected per charge passed from Cell A to Cell B was expected 
based off the increase in S/V between the two cells. 

4.3.2. CO2/Carbonate Family Thermodynamic Relations 

The relevant chemical equilibria for the CO2, bicarbonate, carbonate family in aqueous 
solution are:  

 CO2ሺgሻ ⇌ CO2ሺaqሻ (4.2) 

 CO2ሺaqሻ+H2O ⇌ H++HCO3
-  (4.3) 

 HCO3
-⇌ H++CO3

-2 (4.4) 

 H2O ⇌ H++ OH- (4.5) 

 

 
Figure 4.5 S/V Ratio Effect on Detection Speed:  
Time required to detect ethanol at a detection limit of 1 
mM for a hypothetical CO2R catalyst producing ethanol 
at 5% faradaic efficiency at 5 mA cm-2 graphed as a 
function of the electrode surface to electrolyte volume 
ratio S/V. 

Table 4.2: Summary of results of formate detection in 
the electrolyte of Cell A and Cell B after performing 
commensurate CO2R experiments.  Cu foil was used as 
the cathode in 0.1M NaHCO3 with CO2 sparging at 5 
sccm at 1 atmosphere 

Conditions (units)  Cell A  Cell B 

Applied Voltage (V vs. RHE)  -0.933 -0.963 

Current Density (mA/cm2)  4.59 4.32 

Run Time (min)  30 30 

Charge Passed (C)  8.35 7.76 

FEFormate (%)  2.8 4.3 

Peak Area [Formate] (Arb.)  0.094 0.041 

Concentration (mM)  1.985 0.869 

Concentration/Charge Passed 
(mM/C) 

0.24 0.11 
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with corresponding equilibrium constants: K0 (Henry’s law constant), K1, K2, and Kw.  The term 
for CO2(aq) includes both dissolved CO2 and the very small amount of carbonic acid which would 
be expected under these conditions.138  Additionally, charge neutrality within the electrolyte must 
be maintained, shown here for a NaHCO3 solution: 

 ሾHCO3
- ሿ + 2ሾCO3

-2ሿ + ሾOH-ሿ = ሾNa+ሿ + ሾH+ሿ (4.6) 

The thermodynamics of CO2 in water139–142 and salt solutions143–149 has been widely studied 
since the 19th century.  The value of K0 depends on the electrolyte and generally decreases with 
increasing ionic strength, leading to the “salting-out” effect.149–151  However, at the ionic strength 
used here, 0.1 M, the CO2 solubility would be expected to be reduced by less than 5% (see 
Appendix 4.6 for details).151  Salt concentration is also known to affect the acid dissociation 
constants.146–148  However, again, these changes are predicted to be small for the conditions 
employed here.  Thus, for this study the equilibrium thermodynamic relations for the carbonate 
system were taken from those recommended for pure water.142,152   

From Eqs. (4.2)-(4.6), it is clear that if the salt concentration, solution temperature, and 
CO2 pressure in the headspace are known, then the solution pH can be calculated.  For a 0.1 M 
NaHCO3 solution at 25oC, this calculation yields that the solution pH should be 6.82 with a 
dissolved CO2 concentration of 34.2 mM.149  I were able to confirm this calculation by measuring 
a pH of 6.82 ± 0.01 for a 0.1 M NaHCO3 solution which was allowed to equilibrate with 1 atm of 
CO2 at 25oC.  Experimentally, it is convenient to make a temperature corrected pH measurement, 
whereas measuring the dissolved CO2 concentration is not as readily accessible.138,140,149  Using 
the thermodynamic relationships established above, pH and temperature can be readily used to 
calculate the CO2 concentration in an electrolyte of known concentration, as shown in Figure 4.6 
for three temperatures.  Interestingly, under the driving conditions of CO2 bubbling typically used 
in the experiments, a lower pH of ~6.7 was typically observed.  This lower pH is due to a 
supersaturated concentration of dissolved CO2 concentration in the electrolyte; this is a frequently 
observed phenomena.153,154 

  

Figure 4.6 CO2 Concentration vs. pH:  By solving 
Eqs. (4.2)-(4.6), the equilibrium relationship between 
dissolved CO2 concentration and pH was obtained for 
a 0.1 M NaHCO3 electrolyte by varying the gas phase 
pressure of CO2.  The pink lines indicate the 
equilibrium CO2 concentration (34.2 mM) at 25oC and 
1 atmosphere of CO2; the right hand axis is normalized 
to this value 
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4.3.3. Effect of In-Situ Heating 

In-situ heating of the cell is an expected phenomenon due to the overpotentials required to 
drive the reaction at both the cathode and anode and to the ohmic and polarization losses caused 
by the finite conductivity of the electrolyte and the transport limitations of the ionic species.  As 
most CO2R catalysts require very large overpotentials (greater than 1V) to drive appreciable 
CO2R currents,111 the heating of the cell could be appreciable.  As the temperature in the cell rises, 
the CO2 solubility in the electrolyte will drop, which could affect the observed kinetics and 
selectivity of the reaction.  Figure 4.7, which was obtained by solving Eqs. (4.2)-(4.6) for a 0.1 M 
NaHCO3 buffer solution at 1 atm of CO2, illustrates the effect of temperature on solution pH and 
dissolved CO2 concentration.  It can be seen that the temperature slightly changes the bulk 
electrolyte pH and for only a 5oC shift in electrolyte temperature the concentration of dissolved 
CO2 changes by more than 10%. 

To assess the importance of cell heating, the temperature in Cell A and Cell B was 
measured as a function of current density from 7.5 to 20 mA cm-2 (Fig. 4.8).  In both cells the 
change in electrolyte temperature was small, less than 2oC up to 15 mA cm-2, and less than 4oC for 
a current densities of 20 mA cm-2.  It was initially surprising that Cell B, which has a larger thermal 
mass due to the larger electrolyte volume, showed a larger temperature change at high current 
densities.  However, I note that the distance 
between the anode and cathode is larger for Cell 
B: 25.5 mm vs. 11.5 mm for Cell A.  I infer that 
at higher current densities, the greater distance 

Figure 4.7 Temperature Effect on Electrolyte:  By 
solving Eqs. (4.2)-(4.6), the effect of temperature on the 
equilibrium pH (black) and equilibrium dissolved CO2 
concentration (red) was obtained for a 0.1 M NaHCO3 
electrolyte in equilibrium with 1 atm of CO2.  The far 
right hand axis (blue) shows the dissolved CO2 
concentration normalized to the value for 25oC (34.2 
mM). 

Figure 4.8 In-Situ Electrolyte Heating Experiments:  
The two electrochemical cells, A and B, with the same 
electrode surface areas and different electrolyte volumes 
(giving different S/V ratios), were operated under CO2R 
conditions with a Cu foil cathode in 0.1 M NaHCO3 
buffer.  The temperature rise in the cell was monitored 
until a steady-state value was obtained.  At current 
densities up to 15 mA cm-2 both cells maintain 
temperature changes less than 2oC and even at the 
maximum current density of 20 mA cm-2 the 
temperature change was less than 4oC.  From the 
equilibrium calculations discussed in the text, the 
dissolved CO2 concentration will change by less than 
10% in both cells. 
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between the two working electrodes, and the increased resistive heating, leads to the larger 
temperature rise in this cell.  

Hori and co-workers have studied the effects of temperature on the product distribution of 
CO2R on Cu foil, finding that increasing the electrolyte temperature caused an increase in 
selectivity towards hydrogen and ethylene and a decrease in selectivity towards methane in 0.5 M 
KHCO3.101  However, for the cells evaluated here, the change in electrolyte temperature is not 
large enough to have a considerable impact on product distribution according to those results.  For 
instance, in Hori’s work on Cu foil, a change from 10oC to 20oC changed the methane production 
by less than 10% faradaic efficiency.  Moreover the concerns of temperature increase could be 
mitigated with improved external temperature controls, like air circulation or a water bath, as has 
been applied in previous CO2R studies28,101 and other areas of electrochemical research.128 

4.3.4. Effect of CO2 Supply to the Electrochemical Cell 

The CO2 concentration in the electrolyte can be experimentally measured by a 
measurement of the pH and temperature, as shown in Fig. 4.6.  For example, a 0.1 change in pH 
corresponds to a ~25% change in the dissolved CO2 concentration.  A typical pH probe is capable 
of measuring with an accuracy of 0.01 pH units. Near the equilibrium pH of 6.83, this results in 
an uncertainty of only ~2% in the measurement of the dissolved CO2 concentration using this 
method.   

To assess CO2 depletion in the electrochemical cells, the electrolyte pH was monitored 
before and after 1 hour of electrolysis as a 
function of current density as shown in Figure 
4.9.  The shading denotes the border between the 
super-saturated regime (pH < 6.82) and under-
saturated regimes, relative to the equilibrium 
value at 25oC and 1 atm of CO2.  For all the 
experimental conditions tested in both cells, the 
electrolyte pH increased from the initial super-
saturated value of ~6.7.  In Cell A, the 
electrolyte became under-saturated for current 
densities greater than 7.5 mA cm-2, with a pH 
increase as large as 0.35 pH units at 20 mA/cm2.  
In contrast, in Cell B the increases in pH were 
smaller, less than 0.1 pH units, except at the 
highest current density where the electrolyte 
became slightly unsaturated. 

The pH changes are much larger than 
any which would be expected due to temperature 
rise in the cell.  Even at the maximum 

Figure 4.9 In-Situ Dissolved CO2 Depletion 
Experiments:  The two electrochemical cells, A and B, 
with different size CO2 sparging bubbles were operated 
under CO2R conditions with a Cu foil cathode in 0.1 M 
NaHCO3 buffer.  The electrolyte pH change was 
measured after 1 hour of operation.  It was found that 
the small bubbles (Cell B, r̅ = 0.19 mm) enabled the 
electrolyte to maintain CO2 saturation up to 15 mA cm-

2 whereas the larger CO2 bubbles were unable to do so 
(Cell A, r̅ = 1.2 mm) at any current density. 
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temperature rise observed above (4oC), the change in pH would be less than 0.03 pH units.  Thus, 
the increase in pH is due to a decrease in CO2 concentration, which can be quantified as shown in 
Figure 4.6.  For example at 10 mA cm-2, the steady state CO2 concentration in Cell A was ~63% 
of the initial value, while in Cell B the CO2 concentration was higher at ~82% of the initial 
concentration.   

Cells A and B are identical in design except for their S/V and bubble introduction method.  
In Cell A (S/V 2 cm-1) a capillary tube was used to introduce CO2 into the cell.  In Cell B (S/V 
0.67 cm-1) a glass P4 frit was used to introduce 
CO2 into the cell (see experimental for how 
bubbler was chosen). It is expected that smaller 
bubbles will improve gas to liquid CO2 mass 
transfer and thus prevent CO2 depletion.  Still 
frame imaging was used to capture pictures of 
the bubbles in the cells and statistical analysis 
was performed to obtain an average spherical 
bubble size (Figs. 4.10).  The capillary bubbler 
produced 1.2 ± 0.07 mm radius bubbles and the 
glass frit produced 0.19 ± 0.05 mm radius 
bubbles.  Clearly the smaller bubble size aided 
in maintaining the concentration of CO2 in the 
electrolyte, although it had no effect on the 
starting point. 

The effect of CO2 depletion in the 
electrolyte was further explored by examining 
the product distribution.  Experiments were 
performed at -1.05 V vs. RHE (current density 
~10-12 mA/cm2 for all experiments) and the 
ratio of methane to hydrogen faradaic efficiency 
was used as a figure of merit, as shown in Figure 
4.10.  In Cell B, which had small bubbles 
produced by the frit and a steady-state CO2 
concentration which was ~80% of the initial 
concentration, a CH4/H2 ratio of 2 was observed.  
In Cell A, which had a steady state CO2 
concentration only ~60% of the initial value, the 
CH4/H2 was less than 1, which is significantly 
smaller than in Cell B with the smaller bubbles. 

To verify the crucial role of the bubble 
size, and hence the CO2 mass transfer, the P4 frit 

Figure 4.10 The Effect of CO2 Depletion on CO2R 
Product Distribution:  CO2R experiments were 
performed in 0.1M NaHCO3 with Cu foil held at -1.05 
V vs. RHE with various CO2 feed conditions.  The 
methane to hydrogen Faradaic efficiency ratio is 
reported as well as the bulk electrolyte pH observed 
after 1 hour of operation. (B: Small Bubbles) Cell B with 
a P4 frit bubbler, (B: Large Bubbles) Cell B with a 
capillary tube bubbler, (B: Large Bubbles Diluted) Cell 
B with a capillary tube bubbler, bubbled with 75% CO2 
25% Ar, (A: Large Bubbles) Cell A with a capillary tube 
bubbler.  Methane is the dominant and expected product 
from Cu foil at this potential; however, if the CO2 
concentration decreases due to poor gas liquid mass 
transfer, hydrogen becomes the dominant product.  The 
observed current was ~10-12 mA cm-2 for all conditions 
tested. 
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bubbler in Cell B was replaced with a capillary tube bubbler, which produces larger bubbles.  
Under the same Cu CO2R conditions, a shift in bulk electrolyte pH from 6.79 to 6.83 was observed, 
corresponding to a further 10% decrease in CO2 concentration.  Additionally, the methane to 
hydrogen ratio decreased (Fig. 4.10, Cell B: Large Bubbles).  While I would expect larger bubbles 
to lead to an increase in pH in both cells, it is not expected for this change to be exactly the same 
because of differences in the hydrodynamics in the two cells.  Thus it was observed that the large 
bubbles lead to a smaller degree of CO2 depletion in Cell B than was observed in Cell A.  To 
further increase the CO2 depletion in Cell B, the CO2 flow was diluted to 75% by volume with 
argon gas.  Under this reaction condition the same (low) methane to hydrogen ratio was produced 
as seen in Cell A (Fig. 4.10, Cell B: Large Bubbles Diluted).  Moreover, the pH shift in Cell B 
observed under this bubbling condition was almost identical to the pH shift seen in Cell A, 
indicating that similar degrees of CO2 depletion were produced.  Based on these experiments, I 
conclude that the CO2 depletion in the electrolyte causes the decrease in the methane to hydrogen 
ratio.  Consistent with this conclusion, previous studies with copper electrodes have shown that 
reducing the CO2 concentration by decreasing its partial pressure causes the methane to hydrogen 
ratio to decrease.155   

It is expected that as the CO2 concentration in the bulk electrolyte decreases, the 
corresponding concentration of CO2 at the surface of the catalyst decreases.123,156,157  I evaluated 
this effect by adapting the simple 1D diffusion model of  Gupta et al.158 to calculate the surface 
concentration of CO2 and the pH (see Appendix 4.6.2 for details).  The boundary layer thickness 

was assumed to be 100 m here.  The model predicts a ~20% lower CO2 concentration at the 
surface of the Cu catalyst in Cell A compared to Cell B and also a slight decrease in pH (Fig. 4.11 
and Tables 4.3 and 4.4).  The decrease in CO2 concentration at the electrode would favor hydrogen 
evolution over CO2 reduction, which is what is experimentally observed.  I note that this change 
in product distribution could have been incorrectly attributed to catalyst deactivation, a common 
concern with CO2R catalysts,115 instead of being the result of inadequate gas-liquid mass-transfer 

 
Figure 4.11 Boundary Layer Depletion:  The concentration profile of CO2 (a) and pH profile (b) in the boundary 
layer are shown for the two extreme cases of Cell A and Cell B.  The inadequate gas-liquid transfer in Cell A leads 
to a lower surface concentration of CO2 and a slightly lower surface pH. 
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in the cell.  Additional details, including faradaic efficiency data for all observed products, in 
appendix 4.6.3.  

 

Table 4.3: Tabulated bulk and surface conditions obtained by 1D modeling for the CO2R 
experiment in Cell A at ~ -1.05 V vs. RHE on Cu foil in 0.1M NaHCO3. 

Component Bulk Condition  Surface Condition 

CO2 26.44 mM 12.41 mM 

HCO3
-1 99.92 mM 82.51 mM 

CO3
-2 0.04 mM 43.09 mM 

OH- 8.98 x10-5 mM 0.12 mM 

pH 6.93  10.05 

 

Table 4.4: Tabulated bulk and surface conditions obtained by 1D modeling for the CO2R 
experiment in Cell B at ~ -1.05 V vs. RHE on Cu foil in 0.1M NaHCO3. 

Component Bulk Conditions  Surface Conditions 

CO2 36.51 mM 15.34 mM 

HCO3
-1 99.94 mM 81.99 mM 

CO3
-2 0.03 mM 55.46 mM 

OH- 6.44x10-5 mM 0.15 mM 

pH 6.79  10.16 
 

 

4.3.5. Implications of Mass Transfer for CO2R reactor design   

Gas-liquid mass transfer and its effect on the properties of electrochemical cells have been 
widely studied.131,134  The extensive literature on gas-liquid mass transfer for bubble column 
reactors159–168 can be used to develop insights into how CO2 mass transfer from the electrolyte to 
the cathode can be improved in high S/V cells.   

The steady state mass balance for CO2 dissolution into the electrolyte and its consumption 
at the cathode is given by: 

 ܰைమܸܵ
ିଵ ൌ ∗ሺܿ	ܽܭ െ ܿሻ, (4.7) 

where ܰைమ is the flux of CO2 consumed at the electrode surface, Sc is the surface area of the 

catalyst, V is the electrolyte volume, KL is the liquid mass transfer coefficient in the two-phase 
system, a is the interfacial surface area of the bubbles per volume of liquid, c* is the solubility 
limit of carbon dioxide in water, and cb is the concentration of carbon dioxide in the electrolyte.  
As demonstrated by the experiments presented above, it is desirable to keep cb as close to c* as 
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possible.  Thus, for a given total consumption rate of CO2 (the product of NCO2 and Sc), large values 
of KLa are required. 

Since it is difficult to decouple KL and a, they are frequently treated as a single 
variable.160,164–167  KLa has been shown to be a function of the gas and liquid composition used, the 
characteristic size of the reactor, and the gaseous volume fraction (also known as the gas hold 
up).160,164,165,167  The gaseous volume fraction is directly related to the superficial velocity of the 
gas.160,162,169  Of the above mentioned parameters, the superficial gas velocity has the strongest 
effect on KLa.162,164,169  Thus for the following discussion, ways to modulate the superficial velocity 
will be the focus.  To maintain a 0.1 mM decrease of cb from c*, a KLa of greater than ~10-2 sec-1 
is necessary in my cell, for typical CO2 surface fluxes.  This should be accessible within a 
reasonable range of superficial gas velocities, based on previous measurements for bubble column 
reactors.169 

The superficial velocity is defined as  

 ௦ܷ ൌ  ௫, (4.8)ܣ/ܳ

where Us is the superficial velocity, Q is the volumetric gaseous flow rate, and Ax is the cross 
sectional area for gas flow.  Thus Us can be increased by increasing Q or decreasing Ax.  From an 
experimental perspective, Q is the easiest variable to control; however, the value of Q must be kept 
below a level at which entrainment of electrolyte will occur, resulting in electrolyte loss from the 
cell.  While Ax can be designed to be smaller, for a fixed value of S/V, a decrease in Ax requires an 
increase in the height of the electrolyte column.  Increasing the cell height might be expected to 
lead to bubble coalescence and a corresponding decrease in KLa;170 however, this effect is unlikely 
to be significant due to the short height of typical electrochemical cells. 

It is also possible to increase the gas hold up by decreasing the bubble size, the effect that 
was exploited here.  The gas hold up increases with decreasing bubble size for a given superficial 
velocity, because smaller bubbles rise more slowly than larger bubbles.170,171  The lower rise time 
of smaller bubbles reduces the value of  KL; however, the larger increase in a overcomes this effect, 
leading to an overall increase in KLa for small bubbles.170  Changing the bubble size in the cell can 
be accomplished by changing the gas inlet into the cell, but precise control over the bubble size 
requires further investigation, as it depends on the flow rate of gas, interfacial surface tension, and 
hydrophobicity of the gas inlet material.160  Here, the optimal engineering solutions available to us 
were implemented to create a high S/V cell with a small bubble size.  However, further increases 
in S/V would be possible if smaller frit bubblers or some other small bubble sparging device could 
be implemented. 

As the rate of CO2 consumption at the cathode increases, the magnitude of KLa needed to 
maintain electrolyte saturation increases.  For example, an electrode would consume ~10 nMol of 
CO2 cm-2 sec-1 if it produces 100% CO operating at 2 mA/cm2 or 100% CH4 operating at 8 
mA/cm2.  Thus it is clear that if a CO2R experiment is conducted at high current density, the 
conditions for mass transfer and thus KLa are more stringent.  An alternative way to conduct these 
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experiments is in a liquid flow cell where the liquid is saturated with CO2 externally and the pH 
of the effluent from the cell is actively monitored to ensure CO2 saturation conditions are 
maintained. The disadvantage of using electrolyte recirculation is that it would most likely require 
a larger volume of electrolyte, thereby lengthening the time required to accumulate a sufficient 
concentration of liquid-phase products to be detectable.  This issue has been considered recently 
in more detail by Clark et al.85 

 

4.4. Conclusion 

Electrochemical CO2 reduction on Cu foil, performed in two small cells with similar 
design, illustrates the importance of maintaining cell electrolyte temperature and dissolved CO2 
saturation in order to perform rigorous CO2R catalyst characterization.  While in this study, 
heating was not found to be a major concern at typically employed current densities, it is 
nevertheless recommended to measure electrolyte temperature in all cell designs. 

In contrast, depletion of CO2 in the bulk was found to be a larger effect, particularly in the 
cell with small electrolyte volume and thus a high S/V ratio (Cell A).  In the larger cell (Cell B), 
CO2 depletion was mitigated by using a glass frit bubbler which produces small bubbles, less than 
0.2 mm in radius.  The improved mass transfer of these smaller bubbles maintained the CO2 
concentration at a steady-state near equilibrium condition throughout the reduction experiments, 
as monitored by pH.  In contrast, use of a capillary tube in the same cell, producing larger bubbles, 
caused depletion of CO2.  Most importantly, the CO2 depletion caused large changes in the relative 
Faradaic efficiencies of CO2R experiments on Cu foil: a decrease from 65% to 45% FE to CH4 
and an increase of 33% to 54% FE for H2.  I note that these changes could have been incorrectly 
interpreted as a decrease in catalyst selectivity or as catalysts deactivation.  Thus I recommend that 
pH be actively monitored to ensure near-equilibrium conditions are maintained over the course of 
the reaction, particularly in small volume cells.  I note that it would be interesting to explore the 
effects of CO2 pressure on mass transfer in a future study as my present cell design does not allow 
these types of studies.  

Guidance from existing gas-liquid mas transfer models is used to understand how to meet 
the mass transfer requirements of the CO2R reaction.  Finally, I provide the design parameters for 
a small volume, high S/V ratio, electrochemical cell for CO2 reduction over Cu that can be operated 
at current densities of up to 15 mA/cm2 with a minimal temperature change of 2oC while 
maintaining the electrolyte at near equilibrium saturation.    
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4.6. Appendix 

4.6.1. Equilibrium Equations for CO2/Carbonate/Bicarbonate Family 

For this detailed discussion of the CO2/carbonate/bicarbonate equilibria, Eqs. (4.2)-(4.5) of 
the main text, are reproduced here as (A4.1)-(A4.4).   

 CO2ሺgሻ ⇌ 	CO2ሺaqሻ (A4.1) 

 CO2ሺaqሻ + H2O ⇌ H+ + HCO3
-  (A4.2) 

 HCO3
-  ⇌ H+ + CO3

-2 (A4.3) 

 H2O ⇌ H+ + OH- (A4.4) 

Equilibrium constants for reactions (A4.1)-(A4.4) are as follows:	 

ܭ ൌ
ൣCOଶሺሻ൧

ൣCOଶሺሻ൧
ൌ
ൣCOଶሺሻ൧

ൣ େ݂మ൧
 

ଵܭ ൌ
ሾHାሿሾHCOଷ

ିሿ

ൣCOଶሺሻ൧
 

ଶܭ ൌ
ሾHାሿሾCOଷ

ିଶሿ
ሾHCOଷ

ିሿ
 

௪ܭ  ൌ ሾHାሿሾOHିሿ (A4.8) 

K0, the Henry’s Law coefficient, and the equilibrium constants K1, K2, and Kw all depend on 
temperature and, to some extent, on the composition of the electrolyte.  The solubility of a gas in 
a salt solution (ீܥ) relative to that in pure water (ீܥ,) is expressed by the Sechenov 

equation:150,151,172  

 log ቀ
ಸ,బ
ಸ
ቁ ൌ  , (A4.9)	௦ܥ	௦ܭ

where Ks is the Sechenov constant and Cs is the concentration of the salt solution.  Using data from 
22 gases with 24 cations and 26 anions, Weisenberger and Schumpe found that the Sechenov 
constant could be fit with the following equation:151 

௦ܭ  ൌ Σሺ݄  ݄ீሻ (A4.10) 

where hi is an ion dependent model fitting parameter and hG is the gas dependent model fitting 
parameter.  hG is further dependent on temperature: 

 ݄ீ ൌ 	݄ீ,  ்݄ሺܶ െ 298.15	Kሻ (A4.11) 

where T is the temperature of the solution of interest in Kelvin, hT is the temperature dependent 
model fitting parameter, and hG,0 is the fitting parameter for the reference state at 298.15 K.  There 
is extensive literature on the solubility of gases (O2, CO2, N2O, etc.) in aqueous salt solutions and 

(A4.6)

(A4.7)

(A4.5)
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this general approach has been shown to effectively replicate experimental data for a wide range 
of gases and salt solutions.  Although a direct measurement of the CO2 solubility in bicarbonate 
buffer could not be found, the Schumpe parameters for Na+ and HCO3

- can be used to estimate the 
“salting out” effect expected here for 0.1 M solution at 25oC.  A sample calculation is shown below 
(Table A4.1, A4.2, Eq A4.12, A4.13) 

Table A4.1: Ion Dependent Schumpe Model Parameters

Ion  hi [M] 

Na+  0.1143 

HCO3
‐  0.0967 

 ݄ீ ൌ 	െ0.0172 െ 3.38 ∗ 10ିସ ∗ ሺ298 െ 298.15ሻ ൌ 	െ0.01715 (A4.12) 

log ൬
,ீܥ
ீܥ

൰ ൌ 0.1 ∗ ሺ0.1143 െ 0.01715ሻ											ሾNaାሿ	

																					0.1 ∗ ሺ0.0967 െ 0.01715ሻ									ሾHCOଷ
ିሿ	

ൌ 0.1767 

At 25oC CG is 96.5% of CG,0 and over the entire temperature range of 10oC to 40oC CG is 96.3% 
to 96.7% of GG,0.   

It is furthermore known that K1 and K2 depend on the salt concentration in aqueous solution 
from marine chemistry.147  The following equations, derived from field measurements, describe 
the changes found for the range of salinity S (5-40, in parts per thousand by mass) and temperature 
(0-40°C) found in sea water: 

logሺܭଵሻ ൌ െ
3633.86

ܶ
 60.88998 െ 9.6777 ∗ lnሺܶሻ  0.011555 ∗ ܵ െ 0.0001152 ∗ ܵଶ	

logሺܭଶሻ ൌ െ
471.78
ܶ

െ 26.94623  3.16937 ∗ lnሺܶሻ  0.01781 ∗ ܵ െ 0.0001122 ∗ ܵଶ 

where T is the temperature in Kelvin.  It should be noted that these equations do not apply to 
arbitrary salt solutions, as do the Schumpe relationships for Henry’s constant.  Nevertheless, it is 
possible to estimate the effect of salt concentration on K1 and K2 using this empirical data.  A 
comparison was made between the values given by Eq. A4.14-A4.15 when the salinity of the 
solution (being the weight of the sodium ions in solution) was used as compared to when the 
salinity was set to zero.  It was found that for K1 and K2 the difference was less than 10%.   

The results of this analysis led us to use data for pure water for K0, K1, K2, and Kw The 
Henry’s constant (Mol L-1) and equilibrium constants K1 (Mol L-1) and K2 (Mol L-1) were taken 
from the comprehensive review of Plummer et al.152 

logሺܭሻ ൌ 108.3865  0.01985076 ∗ ܶ െ
6919.53

ܶ
െ 40.4515 ∗ logሺܶሻ 

669365
ܶଶ

		

logሺܭଵሻ ൌ 	െ356.3094 െ 0.06091964 ∗ ܶ 
21834.37

ܶ
 126.8339 ∗ logሺܶሻ െ

1684915
ܶଶ

	

Table A4.2: Gas Dependent Schumpe Model Parameters

Gas  hG,0 [M] hT [M k-1] 
CO2  -1.72E-02 -3.38E-04 

(A4.13)

(A4.14)

(A4.15)

(A4.16)

(A4.17)
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logሺܭଶሻ ൌ െ107.8871 െ 0.03252849 ∗ ܶ 
5151.79

ܶ
 38.9256 ∗ logሺܶሻ െ

563713.9
ܶଶ

 

The water dissociation constant (Kw) was taken from Bandura et al.142 

logሺܭ௪ሻ ൌ 12 ∗ ൭logሺ1  ܼሻ െ
ܼ

ܼ  1
∗ ுమைܦ ∗ ൬0.642044 െ

56.8534
ܶ

െ 0.375754 ∗ ுమை൰൱ܦ

 ௪ீܭ  2 ∗ Log ൬
௪ܯ

1000
൰ 

ܼ ൌ ுమைܦ	 ∗ exp ቆെ0.864671 
8659.19

ܶ
െ
22786.2
ܶଶ

∗ ൫ܦுమை൯
ଶ
ଷቇ 

௪ீܭ ൌ 0.61425 
48251.33

ܶ
െ
67707.93

ܶଶ

10102100

ܶଷ
 

T is in the units of Kelvin throughout Eq. A4.16-A4.21.  Furthermore, for the water dissociation 
constant, which is dependent on the density of water (ܦுమை), a constant density of 1 g/cm3 was 

used.  Figure A4.1 shows the results of solving equations A4.5-A4.8 and A4.16-A4.21 as a 
function of temperature for a 0.1 M NaHCO3 buffer solution in equilibrium with 1 atm of CO2.  
As discussed in the main text, using the pure water formulas here, the pH of 0.1M NaHCO3 in 
equilibrium with 1 atm of CO2 was found to be 6.82.  This was then experimentally confirmed, 
supporting the decision to use the pure water thermodynamic equations. 

 
 

  

(A4.18)

(A4.19)

(A4.20)

(A4.21)

Figure A4.1 Equilibrium Electrolyte Species Conc. 
Vs. Temp:   By solving Eqs. A5-A8, the equilibrium 
concentrations of the ionic species and the dissolved 
CO2 was obtained for a 0.1 M NaCO3 buffer solution 
in equilibrium with 1 atm of CO2. 
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4.6.2. Modeling of Electrode Boundary Layer 

The effect of changes in the bulk CO2 concentration on the concentration of CO2 and the 
pH at the surface of the electrode was modeled by solving the reaction-diffusion equations for 
CO2, HCO3

-, CO3
-2, and OH- in the boundary layer (H+ and OH- were assumed in equilibrium).  

Although more sophisticated models have been developed,117 I used the simple 1D model 
developed by Gupta et al.158 as it captures the essential phenomena and has been used recently in 
the literature for similar analyses.123  The equilibrium constants for reactions (A4.1)-(A4.4) used 
were the same as those discussed above and the forward and reverse reaction rate constants for 
(A4.2) and (A4.3), as well as the diffusion coefficients for CO2, HCO3

-, CO3
-2, and OH-  were taken 

from the recent modeling study of Singh et al.117  It was assumed that electro-neutrality applies 

and a boundary layer thickness of 100 m was also assumed.  The experimentally measured pH 
was used to calculate the concentrations of CO2, HCO3

-, and CO3
-2 in the bulk electrolyte, which 

was used as the boundary condition at the border between the bulk electrolyte and the boundary 
layer.  The two extreme cases were modelled; Cell A with a bulk pH of 6.92, the value being 
elevated as compared to the initial saturated value of 6.7 due to inadequate gas-liquid mass transfer, 
and Cell B with a bulk pH of 6.78.  The experimentally measured current density and product 
distribution were applied as the boundary conditions at the electrode surface (see Fig 4.11).  The 
results of this calculation are shown in Figure 4.11 and Table 4.3 and 4.4.  While there is only a 
small decrease in pH for Cell A compared to Cell B, the effect on the predicted surface 
concentration of CO2 is substantial, with a 20% lower concentration for Cell A.  I note that an even 
lower concentration would have been predicted if CO2 reduction current density were higher; 
clearly, the reduction in bulk pH translates into reductions in the surface CO2 concentration, which 
in turn affects the product distribution.  Further details on solving this numerical problem will now 
be given along with the full Matlab code used to solve the problem. 

When solving this problem, only the layer of solution near the electrode surface is 
considered and the problem is simplified to one dimension.  It is only in this layer of electrolyte 
near the electrode surface that concentration gradients develop.  The left boundary condition is the 
condition at the electrode surface and the right boundary condition is the bulk electrolyte.  The 
distance between the surface and bulk electrolyte is called the boundary layer thickness (δ).  The 
boundary conditions at the electrode surface are the flux conditions due to the consumption or 
production of molecular species based off the reactions taking place there.  The bulk electrolyte is 
assumed to be well mixed and thus the boundary condition there is that the concentrations of the 
molecular species of interest are constant. 

The four variables of interest in solving this problem are CO2, HCO3
-, CO3

-2, and OH-.  It 
is assumed that electro-neutrality applies in this region and that water is in equilibrium with OH- 
and H+.  For the purpose of this simple calculation, only the diffusional driving forces and not the 
electrostatic driving forces are considered on the charged molecules.  This results in four mass 
balance equations.  
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With these differential equations 8 boundary conditions are also required.  The boundary 
conditions at x = δ is that the concentrations of all the species are equal to the bulk electrolyte 
concentrations as calculated by the thermodynamic relationships described in section 4.6.1.  The 
boundary at x = 0 (the electrode surface) are,	 

ࣞைమ

߲ଶܱܥଶ
ଶݔ߲

ൌ ࣞுைయ																	ைమܬ
ష
߲ଶܱܥܪଷ

ି

ଶݔ߲
ൌ 0 

ࣞைయ
షమ
߲ଶܱܥଷ

ିଶ

ଶݔ߲
ൌ 0																				ࣞைுష

߲ଶܱିܪ

ଶݔ߲
ൌ  ைுషܬ

ைమܬ ൌ ൬
݆
ܨ
൰൭

mol	of	COଶ	consumed	per	rxn୧
#	of	eି	per	rxn୧

∗ ܧܨ


൱ 

ைுషܬ ൌ ൬
݆
ܨ
൰൭

mol	of	OHି	produced		per	rxn୧
#	of	eି	per	rxn୧

∗ ܧܨ


൱ 

Because the goal of this calculation is to solve for the steady state concentration gradients 
of these species, the time dependencies of equations A4.22 - A4.25 can be removed.  The resulting 
second order ordinary differential equations can be converted into a set of first order differential 
equations in order to solve for the steady state solution.  For this conversion, CO2 is set equal to y1 
and ∂CO2/∂x is set equal to y2.  An example is worked below for CO2 and then the remaining 
equations are simply listed 
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(A4.22)

(A4.23)

(A4.24)

(A4.25)

(A4.26, A4.27)

(A4.28, A4.29)

(A4.30)

(A4.31)

(A4.32)

(A4.33)
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Note that because there is no first derivative with respect to CO2 in this differential equation 
(A4.32), the expression for y1 is simply, 
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The remaining equations A4.23 - A4.25 can be separated in a similar manner as A4.32 
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 Equations A4.34 – A4.41 can now be solved using a coupled ordinary differential equation 
solver like “bvp5c” in Matlab.  The code for solving this set of equations will now be provided. 

  

(A4.34)

(A4.35)

(A4.36)

(A4.37)

(A4.38)

(A4.39)

(A4.40)

(A4.41)
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Main Code: 

%% CO2 reaction/diffusion in boundary layer 
%  Use the Matlab ODE solve to solve for steady state  
 
%% Housekeeping  
clear all;   % do not need "clear all" just "clear" in general 
close all;   % Close all the plot windows - or not  
 
%% Globals and units for equation 
global k1f k1r k2f k2r; 
global DCO2 DHCO3  DCO3  DOH;   
global MCO2 MHCO3 MCO3 MOH; 
global CO2bulk OHbulk HCO3bulk CO3bulk; %units of mol/m^3 
global g0CO2 g0OH g0HCO3 g0CO3; 
global zHCO3 zCO3 zOH; 
global F R T; 
global Efield; 
  
%% Initialize rate constants and equilibrium constants 
Temp = 25; %oC 
T = 273 + Temp; %K 
buffer = 0.1; % molar, using the concentration of salt for experiments here 
 
pHm = 6.82;  % pH measured in bulk electrolyte for a real experiment 
  
% Solve for the bulk electrolyte species concentrations based off measured  
% temperature and pH of electrolyte  
[CO2bulk, OHbulk, HCO3bulk, CO3bulk]= CO2equilibriaSolver(Temp,buffer,pHm); 
  
CO2parametersUpdate;  % Feeds in relevant constants 
  
Hbulk = Kw./OHbulk; 
  
%Make bulk concentrations from M to mM (aka Mol/m^3) 
CO2bulk   = CO2bulk*1000; 
OHbulk    = OHbulk*1000; 
HCO3bulk  = HCO3bulk*1000; 
CO3bulk   = CO3bulk*1000; 
Hbulk     = Hbulk*1000; 
  
%% Flux at the electrode surface 
% Take the actual experimental measurements and input here. 
 
jTotal = 5;     % mA cm^-2;      % need to convert to A/m^2 (10*mA/cm^2) 
jTotal = jTotal*10; % A m^-2 
  
g0CO2 = DCO2^-1*(jTotal/F)*(FEmethane/zMethane + FEformate/zFormate + ... 
                                FECO/zCO       + 2*FEethylene/zEthylene ) ;     
g0OH  = -DOH^-1*(jTotal/F)*(8*FEmethane/zMethane + FEformate/zFormate+ ... 
                           2*(FECO/zCO)  +     12*FEethylene/zEthylene ) ; 
g0HCO3  = 0;   % no reaction 
g0CO3   = 0;   % no reaction 
  
%% Boundary Conditions on Voltage 
% Not currently used as electrostatics aren’t considered 
dphidx = jTotal*(-F^2*((zHCO3^2*(DHCO3/(R*T))*HCO3bulk) + ...                 
                       (zCO3^2*(DCO3/(R*T))*CO3bulk) + ... 
                       (zOH^2*(DOH/(R*T))*OHbulk) + ...                
                       (zH^2*(DH/(R*T))*Hbulk) + ... 
                       (zK^2*(DK/(R*T))*buffer)));  %Units of V/m 
%This is done assuming there is no diffusion gradients supporting current 
%at the edge of the BL.  Therefore migration must support all of it and 
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%that determines the potential gradient through the bulk solution. 
Vsurface = 0;  %Setting the voltage at the surface = 0 
  
%% Geometry 
global boundaryLayer; 
boundaryLayer = 100*10^-6; % m  
L = boundaryLayer; 
  
%% Finite difference parameters 
meshPoints = 5000; 
solutionPoints = 400; 
  
%% Solving BVP with bvp5c 
%  3 steps: bvpinit, bvpset, and bvp5c.  
  
disp('bvp5c')      % writes a string to the command line 
tic                % times length of solver 
  
% These are initial guesses for the concentration and the gradient in  
% the concentration. 
solinit = bvpinit(linspace(0,L,meshPoints),... 
                                  [CO2bulk CO2bulk/L ... 
                                   HCO3bulk HCO3bulk/L ...  
                                   CO3bulk -CO3bulk/L ... 
                                   OHbulk -OHbulk/L]); 
 
options = bvpset('Stats','on'); 
 
sol = bvp5c(@CO2RRODEs3,@CO2RRBCs,solinit,options);  % calling the solver 
  
xsol = linspace(0,L,solutionPoints); 
   % x values for the solution, defaults to 100 points                       
   % deval = Evaluate differential equation solution structure 
solution=deval(sol,xsol);            
   % maps solution onto x mesh 
   % odds will be solution, evens derivatives 
xint = linspace(0,L,solutionPoints);   
   % x values for the solution, defaults to 100 points                       
Sxint = deval(sol,xint);               
   % maps solution onto x mesh               
  
x   = xint*10^6; % distance into boundary layer micron 
CO2 =  solution(1,:);   % Extracting the solutions all in mol/m^3 (mM) 
HCO3= solution(3,:); 
CO3 =  solution(5,:); 
OH  =  solution(7,:); 
H   =  Kw./(OH/1000);  % H in Molar 
pH  = -log10(H);       % pH 
spaceCharge = buffer*1000 + H +... 
              -OH -HCO3 -2*CO3; 
dCO2dz  =  solution(2,:);   % gradients 
dHCO3dz =  solution(4,:); 
dCO3dz  =  solution(6,:); 
dOHdz   =  solution(8,:);    
  
NCO2  = -DCO2*dCO2dz;      % molar fluxes 
NHCO3 = -DHCO3*dHCO3dz - zHCO3*((F*DHCO3)/(R*T))*Efield*HCO3; 
NCO3  = -DCO3*dCO3dz - zCO3*((F*DCO3)/(R*T))*Efield*CO3; 
NOH   =   -DOH*dOHdz - zOH*((F*DOH)/(R*T))*Efield*OH; 
        
toc 
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%% Plotting -  
figure(1) 
subplot(2,2,1); 
plot(x,CO2) 
title({'CO2'}) 
grid on 
xlabel('x (microns)') 
ylabel('Concentration (mM)') 
  
subplot(2,2,2); 
plot(x,HCO3) 
title({'HCO3-'}) 
grid on 
xlabel('x (microns)') 
ylabel('Concentration (mM)') 
  
subplot(2,2,3); 
plot(x,CO3) 
title({'CO3--'}) 
grid on 
xlabel('x (microns)') 
ylabel('Concentration (mM)') 
  
subplot(2,2,4); 
plot(x,OH) 
title({'OH-'}) 
grid on 
xlabel('x (microns)') 
ylabel('Concentration (mM)') 
  
figure(2) 
plot(x,pH,'-go')  % -ro means lines, red, circles 
title({'pH at electrode'}) 
grid on 
xlabel('x (microns)') 
ylabel('pH') 
  
fprintf('%f is the CO2 concentration at the surface in mM \n', CO2(1)); 
fprintf('%f is the pH\n', pH(1)); 
fprintf('%d is the H+ concentration in M\n', H(1)); 
fprintf('%d is the OH concentration in mM\n', OH(1)); 
fprintf('%d is the bicarbonate in mM \n', HCO3(1)); 
fprintf('%d is the carbonate in mM\n', CO3(1)); 

 

CO2 Equilibrium Solver:  

function [CO2, OH, HCO3, CO3]  = CO2equilibriaSolver(Temp,buffer,pH) 
 
% Takes in salt concentration (Molar), temp (oC), and pH to give out all 
% the rest.  This can be used to test experimental results where the pH of 
% the bulk electrolyte is known. 
  
%% Initialize 
T = 273+Temp; %Pass temp to K 
ConcNa = buffer; 
  
%% Initialize the equilibrium parameters 
% The below equilibrium constants are for the following reactions.  
% Ko -> CO2(g) -> CO2(aq)         Ko = [CO2(aq)] 
% K1 -> CO2(aq) -> H+ + HCO3-     K1 = [H+][HCO3-]/[CO2] 
% K2 -> HCO3- -> H+ + CO3-2       K2 = [H+][CO3-2]/[HCO3-] 
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%Note that these equations are for freshwater  
A = [108.3865,-356.3094,-107.8871]; 
B = [0.01985076, -0.06091964 , -0.03252849 ]; 
C = [-6919.53, 21834.37 , 5151.79 ]; 
D = [-40.4515 , 126.8339 , 38.9256 ]; 
E = [669365, -1684915, -563713.9]; 
  
Ko = 10.^(A(1) + B(1).*T + C(1)./T + D(1).*log10(T) + E(1)./T.^2); %Molar 
K1 = 10.^(A(2) + B(2).*T + C(2)./T + D(2).*log10(T) + E(2)./T.^2); %Molar 
K2 = 10.^(A(3) + B(3).*T + C(3)./T + D(3).*log10(T) + E(3)./T.^2); %Molar 
  
DH2O = 1; %g/cm^3 
Mw = 18.02; %g Water/mol Water 
pKwg = 0.61425 + 48251.33.*T.^(-1) - 67707.93.*T.^(-2) + 10102100.*T.^(-3); 
A = [-0.864671, 8659.19, -22786.2]; 
B = [0.642044, -56.8534, -0.375754]; 
Z = DH2O.*exp(A(1) + A(2).*T.^(-1) + A(3).*T.^(-2).*DH2O.^(2/3)); 
pKw = -2.*6.*(log10(1+Z) - Z./(Z+1).*DH2O.*(B(1) + B(2).*T.^(-1) + B(3)*DH2O))+ pKwg 
+2*log10(Mw/10^3); 
Kw = 10.^(-pKw); %Molar^2 
  
%% Solve for Concentrations 
H    = 10.^(-pH); %Molar 
OH   = Kw/H; %Molar 
HCO3 = (ConcNa+H-OH)/(1+2*K2/H); %Molar 
CO3  = (K2*HCO3)/H; %Molar  
CO2  = H/K1*HCO3; %Molar 
  
fprintf('%f is the CO2 concentration in mM \n', CO2*1000); 
fprintf('%f is the pH\n', pH); 
fprintf('%d is the H+ concentration in M\n', H); 
fprintf('%d is the OH concentration in mM\n', OH*1000); 
fprintf('%d is the bicarbonate in mM \n', HCO3*1000); 
fprintf('%d is the carbonate in mM\n', CO3*1000); 

 

CO2 Parameters:  

% Constants for the CO2 reduction problem 
 
%% Equilibrium parameters 
% The below equilibrium constants are for the following reactions.  
% Ko -> CO2(g) -> CO2(aq)        Ko = [CO2(aq)] 
% K1 -> CO2(aq) -> H+ + HCO3-    K1 = [H+][HCO3-]/[CO2] 
% K2 -> HCO3- -> H+ + CO3-2      K2 = [H+][CO3-2]/[HCO3-] 
%Note that these equations for freshwater will now no longer consider salinity 
A = [108.3865,-356.3094,-107.8871]; 
B = [0.01985076, -0.06091964 , -0.03252849 ]; 
C = [-6919.53, 21834.37 , 5151.79 ]; 
D = [-40.4515 , 126.8339 , 38.9256 ]; 
E = [669365, -1684915, -563713.9]; 
  
Ko = 10.^(A(1) + B(1).*T + C(1)./T + D(1).*log10(T) + E(1)./T.^2); %Molar 
K1a = 10.^(A(2) + B(2).*T + C(2)./T + D(2).*log10(T) + E(2)./T.^2); %Molar 
K2a = 10.^(A(3) + B(3).*T + C(3)./T + D(3).*log10(T) + E(3)./T.^2); %Molar 
  
DH2O = 1; %g/cm^3 
Mw = 18.02; %g Water/mol Water 
pKwg = 0.61425 + 48251.33.*T.^(-1) - 67707.93.*T.^(-2) + 10102100.*T.^(-3); 
A = [-0.864671, 8659.19, -22786.2]; 
B = [0.642044, -56.8534, -0.375754]; 
Z = DH2O.*exp(A(1) + A(2).*T.^(-1) + A(3).*T.^(-2).*DH2O.^(2/3)); 
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pKw = -2.*6.*(log10(1+Z) - Z./(Z+1).*DH2O.*(B(1) + B(2).*T.^(-1) + B(3)*DH2O))+ pKwg 
+2*log10(Mw/10^3); 
Kw = 10.^(-pKw); %Molar^2 
  
% Want the equilibrium for the following reactions 
% Ko -> CO2(g) -> CO2(aq)         Ko = [CO2(aq)] 
% K1 -> HCO3- -> CO2(aq) + OH-    K1 = [OH-][CO2]/[HCO3-] 
% K2 -> CO3-2 -> HCO3- + OH-      K2 = [OH-][HCO3-]/[CO3-2] 
% Kw -> H2O -> H+ + OH- 
Ko  = Ko;      %Molar           
K1  = Kw/K1a;  %Molar 
K2  = Kw/K2a;  %Molar 
Kw  = Kw;      %Molar^2 
  
%% Kinetics 
% For the 2nd set of reactions above.  Note different sources give  
% different values.  
 
factor1 = 10^-0; %Use to slow the reactions to improve solver convergence 
  
k1f    = 9.71*10^-5; %sec^-1 
k1ra    = factor1*k1f/K1; %molar^-1 * sec^-1 
  
k2f    = 3.06*10^5; %sec^-1 
k2ra    = factor1*k2f/K2; %molar^-1 * sec^-1  
  
% Put in units of m^3 mol^-1 sec^-1 
k1r = k1ra/1000; 
k2r = k2ra/1000; 
  
%% Diffusion (meter^2 * sec^-1) 
DCO2     = 1.91 * 10^-9; 
DHCO3    = 1.185 * 10^-9;  %From Singh, Gupta switched the two and is wrong 
DCO3     = 9.23 * 10^-10;  %From Singh, Gupta switched the two and is wrong 
DOH      = 5.273 * 10^-9;  
DH       = 9.311 * 10^-9;  
DK       = 1.957 * 10^-9;   
  
%% Mobility (not used here) 
MCO2     = 0; 
MHCO3    = 0.462 * 10^-7;  %* meter^2 * volt^-1 * sec^-1; 
MCO3     = 0.359 * 10^-7;  %* meter^2 * volt^-1 * sec^-1; 
MOH      = 2.054 * 10^-7; %* meter^2 * volt^-1 * sec^-1; 
MH       = 3.626 * 10^-7; %* meter^2 * volt^-1 * sec^-1; 
MK       = 0.762 * 10^-7;  %* meter^2 * volt^-1 * sec^-1; 
  
% Note that this is really mobility (m^2 mol J^-1 sec^-1) multiplied by 
% Faraday's constant to get this value.  So when using this value and the 
% equation for mobility, you need to drop Faraday's constant. 
  
%% Faradaic efficiencies 
%Real State 
FEmethane      = 0.00; 
FEethylene     = 0.00; 
FECO           = 1.00; 
FEformate      = 0.00; 
FEH2           = 0.00; 
 
%% Electrons exchanged 
zMethane       =  8; 
zEthylene      = 12; 
zCO            =  2; 
zFormate       =  2; 
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zH2            =  2; 
  
%% charges (not used here) 
zHCO3          = -1; 
zCO3           = -2; 
zOH            = -1; 
zH             = 1; 
zK             = 1; 
  
%% Physical constants 
F      = 96485.3;        % Faraday constant 
R      = 8.3144598;       % in SI units, J mol-1 K-1 

 

ODEs:  

function [dydx]=CO2RRODEs3(x,y) 
  
% System of 8 first-order ODEs 
% returns derivatives 
 
global DCO2 DHCO3 DCO3 DOH;  
global k1f k1r k2f k2r; 
global zHCO3 zCO3 zOH; 
global T; 
 
dydx(1) = y(2);                       % dCO2/dx 
dydx(2) = -DCO2^-1.*(k1f.*y(3) - k1r.*y(1).*y(7));  % 2nd deriv dCO2/dx  
  
dydx(3) = y(4);                       % dHCO3/dx 
dydx(4) = -DHCO3^-1*( ...             % 2nd deriv dHCO3/dx 
                  k1r.*y(1)*y(7) - k1f.*y(3) - k2r.*y(3).*y(7) + k2f.*y(5)); 
  
dydx(5) = y(6);                       % dCO3/dx 
dydx(6) = -DCO3^-1*(...               % 2nd deriv dCO3/dx 
                    k2r.*y(3).*y(7) - k2f.*y(5)); 
                  
dydx(7) = y(8);                      % dOH/dx 
dydx(8) = -DOH^-1*(...               % 2nd deriv dOH/dx 
                -k1r.*y(1).*y(7) + k1f.*y(3) - k2r.*y(3).*y(7) + k2f.*y(5)); 
  
dydx=dydx';   % transpose 
  
end 

 

ODE BCs:  

function [res]=CO2RRBCs(y0,yL) 
% Boundary conditions for 8 first-order ODEs 
% order does not matter 
 
global CO2bulk OHbulk HCO3bulk CO3bulk; 
global g0CO2 g0OH g0HCO3 g0CO3; 
  
% Note y0 is a left hand boundary condition aka one at the electrode surface.   
% YL is a right hand boundary condition aka at the bulk electrolyte  
% interface.  
res(1)=y0(2)-g0CO2;      % CO2 gradient 
res(2)=yL(1)-CO2bulk;    % CO2 fixed 
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res(3)=y0(4)-g0HCO3;      % bicarbonate gradient = 0 
res(4)=yL(3)-HCO3bulk;    % bicarbonate fixed 
  
res(5)=y0(6)-g0CO3; 
res(6)=yL(5)-CO3bulk; 
  
res(7)=y0(8)-g0OH; 
res(8)=yL(7)-OHbulk; 
  
res=res'; 
  
end 

 

When this code is run successfully for the sample case listed of 5 mA cm-2 producing 100% 
CO with a pH 6.82 starting electrolyte, the following output should be obtained 

 

Command Window: 

>> CO2DiffusionReactionMatlabODEv01 
34.072344 is the CO2 concentration in mM  
6.820000 is the pH 
1.513561e-07 is the H+ concentration in M 
6.970551e-05 is the OH concentration in mM 
9.993834e+01 is the bicarbonate in mM  
3.087003e-02 is the carbonate in mM 
bvp5c 
The solution was obtained on a mesh of 5000 points. 
The maximum error is  4.501e-01.  
There were 266897 calls to the ODE function.  
There were 73 calls to the BC function.  
Elapsed time is 14.234115 seconds. 
11.543622 is the CO2 concentration at the surface in mM  
9.969914 is the pH 
1.071731e-10 is the H+ concentration in M 
9.844223e-02 is the OH concentration in mM 
8.553809e+01 is the bicarbonate in mM  
3.706605e+01 is the carbonate in mM 
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Plots: 
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4.6.3. Gaseous Products of CO2R on Cu Foil 

Figure A4.2 and Tables A4.3 and A4.4 summarize the faradaic efficiencies for gaseous 
products (CH4, CO, H2, C2H4) produced by electropolished copper foil at -1.05 V vs. RHE in 0.1 
M NaHCO3.  Data from Cell A and Cell B are compared.  Clearly, H2 generation dominates in the 
smaller Cell A (S/V = 2) compared to the larger cell, where CH4 is the dominant product.  This 
effect is due to depletion of CO2 in the small cell, as discussed earlier in the chapter.  It can also 
be seen that both product distributions are quite stable over time except for the ethylene production 
in Cell B.  It is still unclear at this time what is causing the decrease in faradaic efficiency for this 
product; however, it is commonly observed in my experiments.  It could possibly be due to in-situ 
surface rearrangement of the polycrystalline Cu surface which is known to happen over time.173  

 

 

Table A4.3: Tabulated current and faradaic efficiency data for CO2R experiment in Cell 
A at ~ -1.05 V vs. RHE on Cu foil in 0.1M NaHCO3 

Time (min) 
Current Density 

(mA/cm2) 
Methane 

Carbon 
Monoxide 

Ethylene Hydrogen Sum 

10 12.40 43.88 0.25 3.13 54.90 102.16 

30 12.25 43.82 0.26 2.31 56.02 102.41 

50 11.86 47.10 0.28 2.15 53.32 102.85 

70 11.66 47.29 0.35 1.96 53.75 103.35 

90 11.35 46.10 0.41 1.75 53.30 101.56 

Average 11.90 45.64 0.31 2.26 54.26 102.46 

Standard Dev 0.43 1.69 0.07 0.53 1.18 0.68 

 

 
Figure A4.2 Gaseous Products of CO2R vs. Time:  Characteristic data of the gaseous products of CO2R at -1.05 
V vs. RHE on Cu foil in 0.1M NaHCO3 is plotted here over the course of a 1.5 hr run in Cell A (a) and a 3hr run in 
Cell B (b) 
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Table A4.4: Tabulated current and Faradaic efficiency data for CO2R experiment in Cell 
B at ~ -1.05 V vs. RHE on Cu foil in 0.1M NaHCO3 

Time (min) 
Current Density 

(mA/cm2) 
Methane 

Carbon 
Monoxide 

Ethylene Hydrogen Sum 

10 11.86 58.40 0.34 8.80 35.54 103.07 

30 11.94 61.56 0.34 6.50 31.76 100.16 

50 11.45 66.08 0.34 4.34 31.15 101.91 

70 11.04 68.37 0.35 3.53 30.34 102.59 

90 10.94 67.20 0.31 2.29 32.09 101.89 

110 10.75 68.56 0.33 1.81 32.49 103.18 

130 10.52 68.65 0.31 1.25 34.94 105.14 

150 10.41 68.24 0.33 1.22 33.65 103.44 

170 10.23 65.96 0.33 1.10 33.25 100.63 

190 9.88 65.02 0.28 0.80 34.69 100.79 

Average 10.90 65.80 0.33 3.16 32.99 102.28 

Standard Dev 0.68 3.39 0.02 2.67 1.72 1.52 
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5. Feasibility Analysis of Real-Time Product Detection for 
Electrochemical Reduction of CO2 via Selected-Ion Flow-Tube 

Mass Spectrometry 

5.1. Introduction 

In the previous chapter the potential impact of electrochemical CO2 reduction (CO2R) on 
the production of renewable hydrocarbon based fuels was motivated.  The importance of the 
electrochemical cell used to characterized catalysts in a research environment was outlined.  Here 
the analytical equipment which is coupled to that electrochemical cell is considered.  The 
quantification of multicomponent liquid and gaseous mixtures has been well established for 
decades and is especially important when studying CO2R catalysts.137  Metals like copper (Cu) 
have been shown to simultaneously produce up to 16 different chemicals.121  For the gaseous 
products, gas chromatography (GC) is typically used and for the liquid products, nuclear magnetic 
resonance (NMR) or high performance liquid chromatography (HPLC) are typical.  All three of 
these techniques are well established to give quantitative, reproducible results.   

Online GC analysis is often utilized to detect the gaseous products of 
CO2R.104,108,119,121,136,174–176  In this set up, gas flowing through the electrochemical cell is sampled 
by the GC (akin to the set up in Ch 4).  Due to the GC’s reliance on product separation before 
detection, most literature reports obtain data points only every 10 to 20 minutes.  Liquid products 
are typically only analyzed once per run, at the conclusion.  It is conceivable to take liquid aliquots 
every 10 to 20 minutes to be analyzed like with the GC, although this is rarely done.177,178  Liquids 
tend to be generated at very low rates and thus more time is needed for them to accumulate in the 
electrolyte before they can be detected.  Thus, the traditional analytical equipment, while reliable, 
has some limitations if real-time analysis of CO2R products is desired. 

The time dependent behavior of CO2R electrocatalysts has been shown to be a subject of 
great importance, especially related to catalyst deactivation.115  In particular the dynamics of liquid 
product formation are almost entirely unexplored.  The working assumption of most reports is that 
liquid products are being generated at a constant partial current density throughout the run.  Using 
the information a GC provides, the faradaic efficiency loop can be closed assuming that liquids 
account for all the missing current.  Although this is not a rigorous approach, it can be used to 
estimate if the magnitude of all liquid products being produced is constant (or not) throughout a 
run.  However, the assumption that every liquid product (of which there can be as many as 14) is 
generated at a constant rate has limited experimental validation.  To confirm this an experimental 
technique needs to be developed which can detect simultaneously all the gaseous and liquid 
products of CO2R. 

In addition, the real-time sensitivity of such a technique would allow for catalyst 
exploration to greatly accelerate by reducing the time needed to evaluate a catalyst from days to 
potentially a few hours.  This could also enable the use of high throughput approaches to catalyst 
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discovery.179  This high through-put catalyst screening has already been successfully implemented 
to catalyst discovery for the oxygen evolution reaction180–184 and the hydrogen evolution reaction 
(HER).184–186  However, the task of identifying a more active catalyst is simplified for these 
reactions because only one product is being made (namely oxygen or hydrogen).  Thus only current 
or the production of that one product needs to be monitored to identify a “hit” (i.e. a catalyst for 
further investigation).  Screening CO2R catalysts is more complicated due to the production of 
multiple products and the competing HER reaction.  Thus monitoring current alone will not 
provide the necessary information to identify a hit and product detection is necessary.  As of yet, 
there has only been one implementation of high through-put screening in CO2R due to the general 
lack of a suitable analytical tool.187,188 

For all the aforementioned reasons, considerable effort has been put into developing 
systems which can acquire real-time data.  Historically, in electrochemistry, this effort has been 
focused on differential electrochemical mass spectrometry (DEMS),189,190 which has more recently 
seen specific adaptation to CO2R systems.85,188,191,192  In these systems, electron ionization mass 
spectrometry (EI-MS) is typically coupled to a specialized electrochemical cell or sample 
collection tip.  Of particular note are the systems developed by Koper and co-workers191 and Bell 
and co-workers85 for CO2R.  Koper’s online electrochemical mass spectrometer (OLEMS) places 
a porous tip very close to the electrochemical surface, where it collects both gaseous and liquid 
products.  While this approach is not quantitative, it has shown the ability to detect hydrogen, 
methane, ethylene, ethane, methanol, acetaldehyde, and ethanol in specific situations.  Bell’s 
DEMS system relies on an innovative electrochemical flow cell, which enables quantitative 
product analysis.  This system extracts liquid and gaseous products through a membrane and can 
quantify hydrogen, methane, ethylene, and ethane, as well as 1-propanol and ethanol with some 
assistance from ex-situ HPLC analysis.  While these systems show promise, they have insufficient 
sensitivity or are unable to decouple, and thus detect, all of the products of CO2R, especially the 
liquid products. 

Detection and quantification of the products of a reaction can be broken down into three 
levels of detail.  At the first level, the analytical system can simply identify whether or not a group 
of chemicals is present.  For example, a detection system could identify if alcohols are being 
produced, but not which ones or how much of each.  At the second level, the system can identify 
each chemical individually.  Thus, which specific alcohol is being produced is known.  At the third 
and most detailed level, the detection system can identify each chemical individually as well as 
how much of that chemical is being produced, allowing for full quantifiable analysis of each 
product.  An ideal real-time production detection system for CO2R would be able to detect and 
quantify (level 3) all the products that have been observed.  In addition, the system would be able 
to do this on a relevant time scale, where sub-second resolution would be ideal.  Here I explore the 
first application of selective-ion flow-tube mass spectrometry (SIFT-MS) to the in-situ detection 
of the volatile products of CO2R.  SIFT-MS uses a gentle chemical ionization process to detect 
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analytes and in this way is more adept at analyzing complex multi-component mixtures like that 
of the 20 potential liquid and gaseous products of CO2R. 

5.1.1. Complication of Electron Ionization Mass Spectrometry 

The main reason current DEMS systems have trouble delineating all the products of CO2R 
(level 1 analytical system) is that they depend on electron ionization mass spectrometry (EI-MS).  
Electron ionization is a harsh process in which sample molecules are not only ionized but often 
broken down into many constituent fragments.  The reason so much fragmentation occurs is due 
to the high energy (~10 eV) required to ionize a molecule in comparison to the typical energy 
required to cleave bonds (~3 eV).193,194  This so called fragmentation pattern is a fingerprint for 
the molecule; however, the high degree of fragmentation complicates the analysis of multi-
component mixtures, if the components produce many of the same fragments.  This is the case 
with the products of CO2R which are all small molecule hydrocarbons, alcohols, or aldehydes.  
This is further complicated because the primary constituent of gaseous samples, making up 99% 
of the sample, is CO2 while the remaining gases and entrained liquid vapors, to be detected, 
represent only a very small fraction of the sample.  Thus when the sample is injected onto an 
electron ionization source, the CO2 ionization fragments produce a large background signal at 
masses that would be monitored to detect the other chemicals.  This issue can be easily avoided by 
the separation that is achieved with gas chromatography mass spectrometry, but then the real-time 
aspect of the analysis is lost. 

Table 5.1 shows a list of all the products that have been reported for CO2R on copper.121  
Formaldehyde, methanol, ethane, and propene have also been included as these have been reported 
as CO2R products on other catalysts and would be of particular interest as fuels.122,156,195–201  The 
table shows a heat map of what ionization fragments (m/z) are produced for each molecule, from 
green being abundantly produced to gray being scarcely produced.202  Furthermore the m/z patterns 
for water and CO2 are shown, as these components will make up the bulk of a sample being 
injected.202  m/z values highlighted in red indicate masses where water or CO2 will make major 
contributions and thus no other component will be detectable at these masses.  These masses have 
been crossed out across the table as a result.   

Examining the remaining map, it is possible to identify which compounds can be detected 
and quantified if an unknown mixture were sampled.  For this analysis it was assumed that any 
secondary fragment less than 25% in intensity of the primary m/z could be ignored.  This resulted 
in identifying unique m/z values for hydrogen, ethylene, propylene, formic acid, methanol, acetic 
acid, ethylene glycol, and allyl alcohol.  A unique m/z means that this compound could be directly 
quantified by calibrating just one mass fragment.  Further analysis showed methane, ethane, and 
ethanol could be quantified by subtraction.  All other compounds which contributed significantly 
to the identified m/z could be subtracted away leaving only the contribution of the one remaining 
compound.  Thus as long as the contributions to a specific m/z are a linear sum of the parts, which 
it should be for electron ionization MS, compounds can be reliably identified by subtraction.   
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However, this analysis shows that the remaining products (carbon monoxide, formaldehyde, 
glyoxal, glycolaldehyde, acetaldehyde, hydroxyacetone, acetone, propionaldehyde, and 1-
propanol) cannot be deconvoluted from each other and thus are unquantifiable, preventing level 3 
analytical detection.  

EI-MS is an extremely sensitive analytical technique, which has been regularly shown to 
be capable of quantifiably detecting picogram amounts of analyte.194  However, this high level of 
sensitivity does not resolve the above mentioned issues with mass overlap when analyzing a 
complex mixture of similar compounds.  If a gentler ionization technique could be coupled to the 
extremely sensitive detection method of MS, then it may be possible to overcome some of the 
detection issues EI-MS faces, as outlined above.  Here, SIFT ionization, as an alternative to EI, is 
explored as one possibility.  The advantage of SIFT-MS is that it uses a gentler chemical ionization 
technique, which, in principle, produces a far simpler fragmentation pattern where molecules only 
produce several characteristic ions instead of dozens.203  In addition the technique does not ionize 
CO2, as will be explained in more detail below, thus avoiding the large background issue.  In this 
way, level 3 analytical detection of a more complex multi-component system should be possible. 

5.1.2. Brief History and Applications of SIFT-MS 

The selected ion flow tube (SIFT) technique was developed in 1976203 where it was used 
for further study in the well-established ion-molecule reaction kinetics field.204,205

   It was then 
adapted in 1996 to use the well-established ion-molecule reaction data to quantify unknown 
samples injected into the flow tube.206  Combining the two yields a technique for doing 
spectrometry and was thus renamed selected ion flow tub mass spectrometry (SIFT-MS).  The 
technique has been well reviewed,207–209 and essentially consists of an unknown gas mixture being 
fed into the reaction flow tube where it undergoes “soft” chemical ionization by reaction with 
injected reagent ions.  These reagent ions are typically H3O+, NO+, and O2

+ and the flow tube 
contains fast flowing carrier gas (typically He) at ~1 Torr such that the residence time of analyte 
molecules in the tube is short, keeping the reaction chemistry simple.  The combined mixture of 
now ionized unknown molecules in the carrier gas is sampled at a downstream quadrupole mass 
spectrometer.  Utilizing the known reaction product library, the unknown samples can be identified 

Figure 5.1 Schematic of SIFT-MS: A schematic of the different sections of a SIFT-MS are shown.  In the first 
section, the reagent ions H3O+, NO+, and O2

+ are generated from air and then selected by the upstream quadrupole.  
The reagent ions are injected into the flow tube where they can react with the sample.  The product ions of this 
reaction are then detected by a downstream mass spectrometer. 
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in a way similar to electron-ionization mass spectrometry.  A schematic of the system is shown in 
Figure 5.1. 

The true power in SIFT-MS is the use of multiple reagent ions, as compared to proton 
transfer reaction mass spectrometry (PTR-MS) in which only H3O+ is used as the reagent ion.210  
The reagent ions in SIFT-MS are selected by an upstream quadrupole such that only one is injected 
at a time into the flow tube.  Each reagent ion has unique reactions with an analyte molecule, thus 
allowing for multiple avenues to confirm the identity of an unknown species.  This is particularly 
useful when trying to analyze complicated mixtures of similar molecules like that produced by 
CO2R.  Furthermore, because the chemical ionization is not strong enough to ionize O2, N2, Ar, 
or CO2 but is very reactive with most volatile organics, SIFT-MS has routinely shown ppb level 
detection of analytes without separation from their makeup gas.208,211  Additionally, because the 
reaction rates of many molecules with these reagent ions have been well studied,212–216 it is claimed 
that SIFT-MS does not require external calibration.  The makeup of the analyte can simply be back 
calculated using the known reagent ion concentration, the known reaction rate, and the measured 
products of the reaction.  Thus obtaining quantitative information should be much simpler than the 
rigorous calibration process typically required of a GC or EI-MS analytical system. 

SIFT-MS has been utilized mainly for environmental impact studies, analyzing trace gases 
in atmospheric air, and for biological studies, analyzing the metabolites in exhaled breath.  In these 
applications, hydrocarbon and volatile organic compounds (VOCs), respectively, are the main 
target analytes.207,217,218  Real-time detection is important due to VOCs’ tendency to adsorb onto 
storage container walls, preventing accurate quantification.  With SIFT-MS the samples are taken 
directly from the atmosphere, without the need for storage, eliminating this issue.  The real-time 
detection is also important for environmental applications, where improper release of chemicals in 
the air can be detected immediately and addressed. 

Three potentially important attributes of SIFT-MS can be observed from these previous 
applications which may make it well-suited for CO2R.  

1. SIFT-MS has already been used to detect the types of chemicals that are relevant to 
CO2R. 

2. SIFT-MS can readily detect products in real-time with sub-second time resolution. 
3. SIFT-MS can detect VOCs simply from the vapor released by these liquids.  Thus it may 

be possible to eliminate direct sampling of the liquid to identify the liquid products of 
CO2R. 

 

5.2. Prospective Outlook on the use of SIFT-MS with CO2R 

In order to understand if SIFT-MS can provide any advantages over traditional analytical 
techniques, the first step is to use the literature to determine if all the CO2R products can be 
uniquely identified if injected together.  The CO2R products are the analytes to be detected by 
reaction with the SIFT-MS reagent ions.  These reactions will create product ions that are detected 
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by the MS.  First, it is important to have a brief understanding of the molecular chemistry involved, 
especially to highlight why such a low number of product ions are expected per injected analyte.  
The three reagent ions used in SIFT-MS – H3O+, NO+, and O2

+ – will be examined one by one. 
This information has been reviewed in much greater detail by Smith and Španěl.208   

5.2.1. The H3O+ Reagent 

H3O+ generally reacts with analytes via an exothermic proton transfer as exemplified by 
reaction 5.1.   

 H3O+ + M  MH+ + H2O (5.1) 

This will occur when the proton affinity (PA) of an analyte (M) is greater than that of H2O.  It is 
possible that the resulting ion (MH+) can undergo dissociation, such as the loss of a H2O by the 
combination of H+ with an available OH group.  This is most common with alcohols and aldehydes 
and is a way in which two product ions can be made per analyte instead of just one. 

5.2.2. The NO+ Reagent 

NO+ can undergo a wide range of reactions with an analyte molecule, often resulting in the 
formation of multiple product ions.  The possible reactions include charge transfer (5.2), hydride 
(5.3) or hydroxide ion transfer (5.4), and ion-molecule association (5.5). 

 NO+ + M  M+ + NO (5.2) 

 NO+ + MH  M+ + HNO (5.3) 

 NO+ + MOH  M+ + HNO2 (5.4) 

 NO+ + M + X  NO+M + X (5.5) 

The charge transfer reactions can only proceed if the electron ionization (EI) energy of the analyte 
is less than that of NO (9.26 eV).   The molecular association reactions often proceed at a low rate 
due to the need for a third body (X, usually a carrier gas molecule).   

5.2.3. The O2
+ Reagent 

O2
+ generally reacts with analytes via a simple charge transfer reaction.  This charge 

transfer reaction can proceed if the EI energy of the analyte is less than that of O2 (12.07 eV).  Thus 
O2

+ will react with a much wider range of molecules than NO+.  It is also common for the generated 
product ion to dissociate into two or more ion fragments.  In this way several product ions can be 
produced per analyte molecule.  An example of this decomposition is shown for acetone in 
reactions 5.7a and 5.7b. 

 O2
+ + M  M+ + O2 (5.6) 

 O2
+ + CH3COCH3  CH3COCH3

+ + O2 (5.7a) 

 O2
+ + CH3COCH3  CH3CO+ + CH3 + O2 (5.7b) 
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5.2.4. The Role of Water 

It is important to understand the role of water in this reaction chemistry, as it plays a major 
role when sampling humidified gas.  As was stated earlier, SIFT-MS has been routinely used for 
breath analysis.  One of the key advantages of SIFT-MS that lead to this is its relative insensitivity 
to the humidity of the incoming gaseous sample.   

H2O molecules interact differently with each reagent ion so they need to be addressed 
individually.  With H3O+ reagent ions, H2O readily reacts to create a cluster ion according to the 
following reaction, 

 H3O+ + n∙H2O + X  H3O+(H2O)n + X (5.8) 

where X is a third body (typically a carrier gas molecule) that allows the change in momentum of 
the molecules to occur.  These new cluster ions can act as reagent ions and can be present in very 
high concentration depending on the humidity of the inlet gas.  Thus the reaction chemistry in the 
H3O+ reagent ion channel must account for the reaction of the analyte with mass 19 (H3O+), 37 
(H3O+(H2O)), 55 (H3O+(H2O)2), and possibly even 73 (H3O+(H2O)3). 

With NO+, the ionization energy of water (12.62 eV) is too high for charge transfer to 
occur; however a slow molecular association reaction does occur to make NO+H2O.  While this 
reaction is slow, the additional reaction of the analyte with a mass 48 needs to be taken into 
account.  With O2

+, the same situation occurs.  Only slow molecular association of O2
+ with water 

is possible to make O2
+H2O, requiring that the analyte reaction with a mass 50 be taken into 

account.  In both cases the quantity of NO+H2O and O2
+H2O should be low in comparison to their 

parent reagent ion. 

5.2.5. Evaluation of SIFT-MS 

With this understanding of the reaction chemistry now in hand, the literature was surveyed 
to build a library of expected product ions for the same products of CO2R listed in Table 5.1.212–

216  This information is summarized in Table 5.2.  For several CO2R products, no data was 
available (glycolaldehyde, hydroxyacetone, allyl alcohol).  For these chemicals the IE219 and PA220 
were obtained from the literature, if available, and then the appropriate reaction was applied from 
those listed above and an expected m/z hypothesized.  For example, the IE of both hydroxyacetone 
and ally alcohol were found to be less than that of O2, thus it is expected that these molecules will 
undergo a charge transfer reaction with O2

+ producing m/z 74 and 58 respectively.  Because this 
data only represents an educated guess, it was not included in the further analysis below.  Data 
was available for formic acid and acetic acid; however, these compounds were neglected from 
further analysis because at the pH of a typical CO2R experiment (~7) they are mostly deprotonated 
and ions have no vapor pressure. 

It can be observed from Table 5.2 that many of the target analytes would produce the same 
m/z fragments (highlighted cells).  However, due to the multiple reagent ions and the limited 
fragmentation patterns it is possible to deconvolute these overlaps and hypothesize a scheme in 
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which all the target analytes can be identified.  Table 5.3 summarizes which m/z values can be 
used to identify which analytes for each reagent ion.  Highlighted in green are masses which are 
unique identifiers for their specific analyte; no other analyte produces this m/z value.  Highlighted 
in orange are the masses which can be used to identify the target analyte but require deconvolution 
first.  Multiple analytes contribute at this m/z but the contributions of all the other analytes, other 
than the target molecule, can be subtracted away.  Finally there are several reagent ion/analyte 
combinations which produced a highly convoluted m/z value which could not be used to identify 
any individual analyte.  These such combinations were labelled as “no usable reaction” and 
highlighted in red.  Despite the presence of several of these combinations, it is still possible to find 
at least one reagent ion m/z which can be used to identify each product of CO2R.  In this way, it is 
hypothesized that SIFT-MS can be used to identify and quantify methane, ethylene, ethane, 
propylene, formaldehyde, methanol, glyoxal, acetaldehyde, ethylene glycol, ethanol, acetone, 

Table 5.2 Prospective Outlook on SIFT-MS: The expected product ion mass numbers are tabulated for each 
compound to be detected using SIFT-MS.  The duplicate masses for each reagent ion are highlighted indicating 
where overlap and deconvolution may be necessary 
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propionaldehyde, and 1-propanol; a 
substantial improvement over previous 
real-time analytical techniques. 

Tables 5.2 and 5.3 also shows 
that SIFT-MS cannot be used to detect 
hydrogen or carbon monoxide.208  Thus 
it would not be possible to completely 
close the faradaic efficiency loop 
without additional analytical 
equipment.  It would be possible to add 
a real-time hydrogen detector to the 
system in the form of an in-line thermal 
conductivity detector; however, the 
accuracy of such a system has not yet 
been proven.  There is no clear solution 
for detecting CO in real-time.  While 
this is a drawback of SIFT-MS, 
coupling the system to a GC would 
provide periodic information to help 
close this information gap. 

With this strong framework 
supporting the investigation of SIFT-
MS as an analytical tool for detecting 
the products of CO2R, the remainder of 
this chapter is dedicated to exploring 
the practical implementation of this 
technique for CO2R experiments.  The 
analytical framework suggests that 
almost all the expected products can be 
quantified; however, this hypothesis needs to be experimentally validated. 

 

5.3. Experimental 

The SIFT-MS used in this study was a Voice 200, a commercial tool manufactured by 
SYFT Technologies.  99.999% pure nitrogen gas was used as the flow tube carrier gas and 99.99% 
CO2 was used in some of the experiments (Air Products).  The tool used lab air to create the air 
plasma that supplied the reagent ions.  To control the inlet flow of gas into the flow tube, a mass 
flow controller (MFC, Alicat Scientific) with a 0.5 – 100 sccm range was used.  For all the 
experiments presented here, an inlet flow rate of 1 sccm was used.  The low pressure in the flow 

Table 5.3 Prospective Outlook on SIFT-MS: The mass library 
was analyzed to identify which masses can be used to specifically 
identify each compound.  Those masses listed in green are unique 
to that chemical and require no deconvolution to use.  The masses 
listed in orange would require deconvolution with other 
compounds that produce that mass, but those contributions can be 
subtracted away. 
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tube drove the flow of gas through the MFC, allowing the gas coming from the CO2R reaction 
cell to remain at atmospheric pressure.  The flow of gas from the cell in excess of the 1 sccm inlet 
to the SYFT was vented (Fig. 5.2). 

In order to confirm and quantify the ionization patterns of the product ion library described 
above for the various products of CO2R, these chemicals were injected into the SIFT-MS one by 
one.  For the gaseous products (methane, ethylene, ethane, propylene), gas cylinders with 100-
3000 ppm of a single gas were used (Air Products).  The cylinders were balanced with carbon 
dioxide.  The concentrations of the gases were selected according to the expected range of 
concentrations that each gas would reach in the outlet flow of an actual CO2R electrochemical 
reactor.  It was important to purchase these calibration cylinders as single component mixtures, 
unlike those which are typically used to calibrate a GC, which contain all the gaseous species of 
interest.  The single component mixtures allowed an unconvoluted examination of what masses 
were produced by each gas in SIFT-MS. 

To measure the SIFT-MS response to these gaseous products, the gas first needed to be 
hydrated.  The gas needed to be hydrated as the presence of water vapor in the analyte gas had a 
large effect on which product ions were observed.  To accomplish this, one half of the 
electrochemical cell developed in chapter 4 (pictured in Figure 5.2) was used, filled with water.  
However, this cell was made from polyether ether ketone (PEEK) to enable easier cleaning.  Teflon 
plates were used in place of the electrode and membrane for the half-cell being used.  Gas flow 
into the electrochemical cell was controlled by an MFC.  The outlet flow of the half-cell was 
connected to a mass flow meter (MFM, Alicat Scientific), to ensure there were no leaks in the cell, 

 
Figure 5.2 SIFT-MS Product Library Testing Schematic: A schematic representation of the experimental setup 
is shown.  The electrochemical cell used is one half of the cell design in Ch 4.  The mass flow controllers (MFC) 
selected the flow of either calibration gas or CO2 or both into the cell.  The mass flow meter (MFM) monitored the 
flow of gas out of the cell and a portion of this flow was sampled by the SIFT-MS and the rest went to atmosphere.
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and then to a T-union.  One connection of the T went to the MFC that controlled the inlet flow of 
gas into the SIFT-MS and the other connection went to some tubing that was open to the 
atmosphere.  It is important to insure that the flow of gas from the cell remains greater than the gas 
sampling rate of the SIFT-MS, so that the SIFT-MS would not sample the ambient atmosphere.  
This was confirmed by the observance of methane (which is present in the atmosphere at ~3 ppm) 
when the inlet was open to atmosphere and the disappearance of this signal when only pure CO2 
was flown past the inlet in the configuration just described.  Furthermore, all metal tubing after the 
electrochemical cell was wrapped in heating tape to prevent the adsorption of water or other 
chemicals to the walls.  In order to calibrate the SIFT-MS at multiple concentration points per gas, 
the calibration gas was diluted by co-flowing CO2 into the electrochemical half-cell using a second 
MFC. 

In order to calibrate the SIFT-MS response to the liquid products of CO2R, formic acid, 
formaldehyde, methanol, acetaldehyde, ethanol, propionaldehyde, and 1-propanol of the highest 
available purity were acquired (Sigma-Aldrich).  1 mM standard solutions of these chemicals were 
made in water, except for formic acid which was made in 0.1 M potassium bicarbonate.  These 
solutions were then placed in the half-cell and CO2 was bubbled through at 5 sccm, the same flow 
rate which would be used in a real CO2R experiment.  The SIFT-MS sampled the effluent gas 
from the cell in the same way as described above for the gaseous product measurements.  In 
between measurements, the electrochemical cell was cleaned in 1 M nitric acid to ensure there was 
no cross contamination. 

To build the library of product ions, a SIMS program was used on the SIFT-MS to monitor 
all masses from 19 to 150 for each of the three reagent ions.  With this program it took ~90 seconds 
to complete one cycle of all the masses, thus each experiment was run for 15 minutes to allow the 
acquisition of 10 data points per m/z.  This was enough data to confirm that the effluent being 
sampled was at steady state.  In between sample runs, the inlet of the SIFT-MS was connected to 
a pure CO2 flow and the baseline was monitored to ensure it returned to the expected state before 
continuing. 

   

5.4. Results and Discussion 

5.4.1. Complications Arising from the Presence of Water Vapor 

Initially, the literature built product ion library was used to attempt to calibrate the SIFT-
MS.  A quick investigation revealed however that the SIFT reactions were not proceeding as 
suggested in the literature.  Table 5.4 shows the results of individually injecting the three most 
commonly detected hydrocarbon gases: methane, ethylene, and ethane.  Highlighted in blue are 
the expected product ion masses per reagent to monitor when these 3 gases are injected.  
Highlighted in green are the expected reagent ion counts and highlighted in red are the unexpected 
reagent ion counts seen in initial experimentation.  For example, when the tool was flowing O2

+ 
reagent ion (henceforth referred to as the O2

+ channel), it would be expected that the counts for the  
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other reagent ions will be negligible.  It is possible for a small amount of NO+ and H3O+ to leak 
past the upstream quadrupole and into the reaction chamber, but this rate is expected to be low.  It 
is also possible for O2

+ to react with water vapor in the incoming sample to generate H3O+ and 
H3O+ clusters; however, it was explained previously that this reaction should be slow.  Despite 
this, it was found that H3O+ (m/z = 19) and H3O+(H2O) (m/z = 37) were present in the NO+ and 
O2

+ channels in significant concentrations. 

As a result of this channel contamination, the product ions being produced for each gas 
were not always what were expected.  The product ion counts in green text represent positive 
responses at masses that are expected for each analyte.  For example, from Table 5.2, it is expected 
that only ethylene will produce counts at 29 and 47 when reacting with H3O+, and indeed in Table 
5.4 those two masses did increase when ethylene was injected but not when methane or ethane was 
injected.  However, the product ion counts in red text represent positive mass responses that were 
unexpected.  In this case, it was observed that 28, 29, and 47 all responded to the injection of 
ethylene in the O2

+ channel, when only 28 was expected.  The presence of these 29 and 47 masses 
for ethylene can be explained by the high counts of the unexpected reagent ion H3O+ in the O2

+ 
channel.  Clearly the H3O+ must be reacting with ethylene to create these masses in the O2

+ channel 
where they otherwise wouldn’t be expected to be made.  The additional unexpected masses, due 
to the presence of water vapor in the sample gas, seriously undermines the analytical framework 
that was established earlier to quantify the different products of CO2R.  As one example, the 
observed production of O2

+(47) by ethylene and ethane directly conflicts with the ability to detect 
methane which only produces O2

+(47).  The results of this initial investigation clarified the need 
for a more complete investigation of the product ions produced by SIFT-MS for humidified 
samples like those found in CO2R experiments. 

To be sure that entrained water vapor in the sampled gas was the cause of the high H3O+ 
counts in the O2

+ channel, attempts were made to dry the gas before entering the SIFT-MS.  In this 
way the water vapor which is converted into the reactive H3O+ ion is eliminated.  Several different 
methods were investigated to dry the gas, including chemical drying agents like magnesium sulfate 
and a low temperature moisture trap.  These were found to be capable of removing the water vapor 
from gas taken directly from the cylinder; however, none of these were capable of removing the 
amount of water vapor that was picked up when bubbling the gas through water, as would be done 
in a CO2R experiment.  Thus it was determined that it would be impractical to calibrate the tool 
for a condition that was incompatible with the final experimental procedure and no further attempts 
were made to precondition the gas for the SIFT-MS.   

5.4.2. Building a New Product Ion Library 

To build a new product ion library, a full mass SIMS scan was made to monitor all the 
masses from 19 to 150 for all three reagent ion channels.  The four hydrocarbon gases, formic acid, 
and the C1-C3 aldehydes and alcohols were reviewed in this initial study. The other minor liquid 
products, like glyoxal and hydroxyacetone, have not yet been investigated and will be the subject 
of future study.  The resulting mass spectra were then reviewed to determine which masses were  
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responding for each analyte.  Fairly high concentrations of each analyte were used in this analysis 
to ensure that all possible product ions responded regardless of reaction rate.  Table 5.5 shows the 
results of this investigation.  Highlighted cells represent those masses which have contributions 
from more than one analyte. 

When compared to Table 5.2, it is observed that many more masses are responding for 
each analyte than the literature predicted.  However, this investigation also shows that it should 
still be possible to deconvolute and quantify all of these chemicals.  The masses with the largest 
response factors for each analyte were analyzed and a new framework was hypothesized.  In Table 
5.5, the masses which should provide the most sensitive unique detection of their corresponding 
analyte are highlighted in green.  Highlighted in orange are the masses which can also be used to 
detect certain analytes but require deconvolution due to the contribution of multiple chemicals to 
that mass.  It can be seen that there is at least one mass that can be used to detect every hydrocarbon, 
aldehyde, and alcohol.  Experiments were run to see if formic acid could be detected; however, it 
was found that no mass responded.  This reinforces the earlier hypothesis that formic acid and 
acetic acid vapor cannot be detected because they are fully deprotonated at typical CO2R 
electrolyte pHs. 

Using the highlighted masses as the new detection framework, the response factors of all 
the analytes were compared (Table 5.6).  In doing this, it can be seen which masses may have 
conflicts which need to be deconvoluted and which masses are truly unique.  The response factor 
(RF) was calculated as, 

 RF = (PIC – BC) / BC (5.9) 

Where the product ion counts (PIC) are the number of counts per second obtained at a given m/z 
that responds to the analyte and the background counts (BC) are the counts per second obtained at 
the same m/z when pure CO2 is injected into the SIFT-MS.  Highlighted in purple are the masses 
for each analyte which gave a response factor greater than 1.  For each m/z, the highest response 
factor is highlighted in green or in some cases orange.  These highest response factors correspond 
to the masses for each analyte identified in Table 5.5 which are to be used to quantify the analyte.  
In some situations it is clear that for a given mass, more than one analyte has a comparable RF, 
and in these situations deconvolution will need to be applied.  For example with mass 59(30+) 
(m/z 59+ in the NO+ channel), there are comparable contributions of both propionaldehyde and 1-
propanol.  However, using the unique mass 57(30+) to quantify propionaldehyde, 
propionaldehyde’s contribution to 59(30+) can be subtracted away, leaving just the contribution 
of 1-propanol. 

5.4.3. Testing the New SIFT-MS Analytical Framework 

With this new framework in place test cases were run to confirm that individual 
components could be identified in multiple component systems (Table 5.7).  It should be noted 
here that only the m/z’s listed in Table 5.6 as well as the reagent ion masses were monitored for 
these experiments.  With this streamlined SIMS experimental method, the relevant masses could  
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be measured every ~5 seconds instead of every ~90 seconds, which was required when doing the 
full mass range scan used for library development.  Thus the time resolution of the experiments is 
within a nice range.  This time resolution could be further improved if needed by focusing the 
method on only two compounds instead of the full set. 

In the first two test cases, unique systems were combined.  First ethane at 1000 ppm and 1 
mM propionaldehyde were tested.  The response factors of the individual components and then 
the response factors of their mixture are shown in Table 5.7.  It can be seen that neither component 
was expected to contribute significantly to the other and the mixture showed that as well.  Both 
57(30+) (propionaldehyde) and 21(+32) (ethane) deviated less than 10% from the value obtained 
for the individual component.  The second test was combining 100 ppm propylene and 1 mM 
propionaldehyde.  Like the first test, neither component contributed significantly to the other.  
Furthermore, the test of the mixture gave response factors very similar to that of the individual 
components.   

In the second two cases, mixtures that required subtraction were combined.  The first was 
a combination of 1 mM formaldehyde and 1 mM propionaldehyde.  From the individual 
component data, the propionaldehyde m/z (57(30+)) is expected to be unique while the 
formaldehyde m/z (75(32+)) has a small contribution from propionaldehyde.  Appropriately, the 
mixture of the two at the 75(32+) mass has a higher RF than the individual components and the 
sum of the two individual component’s RFs come within 10% of the mixture.  The second 
combination tested was 1 mM 1-propanol and 1 mM propionaldehyde.  Here two masses for 1-
propanol are shown, 79(19+) which is not very sensitive but is mostly unique for 1-propanol, and 
59(30+) which is more sensitive but convoluted with propionaldehyde.  This experiment shows 
that either mass could be used for 1-propanol.  59(30+) is a combination of the two individual RFs 
within 10% and 79(19+) is within 10% of the individual component response of 1-propanol.   

To further test this new analytical framework, a CO2R experiment was run using copper 
foil as a catalyst.  In this simple experiment, the full electrochemical cell was set up as described 
in chapter 4, except using the cell made of PEEK.  0.1M KHCO3 was used as the electrolyte and -
1.0V vs. RHE was applied to the Cu.  The unique masses 45(19+), 57(30+), and 79(19+) were 
measured to investigate the time evolution of acetaldehyde, propionaldehyde, and 1-propanol 
respectively.   Figure 5.3a shows the raw counts produced by the SIFT-MS for each m/z being 
watched.  Before time 0, there is a very low baseline of counts at each of these masses.  Then at 
time 0, the potential is applied to the electrode and it can be observed that the masses start to rise 
immediately.  This data can be further analyzed and converted into response factors, like was done 
above (Fig. 5.3b).  The final step to analyze this data is to convert the response factors into 
concentrations (Fig. 5.3c).  As an example, this was done here with the single concentration 
calibration point taken above, creating a 1-point calibration curve and assuming the response is 
linear as concentration increases.  This is not a completely rigorous approach but it is instructive 
to show that different products have different response factors.  Looking at the raw data alone can 
be misleading as it can be seen from the Figure 5.3c that 1-propanol and acetaldehyde are being 
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produced at close to the same rates, a point that is 
not obvious from examining the response factors 
or raw counts.  The conclusion from this 
experiment is that all three of these liquids onset 
together and are produced at a fairly constant rate 
throughout the experiment.  This kind of real-time 
information about the production rate of liquids 
from CO2R has not been readily available thus far 
and it is a strong motivation for further 
development of this SIFT-MS analytical 
technology. 

 

5.5. Outlook 

The preliminary analysis of SIFT-MS to 
detect the products of CO2R has shown some 
promise and a partial library of the product ions 
produced by the SIFT reagent ion reactions in a 
humid environment has been assembled.  Based 
off the levels of analytical detail introduced 
earlier, it is worth revisiting SIFT-MS in 
comparison to the other real-time CO2R product 
detection systems.  The results of the 
investigation here show that SIFT-MS is clearly 
capable of at least level 2 detection and with 
additional study, is likely capable of level 3 
detection, for many if not all of the compounds 
studied here.  This puts SIFT-MS on par with the 
system developed by Koper, but capable of 
detecting far more products.  With additional 
study on the calibration of the m/z response 
factors, it should be possible to match the level 3 
detection developed by Bell with the ability to 
detect additional products as well.  This 
comparison has been summarized in Table 5.8. 

In the future, the product ion library 
developed here will need to be completed with the 
remaining CO2R products which were not 
reviewed: glyoxal, glycolaldehyde, acetic acid, 
ethylene glycol, hydroxyacetone, acetone, and 

 
Figure 5.3 SIFT-MS Analysis of Cu for CO2R:  Cu 
foil was used as a CO2R catalyst at ~1.0V vs. RHE in 
0.1M KHCO3.  SIFT-MS was used to analyze the 
production of acetaldehyde, using mass 45(19+), 
propionaldehyde, using mass 57(30+), and 1-
propanol, using mass 79(19+).  (a) The raw counts 
over the 60 minute run are shown and it can be seen 
the counts steadily rise, corresponding to the expected 
rise in liquid product concentration in the electrolyte 
over time. (b) The raw counts are converted to a 
response factor, focusing on the first 20 minutes of the 
run. (c) The raw counts are converted to concentration 
using a rough 1-point calibration curve. 
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allyl alcohol.  In light of this completed library, the analytical framework to select which m/z values 
can be used to identify each product will need to be reevaluated.  This library will also need to be 
extended to include the testing of these chemicals at multiple concentration levels to ensure the 
product ion fingerprint doesn’t change.  This data can then be used to generate calibration curves 
to make this analytical technique quantitative. 

Some promising initial tests performed here confirms that the chemicals, which were 
mostly detected as individual components, can still be detected in a mixture as a sum of the 
mixtures parts.  Table 5.7 summarized a few experiments supporting this conclusion; however, 
additional tests are needed in this area, utilizing increasingly complex mixtures.  The end goal 
would be to establish a reference table for 16 individual components RF’s and then identifying a 
mixture of all 16 components showing the resulting RFs are a summation of the individual 
components.  This is the capstone experiment that shows that all the products from a potentially 
new CO2R catalyst can be correctly identified with SIFT-MS (level 3 analytical system).  Once 
the SIFT-MS analytical capabilities have been completely understood, the dynamics of liquid 
product generation on CO2R catalysts, in particular Cu and Cu based catalysts, should be studied 
in depth.   

 

5.6. Conclusion 

In this chapter, the application of SIFT-MS to the detection of the products of CO2R was 
explored.  Hypothetically, there are many advantages to using SIFT-MS as an analytical tool over 
other real-time analysis tools like electron ionization MS.  In particular, examination of the 
literature suggested that the soft chemical ionization utilized in SIFT-MS would allow for the 
simultaneous detection of most of the CO2R products.  When the SIFT-MS was tested in a real 
experimental setting, it was found that the presence of water vapor in the sample stream 
dramatically changed the reaction chemistry and thus what product ions to expect for an injected 

Table 5.8 Comparison of Real-Time CO2R Analytical Tools: A comparison of the SIFT-MS to the state of the 
art real-time CO2R product detection systems of Bell85 and Koper191 is given.  The compounds that each system can 
detect are checked and highlighted in green.  The analytical level is given of 1, 2, or 3 with 3 being the highest fully 
quantifiable detection level. 
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analyte.  Nevertheless, thorough investigation of a subset of the CO2R products showed that these 
chemicals could all still be uniquely identified using SIFT-MS.  Several sample product 
combination experiments confirmed the capability of the SIFT to successfully detect, in real-time, 
the individual components of a mixture qualitatively.  Additionally there is a strong indication that 
this can be converted in the future to a quantitative analysis.  Finally a preliminary examination of 
the production of acetaldehyde, propionaldehyde, and 1-propanol on Cu was performed.  It was 
found that all three of these chemicals appear to onset at the same time and are produced at a 
constant rate throughout the reaction. 

Further scrutiny still remains to fully confirm the capability of SIFT-MS to be used as a 
quantitative, real-time, analytical technique for detecting the products of CO2R; however, the 
promising results reported here provide a compelling proof of concept. 
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6. Activity of Hierarchal Templated Nanowires for CO2R 

6.1. Introduction 

Electrochemical CO2 reduction (CO2R) has seen a large increase in interest over the past 
several years.111,112,221–224  This has led to the discovery of a number of new catalysts where both 
selectivity and activity have been improved.106,107,118,156,176,199,225–227  However, a coherent picture 
of how to tune a catalyst to affect a specific change in product distribution has not emerged 
experimentally, although some guidance has been provided by theory.228–230  As an example, there 
has been a great deal of attention given to oxide-derived materials.112  In particular, in the seminal 
work performed by Hori et. al231 and expanded on by Li et. al,118 oxide-derived copper was shown 
to greatly reduce the overpotential required to produce carbon monoxide (CO) and formic acid.  
However, this catalyst was made in such a way that there was a significant enhancement in surface 
area as well as a change in surface facet.  Several other oxide-derived copper materials have also 
been investigated and suffer from the same convolution of a large change in surface area as well 
as surface facet.108,118,226,232–235  In the previous chapters, I have outlined the methods by which a 
CO2R catalyst can be rigorously characterized, including the appropriate type of electrochemical 
cell to use in combination with reliable gaseous and liquid product detection systems.  It is the goal 
of this study to investigate a well-defined catalyst where only surface area is changed and the 
surface facet exposed to the electrolyte is left largely unchanged.  In this way the change in activity 
of a CO2R catalyst due to surface area enhancement alone can be elucidated. 

It is desirable to separate out the effects of surface area and surface facet change because 
both could be affecting the catalyst activity.  It has been shown previously that different facets of 
copper (Cu) show different activities to CO2R and it has been proposed and observed that highly 
disordered surfaces favor the production of C2 products (ethylene, ethanol, 1-propanol etc).236–239  
On the other hand, it has also been proposed that an increase in the electrolyte pH near the electrode 
surface is responsible for increasing the selectivity of Cu to C2 products.104,109,158,240  It is expected 
that the pH at the electrode surface will rise during CO2R, sometimes many pH units higher than 
the bulk electrolyte pH.104,117,158  This local surface pH rise is a widespread phenomenon in 
electrochemistry241 and the magnitude of this change is linked directly to the production or 
consumption rates of hydroxide or hydronium respectively, or in other words, to the magnitude of 
the current.  The importance of local pH has been quantified through experimental measurements 
for HER242,243 and the electrodeposition of Ni, where the surface pH plays an important role in the 
quality of the deposit.244,245  In the near neutral electrolyte conditions typical of CO2R, the pH 
change is expected to be more drastic.  High surface area contributes to a larger rise in surface pH 
due to the larger geometric current densities.  Thus the high surface area oxide-derived catalysts 
are a convolution of both of these effects and both have been used by various authors to explain 
the change in activity of their catalysts.  

Many of the oxide-derived copper catalysts are nanowire-like in structure, thus, in order to 
study the effect of surface area only in a similar system a technique to fabricate a copper nanowire 
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structure was identified.  Anodized aluminum oxide templated electrochemical growth was chosen 
as it has been utilized to grow a wide array of nanowire structures246 and it should allow rigorous 
control over the growth process.  The template sets the diameters of the nanowires, allowing access 
to wire diameters on the order of those seen in oxide-derived catalysts (d ~ 20 nm) as well as much 
larger diameter wires (d ~ 150 nm).  The length of the nanowires is directly controlled by the 
electrodeposition parameters used.  Thus the surface area of the catalyst is highly controllable. 

There have been previous efforts to investigate nanowire and micro-porous copper 
catalysts, although none have specifically targeted understanding the effect of surface area 
enhancement.  There have only been a few studies where the copper nanostructure fabrication did 
not use an intermediate oxide.122,247  Details from these studies along with relevant Faradaic 
efficiencies (FEs) are reported in Table 6.1 along with reference data for planar Cu.121  These 
studies show a large production rate of hydrogen and the main CO2R product is formic acid, with 
little hydrocarbon or alcohol production.  This is despite relatively low current densities at applied 
potentials of greater than -0.9V vs RHE.  It should be noted that neither study used iR 
compensation in their electrochemical measurements, so it is likely that the reported voltage is an 
overestimate of the electrode surface potential.   

Many other nanowire and micro-porous copper catalysts have been prepared through an 
oxide intermediate, such as copper hydroxide nanowires,232,233 thermally-grown copper oxide 
nanowires,118,234 or air-oxidized copper foam.226  Some of the data from this literature is 
summarized in Table 6.1 as well.4,5  These oxide-derived catalysts tend to show a high selectivity 
to ethylene over methane.  In some cases these catalysts show high current densities, due to an 
over 100x increase in surface area (Raciti et al.: 321x, Li et al.: 475x), which is accompanied by a 
fairly high hydrogen FE (Raciti et al.: 67% versus Kuhl et al.: 25%).  The high HER activity is 
possibly due to mass transfer limiting the availability of CO2 at the electrode surface and thus 
hindering CO2R.  The concentration of CO2 in the electrolyte is governed by Henry’s law and the 
solubility limit is only 33 mM in water.   This results in a mass transfer limited flux of ~46 nmol 

cm-2 s-1 of CO2 to the electrode surface for a typical 100 m boundary layer when solving a 
diffusion model similar to that developed by Gupta et al.158  If a catalyst produced 100% CO, then 
a current density of only ~9 mA cm-2 would reach this mass transfer limited flux.  This high HER 
activity isn’t observed when the catalyst surface area enhancement is limited, as shown by Dutta 
et al. where the surface area enhancement was limited to 4.4x.   

Combined, these studies show there has been a limited investigation of high surface area  

                                                 

4 The work by Ming et al. is not included as their measured reference data for planar Cu does not conform to 

the accepted activity for planar Cu as measured in our lab and others,28,121 thus their data is deemed unreliable.   

5 It should be noted that Li and Kanan conclude that the change in selectivity for their catalyst is not due to 

the nanowire morphology, as similar enhancements were observed on oxide derived catalysts that didn’t show 
nanowire morphology 
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copper catalysts and a consensus has yet to emerge on what the activity of such a catalyst should 
be.  Furthermore, the use of an oxide intermediate growth pathway in some of the studies prevents 
the evaluation of the change in activity solely based on surface area enhancement.  Finally, the 
high hydrogen production rates exhibited by most of these catalysts are indicative of CO2 mass 
transport limitations which may be inhibiting the observation of intrinsic catalyst activity.  This 
literature review confirms that there is a need for a rigorous study of the activity of controlled 
surface area catalysts.  

In this study, the activity of copper nanowires grown by template-assisted electrodeposition 
is investigated.  In order to be able to investigate the effect of surface area on the production of 
hydrocarbons, it will likely be necessary to be able to drive the catalyst in excess of -0.9V vs. RHE.  
At this high potential, it is expected that a high surface area catalyst will draw a proportionally 
higher current density.  This is a concern due to the known mass transport limitations that exist in 
CO2R when attempting to access high current density regimes.  Thus the length of the nanowire 
(NW) array, and accordingly the surface area enhancement, will need to be controlled in a regime 
where mass transport doesn’t dominate the overall activity of the catalyst.  This will enable a 
systematic study of the effect of surface area on the production of hydrocarbons and alcohols on a 
Cu surface that has not undergone surface facet modification.   

 

6.2. Experimental 

6.2.1. Growth of Copper Nanowires 

 Copper nanowires were grown using anodized aluminum oxide template-assisted 
electrodeposition, a common practice used to grow a wide variety of metal and semiconducting 
materials.248  The procedure used here to grow metal nanowires was adapted from Banholzer et. 
al.249  To start, anodized aluminum oxide (AAO) membranes (Hefei Pu-Yuan Nanotechnology 
Limited Company) with various pore sizes were used as the templates.  These AAO templates are 
approximately 60 um thick, 25 mm in diameter, and both sides of the pores have been completely 
opened.  This resulted in a membrane with periodically spaced columns that can be filled with 
different materials.  The AAO templates were not removed from their aluminum surround material, 
from which the templates were grown (the template is shown schematically in Fig.6.1 and pictured 
in Fig. 6.2).  For the following experiments, only the AAO templates with 110-150 nm diameter 
pores were used. 

 An overview of the nanowire growth process is given schematically in Figure 6.1.  The 
nanowires are grown in the AAO pores by electrodeposition; however, in order to deposit the 

copper an electrical contact first needed to be applied to one side of the membrane.  Two m of 
high purity Cu deposited by electron-beam evaporation served as this contact.  This thickness of 
copper was found to be necessary to completely close the AAO pores, which was important during 
the electrodeposition procedure to prevent electrolyte solution from leaking through the 
membrane.  Once the Cu contact was put down, the sample was mounted into a custom Teflon 
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electrochemical deposition cell.  The cell consisted of a 1.77 cm2 cylinder drilled through the 
rectangular Teflon block.  A fluorinated ethylene propylene (FEP)-coated Viton O-ring (McMaster 
Carr), the AAO membrane with the evaporated Cu facing away from the cylinder, a piece of 
aluminum foil (which served as a contact to the Cu), and a Teflon back plate were compressed 
onto one side of the column.  On the other end, a coil of platinum wire served as the counter 
electrode.  An Ag/AgCl reference electrode (CH Instruments) was inserted perpendicularly to the 
cylinder through the side of the Teflon cell and sealed with an O-ring compression fitting (Fig. 
6.2).  The column was then filled with the Cu electrodeposition electrolyte, which consisted of 500 
mM copper sulfate (99.999%, Alfa Aesar) adjusted to pH 1 with sulfuric acid (99.99% Sigma 
Aldrich).   

Electrodeposition was performed at constant current via a two-step sequence with a Bio-
Logic SP-300 potentiostat.  First a high current pulse (40 mA) was applied for a short time (3 
seconds) to encourage uniform nucleation of the wires in the pores.  Then a low current pulse (2 
mA) was applied to grow the nanowires.  The time of the low current pulse controlled the amount 
of copper deposited which controlled the height of the resulting nanowires.  At the end of the 
deposition the AAO template was washed thoroughly with DI water and gently blown dry with 
N2.  To confirm the height of the deposited NWs, a small section of the AAO template was cracked 
off and examined by cross-sectional scanning electron microscopy (SEM, FEI Quanta 200 FEG).   

The remaining piece of the AAO template needed to be mounted to a substrate in order to 
continue with the etching procedure to remove the aluminum oxide and release the free standing 

NWs.  The 2 m Cu film did not have the structural integrity to remain flat once the 60 um of 
aluminum oxide was etched away.  To overcome this, the filled template was mounted on a glass 

Figure 6.1 Schematic of Cu NW Deposition Process:  In the top left an as-received AAO template is shown 
schematically.  First a 2 um Cu film is evaporated onto the back of the template.  Then the template is mounted into 
the electrodeposition cell and Cu is electrodeposited into the AAO pores.  The AAO, with Cu NWs now inside it, is 
mounted with epoxy onto a glass slide and the Al metal surround is covered with epoxy.  Then the AAO is etched 
away to release the free standing Cu NWs.  Finally, part of the Al surround and epoxy is cut away to gain access to 
the Cu back contact to which adhesive Cu tape is attached to make electrical contact to the NW array for CO2R 
testing. 
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slide using DP-105 epoxy (3M).  Many different epoxies were tested, including silver based paints, 
and this epoxy was found to be the only one that was both strong enough to secure the film and 
capable of surviving the 1M sodium hydroxide (NaOH) etch used to remove the aluminum oxide.  
The Al metal surround to the template also needed to be covered so that it would not etch and 
contaminate the sample during the etching treatment.  To accomplish this a simple doctor blading 
technique was used with the epoxy to insure a flat and even coating of epoxy over the Al.  It was 
important that the epoxy coating be flat so that the sample could be directly mounted into the 
CO2R electrochemical cell for testing.  The epoxied stack was cured at 70oC for 3.5 hours. 

To remove the AAO template and leave behind the Cu NWs, a 1M NaOH etching 
procedure was used.  The NaOH is expected to rapidly etch the AAO while not attacking the Cu.250  
The stack was etched in 1M NaOH (ACS grade, Sigma-Aldrich) for 30 minutes and then rinsed 
with water.  Then a second etch in 1M NaOH was performed for 15 minutes after which the sample 
was again rinsed with water.  Finally a third etch in high purity 1M NaOH (99.99%, Sigma Aldrich) 
was performed for 15 minutes to ensure the complete removal of any Al impurities from the Cu 
surface.  This is important as Al is known to produce hydrogen under CO2R conditions.174   The 
sample was then rinsed thoroughly with water and gently blown dry with N2.  The removal of all 
Al was confirmed by energy dispersive x-ray spectroscopy (EDX) analysis of the sample.  Further 
inductively coupled plasma mass spectrometry analysis of the samples should be done in the future 
to confirm the complete absence of impurity metals.  Top down SEM of the released Cu NW 
samples confirmed the removal of the AAO and showed freestanding NWs. 

Finally electrical contact was made to the released NW array by cutting away a small 
section of the epoxy covered Al surround.  It was found that the Al could easily be pulled apart 
from the evaporated Cu back contact.  Thus peeling and cutting away the epoxy covered Al 

 
Figure 6.2 Example of Cu NW Deposition Process:  (a) An as-received AAO template is shown.  The metallic 
surface is the remaining aluminum coupon which was not converted into AAO in the growth process.  (b) The top 
of the AAO template is shown after the 2 um of Cu has been evaporated on the back.  The darkened center is due to 
evaporated metal.  (c) The AAO template after electrochemical deposition is shown.  It can be seen that the deposit 
appears quite uniform.  (d) A sample is shown which has been mounted on glass and undergone the etching 
procedure to release freestanding NWs.  The exposed red area in the center is what is tested electrochemically. 
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exposed a section of the evaporated Cu which was still firmly adhered to the glass slide and 
electrically connected to the NW array.  Adhesive Cu tape (Ted Pella) was used to contact this 
metal and served as the connection to NW array for electrochemical testing.  An example of a 
sample that has gone through this complete process is shown in Figure 6.2. 

6.2.2. CO2R Electrochemical Cell Design 

The same electrochemical cell used in chapter 4 was used for these experiments, with some 
minor modifications (Fig. 6.3).  Like the cell used in chapter 4, this cell is composed of an anode 
and cathode chamber, separated by an anion-conducting membrane, Selemion AMV (AGC 
Engineering Co.).  A 1 mm OD Ag/AgCl reference electrode (Innovative Instruments) was inserted 
into the cathode chamber to monitor the working electrode potential.  This reference electrode was 
calibrated against an ideal reversible hydrogen electrode.   

The cell used in these experiments differed in that it was machined out of polyether ether 
ketone (PEEK) instead of polycarbonate.  PEEK is a more chemically-resistant material, in 
comparison with polycarbonate, which allowed for the use of strong acids in the cleaning 
procedures.  However, PEEK is not transparent.  Nevertheless, the improvements in reproducible 
experimental results (due to the improved cleaning procedure, see below for more detail) 
outweighed the loss of visibility into the reaction chamber.  In addition, a small glass sheath was 
added to the reference electrode port, which prevented the accumulation of bubbles on the 
electrode and produced more stable chronoamperometry data.   

The cell was sealed by compressing the stack of counter electrode, anode chamber, 
membrane, membrane, cathode chamber, and working electrode between two outer plates secured 
with bolts.  The seals were made with FEP-coated Viton O-rings (McMaster Carr), as these O-
rings are more chemically resistant than the Buna-N ones used previously.  During measurements, 
both sides of the cell were sparged with CO2 at 1 atmosphere and the gas exiting the cathode 
compartment was directed to the GC for gaseous product analysis.  

Figure 6.3 CO2R Electrochemical 
Cell:  The design of the cell used for 
the experiments here is largely 
similar to that presented in Ch 4. 
Although the cell is now made of 
PEEK, the O-rings being used are 
FEP coated Viton, and a glass 
sheath has been placed around the 
micro reference electrode. 
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6.2.3. Electrochemical Cell Operation and Product Detection 

The testing apparatus used to evaluate the Cu NWs activity to CO2R has already been 
outlined in detail in chapter 4.  In brief, on-line gas chromatography (GC) was used to measure the 
gaseous products periodically throughout the experiment, and high performance liquid 
chromatography (HPLC) was used to measure the liquid products generated once at the end of 
each experiment. 

99.995% base metal pure cesium carbonate (Cs2CO3) (Sigma-Aldrich) was used as the 
precursor salt for making the 0.1 M cesium bicarbonate (CsHCO3) electrolyte used in this study.  
Cs electrolyte was used in these experiments as it has been shown to favor the production of CO2R 
products over hydrogen evolution, specifically, the selective production of ethylene over 
methane.251  The conversion of carbonate to bicarbonate electrolyte is achieved by sparging the 
carbonate electrolyte with 1 atmosphere of CO2.  The complete conversion of the electrolyte was 
confirmed by measuring the pH of the solution to be less than 6.82. 

The cell was assembled with a new Cu NW sample as the working electrode, a platinum 
foil counter electrode, and a piece of Selemion membrane.  Before each experiment 2 ml of 
electrolyte was injected into each compartment of the cell and CO2 was bubbled through the cell.  
A Biologic VSP-300 potentiostat with electrochemical impedance package was used to measure 
the electrochemical impedance of the cell in order to enable in-situ iR compensation.  85% 
compensation was used to correct for the cell resistance (the uncompensated resistance was ~60 
ohms).  The remaining 15% of the uncompensated resistance was corrected for ex-situ.  A constant 
voltage was applied versus the Ag/AgCl reference electrode for 70 minutes and the product 
distribution measured by the GC and HPLC was converted back into Faradaic efficiencies for each 
product. 

6.2.4. Electrochemical Cell Cleaning Procedure 

Contamination has been a long standing issue in the CO2R literature115 and small amounts 
of impurity metals are known to dominate the activity of CO2R catalysts.136  Thus rigorous 
cleaning of the electrochemical cell is critical to getting reproducible results.  I developed a 
procedure to confirm that any PEEK cell I used was clean.  To start the cell was designed to be 
composed exclusively of PEEK, Teflon, and glass parts, which are compatible with strong acid 
cleaning.  The Teflon and glass parts were all cleaned with aqua regia (3:1 Hydrochloric 
Acid:Nitric Acid) for 3 hours and then sonicated multiple times in deionized water (DI, Millipore 
with water resistivity of 18.2 MΩ cm).  The PEEK cell was degreased in iso-propyl alcohol and 

then sonicated in 20 wt% nitric acid for 2 hours followed by multiple sonications in fresh DI water.  
After this initial cleaning the cell could be assembled and tested for cleanliness.   

To test the cleanliness of the cell electrochemical CO2R tests were run with silver foil 
(99.99%, Alfa Aesar) as the working electrode.  The selectivity of Ag to producing CO at -1.0V 
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vs. RHE should be very high (FE ≥ 90%).175  

However, the presence of any hydrocarbon 
production would indicate that the cell is 
contaminated with copper impurities.  The 
presence of hydrogen selectivity greater than 
10% indicates the contamination of other 
transition metals.  Thus the selectivity to CO was 
used as a metric to judge the cleanliness of the 
cell.   

The silver foil was prepared by 
degreasing in acetone and iso-propyl alcohol (30 
minute sonication each), followed by sanding 
with increasing grades of sandpaper from 400 to 
1200 grit.  Finally, the Ag foil was sonicated in 
DI water to remove any debris left behind by the 
sanding procedure.  With the cell properly 
cleaned, CO FEs above 95% were regularly observed at -1.0V vs. RHE in 0.1M CsHCO3 (Fig. 
6.4).  However, it was possible that sometime after the initial cleaning the cell becomes 
contaminated.  Data typical of a contaminated cell is show in Figure 6.5.  It can be observed that 
the CO FE drops with time while the hydrogen FE increases with time.  There was also the trace 
production of methane and ethylene which rose with time.  This is indicative of an impurity plating 
onto the surface of the Ag over time.  The average FE to CO over the 70 minute run was 73%, 
well below the expected 90%.  

When data such as this was obtained, the cell was re-cleaned and Ag foil was tested again 
until an acceptable FE to CO was obtained.  It is possible to do a less rigorous cleaning procedure 

Figure 6.4 Selectivity of Ag Foil:  Silver foil was used 
to test the cleanliness of the electrochemical cell.  
Running silver in 0.1M CsHCO3 at -1.0 V vs. RHE, it is 
expected to have a FE to CO of over 90%.  A FE to CO 
of 98% is observed here confirming the cell is clean and 
ready for experiments. 
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Figure 6.5 Selectivity of Ag Foil in Dirty Cell: Silver foil was used to test the cleanliness of the electrochemical 
cell.  The overall FE to CO is only 73% (a) and the FE to all products is changing with time (b).  The increase in 
hydrogen, methane, and ethylene selectivity with time is indicative of an impurity metal in the cell plating onto the 
Ag surface.  When data like this is obtained, the electrochemical cell must be re-cleaned. 
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than the one outlined above to handle mild cell contamination.  For this procedure the assembled 
cell could be sonicated in 20 wt% nitric acid for 2 hours followed by multiple sonications in fresh 
DI water.  This cleaning was repeated as necessary to obtain stable Ag foil data (as shown in Fig. 
6.4).  If the less rigorous procedure could not achieve acceptable results, the full cleaning procedure 
outlined earlier on the disassembled cell was used. 

6.2.5. Electrochemically Active Surface Area Measurements (ECSA) 

ECSA measurements were done following the typical double layer capacitance 
measurement by cyclic voltammetry (CV).107,252  Here the electrochemical cell was assembled as 
usual with a Pt counter electrode, Selemion membrane, and the working electrode to be measured.  
2 ml of 0.05 M K2HCO3 was used as the electrolyte in each chamber.  Argon was bubbled through 
both the anode and cathode chamber at 5 sccm for 15 minutes prior to running the experiment to 
remove any dissolved oxygen in the solution.  The Ar was bubbled continuously throughout the 
experiment as well.   

In order to properly run the CV scans, a potential window where no faradaic processes 
occur needed to be identified first.  In this region the current is assumed to be due to double layer 
charging only.252  To accomplish this, a linear sweep voltammetry scan from -1.5 V to -0.3 V vs. 
Ag/AgCl was run.  A potential window of ~100 mV was identified where only a small amount of 
current was passing but before the catalyst went to an oxidizing potential.  This window was 
typically between -0.35 and -0.55 V vs. Ag/AgCl.  Then CV cycles were run within this 100 mV 
window at 6 different scan rates (100, 80, 60, 40, 20, 10 mV/sec).  As the scan rate is decreased, 
the difference between the cathodic and anodic current decreases.  It is known that this charging 
current is proportional to the scan rate, scaled by the double layer capacitance.  The current is 

Figure 6.6 ECSA Analysis:  (a) CV scans preformed at different scan rates on the 700 nm Cu NW sample.  As 
expected the splitting between the anodic and cathodic scan decreases with decreasing scan rate.  (b) The average 
difference between the current in the anodic and cathodic scan directions are plotted versus scan rate for the 3 
different length nanowires.  It can be seen that the capacitance goes down as the nanowire height decreases, as 
expected.  For a flat reference, an evaporated copper sample on glass was used (not pictured here).  Its capacitance 

was 213 F cm-2. 
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plotted versus scan rate and the slope of this linear regression is the double layer capacitance of 
the sample.  The magnitude of this capacitance can be compared to a reference sample to estimate 
a surface area enhancement.  An example of the CV cycles and corresponding linear regression is 
given in Figure 6.6 for the Cu NW samples.  

 

6.3. Results and Discussion 

Figure 6.7 (a-c) shows the results of cross-sectional SEM imaging of the electrodeposited Cu 
NWs in the AAO template.  The growth time for these wires were 1, 4, and 8 minutes at 2 mA.  It 
can be seen that the length of the nanowires corresponded well with the change in electrodeposition 
time: ~100 nm for 1 minute, ~350 nm for 4 minutes, and ~700 nm for 8 minutes.  Figure 6.7 also 
shows top-down SEM images of the NWs after the etching procedure.  The imaging shows that 
the aluminum oxide template has been fully removed and that free standing nanowires can be 

 
Figure 6.7 Imaging Electrodeposited Cu Nanowires:  (a-c) Cross sectional SEM images show the change in 
nanowire height for different deposition times (~100nm (a), ~350nm (b), ~700nm(c)).  (d-f) Top down SEM images 
of the released Cu NWs after the etching procedure removed the AAO template.  (g) EDX analysis of the released 
NW film shows no signal for any element other than Cu. 
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obtained in this height regime.  Finally, EDX analysis of the samples shows that only Cu can be 
detected at the sensitivity of this technique. 

The CO2R activity of these samples was then tested at -1.0 ± 0.05 V vs. RHE.  This potential 
was chosen because on planer Cu, it provides close to the maximum production rate of C2+ 

products.121  For comparison purposes, 3 reference samples were fabricated and tested: 1) 2 m 
evaporated Cu on glass (Evap Cu) 2) an electrodeposited Cu film on the planar evaporated Cu 

substrate (E-Dep Cu) 3) an AAO membrane with 2m evaporated Cu that went through the full 
NW sample processing but had no NWs deposited in it leaving only the planar Cu behind (FP Cu).  
The electrodeposited film was deposited using the same sequence as that used for the nanowires 
with an 8 minute deposition time at 2 mA.  The activity of these samples is summarized in Figure 
6.8 along with the current density for each sample.  The morphology of the NWs was examined 
after CO2R as well to confirm that it had not changed substantially (Fig. 6.9). 

Figure 6.8 CO2R Activity of Cu Nanowires:  (a) The overall Faradaic efficiency of the 3 different length Cu NW 
samples are shown, as well as for the fully processed Cu back contact (FP Cu), the electrodeposited copper (E-Dep 
Cu), and the evaporated copper (Evap Cu) reference samples.  The current density (b), the FE to a select number of 
major products (c), and the ethylene to methane ratio (d) of the samples are shown.  It can be observed that while 
the FE to ethylene and formic acid go through a maximum and minimum respectively for the intermediate length 
NWs, the C2/C1 ratio increases monotonically as the NW length increases. 
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First it can be observed from this data that the purity of the evaporated and electrodeposited 
Cu is sufficient for the purposes of CO2R (Fig. 6.8a).  A high hydrogen FE is indicative of low 
purity copper that may be contaminated with other types of transition metal.115  Here however, 
substantial amounts of hydrocarbons and alcohols are produced and, most importantly, the 
hydrogen FE is below 40% for each sample.  Thus impure starting materials are not a concern here 
and the catalytic activity of the NWs can be investigated.  It should be noted that the inability to 
produce data like this for planar Cu is the reason some previous literature studies were discounted 
in the introduction.   

Examining the data in Figure 6.8 more closely, several different trends can be observed.  First, 
the current density of the NW samples are all higher than that of the reference planar samples, 
although the 100 nm NWs show only a slight increase.  SEM imaging (not shown here) indicated 
that the electrodeposited Cu surface was roughened in comparison to the evaporated Cu, which 
may explain this observation.  To further explore this issue electrochemically active surface area 
(ECSA) measurements were performed on the samples and the results are tabulated in Table 6.2.  
It can be seen that the 100 nm NWs have only a slightly 
higher surface area in comparison to the evaporated Cu 
sample and have a similar surface area enhancement to 
the electrodeposited Cu.  Thus explaining the similar 
current densities.  What is unclear at this point is why 
the 700 nm NWs show a higher ECSA yet a lower 
current density than the 350 nm NWs.  It is possible that 
under driving conditions gas bubbles are trapped along 
the longer NWs, effectively blocking the active surface 
area and reducing the catalyst’s overall activity.  Further 
study is needed to understand this unexpected result. 

Examining only the major CO2R products 
produced here (Fig. 6.8c), it can be seen that several of 

 
Figure 6.9 Imaging of Cu NWs after CO2R Electrolysis:  SEM images of the 100 nm (a), 350 nm (b), and 700 
nm (c) Cu NW samples taken after 70 minutes of CO2R at -1.0V vs. RHE.  They all show that the morphology of 
the NWs has been largely unaffected by the reduction experiment. 

Table 6.2 ECSA Results on Cu NWs: The 
surface area of the different samples was 
measured and the enhancement in area is shown 
in comparison to the flat evaporated Cu sample.

Sample
Surface Area 
Enhancement

100 nm 1.16

350 nm 2.62

700 nm 4.16

Evap Cu 1.00

E-Dep Cu 1.28

FP Cu 1.00
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these products show some trend with NW length.  Most interestingly, it appears that the FE to 
ethylene goes through a maximum, while the FE to formic acid goes through a minimum at 
intermediate NW length.  The fact that these two products trend competitively suggests that the 
nanowire length is affecting a branching ratio earlier in the mechanistic pathway. 

In addition it can be seen that all the NWs produce ~50% FE to hydrogen, which is 
substantially more than the 30-35% FE produced by the electrodeposited and evaporated Cu 
samples.  On first inspection, it is reasonable to think that the high surface area of the NW catalysts 
is causing this increased FE to hydrogen because CO2 is being depleted down the length of the 
NWs.  However, as the ECSA shows, the NW surface area is not dramatically higher than that of 
the planar samples.  The FP Cu sample provides some insight as it is planar Cu but has gone 
through the entire 1M NaOH etching procedure like the NW samples.  This sample also shows 
elevated FE to hydrogen (~55%).  This suggests that there is some damage or contamination caused 
during the etch process which causes the higher hydrogen formation.   This is important as it shows 
that a high FE to hydrogen may not be an intrinsic issue with high surface area catalysts, but with 
how these catalysts are made.  Certainly beyond a certain enhancement factor, hydrogen FE will 
increase as CO2 is heavily depleted at the surface; however, this shows there is some range of 
factors which can be explored where this CO2 depletion is not the dominating affect. 

Examining the FP Cu data further, it can be observed that it also shows a high FE to formic 
acid (~20%), substantially higher than the other planer Cu references (~2-5%), and even higher 
than the NW samples (~8-15%).  Examining the NW samples alone would suggest that the NW 
morphology supports the formation of formic acid and depresses the formation of ethanol in 
comparison to E-Dep Cu and Evap Cu.  However, again, it seems that the high formic acid 
production on the NW samples may be due to the etching process as the FP Cu shows the same 
trend.  The one previous study using this type of growth technique also showed this high FE to 
formic acid on Cu NWs.247  My work suggests that what they saw may have been due mainly to 
the etching process and not the NWs themselves. 

Furthermore, it can be observed that the length of the NWs causes the ratio of ethylene to 
methane being produced to monotonically increase (Fig. 6.8d).  It has been hypothesized that there 
is a high pH pathway which favors C-C bonding over hydrogenation.  This in turn leads to an 
increased selectivity to ethylene over methane.253  Due to the structure of the NW catalyst, it is 
likely that the base of the NWs experience a more basic environment than the tips.  This is because 
CO2 is depleted and OH- is generated by the CO2R reaction and thus the local chemical 
environment will likely change down the wire.  The further down the wire (i.e. the further away 
from the bulk electrolyte) the more reaction will have occurred and the more basic the environment 
will be.  As the NWs grow in length, a larger section of the surface area will experience this high 
pH, which could explain the preference to produce ethylene over methane observed here. 
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6.4. Growth of Bi-Metallic Nanowires for Sequential Catalysis 

The templated electrodeposition approach to catalyst synthesis that has been outlined so 
far can be easily tuned to investigate bi-metallic systems.  By changing the electrodeposition 
solution, many combinations of substrate and wire metals are possible, as long as they are 
chemically compatible with the 1M NaOH etching procedure.  There is interest in bi- or multi-
metallic catalysts because of their potential to break the scaling relationships that have been 
proposed to limit a single metal surface in CO2R.254,255  By providing two different metal centers, 
different binding can be obtained to the carbon bound and oxygen bound intermediates on the 
catalyst surface.  Multiple approaches to bi-metallic catalysts can be found in the literature, 
including alloys28,120,256–258 and in-situ deposited metals.28,259,260  These endeavors have shown 
limited success in improving the activity or selectivity of CO2R to greater than 2 electron products.  
Here a different approach is investigated, that of sequential catalysis.  In this case, the two metals 
are not combined to change their material properties, or otherwise attempt to break the scaling 
relationships like alloying.  Instead, the metals are segregated and chosen in such a way that each 
one preferentially and efficiently performs one step of a multistep reaction.  This approach can 
allow for the creation of a local reaction environment different than that which would otherwise 
be achievable and in this way influence the selectivity and activity of the catalyst.  In the CO2R 
literature, this approach has gone largely unexplored up to this point. 

Cu is currently the only known metal which is able to produce hydrocarbons and alcohols 
at appreciable rates in CO2R.28  However, Cu does not produce any of these chemicals selectively 
and it still produces significant amounts of less desirable 2 electron transfer products (carbon 
monoxide and formic acid).28,121  Of these 2 electron products, formic acid is less desirable as it is 
not known to be upgradable to any further reduced products.230 On the other hand, CO is a known 
intermediate in the production of hydrocarbons and alcohols on Cu.104,261–263  Thus for hydrocarbon 
or alcohol production to be maximized, the production of formic acid should be eliminated as a 
pathway on a Cu surface. 

Conversely, there are many catalysts which are known to be highly selective to the 
production of CO under CO2R conditions,264 including gold,265 silver,175 molybdenum carbide,266 
and indium-copper alloys.267  Thus, one way to improve the overall CO2R activity of Cu would 
be to combine it in series with a CO producing catalyst.  In this way, the Cu will only see CO, 
which it can further reduce to hydrocarbons and alcohols.  This will effectively eliminate formic 
acid as a product of the combined system and this kind of control is the primary goal in designing 
a sequential catalysis system. 

Using CO as a direct feedstock for reduction on Cu has been investigated previously261,262 
and it can be thought of as a simple version of a sequential catalysis system, where a second 
completely separate catalyst is used to produce pure CO from CO2.  However, when attempting to 
perform CO reduction in the same way as CO2 reduction, it becomes clear there are some issues 
with this approach.  The primary problem being the much lower solubility of CO in water as 
compared to CO2 (1 mM vs 33 mM at 25oC and 1 atm).  This lower reactant concentration leads 



107 

 

to more sever mass transport limitations that those seen in CO2R, which inhibits driving the system 
at comparable voltages on Cu without also getting high FEs to H2.261,262   

To overcome the low solubility of CO, and the intrinsic mass transport limitations this 
imposes, a sequential catalysis platform needs to be designed to allow for the close production of 
CO to the Cu surface.  This requires the intimate co-location of the CO producing catalyst and the 
CO consuming catalyst.  This will reduce the mass transfer constraints for the CO and provide a 
higher local CO concentration on the co-catalyst than could be accessed in a traditional system.  
The nanowire platform that has been investigated so far is one such platform that could provide 
such a sequential catalysis system.  As a proof of concept, the growth of Ag nanowires on top of 
a Cu substrate is investigated here. 

6.4.1. Experimental 

The AAO template preparation used here was identical to that described above.  The only 
difference was that the electrodeposition was performed using a silver deposition bath consisting 
of 10 mM silver nitrate (99.999%, Alfa Aeser) and 323 mM boric acid (99.9%, Sigma Aldrich).  
The bath was adjusted to pH 2.5 using nitric acid (99.99%, Sigma Aldrich).  A 0.5 mA constant 
current deposition was used to grow the NWs.  It is important to note that due to differences in 
standard reduction potentials, Ag will galvanically replace Cu.  In order to be able to electrodeposit 
Ag on Cu, a dilute Ag electrolyte was needed to slow the galvanic replacement reaction.  For this 
reason it was also important to limit the amount of time between introducing the electrolyte to the 
electrodeposition cell and beginning the deposition.   

For the experiments shown here, Ag NWs were grown in AAO templates with 40-70 nm 
pores and 110-150 nm pores.  In the 40-70 nm template, a deposition time of 30 minutes was used, 

which is resulted in nanowires 4 – 5 m in length (referred to as 4.5 m Ag).  In the 110-150 nm 
template, two deposition times were investigated, 8 minutes and 4 minutes, which produced 1 – 

1.5 m wires (referred to as 1.25 m Ag) and 600 – 800 nm wires (referred to as 700 nm Ag) 
respectively. 

6.4.2. Results and Discussion 

Figure 6.10a shows a cross-sectional image of the Ag NWs grown in the 40-70 nm pore AAO 
template on top of the evaporated Cu back contact.  It can be seen that NW height is fairly uniform 
across the imaged area.  EDX mapping of this cross-section confirms that the wires are composed 
of Ag and the substrate is still Cu, despite any galvanic displacement reaction which may have 
occurred during the electrodeposition (Fig. 6.10b).  Figure 6.10 also shows a top-down SEM image 
of the released NWs after the etching procedure and EDX mapping of this confirms that the 
nanowires are Ag and the exposed substrate is Cu.  From the SEM it is clear that the NWs are not 
freestanding but instead clumped together.  This is most likely due to the long length of these NWs.  
It was believed that by reducing the aspect ratio of the NWs, by making them shorter in height and 
larger in diameter, they would be able to be freestanding, like those produced in Figure 6.6.  
However, this clumping was also observed in the released shorter Ag NWs grown in the 110-150 
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nm AAO template.  Further optimization of the Ag electrodeposition is necessary to better control 
the NW height and adhesion to the Cu substrate to enable the production of freestanding NWs. 

The CO2R activity of the bi-metallic NW structures were tested at -1.0 ± 0.05 V vs. RHE in 
0.1M CsHCO3.  The same conditions as those used to test the Cu NWs, to facilitate comparison.  
It is expected that the Ag will largely consume the CO2 present near the electrode surface to 
produce CO.  Thus the substrate Cu will see very little CO2 and instead should see a high 
concentration of CO.  At the potential chosen here, this CO can be further converted into 
hydrocarbons.261  Due to the lack of CO2 as a reactant for Cu, it is expected that formic acid 
selectivity will be highly suppressed on this bi-metallic catalyst.  Examining the results of these 
experiments in Figure 6.11, it can be observed that the Ag NWs on Cu greatly suppress the activity 
to formic acid in comparison to the Cu NWs.  This suggests that Cu is only seeing a CO 
environment, thus confirming the primary principle used in designing this sequential catalysis 
platform.  While the selectivity to formic acid on the bimetallic catalysts is suppressed, the ethylene 
FE is approximately the same as the Cu NWs (~15%) and ethanol FE is enhanced (~10% vs 5%).  
Furthermore, the hydrogen FE of the bi-metallic catalysts is similar to that of the Cu samples (~50-
55%), which again suggests that this high FE to hydrogen is coming from the AAO etching process 
as all samples which went through this process show approximately the same FE to hydrogen.   

 
Figure 6.10 Imaging Electrodeposited Ag Nanowires on Cu:  (a) Cross sectional SEM shows the Ag NWs grown 

in the AAO template (4.5 m Ag) (b) EDX mapping shows that the wires are Ag (green) in the AAO template (blue) 
on top of the Cu substrate (red).  (c) Top down SEM of the released Ag NWs after the etching procedure removed 

the AAO template (4.5 m Ag).  Due to their long length the NWs clump together.  (d) EDX mappings shows the 
wires are Ag (green) and the exposed areas underneath are Cu (red).  EDX also confirmed no aluminum was present.
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Further examination of the experimental results reveals some surprising observations.  The 
first is that despite the large amount of Ag that is on top of the Cu surface, only a modest amount 
of CO escapes to the solution to be detected as a product.  This is especially surprising given that 
mono-layers of contaminant metals on Cu are known to dominate its activity.  Clearly most of the 
CO being produced on the Ag wires is diffusing to the Cu surface to get further reduced.  The 
second is that despite the range of Ag NWs grown on top of the Cu surface, there is little difference 
in the selectivity of the catalysts other than a monotonic increase in activity with the length of the 
nanowire (Fig. 6.11b).  It is possible that the range of NW lengths explored here were not 
substantially different enough, explaining the lack of a trend with length; however, further 
investigation is needed. 

 

6.5. Outlook 

A framework has been presented here to controllably investigate the effects of high surface 
area the activity and selectivity of CO2R as well as to explore sequential catalysis utilizing a 
combination of close proximity metals.  Preliminary investigations have been performed at this 
point and these results have shown promising indications of control over the product selectivity.   
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c) Figure 6.11 Comparison of CO2R Selectivity of Ag 
NWs on Cu to Cu NWs:  (a) The overall Faradaic 
efficiency of the 3 different length Ag NW samples are 
shown, as well as for the fully processed Cu back contact 
(FP Cu), and the 700 nm Cu NW sample for reference.
The current density (b) and the FE to a select number of 
major products (c) are shown.  It can be seen that the 
bimetallic samples almost completely suppressed the 
production of formic acid and instead produced 
considerably more ethanol.  The additional CO 
production on the bimetallic samples is most likely due 
to the excessive length of the Ag NWs. 
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With the Cu NWs, there is an indication that ethylene is favored over methane, which 
suggests that at least part of the reason oxide-derived catalysts are so selective to C2+ products is 
because of the accompanied surface area enhancement.  However, the experiments presented here 
need to be reproduced to confirm this trend as well as some of the other unexpected trends.  By 
exploring a wider range of nanowire lengths, it will be possible to see if the C2/C1 ratio ever 
plateaus or continues to increase.  These experiments can be coupled with a mass transfer model, 
similar to that developed by Singh et al.117 to get an estimate of how pH is changing down the 
length of the NWs.  This could in turn provide insight into how pH influences the selectivity of 
ethylene over methane.  By using AAO as a template, it is also possible to explore different 
diameters and densities of NW arrays.  In this view, there are a wide array of combinations that 
will enable the probing of NW size and length to see which plays a more critical role, if any, at the 
same effective surface area.   

The Ag NWs grown on Cu is only one of many potential sequential catalysis systems which 
can be envisioned with this platform.  The templated growth allows for precise loading of a co-
catalyst like Ag on top of Cu.  In this way, the environment in which Cu reduces CO can be tuned.  
The different array of AAO templates available will allow further optimization as to which density 
of Ag NWs is best to allow transfer of CO down to the Cu as well as allow the escape of fully 
reduced products.  This system would be best optimized if it were possible to flow the CO2 reactant 
down the length of bimetallic nanowire.  Such a system may be possible if the wires can be released 
from the AAO and then ripped off of the substrate, immobilized in a conducting membrane 
material. 

 

6.6. Conclusion 

In this chapter, the growth and catalytic activity of Cu NWs and Ag NWs on Cu for CO2R 
were explored.  The main goal of the Cu NW study was to elucidate the effect of increasing surface 
area on CO2R activity.  Many of the novel Cu catalysts presented in the literature show improved 
catalytic activity, but it is not possible to identify the source of this improvement as both the 
dominant surface facet and the surface area are substantially changed.  The high surface area 
catalysts that are made directly from Cu, and don’t go through an oxide intermediate, show little 
to no activity towards producing hydrocarbons and alcohols.122,247  However, it is shown here that 
it is possible for a high surface area catalyst made directly from Cu to produce hydrocarbons and 
alcohols.  In addition, the preliminary results shown here indicate that the surface area 
enhancement of Cu alone could lead to an improvement in selectivity of ethylene over methane, 
an improvement commonly shown in the aforementioned high surface area oxide derived Cu 
catalysts.  This study was enabled by producing samples with controlled increases in surface area 
that were not so large as to cause mass transport to completely dominate the activity of the catalyst. 

Additionally, the templated AAO NW growth developed here was shown to be a promising 
platform to explore sequential catalysis.  An illustrative catalyst was synthesized here depositing 
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Ag NWs on top of a Cu substrate, in order to tune the selectivity of the catalyst and suppress the 
production of formic acid.  It was shown that the selectivity of the bimetallic catalyst to formic 
acid could be almost entirely suppressed and instead the more reduced alcohol ethanol was made.  
In traditional systems where CO is fed directly to Cu, mass transfer limitations would cause the 
dominant reaction product to by hydrogen.  Hydrogen production with this bimetallic catalyst was 
modest in comparison and highlights one of the key advantages to sequential catalysis with co-
located catalysts.  This catalyst also showed that it is possible for Cu to still produce hydrocarbons 
and alcohols even with large amounts of Ag deposited on top of this.  This is surprising given that 
the activity to hydrocarbons and alcohols of Cu is typically easily suppressed in the presence of 
contaminant metals.  This work suggests a framework which could be used to improve the control 
over selectivity of the CO2 reduction reaction. 
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