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ABSTRACT

We present the stellar massl()—gas-phase metallicity relation (MZR) and its scattemétrimediate red-
shifts 0.5 < z < 0.7) for 1381 field galaxies collected from deep spectroscopieeys. The star formation
rate (SFR) and color at a givévi, of this magnitude-limitedR < 24 AB) sample are representative of nor-
mal star-forming galaxies. For masses beltWM,, our sample of 237 galaxies is10 times larger than
those in previous studies beyond the local universe. Thigehgain in sample size enables superior con-
straints on the MZR and its scatter in the low-mass regime. fiddba power-law MZR afl08M <M, <
10" Mg 12 + log(O/H) = (5.83 4 0.19) + (0.30 + 0.02)log(M.,./Mg). At 10°My<M.< 10'%°M, our
MZR shows agreement with others measured at similar redshithe literature. Our power-law slope is, how-
ever, shallower than thextrapolationof the MZRs of others to masses bel®@’M.. The SFR dependence
of the MZR in our sample is weaker than that found for locabgads (known as the Fundamental Metallicity
Relation). Compared to a variety of theoretical models,slope of our MZR for low-mass galaxies agrees
well with predictions incorporating supernova energyeni winds. Being robust against currently uncertain
metallicity calibrations, the scatter of the MZR serves asaerful diagnostic of the stochastic history of gas
accretion, gas recycling, and star formation of low-madaxgas. Our major result is that the scatter of our
MZR increases aBl, decreases. Our result implies that either the scatter dfahgonic accretion rater(;) or
the scatter of thd1,—My,, relation gsgarr) increases akl, decreases. Moreover, our measures of scatter at
z = 0.7 appears consistent with that found for local galaxies. Ttk of redshift evolution constrains models
of galaxy evolution to have both,; andosmyr remain unchanged from= 0.7 to z = 0.

1. INTRODUCTION MZR smoothly evolves from > 2 to z = 0, with lower red-

; } i shift galaxies having higher metallicity at a givai, (e.g.,
m;gse le)a g?g;:g%ien_ﬂf_%?:tgng? r@gt?cl)lrllm(tl\);l;g?ite”arZahid et al| 2013; Perez-Montero et al. 2013). Most of the

is one of the most fundamental scaling relations of galary fo MZR measurements beyond the local universe, however, only
mation. Itis a sensitive tracer of gas inflow, consumptio,a  €XPlore galaxies with\L,> 10°Mg, because spectroscopi-
outflow, all of which regulate star formation in galaxies. cally observing a sufficiently large sample of low-malsk, ¢

The MZR in the local universe has been well determined 10_Me) and thus faint galaxies is very time-consuming.
down toM,~ 103M,, (Tremonti et all 2004), and has even The sparse number of metallicity measurements of low-

been explored down tec 10°M.. (Lee et all 2006). Be- Mass galaxies beyond the local universe limits our under-
xP W o ( ) tanding of the redshift evolution of star formation andifee

ond the local universe, the MZR measurements have bee ) !
y rfnack processes. First, low-mass galaxies are expected-+o pr

reported up toz ~ 3 (e.g.,.Erb etal. 2006; Maiolino etlal. ™ . X
2008 Zahid et 8. 2011; Steidel eflal, 201.4; Maier ét al. 2014 Vide the most stringent constraints on feedback because the

Sanders et al. 2015; Grasshorn Gebhardtletal.|2016). Thé&ffect of feedback is expected to be strong in their shallow
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gravitational potential wells. Second, the scatter of th&)RM  12001; Asplund et al. 2009).
of low-mass galaxies contains clues on the stochastic@aftur
the formation mechanisms of low-mass galaxies (Forbes et al 2. DATA
2014b). Comparing the scatter of low-mass and massive Three deep field galaxy spectroscopic surveys are used in
galaxies would tell us whether and by how much the low- this paper: Team Keck Treasury Redshift Survey (TKRS;
mass galaxies are formed through a more stochastic proces¥/irth et al!2004), DEEP2 (Newman etlal. 2013), and DEEP3
than massive galaxies. (Cooper et al. 20171, 2012). Since they are well documented
Feedback processes caused by supernovae (Dekell& Silland widely discussed in the literature, we only summarize
1986), stellar windsl (Hopkins etlal. 2012), stellar radiati  them in TabléIl and refer readers to the survey papers for de-
pressure (Murray et al. 2005), and/or even AGN (Croton let al. tails.
2006) have already become essential ingredients of theeorie  From each survey, our sample includes only galaxies with
of galaxy formation (see the review bf Somerville & Davé reliable spectroscopic redshifts @b < 2 < 0.7 and ¥
2015). A complete physical picture of feedback, however, [Olll] and HS detection. To remove AGN contamination,
remains to be developed. In recent years, the MZR has beenve exclude galaxies that fall in the upper region (main AGN
widely used in analytic, semi-analytic, and numerical niede region) of the mass—excitation ([OllIJ/Hvs. M,) diagram
to constrain the properties of outflows (elg., Finlator & Bav defined by Juneau etlal. (2011). The [OllIpHnetallicity in-
2008; [ Peeples & Shankar 2011; Dave et al. 2011b,a,!2012dicator has the issue of the lower—upper branch degeneracy
2013; Lilly et al.l 2013} Forbes et'al. 2014b; Lu etlal. 2015a). (see Sectiof _313). Additional emission lines are needed to
To understand the redshift evolution of the outflow progsrti  break the degeneracy. The effect of the degeneracy on the
e.g., the strength, velocity, mass loading factor, meiafli MZR, however, is believed to be negligible for galaxies with
etc., the MZR measurements at different redshifts are meede M. >10°M, (Zahid et al[ 2011, and H13). Therefore, in this
The observations of the MZR of low-mass galaxies be- mass regime, we use all TKRS, DEEP2, and DEEP3 galaxies,
yond the local universe are sparse. The 26 galaxies ofbutatM,<10°Mg, we only use TKRS and DEEP3 galaxies,
Henry et al.|(2013a, H13) comprise the first measurement ofwhich include also [Oll] observation to help break the degen
the intermediate-redshift MZR below)?M,. Their MZR is eracy. The final sample consists of 1381 galaxies. Among
consistent with the equilibrium model with momentum-drive  them, 273 galaxies havd, < 10° M, comprising a sample
winds (Dave et al. 2012, D12), but their star formation rate ~10 times larger than previous studies in this mass regime at
(SFR)ML, relation favors, in contrast, energy-driven winds. similar redshift (e.g., H13). The numbers of galaxies from
It is possible that the equilibrium models endure a breakdow each survey are listed in Taljle 1.
in low-mass galaxies, but the small sample size of H13 also For each galaxy, we fit its multi-wavelength broad-band
urges the need of large sample to present a robust constrairthotometry to synthetic stellar populating models to mea-
on the MZR at the low-mass end. _Henry et al. (2013b) pushsure M,.. For TKRS, we use FAST (Kriek et gl. 2009) to
the metallicity measurements of low-mass galaxies to highe fit thelBruzual & Charlot (2003) models to CANDELS multi-
redshifts atl.3 < z < 2.3 by stackingthe Hubble Space Tele- wavelength catalog (Barro in preparation, see also Gud et al
scope HST)/WFC3 grism of 83 galaxies in the WISP Survey 2013). For DEEP2/3, we use the EGS multi-wavelength cat-
(Atek et al/ 2010; Colbert et gl. 2013). Although the stacked alog of|Barro et al.| (2011a), which is constructed based on
spectrum in eacM, bin has a sufficiently high signal-to- SpitzefIRAC 3.6um detection. The SED-fitting process, de-
noise ratio (S/N), it loses information of individual gaies. tailed in Barro et &l (2011b), also usesithe Bruzual & CHarlo
The scatter of the MZR of low-mass galaxies beyond the (2003) models.
local universe is also unexplored. In the local universeéhbo SFRs are measured by following the SFR “ladder” method
Tremonti et al.|[(2004) and Zahid et al. (2012) observed an in-in Wuyts et al. [(2011). This method relies on IR-based SFR
creasing scatter &4, decreases. In contrast, Lee etlal. (2006) estimates for galaxies detected at mid- to far-IR wavelesigt
found a constant scatter over a 5 dex rang®/Qf but their and SED-modeled SFRs for the rest. For IR-detected galaxies
sample size small. While Zahid et al. (2011) provides a ro- the total SFRs (SFR IR+UV) were computed from a combi-

bust measurement of the scatter of the MZRzatv 0.8 nation of IR and rest-frame UV luminosity (uncorrected for
with a sufficiently large sample from DEEP2, their sample extinction) followingl Kennicult|(1998). For non-IR-deted
(M..> 10°M,) does not extend to the low-mass regime. galaxies, SFRs are measured from the extinction-corrected

In this paper, we collect data from large spectro- rest-frame UV luminosity. As shown in Wuyts et al. (2011)
scopic surveys in the CANDELS fields (Grogin etial. 2011; the agreement between the two estimates for galaxies with
Koekemoer et al. 2011) to study the MZR and its scatter ata moderate extinction (faint IR fluxes) ensures the continu-
0.5 < z < 0.7 down toM,~ 108Mg. Although none of ity between the different SFR estimates. We refer readers to
these surveys (typically limited t&® < 24.1) is designed |Barro et al.|(2011h, 2013) for the details of our SFR measure-
to study low-mass galaxies, each still contains a suffigient ments.
large number of low-mass galaxies. Combining them together An important issue is whether our sample is representa-
provides the largest sample to date in the low-mass regime ative of normal star-forming galaxies, because it is co#ect
0.5 < z < 0.7. Recently, extremely metal-poor dwarf galax- from surveys which were not designed to uniformly select
ies have been found at similar redshifts (e.g., Amorinlet al low-mass galaxies. Moreover, our S/N threshold on emission
2014 Ly et all 2015), but the main trend and its scatter of the lines would introduce the Malmquist bias toward [Olll]- and

MZR at M, < 109Mg, is still not well determined. Hg-bright galaxies. To test how representative our sample
We adopt a flahCDM cosmology with2,,, = 0.3, Qx = is, we compare th&l,—specific SFR (SSFR) and..—color
0.7 and the Hubble constant= H,/100km s~* Mpc~! = relations of our sample to those of a mass-complete sample

0.70. All magnitudes are on the AB scale (Oke 1974). The (parent sample) of the field of each survepdt < z < 0.7.
Chabrier [(2003) initial mass function is used. The adopted For TKRS, we use CANDELS GOODS-N galaxies with<
solar metallicity is 12+log(O/H)=8.69 (Allende Prieto éta 25.0 as the parent samples, which are approximately complete
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TABLE 1
DATA SUMMARY
Survey Field Instrument | Wavelength Range Resolution| Limiting Exposure | Number of Galaxies
(A) (R) Magnitude | time (hour) | at0.5 < 2z < 0.7%
TKRS (Wirth et al. 2004) GOODS-N | Keck/DEIMOS 4600-9800 2500 R<244 1 183 (47/7)
DEEP2 (Newman et al. 2013) EGS Keck/DEIMOS 6500-9100 5000 R <241 1 733 (-1-)
DEEP3 (Cooper et al. 2011, 2012) EGS Keck/DEIMOS 4550-9900 2500 R <24.1 2 465 (128/55)

Note: @): In each line, the number outside the bracket is the totallrar of galaxies in our sample. The two numbers within thek&gare the number of galaxies
with 108-°Mg <M. < 10°Mgand the number of galaxies withl . < 103-5M, respectively. For DEEP2, we only use its galaxies With> 109Mg.
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FIG. 1.— Sample properties. The SSARx and U-B colorM.. relations of the galaxies in our sample are plotted as redosism(plus red contours for
DEEP2/3). For each survey (as shown by the title of the uppeelg), the mean andriscatter of the SSFR¥.. relation of our sample are shown by large
blue circles with error bars. Over-plotted black dots (pjuay contours for DEEP2/3) are the mass-complete parenpleantonstructed with galaxies with
0.5 <z <0.7andH < 25.0 from CANDELS/GOODS-N (left column) catalog amd3 6. < 24 from EGS (right column). The mean ane Scatter of

star-forming galaxies (SSER 10~ 10 /yr) in the parent samples, i.e., the star-forming main sequate.5 < z < 0.7, are shown by solid and dashed black
lines.
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at M, > 108M. For DEEP2/3, we use the IRAC-detected L red: DEEP2 g

(m3.6um < 24.0) galaxies ab.5 < z < 0.7 from|Barro et al. L black+gray: DEEP3 4

(2011b). L . blue: TKRS i
Figure[1 shows that our sample is actually fairly represen- 6

tative of star-forming galaxies, in terms of SSFR and cotor a

a givenM,.. The median SSFRs of our TKRS and DEEP2/3 «
samples match the medians of the GOODS-N and EGS parent £
samples down tdl.= 10°Mg. Below 10°Mg, the average =
SSFR of our sample is slightly higher than that of the star- O, 4
forming main-sequence at5 < z < 0.7. At M.< 10°Mg, I
the median SSFR of our DEEP2/3 sample is higher than that 8

of EGS parent sample by 0.3 dex, which is still less than

the scatter of the parent sample (0.5 dex). Since our whole 2
sample is dominated by DEEP2/3 sources, the comparison re-

sults of DEEP2/3 (right column of Figufé 1) can be treated

as being representative of our whole sample. Overall, our |
sample is representative for normal star-forming galaates 0
0.5 < z < 0.7, but slightly biased toward high-SSFR galaxies
atM,< 10°Mg. This bias is also reflected in the.—color
diagram, where our sample is biased toward bluer galaxies at

M., < 10°Mg. This bias mainly stems from both the R-band T e T
selection (rest-frame-4100A at these redshifts) of each sur- 15 T - T -
vey and our requirement of the emission lines to be detected g r g 1
above the 3 level. In Appendix A, we show that neither the i - -
S/N cut itself nor the bias toward higher-SSFR galaxie®intr 8 = g
duces significant systematic offsets to our derived MZR. Z 10l /> \\//\ _
3. METALLICITY MEASUREMENT ‘g i / B \ T

3.1. Line Ratio Measurement 8m R |

We use the [OllI])/HB flux ratio to measure gas-phase metal- 05k Shmmmm el _|

-
~ S -
< -

~.-

licity. Unless otherwise noted, [Olll] throughout the pape
stands for [OI1[]500A. A problem of using [OI11)/H3 to de-
rive the metallicity is its dependence on both the ionizatio
parameter and effectiveotemperature. An(gther metallioity 0.0
dicator, R23=([OI1]3727A+[O111]14959,5007A)/H 3, is often
used for optical spectroscopy at similar redshifts. Coragar

75 80 85 9.0 95 10.0 105 11.0

to [OllI]/H /3, R23 has a weaker dependence on the ionization log(M./Mg;,)
par_amgater, but it reqUIreS. an. aC(.:urate measurement of dUStFle. 2.— Upper. [OllI}/H 8 flux ratio as a function oM., for galaxies in
extinction because the extinction is stronger for [Oll]rtfiar our sample. Galaxies from different surveys are shown tadfitlircles with

[Ol11]. On the other hand, [OlIl)/H is essentially unaffected  different colors. The DEEP2 (and DEEP3) distribution isshdy red (and

by dust reddening because the wavelengths of [ONll] and H 37 Saeuis D8 100 o o eantle) of thaidseriainty of the
are quite close. Because Only a SUbS.et (DEEP3+TKRS) of OLII‘[aOIII]/H B and M., measurements. For: comparison, data of H13y are shown
sample has [OlI] observed, for consistency, we only use R23as yellow trianglesLower. sample-to-sample variation in the [Olll]fHflux

to calibrate our metallicity measurement, but use [Oll}/te ratio. We use our DEEP2 sub-sample as a base sample and shoatith
derive the metallicity of the whole sample. between the average [Olll]/H of other sub-samples and that of the base

. . sample. The color scheme is the same as that in the upper. pemebase
To measure the fluxes of [Olll] and#H(and [O”]Jf avail- ) sam_gle (DEEP2) is shown as a constant red solid Iinepa?t wfrjlw its b
able), we follow the steps taken by Trump et al. (2013). First confidence level is shown by red dashed lines. H13 data aversheyellow
a continuum is fitted across the emission line regions byspli  triangles, while their average values are shown as lardeweircles.
ing the 50-pixel smoothed continuum. Then, a Gaussian func-
tion is fitted to the continuum-subtracted flux in the wave- iqn of our derived MZR by 0.1 dex, but does not change its
length regions of the emission lines. The emission lineninte slope and scatter.

sities are computed as the area under the best-fit Gaussian in T [OIII)/H 3 flux ratio of the whole sample is shown as
the line wavelength regions. To correct for the stellar apso 5 fnction of M., in the upper panel of Figufd 2. Although
tion of H5, we follow previous studies with DEIMOS Spec-  gajaxies from different surveys have different spectrabhe-

tra (e.g.. Cowie & Barger 2008; Zahid etal. 2011, and H13) {ions and exposure times, they occupy a similar locus in the
by assuming an equivalent width (EW) ofi1 We then add  pjot. A more clear view of the sample-to-sample variation is
the product of the EW and continuum to thgfluxes. The  shown in the lower panel of Figuiré 2. In this panel, we use our
EW correction factor is important for our metallicity measu DEEP2 sub-sample as a base sample and calculate the ratios
ment. The value of the Hb EW absorption correction dependsof the average [Olll)/H# of individual sub-samples to that of

on the spectral resolution, and studies with lower spessl  the pase sample. The comparison results are close to unity in
olution typically use larger correction factors, e.g.A%ised  mostM, bins, suggesting a consistency of line-ratio measure-
by Lilly etall (2003). In Appendix A, we demonstrate that ments between the sub-samples with different observdtiona
increasing our EW correction to3 increases the normaliza- effects.



Dwarf Metallicity

5

Each sub-sample only shows deviation from the base sam-KD02) to infer metallicity. A polynomial fit is used to con-

ple in its lowestM, bin, where the sub-sample is subjected

nect the low- and high-metallicity galaxies.

to small number statistics. TKRS deviates from DEEP2 and We use R23 to calibrate our [Olll]/Btderived metal-

DEEP3 atl 08M <M, < 103°Mg, where TKRS only has 7

galaxies, while both DEEP2 and DEEP3 each have around 50ng sample because they have [Oll] observed.
galaxies. The deviation of TKRS does not affect our conclu-

sions in this mass regime. Al < 10¥M,, both DEEP2 and

licity. Galaxies in DEEP3 and TKRS comprise a train-
For each
DEEP3 or TKRS galaxy with [Oll] S/M¥3, we measure its
R23-derived metallicity with the MO8 calibration. When

DEEP3 have only 6-7 galaxies and hence show large discrepmeasuring R23, we correct for dust extinctions of [Oll],
ancy. In our analyses, we show the results of this mass regimgOlll], and Hj3 by converting stellar continuum extinction

in plots, but do not use them in fitting or to draw any con-
clusions. Overall, the consistency of line-ratio measwets
suggests that our combination of different surveys intoagu
no significant biases.

The galaxies of H13 (yellow triangles in both panels) pro-
vide an independent check on our [OlllJfHmeasurements.
In general, the H13 data follow our main trend. Although the
average [Olll)/H5 of H13 is constantly higher than that of our
DEEP2 base sample by a factor of 1.2vAf< 10%5M,), the
deviation s still within I confidence level of our base sample

E(B — V)., which is derived through the SED-fitting process
performed when measuring.. of the galaxies in our sam-
ple (see Sectio] 2), into gas extinctiBifiB — V). through
E(B — V)gs = E(B — V),./0.44 (Calzetti et al. 2000).

The comparison between the two metallicities is shown in
Figure[3. Both [Olll]/H3 and R23 face the issue of non-
unique metallicity solutions, i.e, a given line ratio ha®tso-
lutions: a lower-metallicity value (lower branch) and aleg
metallicity one (upper branch). For each galaxy here, we
compare its solution in the same branch of [Olllfrand

(red dashed lines). We therefore conclude that our measureR23, i.e., upper vs. upper (circles in the panel) and lower

ments are consistent with those in the literature.

9-5_| LI T 1T T 1T I L I T 1T I T T°§ l_
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FIG. 3.— Comparison between metalliciies measured by R23 and

[OllJ/H 8 in the DEEP3 sample. Circles (the right locus) show the chss-0

ing the upper-branch metallicity values for all galaxiegjlessquares (the left
locus) the lower-branch values. Red (green) diamonds aod lears show

the median and 16 and 84 percentiles of the comparison farther (lower)
branch case. The red (green) curve shows a second-orderopuly fit to

the comparison of the upper (lower) branch case. The rigtitleft black
(gray) error bars show the median (90 percentile) measurenreertainty

of the upper and lower branches, respectively.

3.2. Metallicity Calibration

The [OllIJ/HS flux ratio is then converted to metallicity
through the calibration of Maiolino etial. (2008, M08). For
the low-metallicity regime (12+log(O/H)8.3), M08 cali-
brate their relations using galaxies with metallicitiesivk
using the electron temperatufé method fron1_Nagao et al.
(2006). For high-metallicity galaxies from SDSS DR4, they
use the photoionization models lof Kewley & Dopita (2002,

vs. lower (squares). We will break the branch degeneracy for
each galaxy later.

T T 1T T T T T T TT TTT TTTT TTTT TTTT
1.0 | I I b It, I I I
- owe ncn fraction E
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o e i ]
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g : Hifé ‘ } :
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L H:;:iv . i
L T i
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- i‘" l [ gl -
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Iog(M*/MSun)

FIG. 4.— Using [OllI]/[Oll] to break the lower—upper branch degeracy
in the DEEP3+TKRS training sample. Each black circle withygerror bars
shows one galaxy. Galaxies above log([Ol1)/[O11])=0.3@Back horizontal
line) are identified to use their lower-branch metalligtiand vice versa. In
each mass bin (width of 0.4 dex), the fraction of galaxieh@lower branch
is given by the blue number in top. For comparison, data of BfE3shown
as yellow triangles.

The average deviation between the two metallicities is
about 0.1 dex for the upper branch solutions. For the
lower branch, the deviation increases as the metallicity de
creases, from~0.1 dex at 12+log(O/H)=7.5 to-0.3 at
12+log(O/H)=7.0. We will show later, however, that no
galaxies would take a lower-branch solution smaller than
12+log(O/H)=7.3 when we break the degeneracy. We
fit a second-order polynomial function to the Z(R23)-
Z([Olll}/H B) relation of the upper branch (red curves) and
lower branch (green curves), respectively. We then use the



6

best-fit relation to correct the [Olll)/A-derived metallicities
— both the upper- and lower-branch solutions — of all the
galaxies in the three surveys, regardless of whether they ha

Guo et al.

4.1. Stellar Mass—Metallicity Relation @5 < z < 0.7

We first measure the MZR of the DEEP3+TKRS sample,
in which each galaxy breaks the lower—upper branch degen-

[Oll] observations. eracy by using the [OIIIJ/[OIl] threshold. The MZR (called

“upper+lower Z" hereafter) is shown in Panel (a) of Figure

For each galaxy with log([OllI}/[OlI]}0.375, we con-
i e e degereray bt e o banhies, e oot s lower branch (lack circe) and upper ranch (ray
Oiand O ar opseed,Asshounioy MO, G0N crae) Teictes wih gy verclln foshan s,
Sggéegzegnr?r?giggg'f%%;’égt mgtzlggg];giyheﬂi% g%gveggﬂgelr lower-branch solutions when deriving the MZR, while
o ' r other galaxies, we use their upper-branch solutions.

that ([OI11]4959,500A)/[O11] >3.0 works as a reasonable We fit a polynomial function to the DEEP3+TKRS “up-
threshold to identify lower-branch galaxies. The thredhol per+lower Z” MZR:
of 3.0 corresponds to 12+log(O/HB.0 (M08), which is the
turnover point of the two branche§ of [Oll]/H We assume
a flux ratio [Ol11]14959A:[OI11]5007A=1:3, so our threshold
is log([OI]/[O])=0.375 (the horizontal line in Figur&).
Galaxies with log([Oll)/[OI11])>0.375 are identified to be in
the lower branch, and vice ver§aFor eachM, bin, we cal-
culate the fraction of galaxies that are in the lower branch.
At M, > 10°Mg, only 2% of the galaxies are in the lower _
branch. This is consistent with the fact that, althoughxgala IN€), except at the very massive end. Thevalue of the
ies with very low metallicity have been found at~ 0.7 polynomial fit is comparable to that of the linear fit, butZn
(Hoyos et all 2005; Amorin et 4l. 2014; Ly eflal. 2014, 2015), test shows that the former does not significantly improve the
their number densities are quite low. But the fraction in- goodness-of-fit by adding one more free parameter. There-
creases toward loweyl,, and about 25% of the galaxies at fore, we choose the linear fit as our preferred function. The
M., < 10%3M,, are in the lower branch. Henry et al. (2013b) linear DEEP3+TKRS MZR has a slope 080 + 0.02. For
find a turnover of the R23\, relation atM,.~ 108-5M, in a comparison, we also measure the MZR by using the up-
their stacked HST/WFC3 grism spectra. Although they can- Per branch solutions for all galaxies. Not surpnsnlglg fis .
not break the degeneracy for individual galaxies because of(lue solid and dashed lines and parameters of “upper Z” in
using the stacked spectra, their result suggests thatareelo ~ 1able2) show a flatter slope at the low-massend.
branch fraction becomes larger wheh decreases and that __Panel (a) shows a gap in the metallicity distribution at
the majority of low-mass galaxies are in the lower branch. M« < 10°°Mg. This gap exists because we only allow each

The above [ONI/[OII] threshold and thus determined 9alaxy to use one metallicity fromits upper- and lower-lufan
lower-branch fraction are only valid for our metallicity-in values. The discreteness of the two branches results in the
dicator [OIIl/HA in the MO8 calibration. The “turnover” 9ap. For example, in Panel (a), a galaxy whose upper and
point of the two branches is different for different mewdli ~ lower branch metallicities are connected by a vertical gray
ity indicators and calibrations. For example, for [OlllfjH  line can only choose either of its two endpoints but no other
in M08, the turnover point is around 12+log(OA#8.0 (see values. This gap is a generic feature of some metallicity cal
Figure 5 of M08), but for R23 in KDO02, the turnover ibrations when breaking the degeneracy. It is independent o
point is around 12+log(O/HY8.4. Therefore, galaxies with which emission lines are used to measure the metallicity. A
12+log(O/H)=8.0-8.4 would be in the upper branch of our similar gap also exists even if we use the M08 calibration of
[OHI]/H 3 but in the lower branch of R23 of KD02. This the R23 indicator. Similar gaps from different line ratioela
difference can explain the discrepancy between our lower-Calibrations can be seen from Panel (3), (4), and (5) of leigur
branch fraction and that of other studies with differentanet 1 of Kewley & Ellison (2008). _ _
licity indicators. For example, Maier etlal. (2015) find a . Choosing one value from the two branches is a determin-
higher fraction of lower-branch galaxies &> 10%°M, istic m“ethod, wfllch over-simplifies the metallicity caiion
using R23 of KD02. The lowest metallicity [n_Maier et al. in the “turnover” region by not taking into account of the-dis
(2015) is around 12+log(O/H)8.3, which is still in the up-  Persion (or uncertainty) of the calibration. For exampie, t
per branch of [OllI]/H3. Therefore, we expect to find no ob- [Oll/H 5-metallicity calibration used in our paper, namely
ject in our [OII[)/H} lower-branch at this mass regime. Fig- the “bestfit” relation of M08, has been shown to have a dis-
ure[2 confirms our expectation by showing no galaxies with Persion of about 0.15 dex in [Olll}/H at a given metallicity

[ON)/[Ol1] >0.375 atM, > 10%5M,. In this sense, our re- (Figure 5 of MO8 and Figure 17 of Nagao et al. (2006)). This
sults are consistent with Maier et al. (2015). dispersion (either intrinsic or due to measurement unicerta

ties), when being converted into the dispersion of metgllic

4. STELLAR MASS-METALLICITY RELATION AT at a given emission-line ratio, would cause the emissio@-li

05<2<07 ratios to lose their diagnostic powers in the “turnover’ioeg
a wide range of metallicity may have the same emission-line
ratio (see Figure 11 of Kewley & Ellison (2008) for an exam-
ple of R23). In principle, this dispersion should be takeo in
account when converting emission-line ratios into mediayli
This step, however, requires that the dispersion is medsure
from a sample of galaxies that matches the properties of our
sample of interest. Because of the lack of such a sample at

3.3. Breaking the Upper—Lower Branch Degeneracy

12 +log(O/H) = ¢o + c12 + caz?, 1)
wherex = log(M./Mg). This function becomes a linear
function whenc, = 0. The best-fit parameters, with either a
freecy or a fixede, = 0, are shown in Tablel 2.

The second-order polynomial fit (red dashed line in Panel
(a)) shows almost no difference from the linear fit (red solid

1 Here, we do not consider the measurement uncertainties|Bf/[Ol1].
A possible caveat of ignoring the uncertainties is thatef tumber of galax-
ies decreases dramatically as [OlIIJ/[Oll] increases atve 1., the Ed-
dington bias would scatter more galaxies into the lowentiaegion (above
0.375) than out of the region (below 0.375) and hence a#ilfjcincrease
our lower-branch fraction. To quantify this effect reqsir@ largecomplete
sample rather thanrapresentativesample as used in our paper.
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FIG. 5.—(a): MZR of our DEEP3+TKRS sample with metallicity measuredtrgh [Olll]/H3. Black circles are the metallicity of each galaxy after kieg
the lower—upper branch degeneracy using the thresholdgiréd. For each lower-branch galaxy, we also show its uppereh metallicity by a gray circle
and connect it to its lower-branch metallicity with a grayti@l line. The means, best linear fit, and best secondrqrdiynomial fit of the metallicity after
breaking the degeneracy (“upper+lower Z") are shown by mehcircles, solid line, and dashed line. As a referencebline solid and dashed lines show the
best linear and second-order polynomial fits of the samplegube upper-branch metallicities (“upper Z”) for all geiles. The upper and lower black (gray)
error bars show the median (90 percentile) measurementtaimtg of the upper and lower branches, respectiv@). MZR of our DEEP3+TKRS sample with
metallicity measured through [Ol1)/[Oll]. The means, bésear fit, best second-order polynomial fit are shown byegrepen squares, solid line, and dashed
line. (c): MZR of our DEEP2 sample with metallicity measured throughll/H 3. All galaxies use their “upper Z”. Galaxies ®f..< 10°M, (shaded area)
are significantly subjected to the branch degeneracy anckheot used in our analyses. The best linear and secondmotjgromial fits are shown by purple
solid and dashed lines. The means of DEEP3+TKRS are showpeasaircles ([Olll]/H3-derived “upper+lower Z”) and squares ([Olll/[Oll]-degd). Data
from H13, after being converted to the M08 metallicity cedifion, are shown as yellow triangles in Panel (a), (b), @)d(¢): Comparison between our MZRs
and other measurements in the literature. Red and greendim®symbols are the same as in Panel (a), (b), and (c). Waddsihe mean metallicity measured
through R23 in this panel (blue triangles). Black curves symbols show the MZRs at similar redshifts from other stsidés the labels indicate. The y-axis
range of Panel (d) is different from that of other panels.

our target redshift, we skip this step and retrograde to &he d tic of ionization parameter, it also provides a sort of metal
terministic method. We then test its effect on our MZR mea- licity measurement, thanks to the tight relation between io
surement. ization parameter and metallicity (see Nagao &t al. 2006, fo
To test the effect of the gap, we need an indicator that detailed discussions). The tight relation between ioropat
changes monotonically with metallicity to provide an inde- parameter and metallicity is also manifested by the tight lo
pendent check. [NII)/i is usually the first choice for lower-  cus of star-forming main sequence galaxies in the BPT di-
redshift galaxies, but it is shifted out of the wavelengtimwi  agrams (e.gl, Cid Fernandes et al. 2007; Kewleylet al.|2013;
dow of our data. Here, we use [Olll}/[OIl] as the inde- Maier et all 2015). We use the calibration of M08 to convert
pendent check. Although [Ol)/[OIl] is in fact a diagnos- [OIll]/[Oll] to metallicity. Grasshorn Gebhardt etlal. (26)
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TABLE 2
BEST-FIT PARAMETERS OF THEMZR: 12 4 log(O/H) = co + ¢1log(M./Mg) + c2log(M. /Mg )2

Samplé Line ratio | Branch Degeneraéy co c1 co fiducial relatiorf
DEEP3+TKRS| [Oll}/H 3 upper+lower Z 5.83£0.19 | 0.30£0.02 fixed to O Yes
DEEP3+TKRS| [Oll}/H 3 upper+lower Z 2.644+235 | 0.98+0.51 | —0.04 £0.03
DEEP3+TKRS| [Oll}/H 3 upper Z 6.70 £0.09 | 0.21+0.02 fixed to O
DEEP3+TKRS| [Oll}/H 3 upper Z 9.48+£1.20 | —0.39+0.26 | 0.03 4+ 0.02
DEEP3+TKRS| [OllI}/[Ol1] — 590+ 0.18 | 0.30+0.02 fixed to O
DEEP3+TKRS| [OlIl)/[Ol1] — 1.65+2.34 | 1.214+0.51 | —0.05+0.03

DEEP2 [OlI/H B upper Z 6.57£0.11 | 0.23+0.02 fixed to O

DEEP2 [OlI/H B upper Z 7.534+2.40 | 0.03 + 0.50 0.01 £ 0.03

Note: (@): DEEP3+TKRS galaxies have [Oll] measurements to allovaekiregy the lower—upper branch degeneracy. DEEP2 galaxiesrtwe[Oll] measurements.
We therefore only fit the DEEP2 MZR with galaxiesMt. > 10°M,, where the fraction of galaxies in the lower branch is néiglig (b): This column indicates
whether we break the lower—upper branch degeneracy. “tifvegr Z” uses the metallicity values after breaking thedowupper branch degeneracy using the
[OlNY/[OlI] threshold in Figurel4. “upper Z” does not breake degeneracy and uses the upper-branch metallicitylfgalaixies. There is no branch degeneracy
issue for the metallicity measured through [OllI/[OlI)( The fiducial MZR relation is used in our comparisons withestMZR measurements and models.

shows that the calibration evolves little from M08’s locahs other MZRs show a deviation of onkz0.05 dex from ours,
ple to their 2.2 sample. which is much smaller than the scatter of our sample. At

The new MZR is shown in Panel (b) of Figure 5. There is M.< 10°M, the average metallicity of H13 (also converted
no gap of metallicity in this panel, although the scattenis i  to the calibration of M08) is higher than our best-fit MZR by
creased. The mean relation and deviation (green squares ~0.1 dex atM, < 10%°M), which can be attributed to the
with error bars) agree very well with the data points of H13, fact that H13 assumes all galaxies being in the upper branch.
which are measured through R23. This comparison ensures Although the absolute metallicity values of our sample in
that using [Ol)/[OII] is able to recover the mean metallic the intermediatél, range match other studies, the slope of
ity at eachM, bin. Also, the comparison between the best- our MZR is different from that of others. Because we prefer a
fit relations of the [Olll]}/H3-derived and [Ol11)/[Oll]-derived linear fit, our slope is constan.80 & 0.02) across the 3-dex
MZRs (red and green lines in Panel (d)) shows only small sys-range of theM,.. This result appears in contrast to the “sat-
tematic offset 0f~0.05 dex in normalization and no changes uration” of metallicities in massive galaxies found by athe
at all in slope. Such good agreement demonstrates that ouauthors, e.g., M08, Zahid etlal. (2013), and de los Reyes et al
method of breaking the branch degeneracy introduces no sig42015), who found that the slope of MZR decreases signifi-
nificant effects on both the slope and the normalizationef th cantly asM.. increases. The different slopes between our and
MZR. We therefore use the “upper+lower Z" MZR as our other studies at the massive end could be attributed to a few
fiducial one to compare with other measurements and mod-+easons.
els later. First, we do not have enough massive galaxied/lat>

In Panel (d) of Figur€l5, we also show the mean metallic- 10'%° M, to constrain the slope at the massive end (only
ity of eachM, bin by using the R23 indicator of M08 (blue 19 in our whole sample). Second, the slope of the mas-
triangles). The upper—lower degeneracy is also broken by ussive end is sensitive to AGN removal. AGN contamina-
ing the same [OIII}/[OIlI] threshold in Figuriel 4. The mean tion would bias the average metallicity of massive galax-
R23 metallicity shows very small deviation from our mean ies toward lower values because the strong [Olll] emission
[Oll]/H B-derived metallicity. This result again demonstrates of AGN host galaxies would make the galaxies resemble a
that the slope and normalization of our MZR derived through low-metallicity galaxies with higher [Olll]/t#. We use the
[Ol]/H B-derived are robust. mass-excitation method to exclude both X-ray and non-X-

To provide a better statistics, we also measure the MZRray AGN, but some studies, e.g., Zahid et al. (2013), only
of our DEEP2 sample through [OllI}/Bl Since we do not exclude X-ray AGN (see Appendix B for detailed discus-
have [Oll] observation for DEEP2 galaxies, we are not able sions of AGN removal). Third, the analytic functions used
to break the branch degeneracy. We therefore only measur¢o fit the MZR are different. Other studies use second-order
the DEEP2 MZR down td0°M, because, as shown by the polynomial functions (M08 and de los Reyes €t/al. (2015)) or
lower-branch fraction of DEEP3+TKRS in Figlre 4, the num- power-law [(Zahid et al. 2013) to fit the MZR in logarithmic
ber of lower-branch galaxies is negligible in the massive an space. As show in Tallé 2, the second-order polynomial fits to
intermediate-mass regimes. For galaxiedat> 10°M, our [Ol)/H g “upper+lower Z” and [Ol)/[Oll] MZRs have
the DEEP2 mean MZR matches that of DEEP3+TKRS (both c; < 0, indicating a slight “saturation” a1, > 10150
[OlI}/H 8 and [OINI}/[OlI] derived) very well (Panel (c) of These polynomial fits (red and green dashed lines in Panel
Figure[B). (d)) actually match the MZR of M08 and de los Reyes ét al.

. i (2015) very well.
4.2. Comparison with Other MZRs At the low-mass end, we find a high average metallic-

Our fiducial MZR (“upper+lower Z”) atM,> 10°M, ity compared to thextrapolationof other MZR relations to
shows good agreement with other measurements at simiM.~ 10°M (i.e., extrapolating all black lines in Panel (b)
lar redshifts in the literature. Panel (d) of Figlile 5 shows Of Figurel5 to low mass). The slope and normalization of our
the MZRs of M08, Zahid et al.[ (201.3), de los Reyes ét al. MZR at the low-mass end do not significantly depend on the
(2015), and Maier et al[ (2015), all converted to the calibra choice of fitting functions. Other studies have almost nadat
tion of KDO2 (the same calibration used in M08 for high- atM.< 10°M, to constrain the slope at the low-mass end.
metallicity galaxies) using the calibration conversiobléa ~ The good agreement between our MZR and that of H13 at the
of Kewley & Ellison (2008). At10°My<M,< 101°95Mg, low-mass end (Panel (d) of Figure 5) provides reassurance to
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our measurement. We therefore believe that simply extrapo-and DEEP2 galaxies for this test. Since we only present the

lating other MZRs to the low-mass regime would underesti-

mate the average metallicity of galaxies with < 10°M,.
Our sample selection would not bias our MZR at the low-

median metallicity, given the small fraction of lower-bcéin
galaxies £30% in even the lowestl, bin), not identifying
lower-branch galaxies would not affect the median mefallic

mass end. As shown in Sectibh 2, our sample is quite repredies.

sentative in terms of SSFR and U-B color at a gix¢éndown
to M.~ 10°M,. Below that, our sample is biased toward

The SSFR (or SFR) dependence of metallicity in our sam-
ple is weak. Our strongest signal is from galaxies with

galaxies with higher SSFR (and hence bluer color). If the 10%-Mg<M,<10%°Mg. In this regime, the metallicity de-

local SFR dependence, i.e.,at a givdn, lower SFR galax-
ies having higher metallicity, is also found in our sample, w
would expect that our average metallicity Mit, < 109 M,

creases by at most 0.15 dex when log(SSFR/yr) increases
from -10 to -8. As a comparison, Mannucci et al. (2010) (see
their Fig. 6) find that for local galaxies at the saivig range,

is underestimated instead of overestimated, which suggestthe metallicity changes by 0.3 dex from log(SSFR/yr)=-10 to
that the true MZR may be even flatter than what we find. As -9 and would change by0.6 dex from log(SSFR/yr)=-10 to
shown in Sectioh 413, however, we only find a very weak SFR -8 with extrapolation.

dependence of metallicity in our sample, which would not
significantly bias our MZR measurement. In fact, detailed

Our result is consistent with that of de los Reyes et al.
(2015) and_Péerez-Montero et al. (2013), both in favor of a

tests in Appendix A show that sample selection (in SSFR moderate or no SFR dependence of the MZR at similar red-

and emission-line S/N) has no significant effects on our de-

rived MZR. Our sample selection would bias the MZR toward
higher metallicity only if a positive SFR dependence, i.e.,
galaxies with higher SFR having higher metallicity (Ly et al
2014), holds ab.5 < z < 0.7.

T B e e o e e UL A UL S e e e
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FIG. 6.— SSFR dependence of the MZR. The median metallicity ohea
(M, SSFR) bin is shown by color, with the color bar in the uppghtpart.

The median metallicity value as well as the number of gataiieeach bin
are also given. Each bin spans 0.5 de¥In and 0.25 dex in SSFR.

4.3. Weak SSFR Dependence

Local galaxies are shown to follow a fundamental metal-
licity relation (Mannuccietal! 2010, 2011): at a given
M., galaxies with higher SFR have lower metallicity, and
vice versa. TheM,—SFR—metallicity surface (or funda-
mental metallicity plane, FMR) can be collapsed to a two-
dimensional space by relating metallicity to a linear combi
nation of M, and SFR|_Mannucci et al. (2011) demonstrate
that metallicity correlates tightly with the quantify 3o =
log(M,) — 0.32 x log(SFR) (in solar units) down taV[, ~
10°2M,. To test the SFR dependence of the MZR in our
sample, we measure the median metallicity of eadeh,(
SSFR) bin and show the results in Figlhie 6. At a gi%én
SSFR and SFR are equivalent. We choose the SBER-
space rather than the SFRx space because the former is

shifts. In contrast, some other studies (e.g., Cresci|@0al2;
Maier et all 2015) find a SFR dependence at 0.7 as strong

as in local galaxies (i.e., a non-evolved FMR between 0
andz ~ 0.7). The discrepancy indicates the uncertainty of the
existence of a fundamental metallicity relation beyondithe

cal universe. The weaker SFR dependence could be a physical
phenomenon at intermediate redshift, suggesting thatigala
need time to establish the SFR dependence of their mettallici
This speculation is consistent with the results at evendrigh
redshifts from Steidel et al. (2014), Sanders et al. (20dr),
Grasshorn Gebhardt et al. (2016), who find no SFR depen-
dence of the MZR at22. But the lack of SFR dependence
could also be due to selection effects. Mock observations by
using local galaxies with strong SFR dependence to mimic
high-redshift observations are needed to test the sefeefio
fects (Salim et &l. 2015).

5. SCATTER OF THE MZR

Our ~10-fold gain in sample size enables a solid study of
the scatter of the MZR at the low-mass end&t< z < 0.7
for the first time. Figur&]7 shows the scatter of the MZR of
our sample. We define the scatter as the half width between
the 84th and 16th percentileB{, andP4) of the metallicity
distribution at a giveM.,..

We measure the scatter for our four MZRs:
DEEP3+TKRS [OlllJ/H3-derived  “upper+lower Z”,
(2) DEEP3+TKRS [Olll}/H3-derived “upper Z7, (3)
DEEP3+TKRS [Olll}/[Oll]-derived, and (4) DEEP2
[OlN)/H g-derived. The results are shown by different
symbols in Figuré€l7. The DEEP3+TKRS [Olll]fHderived
“upper Z” scatter can be treated as a lower limit of the
MZR scatter because putting all galaxies in the upper branch
artificially reduces the MZR scatter. The DEEP3+TKRS
[Oll]/H B-derived “upper+lower Z" scatter shows a signif-
icant upward jump abM.< 10°Mg, which is an artificial
result of the metallicity gap seen in Panel (a) of Fiddre 5. We
only measure the DEEP2 scattendt > 10°Mg, where we
believe the effect of lower branch is negligible. The DEEP2
scatter agrees with the two [Olll]/f+derived DEEP3+TKRS
scatter. The [OIlll])/[Oll]-derived DEEP3+TKRS scatter is
about 0.1-0.15 dex higher than others. This large discipan
is due to the larger uncertainty of our [Oll] measurement

@)

used to show our sample selection effectin Setlon 2. The fig-than [Olll] and H3. In addition to the spectra S/N, [Oll] also
ure is similar to and enables an easy comparison with the repincludes the uncertainty (both random and systematic) sff du

resentation of metallicities in the color-coded SSER-dia-

graminMaier et al. (2015) (their Figure 4). We use the upper-

branch [Olll)/H5-derived metallicities of all DEEP3+TKRS

extinction E(B-V) measurements. The typical uncertairfty o
E(B-V) in our SED-fitting is about 0.1-0.15 mag.
Our [OIll}/H B-derived scatter is slightly smaller than that
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FIG. 7.— Scatter of the MZR of our sample. Scatter is defined asétfewidth between the 84th and 16th percentil®s and P1¢) of the metallicity
distribution at a giverM... Left (a): Observed scatter. Measurements from different sampleé®iadifferent methods of breaking the lower—upper branch
degeneracy are plotted with different symbols as the latfedsv. We only measure the scatter of DEEP2 dowklte=10°M,. The solid black line shows the
scatter of Zahid et all (201.1) at~ 0.8 from DEEP2 dataRight (b): Intrinsic scatter. The measurement uncertainties argaibd from the observed scatter
in quadrature. Symbols have the same meaning as in Panél {laiyd-order polynomial function is fitted to our measurertse red squares, green circles, and
purple diamonds ail.> 10°Mg and only green circles atf.< 10°Mg. The scatter of local MZRs ¢f Tremonti et &l (2D04) and Zatiidl. [201R) are
shown by solid and dashed black lines. The scatter from tlialiand improved guesses [of Forbes étlal. (2014b) are sihywtashed—dotted and dotted gray
lines. The scatter of numerical simulations of Davé e{2013) is shown by the solid gray line.

of(Zahid et al.[(2011) at0?-°Mx <M. < 101%-5M, by ~0.03 We compare the scatter of our MZR (the best fit one, i.e.,
dex. We do not correct for the measurement uncertainty forthe red solid line in Panel(b)) to that of other studies (also
both studies. Zahid et al. (2011) measure the MZR of DEEP2measured aéPs,-P16)/2). When comparing with the scat-
galaxies at ~ 0.8. Since the data of their and our studies are ter of local MZRs, we assume that the metallicity measure-
quite similar in terms of instrument, resolution, and expes  ment uncertainty in the studies of local galaxies is nepléegi
time, the agreement (albeit the small difference) reassuse  compared to the MZR scatter (e.g., Zahid et al. 2012). There-
the accuracy of our scatter measurement. But our sampleore, we do not correct for the measurement uncertainty for
extends the scatter measurement dowdito~ 108Mg), 10 their scatter. Tremonti et al. (2004) measure the scatttreof
times below thé\l, limit adopted by Zahid et al. (2011). local MZR of ~50,000 galaxies. Their scatter (solid black
The intrinsic scatter of the four MZRs is shown in Panel line in Panel (b)) matches ours excellently frai=103M,
(b), with the same symbols as in Panel (a). To obtain the in-to M,=10'°5M,. [Zahid et al. [(2012) re-visit the scatter of
trinsic scatter, we subtract the average measurement-uncetocal galaxies by using-20,000 SDSS galaxies plus800
tainty in quadrature from the observed scatter at €sigh DEEP2 galaxies to explore the faint luminosity regime. Thei
bin. To unify the scatter from the four MZRs, we fit a scatter matches that bof Tremonti el al. (2004) and ours very
third-order polynomial function to them. We do not include well at M, < 10°°M, but their scatter decreases faster than
the [OIlll}/H5-derived DEEP3+TKRS “upper Z” scatter be- ours whenMl, increases. One possible reason of their smaller
cause it serves as the lower limit. We also do not include scatter is that, as Zahid et al. (2012) argued, their [Ni}/H
the [OIlll}/H3-derived DEEP3+TKRS “upper+lower Z” scat-  derived metallicity is saturated at high metallicities.
ter atM, < 10°Mgbecause it is affected by the metallicity Overall, we present the first measurement of the scatter of
gap of breaking the degeneracy. These exclusions leave théhe MZR down toM.~ 108My at0.5 < z < 0.7. The
[Ol]/[Oll]-derived DEEP3+TKRS scatter as the only con- scatter increases a$, decreases, due to an increase in a low-
straint atM,, < 10°M. metallicity tail of galaxies. The scatter of the MZR shows no
The intrinsic scatter increases b6, decreases. The scat- evolution fromz ~ 0.7 to z ~ 0, especially for low-mass
ter starts as<0.1 dex atM, > 10'°M, gradually increases galaxies. In Section 8.5, we will discuss how to use the scat-
to 0.15 dex atM.~ 10°Mg, and then quickly increases to ter to shed light on the formation mechanisms of low-mass
0.3 dex atM,~ 108M. The dramatic increase at the low- galaxies.
mass end is boosted by the long tail of very low metallicity
galaxies (Panel (b) of Figute 5). This low-metallicity taiso 6. COMPARING MODELS TO OBSERVATIONS
indicates that the metallicity distribution at the low-ra@&nd 6.1. Calibration Uncertainties
is skewed toward low-metallicity galaxies (see Zahid ét al.

2012, for similar result of local galaxies). The uncertainty of the metallicity calibration needs to be

taken into account when we compare models to observations.
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In this paper, to map the measured emission line ratios toway to understand the connections between galaxy scaling
metallicities, we use the M08 calibration. There are, how- relations and physical parameters. These models are con-
ever, about a dozen calibrations available in the litemtur structed based on an assumption of the equilibrium between
Kewley & Ellison (2008) show that, for local galaxies, the gas inflow, consumption, and outflow. In these models, metal-
MZRs derived by using different calibrations show signifi- licity can be written as (D12):
cant discrepancy, with the normalization at the massive end

varying by 0.7 dex. Currently, it is not clear which of the gy 1 (4)
calibrations is the most accurate one, therefore, usingiany l+nl—az’

gle calibration to derive the MZR for comparison with models \here,, is the oxygen yieldy is the mass loading factor of
does not include the uncertainty in the calibration of magpi outflows, andv; = Zi/Zrs is the ratio of the metallicities

line ratios to metallicities. : ; i
To explore the effect of the calibration uncertainty, we-con ofinfalling gas and the ISM. Oxygen abundance is then

vert our fiducial MZR from the M08 calibration to the other 3 Mo

seven calibrations discussed in Kewley & Ellison (2008). Al 12+ log(O/H) = 12 + log(Z) — IOg(Z VH) ()
though Kewley & Ellisohi(2008) does not provide the conver-

sion from MO8 to others, since M08 uses KDO02 for its up- = log(y) — log(1 + 1) + log( )+C,  (6)
per branch calibration, we use the conversion between KD02 l—az

and others in Kewley & Ellison (2008) for this purpose. The where M, and My are the atomic mass of oxygen and hy-
converted MZRs show a significantly large discrepancy (gray drogen, respectively, and is a constant.

shaded areas in Figure 8). The discrepancy of the normaliza- To derive the absolute value of metallicity, the value ofgie
tion is small ¢-0.1 dex) at the low-mass end, but larged(4 y is necessarfl. The value depends on the age, metallic-
dex) at the massive end. We also show the calibration UNCerity and IMF of the stellar population as well as nucleosyn-
tainty for the slope of the converted MZRs as the gray area inthetic models. In current models, the oxygen yield is betwee
Panel () of Figurgl8. The smallest discrepancy of the slopey g8 < < 0.021 (Finlator & Davé 2008). This range trans-
occurs aroundV.~ 10""Mg, while the discrepancy at the  |ates into an uncertainty of 0.3 dex in the predicted metalli

low-mass end is large. ity, which makes the comparison of the absolute MZRs dif-
i , ) ficult. Therefore, we only compare the slope of the MZRs
6.2. Comparisons with Different Models here. Some authors ugas a free parameter to normalize the

6.2.1. Simple Scaling Relation: Dekel & Wdo (2003) MZR. This should be done with caution because once the age,

metallicity, and IMF of stellar population is fixed, the ydab

Dekel & Woo (2008) present a simple model to study the also fixed, and varying the yield means leaking (or producing

role of feedback in establishing basic scaling relatiorlewt a fraction of metal to (or from) nowhere
surface brightness and dwarf galaxies. In an instantareous The sl f th I\EIZR om) ilibri . del b
recycling approximation, the model assumes that the amount € sodp_e of the £1h 'hn lequn rium models can be re-
of metal produced in a gas-rich galaxy is proportional to the expressed in terms of the halo mabf6.0) as
fraction of gas that makes stars in the disk: « 74 = d(OH) O(OH) dxy
M, /Mgyqs. The model also assumes that the supernova en- Brzr = 9 o X or (7)
ergy required to heat the gas is proportional to the fivial h
Esn = $MgqsV? o M., whereV is the Virial velocity.V is where (10}(11\)/[ = }i/ﬁ)log_#ﬁ/{i), :ca :/g)g(M*/TM'@){j a;nd
: 1/3 rp = log(Mhpalo ®)- e tlermoxy/0xr = IS deter-

rc?cl)?qt\eb?nﬁ(r)] thae"?&?/rglfe?;?;sss gfnt:e:t?tem Viax Mdyn' mined by theMy.1,—M., relation (e.g./ Moster et al. 2010;

g , gets: Behroozi et al. 2013) and absorbs all dependence of ¥ on

2 2/3 We can now parameterize bothand oz as a function of
Z X Ngas ¢ My /Mgas o V= o Mgy (2) Mpaio Only. Following D12, we have
In a gas-rich systemVu,, ~ Mgas, SOM./Myas o< M3 n = (10" /10'2)77, (8)
yields My, oc M2/, in which case wherey = 1/3 for the momentum-driven wind and= 2/3
25 for the energy-driven wind. For the term withz, we as-
Z o My 3) sumé, we assume

— an MZR with a slope of 0.4 in logarithmic space.
The MZR slope of this idealized model (light brown line in log(
Panel (a) of FigurEl8) is slightly steeper than the slope of ou

fit li i indi 2 There are two types of the definition of First,[Searle & Sargent (1972)
bestit linear MZR (red Ime)' The agreement indicates that definedy as the rate of metals produced and ejected divided by the ST r

supernova feedback could play a primary role in determining a¢\which H is removed from the ISM. Thén. Tinsley & Larsbn (49defined
the MZR for low-surface brightness and dwarf galaxies. This y as metals ejected per unit mass of new stars formed. Basittadi for-

model is, however, not valid for high Iuminosity and high- mer defineg; as metal mass returned per unit long lived stars formeddstel

) = (0.5 —0.12)(10°" /10'%) at z;, < 12 (9)

1—0[2

; i 10 i mass), while the latter definedas metal mass returned per unit star forma-
surface brlght,ness gaIaX|es (e'm*> 10 MQ)’ for which tion. In the equilibrium models discussed in our paper, #eoad definition
Dekel & Wo0 {2008) argue& ~ constant. is used.

3 In D12, oz is expressed as a function bf,.. Here we re-define it as
6.2.2. Slope of the MZR in Equilibrium Models: Davé et al. a function of My, ,;, because alM. dependence is absorbed Hy Also,
p q
(2012) there is an error in the.; definition in D12. The correct formula should be

o i i} log(1/(1 — az)) = (0.5 — 0.12)(M. /100 M)°-25 (R. Davé, private
Recently, equilibrium models (e.q., Finlator & Davé 2008; communication). Equation (9) of H13 used the incorrect faarby follow-

Daveé et al. 2011H,a, and D12) provide a simple and effectiveing D12.
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and (0> LA B B LI NS 1 k] R
log(1 — aZ) =(0.5—0.12) at 2, > 12. (10) 0.6

It is important to note that this parameterization of thg %

term is a crude approximation of the result[of Davé étal= 0.4

(20114). S

Combining above equations, we have an expression af 0.2
BrzR: g'

(%)
Brzr = [v% +1n(10)(0.5 — 0.12)10@~12]7 (11) 0.0
for z;, <12and '0-2_::::|::::|::::I::::I::::I::::I::::_
Buzr = [Y——]T (12) - ()
L+ 9.0F
for zj, > 12. — :

Whenz, < 12,7 > 1 and10®»12 « 1, we have < g5h E
Brizr ~ Y. In this mass regimél’ ~ 0.5 (see theMy,,1,— 9 s N
M., relation of_ Moster et al! (2010)), sév;zr ~ 0.5y. For 2 C ]
a momentum-drivenwindix;zr ~ 0.17, and for an energy- + g ok J
driven wind, Byrzr ~ 0.33. The latter shows an excellent &l' » ]
agreement with our best-fit linear MZR.80 £ 0.02). e Dave+13 (z=0.55) 1

Whenz, > 12,n7 ~ 0, s08xzr ~ 0, implying a constant 7.5 Mitra+14 (z=0.6) —
Z for very massive galaxies, consistent with the argument of —— Ma+15(z=0.6) 1
Dekel & Woo (2003). 7.0 L :

Between the two extreme cases (eld.< =, < 12), both
then and thenz terms contribute to the slopg{;zr). More-
over, asey, increases, the contribution of the; term becomes
larger. Therefore, the slope of models depends significantl __
on the assumedz term. Given our crude approximation I
here, our comparison in this halo mass (or its correspondingd 8.5
M.,) range is very uncertain. S

In Panel (a) of Figur&€l8, we show the slopes of different2
wind models. The slopes are now calculated numerically with{{,
the M,—My,,, relation taken from Moster etial. (2010). At <
M.< 10%°Mg, the slope of the energy-driven wind model 75
matches our observation very well. The momentum-driven
wind model predicts a much flatter slope than our best-fit 70k
MZR, although it is still within the metallicity calibratio '
uncertainty (gray area). At0%°Ma<M.,< 100-°My, the 75 80 85 9.0 95 10.010.511.0
slopes of all models become abnormally steep. As discussed Iog(M /M )
above, this is due to the crude approximation ofdheterm. ¥ Sun
We cannot draw conclusions on the model comparison in this FIkG. 8.I— (?Iompar:sonsd betl\_/\(/jeen dmér I\/rI1ZI§ ?nd other% fr%rfnﬁl ;}?eotgtica
mass regime, unless a more realistic parameterizatieryof =~ Worxs. ' & Pane, red SOl anc ¢asnied INes are oS an
s available. AM.> 10107, the slope is dominated by Secnciorser poymomal funcions of the DEEPS:TKRS samptizcs
the oz term and sharply drops to a value similar to the slope (“upper+lower z”). The black dashed lines are therange of the best linear
at the low-mass end. fit. The gray shaded area is the calibration uncertaintiediffgrent metal-

licity calibrations (Sec.[[6]1).Top (a): Slope of the MZRs. Slopes from
. . . theoretical works, as the text shows, are over-plottednagaur slopes. The

6.2.3. Equilibrium Model W'th. Monte Cgrlo Markov Chain sharp discontinuity of wind models around.= 10'°->Mg is due to the

(MCMC):IMitra et all (2015) fact thataz term in Equatioi 4 becomes abruptly independenihn,, at

: ; : ; . Mpalo> 1012Mg. Middle (b): MZRs fromDavé et al[ (2013): Mifra eflal.
. Mitra et al. (2015) |nvest|gate_how well a 5|mple eq_U|I|b (2015);IMa et al.[(2016) are compared with our MZRs. The symiadth
rium model can match observations of key galaxy scaling re-error bars show the 16th, 50th, and 84th percentiles of treafZDave et 2.
lations fromz = 2 to z = 0. The metallicity formula in their ~ (2013). Bottom (c): Model MZRs ofiLu efal.[(2015a) are compared with
paper is similar to our Equatidn 4: our MZRs. Blue solid, dashed, and dotted lines are for moaféts preven-

tative feedback (PR), ejective feedback (EJ), and ejef¢iedback plus gas

reincorporation (RI), respectively.

(©) -
>
Blue curves: Lu+15 models

IIIIIII_-IIIIIII\

Observation (all panels):
linear fit (best Z)
mmm=  2-order fit (best Z)
==== looffit

calibration uncertainty

8.0

IIII“IIIIIIIIII

— y (1 + Mrecyc )7 (13) N .
1+7 CMyrav free parameters by fitting the model to observed scaling rela

) ) tions: Mpa10—M. SFR-M,, and MZR via MCMC. Because
whereM,...,. is the rate of recycling ejected gas##,, .., the MZR is the scaling relation of interest in our paper, we use
gas accretion rate (Dekel et al. 2009), anthe preventative  their best-fit model that only usédy,.;,—M, and SFRM,,
feedback parameters. The key baryon cycling parameters aréo constrain free parameters. Each parameter is a function o
1, ¢, andt,... (gas recycling timescale). They determine the My, and redshift. Their best-fit MZR at = 0.6 is shown
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in Panel (b) of Figur&]8, with a yielg = 0.0126 taken from is not large enough to expel enough gas mass to maintain
Asplund et al.[(2009). an equilibrium. At decreasing halo (or stellar) mass, the ga

In the M., range ofl08-°M, <M, < 10%°M, their best-fit  reservoir becomes increasingly large relative to what iléfo
MZR matches the normalization of our MZR. But their model be in equilibrium. This makes the slope of the MZR steeper
underestimates metallicity both very low-mass and massivethan what is expected from the equilibrium model. Another
ends. reason could be the accuracy of the ISM physics adopted in

At M.< 10%5Mg, the slope of their MZR is about the simulations. Limited by the numerical resolution, mafst
Brnizr ~ 0.5, steeper than our slope (0:80.02). This is the cosmological hydrodynamic simulations adopt an approx
because their best-fit in our Equatiod B (calleds in their imate (or “sub-grid”) model of ISM physics, star formation,
paper) is 1.16, much larger than both the momentum-drivenstellar feedback, and galactic winds. In these simulations
and energy-driven wind. According to our discussion above, order to prevent low-mass galaxies from forming too many
atzy, < 12, fyrzr ~ Y. GivenY ~ 0.5 andy = 1.16, stars, strong outflows are usually required, which would als
their8yzr ~ 0.6. The largey means the mass loading factor remove metals from the ISM.
at the low-mass end is so large that lots of metals are ejected : . o ,
out of halos, resulting in low gas-phase metallicities. 6.2.5. Cosmological Zoom-in Simulations: Ma ef al. (2016)

At M, > 10%°Mg, their MZR becomes flatdy; zr ~ 0). To improve the understanding of the physics of star for-
Although the “saturation” of metallicity has been reported  mation and feedback, Ma et/al. (2016) study the redshift evo-
the literature (e.gl, Zahid etlal. 2013, 2014), it usuallp-ha Ilution of the MZR using the high-resolution cosmological
pens at a much highevl, (M.> 10'*°Mgy). As we dis-  zoom-in simulation FIRE[(Hopkins etldl. 2014). The reso-
cuss above, aM,> 10%°Mg, metallicity andSy;zr be- lution (softening factor) of FIRE is 1-10 pc, three orders of
come more dominated by the gas recycling term. A key pa- magnitude smaller than that lof Daveé et al. (2013} (kpc).
rameter in this term ig, the preventative feedback parame- Such a high resolution allows a realistic characterizatbn
ter. In D12 and Mitra et all (2015); is contributed by four  the physics of multi-phase ISM, star formation, feedbaok, a
sources: photo-ionization, winds, gravitational heatihg galactic winds. FIRE includes prescriptions for a few feed-
to structure formation, and quenching of star formation. At back mechanisms: (1) momentum flux from radiative pres-
109°Mg <M, < 10'0-°M, the gravitational heating is the sure; (2) energy and momentum from SN and stellar winds,
dominant contribution._Mitra et al. (2015) uses the formula and (3) photoionization and photo-electric heating. Ma.et a
from the hydrodynamic simulationsof Faucher-Giguerd.et a (2016) include 22 runs of galaxies with various star foromti
(2011), which do not include metal-line cooling. If the meta and merger histories.
line cooling is considered,would decrease because the heat- The slope of the best-fit MZR of FIRE at = 0.6 (blue
ing efficiency becomes lower, which would result in a higher dashed lines in Panel (b) of Figure 8,7z = 0.35) shows
metallicity. We suspect that this could be one reason why thegood agreement with that of our MZR{; zzr = 0.30+0.02).
model of Mitra et al.|[(2015) has lower metallicity than our re  The normalization of their MZR, however, is lower than ours
sults atM,. > 109-5M,. by 0.3 dex. This systematic deviation could be physical @ du

o _ _ _ ) to their recipe of calculating the effective metal yield,ieth
6.2.4. Hydrodynamic Simulations V\flth Hybrid Winds: Davé etal. 5q previously discussed, would lead to a 2x uncertaintynEve
(2013) with this uncertainty, their MZR matches the tonfidence

Motivated by analytic models (Murray etlal. 2005, 2010) level of our best-fit MZR (black dashed lines), indicating a
and hydrodynamic simulations_(Hopkins etlal. 2012) of out- statistical agreement.
flows from interstellar medium, Davé et al. (2013) use a hy- As stated in_Ma et all (2016), the FIRE galaxieshat>
brid wind model in their cosmological hydrodynamic simula- 10"Mgare able to retain most of the metals they produced in
tions: in dwarf galaxies, the energy from SNe plays a dom- the halos. Massive galaxiesi(> 10'°M,) are even able to
inant role in driving outflows, while in larger systems, the keep almost all of their metals. This explains why they do not
momentum flux from young stars and/or SNe is the domi- have a “saturation” of metallicity at the massive end. They
nant driver. As a result, the outflow scalings switch from also find that outflows at outer radii of dark matter halos are
momentum-driven at high masses to energy-driven at lowmuch less metal-enriched than those at inner radii, suiggest
masses. Th? transition occurs9 ?t galaxy velocity dispersio a high efficiency of metal recycling.

o = 75kms~" (roughlyM,~ 10”°Mg). We show the 16th, _
50th, and 84th percentiles of the metallicities of diffenems 6.2.6. Preventative Feedback (Lu etal. 2015a)
of their simulations in Panel (b) of Figuré 8. In many semi-analytic models and simulations, there is

Interestingly, the MZR of Daveé et al. (2013) matches our a tension between suppressing star formation and retaining
MZR very well atM, > 10°°M, but it gradually deviates  enough metals in low-mass galaxies. One way to solve it is
from ours belowM,= 10%°Mg. This seems inconsistent to use preventative feedback. In contrast to ejective stena
with our previous discussion, where we show that the energy-where the effect of feedback is to remove gas from a galaxy
driven wind in equilibrium models matches the low-mass end to the intergalactic medium, the preventive scenario assum
slope of our MZR very well. Similar deviation has been some early feedback to change the thermal state of the inter-
found when_ Daveé et al. (2013) compare their MZR to that at galactic medium around dark matter halos so that a fraction
z = 0 from SDSS [(Tremonti et al. 2004), i.e., good agree- of baryons is prevented from collapsing into low-mass halos
ment at the massive end, but with a steeper-than-observeth the first place. Therefore, in the preventative model, the
slope at the low-mass end. A possible reason for the devia-outflow strength could be much weaker than that in ejective
tion from the energy-driven wind in equilibrium model istha models. The former would result in a higher gas-phase metal-
low-mass galaxies in the simulations are not in equilibrium licity.
i.e.,dMgyqs/dt # 0. Low-mass galaxies grow quite rapidly. We compare the predicted MZRs of the preventative and
Even with the energy-driven wind, the mass-loading factor ejective models of Lu et al. (2015a). The details of the m®del
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are given in_Lu et al. (2015b). We first compare their ejective
model (Model-EJ in Panel (c) of Figuké 8) to our data. The
EJ model captures most of the common features of all ejec-
tive models in the literature. In fact, the EJ model matches t
hybrid-wind numerical simulations of Dave ef al. (2013)we
well. Both of them match our MZR atl,> 10°°M,, but
deviate from our MZR belowl,= 10°M with a steeper
slope. This again demonstrates the common issue of under
predicting metallicity for low-mass galaxies in most of the
ejective models.

The second model (Model-RI) of Lu etlal. (2015a) predicts
a much steeper MZR and significantly underpredictsate
eragemetallicity of low-mass galaxies. This model, as an ex-

Guo et al.

1. Slope Models (Dekel & Wob| 2003; Forbes et al.
2014b, and D12) incorporating SN energy-driven wind

(with mass loading factoy o« M,(m_fo/?’)) provide good
agreement with the slope of the MZR of low-mass
(M.< 10°°M) galaxies. For massive galaxies, gas
recycling (theaz term or its analogs) plays an im-
portant role, but the characterization @f, is uncer-
tain for model comparison. The latest high-resolution
simulation FIRE|(Hopkins et al. 201'4; Ma et al. 2016),
which has the ISM physics more accurately character-
ized thanks to its high resolution, produces a slope in
good agreement with ours across the whidlg range

in our paper.

tension of the ejective model, allows the ejected gas mass to

reincorporate into the halo hot gas after a period of timee Th
reincorporated gas would decrease the gas-phase méfallici
Although the MZR slope of this model is much steeper than
our data, it is interesting to see that the predicted meiili

is broadly consistent with those lower-branch galaxiesun o
sample al 03Mg <M., < 10°M, (Panel (a) of Figurgl5). This

suggests that those very metal-poor galaxies may have expe-

rienced significant re-infallings of their ejected gasastuFe
work, including robust measurement of the metal-poor galax
ies and more accurate modeling, is required to investifte t
formation of very metal-poor galaxies.

On the other hand, the preventative model (Model-PR in the
same panel) overpredicts the metallicity of low-mass galax

ies. Because the main mechanism responsible for keeping

baryon mass low in low-mass galaxies is to prevent baryons
from collapsing into their host halos, outflow in this model
is moderate. Therefore, galaxies in this model retain eelarg
fraction of metals. The model predicts a rather flat MZR at
z = 0.6, with the metallicity of low-massNi,.~ 10M)
galaxies higher than our data by 0.6 dex.

This result suggests that a pure preventative model canno
explain the MZR at: = 0.6. Comparing the model predic-
tions with our observational result, we find that the observe
MZR sits between the predictions of the Model-EJ and the
Model-PR, suggesting that both ejection and preventiorkwor
together in low-mass galaxies. Other observations alsa sho
evidence of strong outflows (e.g., Rubin et al. 2014), indica
ing that ejection works at some level, but the effect of out-
flow in removing hydrogen mass and metal mass is yet to be
measured quantitatively. Lu etlal. (2015a) also shows teat t
pure preventative feedback modelis able to match the MZR o
z = 0 SDSS galaxies, but overestimates metallicityfer 2
galaxies. Therefore, the importance of preventative faekib
may also evolve with redshift.

Last but not least, we point out that the predictions made
inlLu et al. (2015a) should be considered as upper limits for
each scenario. The authors assumed that the metallicity o
outflow is the same as the gas-phase metallicity of a galaxy.
If the outflow material is more metal enriched relative to the
ISM because outflow is driven by SNe, which are the sources
of metals, the predicted MZR would decrease.

f

6.3. Summary of Model Comparisons Using Slope and
Normalization

In this section, we compare our MZR @t < z < 0.7
to a variety of theoretical works, from simple scaling rigat
to state-of-the-art numerical simulations. Here we sunmear
the comparisons of using the slope and normalization of the
MZR.

. Normalization With the uncertainty of metal yield
y in mind, we find that the hybrid-wind simula-
tion of [Dave et al.[(2013) and the ejective model of
Lu et al. (2015a) match the normalization of our MZR
at the massive end. These models, together with
Mitra et al. (2015), underestimate the metallicity of
low-mass galaxies. One possible solution is to mix pre-
ventative |(Lu et al. 2015b,a) and ejective feedback for
low-mass galaxies.

. Uncertainties Our model comparisons are subjected
to uncertainties from both observational and theoretical
sides. The largest uncertainty of observations is the cal-
ibration uncertainty, namely the uncertainty of mapping
emission line ratios to metallicities. Two major uncer-
tainties of theoretical models are the metal yield, which
can be strongly modulated by the metal enrichment of
the outflow material relative to the ISM, and the gas re-
cycling term for massive galaxies.

6.4. Using Slope of the MZR to Link to Dark Matter Halos

t The observed slope of the MZR could also reveal new

insights in the connection between the luminous (baryonic)
and dark (dark matter halo) sides of galaxy formation. This
connection can be established through simple analytic mod-
els, which usually contain much less parameters than semi-
analytic models and even hydrodynamical simulations. Some
of these parameters are hard to constrain, as discussegtin pr
vious sub-sections. Here, we use the model in Lilly et al.
(2013) to demonstrate the efficiency of such analytic models
The model of_Lilly et al. [(2013) connects three different
aspects of galaxy formation and evolution: (1) evolution of
SSFR relative to the growth of dark matter halos, (2) gas-
phase metallicities of galaxies, and (8).—My.,, relation.
In the model, the formation of stars is instantaneously regu
lated by the mass of gas in a varying reservoir. The gas in the

]reservoir is controlled by gas inflow into galaxy and outflow

expelled from galaxy, the latter of which is in turn scaledhwi
the SFR.

In the model, gas-phase metallicity is linked to dark mat-
ter halos throughf,.s, the ratio of the reduced SFR (i.e.,
SFR with only long-lived stars counted) to the gas infalérat
Assuming the metallicity of inflow is negligible, we have
Z = f,asy, Wherey is the yield. f,.s is proportional to
the M,—Mhai, relation: fgqs < M. /Mpao. Therefore, the
slope of the MZR £ M*BMZR) and theM;,,1,—M.,, relation

(Mpalo o M*T) has a relation (which is a rearrangement of
Equations (32) and (34) of Lilly et al. (2013)):

T =1-Buzr, (14)
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whereY has the same definition as that used in Equdiidn 11the importance of SN feedback on shaping the MZR.

and12.

In Sectiorl 6.2.2, we simply také ~ 0.5 from[Moster et al.
(2010) to predict model MZR slopes. Here, we explore the
link between the MZR and dark matter halos in the other way:
starting from our observed,;zr and using it to constrain
the M,—My., relation. Using Equatioh 14, our observed
B zr=0.30 yieldsY=0.70. This value is larger than that of
Moster et al.[(2010) and hence implieflater (M../Mya10)—
Mya1o relation than that in_Moster etlal. (2010). It is, how-
ever, interesting to note that ;,,< 10''Mg, the slope
of the M../Mya1o)-Mualo relation in Behroozi et all (2013) is

More interesting is to compare the scatter of the MZR in
the models of Forbes etlal. (2014b) to our data (Panel (b) of
FigurelT).| Forbes et al. (2014b) do not tune their models to
obtain a set of “best-fit” parameters. Instead, they only use
two sets of parameters: initial guess and improved guess. Th
difference between the two sets of parameters allows us to
explore the processes responsible for the origin of thdéescat
of the MZR. The key parameters that govern the scatter of the
MZR in their model are (1) the scatter of baryonic accretion
rate ¢,,) and (2) the scatter &fl,—My,,1, relation g5 r)-

The parameters in the initial guess are taken from N-body

indeed flatter than that in_Moster el al. (2010) (see Figure 14simulations of__Neistein & Dekell (2008) and Neistein €t al.

in Behroozi et al.[(2013)) and quite similar to what inferred
from our Y=0.7. Our example here simply aims to highlight
the power of using3yzr to constrain the physics of dark
matter halos. Future investigations are needed to better-de
mine the slope of theM./My.10)-Mpalo relation at the very
low-mass end.

6.5. Using Scatter of the MZR to Understand the Formation
of Low-mass Galaxies

The scatter of the MZR is crucial to understand the origin
of the MZR. Relative to the slope and normalization, the-scat
ter of the MZR is barely affected by the calibration uncer-
tainty (e.g., Zahid et al. 2012). Therefore, theoreticalknan

(2010). The initial guess yields an MZR scatter of 0.16 ¢boli
gray line in Panel (b) of Figuriel 7), which matches our scat-
ter aroundM,,= 10°Mg. To produce a scatter smaller than
the observed scatter of the local MZR to approach the intrin-
sic scatter, Forbes etlal. (2014b) adjust their key parasiete
by reducinge,, andosuarr by half. The improved guess
yields an MZR scatter of 0.09 (dotted gray line in Panel (b) of
FigurdT), now matching our MZR scatter of massive galaxies.
The adjustment of the parameters in Forbes'et al. (2014b)
has an important implication on the origin of the MZR scat-
ter: to increase the MZR scatter, one can increagp
and/orosyyr. Galaxies out of (statistical) equilibrium
(dMgyqs/dt > 0) could also increase the MZR scatter, as ar-

modeling the scatter may provide important clues to under-gued by Davé et all (20111b) ahd Zahid et al. (2012) that the
standing galaxy formation. Here, we use the statistical-equ MZR scatter would be large if the timescales for galaxies to
librium model of_ Forbes et al. (201/4b) to demonstrate how to equilibrate is long (namely, gas dilution time scale is long

use the scatter to explore the stochastic nature of the formacompared to the dynamical time scale of galaxies).

tion of low-mass galaxies.

Although the equilibrium models with energy-driven winds
provide a good explanation of the slope of the MZR at the
low-mass end, its explicit assumptiaid/,,s/dt = 0 may

Forbes et al. (2014b) predict a constant MZR scatter over
the whole M, range in both the initial and improved
guesses, but our observed scatter increasés,.adecreases.
The difference stems from the assumption_in_Forbes|et al.

not be true for all galaxies. For example, Feldmann (2013) (2014b) that boths,, and ospar are mass indepen-

and Forbes et al. (2014a) point out that many galaxies are outient.

of the equilibrium withdM . /dt < 0. On the other hand, in
semi-analytic models (e.q., Lu etial. 2014), low-mass gatax
always increase their gas mass rapidly, name&ly . /dt >
0. Moreover, assumingM,,s/dt = 0 for all galaxies only
allows one to derive the first-order scaling relations; rtroat
shed light on the origin of the scatter of the scaling retatio

In fact, many current abundance matching methods
use a constantsgasr in their models (e.gl, Maoster etlal.
2010;/Behroozi et al. 2013). There is some evidence of a
mass-independentsy r for massive galaxies with, >
1019-2M, (Trujillo-Gomez et all 2011; Reddick etlal. 2013),
but csyypr of low-mass galaxies has not been well con-
strained.

Forbes et al. (2014b) present a simple model to understand The hybrid-wind simulations of Daveé etlal. (2013) also pre-

the origin of the scatter in star formation and metallicify o

dict an increasing scatter toward the low-mass end-at).55

galaxies at a fixed mass. This model relaxes the key assumpfthe solid gray line in Panel (b) of Figuté 7). Their scat-
tion of equilibrium models, namely that the rate at which ter matches ours very well fdvl,> 10°M galaxies. Be-

baryons enter the gas reservoir varies slowly. Galaxies inlow M.= 10°M, their scatter becomes smaller than ours.
this model have been fed by some stochastic accretion proin IDave et al. [(2013), since the baryonic accretion rate is
cess long enough that the full joint distribution of all gala  well set by N-body simulation and their galaxies are proba-
properties has become time invariant. This model can be re-bly already out of equilibrium (see Sectibn 6]2.4), one pos-

ferred to as a statistical equilibrium model because inldial
galaxies are not in equilibrium, but the population is. The
scatter of scaling relations arises from the intrinsic tecah

sible explanation of their smaller-than-observed scaitow
M., = 10°Mg, is that theito g 72/ is smaller than it should be.
An additional piece of evidence of an underestimateg; r

the accretion rate and also depends on the time-scale ohwhicof |[Davé et al.|(2013) is their tighter-than-observed SFR—
the accretion varies compared to the time-scale on which therelation. In the data of Dave etlal. (2013), there are almost

galaxy loses gas mass.

Forbes et &l (2014b) use= 2/3 (see our Equatidn 8) for
the mass loading factor, consistent with energy-driverdain
and they do not include any wind recycling. Given our dis-
cussions in Section 6.2.2, not surprisingly, their MZR slop
(Brrzr = 0.348, the light green line in Panel (a) of Figurk 8)
matches that of the energy-driven winéh{zr = 0.33, the
magenta line). Their slope agrees with our slap8+0.02)
for all M, ranges within 3 level. These results again suggest

galaxies with SFR 1M, /yr at M. < 10°Mg. In contrast,
our sample contains such galaxies (see Figlire 1).

The lack of redshift evolution of the scatter of the MZR is
also intriguing. As shown by Panel (b) of Figlife 7, our scatte
atz ~ 0.7 is consistent with that of Tremonti et|al. (2004) at
z ~ 0. This result of no redshift evolution implies that all
the factors that could alter the scatter of the MZR should re-
main unchanged from ~ 0.7 to z ~ 0. Among themg
is particularly interesting. Our results suggest thahalgh
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the cosmic gas accretion rate decreases by a factor of three With the 10-fold gain in sample size, we present the first
during this period (e.g., Dekel etlal. 2009), the scatteiheft measurement of the scatter of the MZR dowivip= 108M,
accretion rate remains unchanged from 0.7 to z ~ 0. Fu- at0.5 < z < 0.7. The scatter increases &§, decreases,
ture theoretical studies on the redshift evolution of thettec ~ from 0.1 dex atM,.~ 10!°M to 0.3 dex atM,.~ 108M.
of baryonic accretion rate is important to understand tfe or The scatter of the MZR shows no evolution framv 0.7 to
gin of the scatter of the MZR. z~ 0.
Relative to the slope and normalization of the MZR, which
are subjected to both observational and theoretical waicert

7. CONCLUSIONS ties, the scatter of the MZR is the least affected by observa-
) tional uncertainties and thus can be used as an importagt dia
We study the MZR and its scatter @b < =z < 0.7by  npostic of the stochastic formation history of low-mass gala

using 1381 field galaxies collected from previous deep spec-ies. According to a simple statistical equilibrium modék t
troscopic surveys. Our_sample is fairly _rep_resentauveomf N Jarge scatter in low-mass galaxies implies that eithgr or
mal star-forming galaxies at the redshift, in terms of SSFR osmmr increases adl, decreases. The lack of the redshift

and color at a givel... Moreover, the sample contains 237 ayplytion of the scatter implies that bath, andosarr re-
galaxies withM, < 10°Mg, comprising currently the largest  main unchanged from = 0.7 to z = 0.

sample in this mass regime-10 times larger than previous
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precedentedly strong constraint on the MZR and its scatterthat improve this article. We thank Aldo Rodriguez-Puebla
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MZR of galaxies withM, < 10%-5M. Facilities: Keck (DEIMOS)
APPENDIX
A. POSSIBLE SELECTION AND MEASUREMENT conclude that the S/N cut only induces minor effects on our
EFFECTS ON OUR MZR MZR.

Here we discuss three selection and measurement ef“fect'ﬁ/IWe also investigate the effect of our sample bias on the

that may have impacts on our MZR measurement: (1) S/N ZR. As shown in Figur¢ll, our sample is biased toward

ivho ; 9.5 ;
cuts on [Olll] and b, (2)9 gur sample bias toward higher- P(;?g aizsR-c%?Laglleetz gg[%TolelOwel\ggéig-ll-noa?we[rglemmﬁzlu’\gzts

SSFR gala_><|es aM*<_ 10°°Mo, and (f’) our choice of an each star-forming galaxy in our parent samples (CANDELS
H 5 absorption correction factor of EW =AL We use both the GOODS-N and IRAC EGS, shown by contours and small

DEEP3+TKRS “upper+lower Z" MZR and the [OIIIJ/[ONl]-  p\o-k dots in Fi ; ;

: Y guréll). The assigned value is equal to the
de|r|ve(zjd MZR ﬁs our f'qﬁc'ﬁl MhZR for ]:[hﬁ tefz%ts. _'I'Ihl\e/zléelz?stFre- line ratio of its closest galaxy in th&X., SSFR) space in our
suits do not change with the choice of the Tiducia - FOT final sample (red symbols in Figure 1). The assumption here

simplicity, we only show the results of the “upper+lower Z" i< ihot the [O11]/H3 value is determined by i
A y ifsl, and SSFR.
MZR in Figurel9. We conclude that none of the above effects g assignment is feasible because our selected sample, al

would significantly change the slope and scatter of our MZR. though biased, actually covers the whole star-forming main

To investigate the effect of the S/N cuts of emission lines, go41ance. We then re-calculate the MZR for the whole parent
we re-calculate the MZR with higher S/N cuts, namely sample with the assigned line ratios.
S/N[OIHL% >5 and 8. The new MZRs in the left panel g oyt (middle panel of FiguFeé 9) shows that the bias
of Figure[9 show that neither cut significantly changes our j, sSER induces almost no effect on the MZR. This is con-
fiducial results with S/N-3. On average, the deviation be- gigrant with our results that the MZR dependence on SSFR is
tween the new (blue and green) and the fiducial (red) MZRSyeak in our sample in Sectidn %.3, where the most obvious
is about 0.05 dex. The only large deviation is found at y, ; gijll weak) signal of SSFR dependence of metallicity is
10°Me <M, < 10°°Mg with S/IN>8, but the error bars in = £5,4 atl0%-°M, <M, < 109-°M,, (see Figurgle). Therefore,

this mass regime are also the largest. This result is consis; ; - 3y -
tent with|Foster et all (2012), who also found that varyirgy th g;;;zgl;]oﬂedgﬁiﬁg rtﬁg r,?/lpzlg |§nr§ ﬁrsessfgtﬁ?\/bi?vzgé%mml
selection criteria of S/N cut or magnitude cut does not $igni and10' M. ©

icantly alter the MZR for a given calibration. Therefore, we " \yia ais0 test the effect of EW correction for3Habsorp-
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FiG. 9.— Selection and measurement effects on our MZR measuteineall panels, red circles with error bars are the mediah X6th and 84th percentiles
of the DEEP3+TKRS “upper+lower Z" MZR witB /N{o111janang >3 and H3 EW correction of 1A (the same as that in Panel (a) of Figlie [5§ft: S/N cut
effect. Blue triangles and green squares show the re-eadeiMZRs withS/N|o111janans >8 and 5, respectivelyMiddle: Sample bias effect. Blue squares
and error bars show the MZR of re-sampling our DEEP3+TKRSp$ato match the SSFR distribution at a giveh. of our parent samples. This panel tests the
effect of our final sample being biased toward slightly h&BFR galaxies (see Figlite Bight: H3 EW correction effect. Blue squares and error bars show the
MZR calculated with H8 EW correction factor of 3.

tion. We assume a correction factor ofAlfor our galax-

ies. Some authors, however, found a higher correctionfacto Q.5 T T T T T T
(for example, 3A in Lilly et al.| (2003). We re-calculate the r
MZR using a correction factor of EW#3 The result (right
panel of Figuré®) shows that the metallicity of galaxieswit
108-°Mg <M, < 10'0-5M, is increased by-0.1 dex. What's
importantis that although the increase changes the naraali
tion of the MZR, it does not significantly change its slope or %

scatter. We emphasize that we use the correction of EX/=1 r 1
as our fiducial results because it is drawn from previousmbse I ]
vations with similar spectral resolution as ours. As disedls .
in iZahid et al. [(2011), the EW correction factor depends on

the spectral resolution. Lower resolution requires lapar

rection factors because emission lines are spread interlarg

wavelength regions. Also, comparison with previous MZRs ® DEEP3 -
(Panel (d) of Figurgl5) also suggests that using E\Ayields - X-ray AGN excluded 1
a better agreement with previous results in the literature. 3 < Blue-BPT AGN excluded 1
F [0 MEx AGN excluded 1
B. EFFECT OF AGN REMOVAL 75[ 1

llllllllllllllllllllllllllllllll
As discussed in Secti¢n 4.2, AGN removal affects the slope

of MZR at the massive end. In this paper, we use the MEx 7.5 80 85 9.0 9510.010.511.0

method of_Juneau etlal. (2011) to exclude AGN contamina- log(M./Mg,,)

tion.|Juneau et all (2011) used the DEEP2 and TKRS spectra

(the same data as used by this pap_e_r) to calibrate their_nhetho FiG. 10.— Effect of AGN removal on the MZR measurement. For sicpl

to achieve a balance between efficiency and contaminationity, ail galaxies are assumed to be in the upper branch, acomersion un-

Also, the MEx method is shown remaining effective up to certainty is included. Large black circles with error baiews DEEP3+TKRS

¢ = Lo (Tumpet alL2013). Therefore, we believe hal the Sees Wit sy ACk emows, 225 i i, At

L'\J/:‘E[EX mﬁg?g-lcsafgﬁlar?g?rﬁ:m?lglgyoggr:gro?ﬁérsﬁg&/r(l,?ngi/ga_l method (purple squares) is the fiducial method used in owrpap

methods and compare the results to our fiducial MZR of using

the MEx method. ) ) ) . cause Zahid et al. (2013) also only removed X-ray sources.

_ X-ray is the most reliable way to identify AGNS, but it AGN removal can also be done with the “Blue BPT” di-
is not complete, due to a significant (up to 50%) fraction agram [(Lamareille et al. 2004; Lamareille 2010) which uses
of Compton-thick AGNs. Therefore, the results of using X- [OlI/H B vs. [OllJ/HA to identify AGNs. Compared to the
ray selection should only be treated as a lower limit of AGN \Ex method, the “Blue BPT” introduces no explicit mass

contamination. As shown in Figufe]10, X-ray selection re- gependence. It, however, requires measurement of dust ex-
moves fewer high-metaliicity (i.e., high [Ollll/H) galaxies  inction because [OII]/4 is reddening dependent. Lamaréille
atM.> 10 "Mgthan the MEx method does, resulting in an  3070) argues that using EW ratios could alleviate the issue
almost flat MZR at this mass regime. The massive-end slopeyyt this does not fully remove the reddening-dependence be-
is now more consistent with that of Zahid et al. (2013) be- -5se stars and gas have different extinction. Figdre 20sho
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that the “Blue BPT” removal results in a very similar MZR to fined atz ~ 0.7 and hence the most suitable method for our

the MEx (and X-ray) removal atl, < 10'°-5M. At higher

study. (3) “Blue BPT" yield a similar result to X-ray selec-

M. (where small number statistics hits our sample), the “Blue tion. (4) What's important is that the three methods result i

BPT” result is similar to that of X-ray removal.

almost same MZR a¥l,. < 10'%°Mg. This is because AGN

Overall, we conclude: (1) X-ray selection provides the most contamination is very little in low-mass galaxies (Trummkt
reliable AGN identification, but its identified AGN sample is 12015). Therefore, our main conclusions on both the slope and
not complete. Line-ratio diagnostics are needed to excludescatter of MZR aM., < 10'%-°M, are unaffected by our AGN
Compton-thick AGNs. (2) MEx aof Juneau et al. (2011) is de- removal.
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