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ABSTRACT OF THE DISSERTATION

Large-Area Quality Control of Atomically-Thin Layered Materials

by

Craig Merten Nolen

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, March 2012
Dr. Alexander A. Balandin, Chairperson

Fast progress in chemical vapor deposition of graphene and othervgoraBivtensional
layered materials such as topological insulators call for deveopof a reliable high-
throughput method of layered materials identification and quality coftn@ number of
atomic planes in graphene or other ultra-thin films has to be deextmery fast and
over large wafer-scale areas. The previously existed methodswfte counting of the
number of atomic planes in few-layer graphene were primarggd@n micro-Raman
spectroscopy. These methods were local, slow, and could not be scadechapacterize
the whole wafers. In this dissertation research | proposed and deVelopautomatic
approach for graphene inspection over the wafer-size areas. dpused method can be
scaled up for industrial use. It is based on the image procesmhgia of the pseudo-
color contrasts uniquely assigned to each few-layer graphene rdaoacterized by a

specific number of atomic planes. The initial calibration of tlehrigue is performed

viii



with the help of micro-Raman spectroscopy. The image processiaiso used to
account for the lighting non-uniformity of the samples. Implememadif the technique
developed in this dissertation research reduces the cost and ¢jonedefor graphene
identification and quality assessment, and can become the ngot mmgpetus for
practical applications of graphene, few-layer graphene and othricatly-thin films.
The technigue was tested on mechanically exfoliated graphene anexteaded to the
chemical-vapor-deposited graphene, and to bismuth telluride topolagscéator thin
films. The second part of the dissertation research deals dexelopment of the
electrostatic transfer process. The investigated approach adoesto transfer the
patterned few-layer graphene films controllably tgNgisubstrates compatible with other
materials. The large-area quality control and graphene traesfeniques developed in
this dissertation research are important for the proposed p@laetpplications of

graphene in electronics and optoelectronics.
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Chapter 1

Introduction

Recent studies in materials research have drawn increasadstintewards low
dimensional materials for integration into or replacement of wurrsilicon

complementary metal-oxide semiconductor (Si-CMOS) integratedtuitc (IC)

technology. Reports of extraordinary intrinsic properties of atalhgithin materials
have revamped focus onto this topic of research as a possibleagaio fuel the next
generation of semiconductor technologies. Novel nanomaterialsshreeeemerged from
these guided research efforts unleashing a plethora of previouslysagongossibilities.
Many of these nanoscale technologies reveal enhanced propertiesndide new
semiconductor device physics in the ‘quantum physics regime’ and sgan in the
‘relativistic regime’ to be utilized. This in turn spawned a ctasst number of potential
real world device applications that very well may change the eafrsemiconductor

electronics history.

11 HISTORICAL PERSPECTIVE: END OF MOORE’S LAW AND NEW
SEMICONDUCTOR TECHNOLOGIES

Since the invention of the integrated circuit made from the silicamsistor in 1958,
there has been a steady trend of a two-fold increase in toaesesery 18 months and a
drastic size reduction coined by Moore’s Law [1]. This was ptedidy Gordon E.

Moore which consequently became a relatively accurate prediclios. trend has



continued without much deviation until recently when the limitationsilaos-based
devices have begun to reach their limitations on speed, size, theramoidystability, and
electrical current leakage among other things [2]. With thisas&t the need for new
innovative semiconductor technologies became of the utmost impoftancentinuing
the progression of Moore’s Law into the future. Since silicon isbhgs for the
semiconductor industry, it is critical that new materials bepadible for integration with
current Si-CMOS technology [3, 4]. Just as well, unconventional inrmm&athat replace
silicon-based technology need to compete equally or better on véiais than their
Si-based predecessors. The success of these new technologretyvintavily on their
ability to provide real-world applicability in terms of paralfabrication for industrial
manufacturing in a timely manner with relatively low productions¢3]. Carbon-based
electronics has become a paramount focus of advancing technology béwond t

previous limits through numerous approaches [4].

1.2 MOTIVATIONS: FROM GRAPHENE’'S PROPERTIES TO

PRODUCTION LIMITATIONS

In 2004, a new carbon-based material named graphene, a singie kyen of sp

bonded carbon atoms arranged in a hexagonal crystal lattice, wesveded
experimentally through mechanical exfoliation for the firstetify, 6]. More than a
decade before, graphene previously gained much attention in thetittedop@ysics
community for its extraordinary intrinsic properties followinghew physical regime

‘relativistic physics’ instead of traditional ‘quantum or classiphysics’ [7]. Until



recently, strictly quasi-two-dimensional (2D) crystals weeed to not exist at room
temperature due to thermodynamic instability debated by Lanth&eierls ~70+ years
ago [8, 9]. On the contrary, graphene has proven to be stable andaexmm
temperature due to the occupation of hanging bonds causing grapheitteet wrinkle
when suspended or bind-coupled to a substrate [10]. In turn, this singleeldiamal
(2D) atomic sheet of graphene atoms consequently makes up the babrgtaldck for
0-Dimensional (0D) buckyballs, 1-Dimensional (1D) carbon nanotubes, and 3-
Dimensional (3D) bulk graphite [7]. For the past 6 years, grapleseanmch has incurred
a massive influx in published work shown by a 2010 report by Dresse#taal. [11]
including studies on experimental, theoretical, and practical apphcéndings for this
material. Prior to the discovery of graphene, carbon nanotubes weeredajor focus of
carbon-based research which yielded few applications due to tbe Inmajing factor of
the inability to develop parallel fabrication processes that vebemp, simple, and
compatible with integration into current silicon manufacturing prease$$2]. Unlike
with the case of carbon nanotubes, graphene’s quasi-two-dimensiper@danterface
(in the x-y plane) allow this material to be fabricated fdarmge-area using standard
parallel fabrication processes such as chemical vapor deposii@) (€ading to greater
possibly for real-world applications [13].

What sets graphene apart from other materials are datscantrinsic electronic
[14], thermal [15] shown in Table 1.1, optical [16-18], and mechanical prop¢i®s.
These intrinsic properties remain strongly dependent on the nurhlzomic planes.

Furthermore, the physical characteristics of few-layepligae (FLG) are different from



those of single layer graphene (SLG). SLG reveals electalrility in the range from
~40,000 to 400,000 civi*s? [14] and intrinsic thermal conductivity above ~3000 W/mK
for large suspended flakes [15, 19-22] while bi-layer graphene \BixGibits electron
mobility in the range from ~3000 to 8000 dts™ [5] and intrinsic thermal conductivity
near ~2500 W/mK [23, 24]. The electronic, thermal and optical piepedf FLG
approach those of bulk graphite as the number of atomic layeredsxapproximately
ten layers [25, 26]. The optical transparency of FLG also shastt®oag function of the

number of layers [16-18]. The one-atom thickness of graphene and itsalopti

Important Materials Room Temp Thermal Conductivity
Silicon (Si) 145 W/mK
SIO, 1-13W/mK
Copper 400 W/mK

Carbon Materials

Diamond 1000 - 2200 W/mK
Graphite 200 - 2000 W/mK (Orientation Dependent)
Diamond-like Carbon (DLC) 0.1-10 W/mK
Carbon Nano-tubes (CNTSs) 3000 - 3500 W/mK
Single Layer Graphene ~2000~5300 W/mK [15] (Size Dependent)
Bi-Layer / Few Layer Graphene ~2800 W/mK [23] / ~1300W/mK [23]

Table 1.1: Room temperature thermal conductivity values of common mateseals in
semiconductors and thermal conductivity values of carbon materials.



transparency (only ~2.3% absorption per layer [16]) make graphengficdgion and
counting the number of atomic planes in FLG extremely challenging.

Recent progress in the chemical vapor deposition (CVD) groimginaphene led
to fabrication of large-area graphene layers that are trab$éeonto various insulating
substrates [27, 28]. CVD grown graphene layers of up to 30 incheigzdnon cheap
flexible substrates have been demonstrated [27]. Various methodspbiege synthesis
were reported [29-31]. It is reasonable to expect, in near futueeenmergence of
graphene growth techniques on insulating substrates, which would allow aneid the
graphene transfer steps. A number of recent demonstrations shoposbibility of
growing graphene directly onto Cu metal growth substrate whereva&Suevaporated
away at high temperatures leaving behind the grown graplasmes|on top of the
dielectric medium without using any transfer steps [32]. Growtbctly on near-lattice
matched insulating substrates has been demonstrated by growaigrgradirectly on
hexagonal boron nitride (h-BN) using CVD [33], on silicon carbidéC)YSusing
molecular-beam epitaxial growth (MBE) [34] or on SiC via CVD growth [35]. Tiseoh
of the large-area graphene on cheap, transparent, flexible sebstitt graphene-based
OLED technology is expected to lead to major practical apmitai36]. However, as
larger area graphene becomes available, quality control rensias enportant factor
limiting further progress in graphene research and applicaftansall these reasons, it is
important to develop a fast scalable method for determining the nwhatmic planes
in synthesized graphene or mechanically exfoliated graphene fighty hordered

pyrolytic graphite (HOPG) bulk ingot. The crucial feature lag tmethod, which would



allow for industry applications, should be its suitability for laagea substrates (i.e.
lateral dimensions in millimeters or inches). The electramdastry requires high quality
large-area wafers that can be used for reliable high-throughput devicatiabric

Many methods currently exist for identifying layers of grapghewvhich are used
individually or in combination for counting the number of atomic layergraphene
samples and for extrapolating the quality of graphene (e.gemee of lattice defects or
impurities [37, 38]). Some of these methods include micro-Ramantrgpeopy [39, 40],
optical microscopy [16-18], low-energy electron microscopy (LEBEEMWL, 42], low-
energy electron diffraction (LEED) [29, 41], atomic force micogsy (AFM) [7],
scanning electron microscopy (SEM) [7], transmission electramosgopy (TEM) [7],
scanning tunneling microscopy (STM) [43], photoelectron microscopy)(PBEE angle
resolved photoelectron spectroscopy (ARPES) [41], photoemissionoel@otcroscope
(PEEM) [41], Image J data analysis software [44], and refledtigh-energy electron
diffraction (RHEED) [45] are the most commonly used methods faphgne
characterization to observe material bonds, defect impurities,yer f#ack counting.
Yet, these processes are severely limited by their slopensive, and non-automated
measurement procedures. Also, most of these techniques provideronghaestimate at
best for determining the number of atomic planes. Of these idatitin tools, micro-
Raman spectroscopy remains as the only non-destructive rediadblaccurate technique
with optical microscopy for graphene layer quantification andhésmost widely used

technique.
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Chapter 2

Background: Properties of Graphene and
Nanomaterials

Graphene and other atomically-thin quasi two-dimensional (2E3cDnaterials such as
bismuth telluride family of materials have been studied for thraeptional intrinsic
properties especially at room temperature. These propertiesatieacted great interest
for their potential to advance semiconductors in device applicatoos as thermal
management, mobility enhancement, and many others. Recent $tadeproven that
enhancement of nanomaterials consisting of layered quasi-2D stgksssible by
extracting low dimensional forms of these thin films by bregkimeir Van der Waals
‘gaps’ (binding force) within their vertical out-of-plane crosstiggc and isolating
individual layers. This can lead to either high mobility, gretttermal conductivity, or a
higher ZT value depending on the isolated properties that aieupartto the specific

guasi-2D Dirac material.

21 NANOMATERIALS OVERVIEW

Nanotechnology has been growing rapidly with areas broadeningmplexity, where

focus has been on nanostructured materials with varied chemacaposition.
Fabrication of nanoparticles, nanowires, thin-films, quasi-two-dimensishaets,
nanotubes, and other nano-sized colloids have been produced which continue to be

studied. The foundation of nanomaterials lies within the genre of keeigpegr than single

11



atoms and molecules but smaller than their bulk composites. The pspeitithese
materials cannot be classified through the laws of clagsigalics nor do they abide by
absolute quantum chemistry. Two major factors account for theniegsbehind this
uniquely defined physical regime different from others. The fastor lies within the
dispersion of nanometer-scaled crystalline systems [1]. Astatrgize decreases, the
guantity of atoms at the surface of the crystal compared tquietity of atoms within
the crystal itself, increases. The second factor is size quantization edmes into effect
when the size of the nanomaterial is around the same order @s Breglie wavelength
of its charge carriers [2]. Essentially when these mdgdoecome on the order of below
20nm they experience a transition from semiconducting behavior tcuhaidehavior.
This is due to the spatial confinement of charge carriers, wiheheb valence and
conduction band edges split into discrete electronic levels taajuemtized. Similarly,
these electronic levels are close to that of atoms and medecbkrom here, their
properties (electrical, optical, chemical, mechanical, magnetitc) can be manipulated
by engineering the size, composition, and morphology of these nan@atsatenich

create enhanced features different from their derivative parentat&a{eulk).

2.2 ATOMIC STRUCTURE AND ELECTRONIC PROPERTIES OF
GRAPHENE

Graphene consists of two-dimensional sheets containing a hexaggstal structure of
carbon atoms as a triangular lattice with a basis of two apsmsinit cell. The crystal

lattice of graphene can be represented in real-space andprocat space. In the real-
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space vectors,and a are primitive vectors where a~1.42A represents the carbboscar
distance. The length between lattice spacing is 2.46 A cgeatitrong bonding in-plane.
However, the much larger interlayer spacing of 3.35 A makeslager binding in
graphene weak. In addition, the nearest neighborhood distances between aaé

0,,0,,05. In the k-space / momentum space, the reciprocal lattice vecwig and b

where dashed lines complete the rhombus forming the unit aeltiprocal space. High
symmetry point§’, K, andM with Dirac cones are located at K andpéints [3] between
the conduction and valance band at each of the six k points in therBziline respective
to the k-space (momentum space). The two-dimensional (2D) monatoanigement of
sp? bonded carbon atoms in a hexagonal crystal lattice creates a ueajspace by
using one s and two p orbitals (one being arpital and one being g prbital) resulting
in the special k-space that we see. Between each graplyemenidhe real-space, a p
orbital exists where stacking between graphene layersifiteds and weakly binded
together with dispersion forces consisting of a-fx* bond stacking order as “Van der
Waals gaps” [3]. The Dirac point in the electronic band struadtiggaphene produces a
linear dispersion at low energies described by a 2D mas®lestron gas modeled after
E~k from the Dirac equation where derivation of effective nfasghis case becomes
zero at rest. This is proven by showing that these relatipstiticles change cyclotron
mass with charge carrier density increase, following thecliiguation, as to the usual
parabolic Schrodinger dispersion E-+Having a constant cyclotron mass independent of

charge carrier density. This means at the k-points for low exgengass less Dirac quasi-

particles in graphene can effectively move at or near thedspielight v, =10°m™ [3].
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The k-space of graphene can be calculated using the tight-bimaidgl approximation

representing energy dispersion [4].

2.3 RAMAN SPECTROSCOPIC CHARACTERIZATION

Raman spectroscopy is used as a powerful tool that is effesttvenon-destructive (at
low power) for characterizing semiconductors in a variety of $osoch as device, bulk,
thin-film, or nanostructures. This technique is quick, does not requimglsgreparation,
and can measure very small samples. More specifically, thamapectrum allows for
differentiation of one material different from another by maaguithe molecular
vibrations sensitive to specific bonds within each material. M@ed. V. Raman was
credited with the Nobel Prize in physics in 1930 for discovering tmdR scattering
effect which resulted from his findings that a photon from incidght Wwas annihilated
while simultaneously creating a scattered photon interaction within a medium [5

Conceptually, the Raman scattering process entails incident phatons

interacting with a medium where scattering processes eduereby photons are emitted
back out. When these incident protons interact with a solid-stgdtaltine material, the
atoms vibrate about their equilibrium positions over the entire gteucthis effectively
scatters these photons from lattice vibrations which quantize amsfdr throughout the
material as phonons abiding by Bose-Einstein statistics. Morafispllyg, the lattice
releases or absorbs energy wheren is Planck’s constant and is the characteristic
phonon frequency corresponding directly to the increase or decreasattered photon

frequency o where og = @, £ @. An Anti-Stokes process occurs when a phonon is
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absorbed and the emitted photon frequency is increased. The oppositeppeses iar a
Stokes process when a phonon is annihilated and the emitted photon freguency
decreased detailed in Figure 2.1. Further details can degsbeBe processes where
Figure 2.2 illustrates a visual representation of these Ranatersng processes (left)
with a corresponding phonon dispersion graph to show typical propagationhhsoug
crystal lattice in the first Brillion zone (right). In Ramspectroscopy measurements, the
wavelengths of measured photon emission generally follow unit notatiem* and

display intensity of photon emission characteristically by their densgtatés (DOS).

A A A A
Energy
ho;
incident
Y hos .ha{. A1 hons
scatter incident
hoi | W ho v scatter

incident scatter
Figure 2.1: lllustration of scattering processes; Rayleigh where cwagen of elastic

light takes place; Raman Stokes where a phonon is annihilated and photon eneegly emitt
is decreased; Raman Anti-Stokes where a phonon is adsorbed and phajgreemted
is increased.

As for practical use with graphene, Raman spectroscopy can peowdgi@ber of

different uses for characterizing this material. Firsphii@, the derivative of graphene,

exhibits two characteristic signature peaks that define this mafEnede two vibration
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Raman Scattering Phonon Dispersiot

Rayleigh \ f:
T‘wtical
Stoke
ho _
Anti-Stoke acoustic
.(\l —> K
< ho —— ho —> 0 i

Figure 2.2: lllustration of Raman scattering (left) where inelasight scattering takes
place; a photon is emitted as a Stokes process where a phoel@ased and a photon is
emitted as an anti-Stokes process where a phonon is absorbedatitiostf Phonon
Dispersion (right) where the energy of the optical phonon matcheoftihe Raman
scattering (left).

peaks include doubly degenerate zone-center G-peak at 1580ehG peak at 2700chm

! which has nothing to do with G-peak but is th&dtder of zone-boundary phonons. If
defects or impurities occur within the graphene layers, thépgak shows up at
1350cm* which can be explained by the double resonance model derived from Thomsen
et al. [6]. Essentially the concept behind the double resonance moded by the

following process: an incident photon is emitted (electron hole aphonon of energy

Aw,, is emitted as the photon is inelastically traversing (@) across the crystal

lattice, if there is a defect then the photon is elastidslyk-scattered across the crystal
lattice where a photon is emitted back (electron-hole recombmafrhis conservation
of energy produces the double resonant condition. Meanwhile, regardlessstit
backscattering takes place, the photons backscatter and continutéo iselastically
across the crystal lattice until they reach the zone-boundary phasachbwhere the last

photon is emitted (electron-hole recombination). Since thee@k shows up at twice the
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D-peak, we refer to the @eak as the 2D-peak for clarification. After normalization
graphene layer counting can be observed by normalizing these pedkshen
guantifying the G-peak to 2D-peak ratio intensity [6]. It was found théhis ratio
(488nm laser atop Sgpwas 1:4 then single layer graphene is observed, ratio of 2:1 to
1:1 then bi-layer graphene is observed, and below that ratio +h: Ifetvdayer graphene

to bulk graphite is observed shown by Ferrari et al. [7]. The G-jgeldtely to decrease
due to the interaction volume decreasing from the thinning of grapégers. This peak
focuses its vibration dependence mainly on in-plane movement due tonithatbetching

of all pairs of spatoms in both rings and chains and not having to do much with out-of-
plane vibrations [7]. The 2D-Peak is likely to increase because the thinning of
graphene layers out-of-plane movement is less suppressed. This peak focusedids vibr

dependence to include out-of-plane movement due to its location near the K-point.

24 OPTICAL PROPERTIES

Graphene exhibits unique adsorption properties due to the Dirac pohe glectronic
band structure. Since electrons act effectively as relativisassless fermions at low
energy, the fine structure constant solely defines the opacsgysgfended graphene as
a =e*/nc~1/137 where c is the speed of light, e is the electron charge,ndad
planck’s constant [8]. The fine structure constant is a parainteteis customarily used
in quantum electrodynamics to describe coupling between light aatd/isgic electrons.
Graphene absorbs a large. (= 2.3%) portion of white light which is due to its unique

band structure which can be shown through calculating the adsorptightafsing two-
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dimensional massless electron gas with Fermi’'s golden rulé@@8Jrsby Nair et al. Each
additional layer of graphene exhibits decreases transparenapdilger 2.3% through
adsorption which is miraculous from the thickness of grapheneslageng only 0.34nm.
Although, belowA<500nm there is slightly less transmittance noted due to hydhoe
contamination [8].

Over the spectrum from UV to visible to FIR, the adsorption gjelaarea CVD
grown graphene changes drastically consequently causing oy@joal changes over

these three regions. In the uv-region an excitonic adsorption peak &bmp = 4.6eV .
In the infrared (IR) to visible region, a constant inter-band aorgtf o, (@) = €* /4n

independent of wavelength is seen. Lastly in the far-IR rafigeide peak is observed
due to graphene having no free carrier when the Fermi leveltlibe Dirac point unless
there are charged impurities on the substrate to change this Fermi level [9].
Traditionally, the Fresnel coefficients are applied when obsgthe adsorption,
transmittance, and reflectance of two interfaces of difterefractive indices normal to
the surface. Light propagating through two interfaces is explanaglitionally by using
Snell’'s law sif1/sind,=ny/n; and law of reflectionf;=0,, where incident angl®=6;
reflected angle are generically modeled. When using multpéefaces, each interface
has to be factored into the equation including all reflections, adsusptand
transmissions in order to accurately model the contrast chmtgeen the substrate the
medium of interest. The most common way to calculate this iasbyg the transfer
matrix method [10]. For our purposes, we look at the layered steuofugraphene on

300nm of SiQ on >500nm of Si. Index of refraction of each material, thickness, and
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wavelength play a significant role in the overall contrast gblygae on top of substrates.
Although suspended graphene may appear to adsorb 2.3% of light, when grsphene
coupled to a substrate the optical properties change due to thextubsdterials having
different index of refraction values changing with wavelength duéstdependency vs.
graphene which is wavelength independent over the visible spectrurke®taediums

and their corresponding refraction indices e.g. the index of rigfinaof air is 1 and
graphene is 2.6-1.3i (takes from in-plane bulk graphite) which are Wwavelength
independent, whereas Si@nd Si are wavelength dependent which change their index of
refraction at different wavelengths within the visible spectamenmodeled in Blake et al.
[11]. Overall contrast is measured by C =#h) — I(n#1)/1(m=1) where | is the relative
intensity of reflected light with graphenefri) and without graphene |rl) which is
displayed over the visible spectrum for various thicknesses of [$i] In Blake et al.
clear demonstration shows the highest contrast differencertatiene exhibits from its
substrate peaks at specific wavelengths rather than white flagiding the entire),
spectrum. The use of a bandpass notch filter can help achieveow adr achieving

the most contrast visibility by focusing on thicknesses chosen thrmagteling to
maximize optical constructive interference allowing enhancedraginbetween each
graphene layer and the substrate its coupled to [11]. Thereby, iagpeaih 12%
contrast in some cases asAn560nm on top of 300nm SjQor eliminating optical

interference making graphene layers completely invisible [11].
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2.5 IMAGE PROCESSING OVERVIEW

The following is a conceptual image processing overview reldeathis work since the
materials science discipline is largely unrelated to thagemprocessing discipline.
Overall, image processing entails capturing an image with a&reai@CD (Charge-
Coupled Device), where individual pixels of the image are andly#teough

computational algorithms. Figure 2.3 shows an overview of pixelysinafrom a

captured image with a caption elaborating on these details.

Foranimage | of size M x N 256 Pixel Color Range
0 1 2 3 4 .. N
0 1 H B N
1 Red (R), Green (G), Blue (B)
2 0-255 0-255 0-255
3
4 . -
- *This Pixel is at location (2,1)
: : within the M x N matrix and has Grayscale Pixel Range
. h : it ' o
M intensity (0) since it is black White =255, Black = 0

‘0 <I(x,y) < 2551for pixels at Iocationlx,y E0=Sx=M0=<y< N’
Y T

t 1

* Intensity for each pixel coordinate (x,y) *Each and every pixel coordinate (x,y) has

will be between: 0-255 . an intensity value and is contained within

the M x N matrix. x ranges between 0 — M,
and Y ranges between 0 — N.

Figure 2.3: Computational input of a captured image includes; breakdown of an image
into individual pixels with size M x N at location (x,y), the vadu(red, green, blue
(RGB)) or value (grayscale contains a percentage of RGB yafiesach pixel between
0-255 range.

Numerous computational algorithms can be utilized with only théaliion of

processing time for analysis of captured images. The large arrayisticdhtinalysis that

can be performed is innumerable which would be beneficialnfitustrial inspection of
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graphene growth over wafer-sized substrates. This would also hetpptove CVD
graphene growth processes as mentioned previously. Ultimatelge ipracessing for
materials science applications is inexpensive (cost of compuledeveloping software)

comparative to most other quality control methods used in industry.

2.6 GRAPHENE PRODUCTION: EXFOLIATION TO GROWTH
Initial experimental studies of graphene consisted of mechaeidaliation (rubbing
adhesive “scotch tape” from highly oriented pyrolythic graphite RBPto a substrate)
limited to small-areas in 2004 [12, 13]. Graphene growth processddygioikbowed and
within 6 years, a 30-inch roll-to-roll fabrication process ofi¢gaarea CVD graphene was
developed for commercial applications [14]. The outcome of this &lmrc process
produces large-area graphene films that can be pressed onto gely stapstrate of
interest. The first prototype of a graphene-based touch-screen qmenehis process was
debuted at the Computer Electronics Show in Las Vegas, 2010 [14]lasswthe
development of a prototype of a flexible transparent graphene-based electrode.
Although few large-area graphene-based applications have beenzactualany
high interest potential devices have yet to be produced due a numberitafidns
concerning CVD graphene growth. So far, large grain sizes ¢ @0um have been
grown with virtually limitless areas of fabrication where-iB6h area rolls have been
produced [14]. Also, optical characterization remains consistergxfofiated graphene
vs. CVD grown graphene by having the same adsorption of 2.3% fogesatene layer

as the index of refraction remains constant for the visible spedmdapendent of
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wavelength [14]. One major issue remains, uniformity of graplegmging over a large-
area. This is important due to the suppression of properties dretthe sheets of
different graphene layers outlined previously in the motivationgoseat this document.
In Bae et al. [14] one can see that there is no consistency afrmanidyering for

graphene over a 10um region for the 30-inch rolls of CVD graphene wiodiced the
graphene-based touch screen panels. Furthermore, the curreespraigCVD graphene
grown on Ni ranges from 3-6 layers and 1-3 layers on Cu whihalamon-uniform

without consistent layering control [15]. Different colorationRi@ina et al. [15] show
non-uniform graphene layering representing a clear relialphtyplem of same layered
graphene growth due to the random and uncontrolled layering growth.

Issues in large-area characterization of CVD grown graplaéso presents some
limitations. In one example Raman spectroscopy which is the mbsst method for
graphene characterization is limited to a small scanning g@bfa few micrometers. It
would be time consuming to acquire the Raman spectrum for a legefake.
Furthermore, the Raman spectroscopy method is limited to FixS filith the number of
atomic planes smaller than n=5-7. For thicker films the Rasp&ctrum becomes too
close to that from bulk graphite. There are also indications thataR spectroscopy
becomes less efficient for CVD graphene rather than for mexdigniexfoliated
graphene. The latter is explained by the increased* bond stacking order [14], which
intensifies 2D peak from the out-of-plane modes and preserves kGopéae in-plane
modes, thus changing the well known G peak to 2D peak intensity@atl®, 17] and

complicating interpretation of the Raman spectrum.
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Chapter 3

Material Layer ldentification Technigue

From the beginning stages of the semiconductor industry, metrologyadltechniques
have evolved significantly over time as new technologies bring migrca ever growing
changes to present measurement schemes. The aim of thisosasks on an important
challenge recently plaguing a high interest research awedved around quasi-two-
dimensional materials, which is to investigate via experimaetgarch to provide a
metrology tool for high throughput large-area atomic layer ideatibhn. Since
characterization metrology goes hand-in-hand with understandinghéikeup of any
material, an additional study is given to provide further detailtherspecific materials
used.

Results achieved in this chapter include the completion of an aetwmat
identification method for detecting graphene and graphene mutsl&yeuse in a large-
area for mechanically exfoliated graphene originating from @Qmlk ingot and for
CVD grown graphene on top of a Ni substrate. Expansion was extenddae t
identification other atomically-thin layered materials, nanmm$muth telluride family of
materials (BiTe; FOM), which exhibits similar adsorption patterns. Robust
characterization of these materials were measured for 80f&0edif points blindly to

ensure the quality and reliability this technique and methodology.
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3.1 AUTOMATED IDENTIFICATION METROLOGY TECHNIQUE VIA
IMAGE PROCESSING

Here we describe a process for the large-area graphene @iatifiand quality control
that is automated, cheap, robust, high-throughput, time-effective ang bffjbient. The
technique is based on a combination of the modified optical contrésbaneith several
optical filters and image processing algorithms. The caldmadf the process is carried

out using micro-Raman spectroscopy. The overall approach is illustratedire Bid

Micro-Raman Captured CCD Idefmﬁ-:atmn l.Lense MTI’F|.|I!r
Analvsi 3 | via Image 2. Threshelding
natysis mage Processing |aj 3. Median Filter

O PtiC&' Single Lnrlr.ﬁf:"f
Microscopy - gizx
~ md-Layers
Graphene
Layers

Si0: /Si

Graphene Layer Identification

Figure 3.1 Schematic of the process for determining the number of layeggaphene
and few-layer graphene films. The image of graphene samgeqisred via optical
microscope, followed by micro-Raman calibration, background subtractgiit, non-
uniformity correction, and application of the original image proogssilgorithm to
identify the regions with different number of atomic planes and tmam with pseudo-
colors. (Reprinted with permission from C. M. Nolen et al., ACS Ngan#14 (2011).
Copyright (2011) American Chemical Society.)

which shows a schematic of the process starting from a cdptuege via an optical
microscope, micro-Raman calibration, and image processingtalgorvhich completes

the recognition process. Below we provide a detailed stepelpy-description of the

26



process, which allows one to count the number of atomic planes (geafayers) for a
large-area and clearly identify the borderlines between reguithsdifferent thickness

(i.e. number of atomic planes).

3.2 GRAPHENE IDENTIFICATION: SIX STEP PROCESS

To test the recognition process we prepared a large numbempfesawith graphene
films. Graphene and FLG were produced by the standard mechanicktedn from
HOPG and placed on top of the %300 nm)/ Si substrate [1, 2]. It is known that the
300-nm thickness of SiOallows one to visualize FLG regions under regular light
conditions [3-5]. The high resolution optical microscopy images ofstmples were
captured by a digital camera attached to an optical microgbbken Eclipse LV150) in

“white” light produced by a quartz tungsten halogen light source.

Step 1: We start by capturing two optical images. The first is of shbstrate
material (usually SigJSi but other substrates are also suitable) while the second is1ag
of the FLG sample on the same substrate or different substede from the same
material (see Figure 3.2). We intentionally selected samytas=LG regions containing
different number of atomic planes n and having irregular shape baesd&or
convenience, we use the following notation: substrate without graphknage O and

substrate with graphene — Image |.
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Figure 3.2 Microscopy images of the substrate (left panel) and FLGubstsate (right
panel) obtained with 100X-objective. The image O is used for the background sabtracti
— a required step for the large area graphene identificati@gelris used for the overall
for graphene layer identification experiment. (Reprinted withmgsion from C. M.
Nolen et al., ACS Nanb, 914 (2011). Copyright (2011) American Chemical Society.)

Step 2: We perform the calibration procedure, which can be done locally on a
selected region where visual inspection suggest a presence oB&; etc. This step
involves collection of Raman spectrum from a few spots or performiRgman line-
scan. Raman spectroscopy has proven to be very reliable foificdgion of FLG with
n=1, 2, 3, 4 and 5 via deconvolution of 2D band and measuring the ratio of th&iggens
I(G)/1(2D). In most of cases, a single line scan is sufficient to ideatifgast one spot for
eachn. The coordinates of the spots, corresponding=tb, 2, 3, 4, and 5 are recorded
and correlated with the color information obtained in the previous(stép on Image O
and Image [). This procedure accomplishes the labeling of sespertal with the number
of atomic planes (see Figure 3.3). This calibration step doesksoimtach time because
it is done locally and does not need to be repeated for the wholeaseilzoated with
graphene or the whole wafer with CVD grown graphene. Moreover, ibigeone for

graphene on a certain substrate it can be omitted for other gragdmapkes on the same
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type of the substrates under the same illumination. We véghRaman calibration via

atomic force microscopy (AFM) inspection for randomly selected samples.

Mubti- Layers
4-Layers

3-Layers

2-Layers
1= Layer

1- Layer | Oxide
Interface

Figure 3.3 Raman line-scan showing the characteristic G peak and 2D baddars
identification of the number of atomic planes n in FLG region gl@nel). The colors
denote FLG with the number of planes varying from 1 to 4 and above. ThanRscans
were taken along dotted line (12.5um length) indicated on the riglei. pEme white
numbers label the number of atomic planes in different regions of $a@ple (right
panel). (Reprinted with permission from C. M. Nolen et al., ACS Nari14 (2011).
Copyright (2011) American Chemical Society.)

This procedure completed the preliminary (i.e. calibration steas)do not have
to be repeated for each new sample if the substrate and lighticosaire kept the same.
The following steps constitute the image processing algorédppiied to the captured
optical images (Image | and Image O). In order to describe thteps ones needs to
define and introduce a few concepts and variables, commonly used inpnoagssing.
We begin by noting that each optical image can be broken intar& robpixels with

dimensiongM x N, where pixel row and column locations are in the range of

Xx,ye0<x<M, 0<y<N. Each pixel is assigned a light intensity in the range
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l.. <1(x,y)<1,., for a given light source intensity. Herk,_is the maximum intensity

allowable (conventionally assumed to be 255), dngis the minimum intensity

allowable (conventionally assumed to be 0), wkilendy indicate the row and column
(or coordinates) of the locations being computed. The intensity of ma&eh can be
represented as a combination of red (R), green (G), and blue tBisity values:

1(x, ¥)=[1a(x ) Is(x y), 15(x, y)], where I , is the red intensity valud,; is the green
intensity value, and ; is the blue intensity value. With this in mind we can proceed to

the next step.

Step 3: Since the main motivation for this research is development of the
automatic scalable technique for large-area graphene wafieesneeds to take into
account the non-uniformity in wafer illumination. The optical images taken using
optical microscopes and unavoidably affected by the objective lewdes) do not
produce uniform intensity of lighting throughout the image. Thd lig at its maximum
intensity at the focal center and is the dimmest at the ceages of the image. The
illumination of the lighting non-uniformity is accomplished with théphaf the reference
substrate image (Image O). The intensity profile is found froage O (see Figure 3.4)
and then subtracted from Image I. This equalizes the lighting conddiarsthe whole
substrate for the following image processing steps. The dethithe non-uniform
lighting removal process are given in the Methods section (setoisentitledNon-

Uniform Lighting Eliminatioi.
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1400

Figure 3.4 Non-uniform illumination intensity I(x, y), expressed in arbyramits, is
shown as a function of the substrate coordinates x and y. The nomtyfoaused by
the circular confocal lens aberration is corrected by the lekilation transfer function
(Lmtr) filter introduced to the recognition procedure. (Reprinted with msion from C.
M. Nolen et al., ACS Nan®, 914 (2011). Copyright (2011) American Chemical
Society.)

Step 4: Once the uniformity of light illumination is achieved for the whioleage
one can extract the contrast information for different FLG reg{oeferenced to the
background). To conduct such a process for Image |, we definedhgreen, and blue
(RGB) values for each pixel of the image. From the step Xnees what RGB values
correspond to regions withel, 2, 3, 4 or 5 (see Figure 3.3). This determines the range of
RGB values that ensure that the region has the number of gbtemies withinn=1-5.
Using this information we identify regions of FLG throughout the wirokege or wafer.
After we have specified all FLG regions of interest (@igh n<4) in pixels withinM x N

we can exclude all other thicker regions (e.g. with n>4). Theusixtl is based on
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subtracting all points of the image that have RGB levels abobelow the allowable
RGB previously specified for each(see Figure 3.5). The detail algorithm for the RGB
assignment and image processing exclusion of regions that do not teetbegneeded n

range are described in the Methods sectionBsek&ground Subtractign
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Figure 3.5 Range of the red, green and blue (RGB) light intensity vathas
corresponds to the FLG regions (left panel). The RGB ranges earsdd for the
background subtraction and exclusion of the regions with thicker f(eng bulk
graphite). Optical image (100X magnification) after RGB processing;haieistricted the
light intensity values to FLG regions (right panel). Only the&kaagions consist of FLG
with n=1-4, the rest of the regions (white) are either substrateiaket films (e.g. bulk
graphite). (Reprinted with permission from C. M. Nolen et al., A2805, 914 (2011).
Copyright (2011) American Chemical Society.)

Step 5: We can now refine the recognition process and perform idextiiirc of
each graphene layer (with specific from the determined FLG regions. To accomplish
this task we start by converting the RGB data (defined f@& Ftgions in Image I) that
contains 3 values per pixel to the grayscale that contains 1 valp&xpke The latter is

accomplished through the process called segmentation (see Metutids £ntitled
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Graphene Layer IdentificatignWe label the grayscale contrast range for FLG regions,

defined asZzAl ,, and find the minimum — maximum boundary range for the graphene

layers with specifiech (see Figure 3.6). The intensity range for graphene layighsaw
givenn is labeled aal, (it is contained withinzAl , range). The use of grayscale can
only be efficient for FLG regions after removal of the backgroand regions that
correspond to the thick graphitic films.

The optical adsorption of each graphene layer for different beghtintensities
is shown in Figure 3.6, wher@l  contains the range of the light intensity values
associated with a specific graphene layer of interest (sg@dfy a givemn) and ZAl
shows the light intensity range of values for the entire Fe@on. The range of these
light intensity values depends on the brightness of the light sourdéeobptical
microscope. The dependence Aif, on the intensity of the light source is important for
this automated identification process.

For clear visual recognition, the unique pseudo colors are ass@ties contrast
ranges\l , for each graphene layer with a givenThis is done by further filtering out
separately the regions for SLG, BLG, and FLG witf8 and 4 from the grayscale FLG
region. In Figure 3.7, we show how such filtering results in the atguhregions. The
white spots correspond to the regions with a specific number of afgamesn. The
entire M x N transparent image with identified pseudo coloredmsgs then laid on top

of the original optical image (Image 1), for visual identification of FLGiagas with
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Figure 3.6 lllustration of the conversion process of RGB values to the grayscale (upper
panel). The grayscale allows for easier identification of the regions wutbciis
number of atomic planes The grayscale range of FLG is sectioned into the respective
light intensity ranges for each individual layer of graphene with a giyEwer panel).

(Reprinted with permission from C. M. Nolen et al., ACS N&n@14 (2011). Copyright
(2011) American Chemical Society.)

desiredn. The mathematical details of the process are described indtiods section

(seeGraphene Layer Identificatign

Step 6: The graphene identification procedure is completed with an apphicait
the median filter and utilization of pseudo colors for better vizgatbn. The median
filtering step involves the statistical pixel-to-pixel neighbgrianalysis technique to

improve the image resolution within the identified region and clarify the boundaries
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Figure 3.7. Optical brightness rangesl,, associated with a specific graphene layer of
interest (defined by) and combined rang&Al, for the entire FLG region shown as

functions of the source brightness (upper panel). The white spots omtpke sarface
are identified regions of SLG (n=1) and BLG (n=2) (lower panel). dd& background
is the rest of the sample surface (i.e. regions of substitteutv graphene or regions
with other thicknesses). The presented technique can be used forsizafesamples
without any major modification or processing time increase. riRiel with permission
from C. M. Nolen et al., ACS Narlg 914 (2011). Copyright (2011) American Chemical
Society.)
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between any two regions with different number of atomic plar{ese also th#&ledian
Filter in the Methods section). The median filter allows one to eradited high
frequency impulse noise commonly known in image processing as “salt and’pepper
noise. In our approach, this noise may cause the identified regfignaphene to appear
patchy reducing the accuracy when determining the borderlinie oegions. After the
filtering process, we assign the pseudo-color to each regionavgthenn, and present
the final result on the sample map (see Figure 3.8). This manpyahearks the number of
atomic planes at each location of the sample surface by cethrgireen, blue or yellow.
The remaining brown regions are the substrate itself without grepitekes while the
dark regions are the thicker graphite films.

It is easy to see that the approach can be extended to threswkafer rolls of
CVD graphene on flexible substrates. Since the only size liontas the area of the
optical image our approach is suitable for industry scale higihughput applications.
The high speed of the image processing algorithms allowsdan #itu identification of
the number of atomic planes. As a result, the throughput for the riadlustale
inspection of many wafers will be determined by the speedechanical motion of the
wafers to and from the light source. A similar scale of thplggae identification cannot
be achieved with Raman spectroscopy. The two-dimensional Ramarfsttee whole
sample surface will be extremely long time (the spectrosatgtia accumulation for each
point on the sample surface takes from ~1 minute to ~30 minutes with conventional
spectrometers). The lateral resolution of Raman spectrometdesermined by the laser

spot size, which is on the order of 0.5 —{@. In our approach, Raman
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Figure 3.8: Statistical nanometrology layer counting analysiperforned by sectioning
out a specific individual graphene layer differdram the bulk, substrate, and ott
graphene layergReprinted with permission from C. M. Nolen et #CS Nanao5, 914
(2011). Copyright (2011) American Chemical Sociy

spectroscopy is used only for the calibration @& pnocess and can be done locally ¢
few stops or via a line scan.

The versatility of our metrology technique opensd@or for a plethora c
experimental and industrial applications. It can dglied to a number of variot
substrates and graphene samples produced by differethod<[6-8]. Instead of micr-
Raman spectroscopy, other calibration techni can be used instead. We have te
this method on a large number of graphene samples ped by mechanical exfoliatiol
In some cases we intentionally used contaminatedtsates and FLG flakes that ha

large thickness variation (from SLG to bulk graphitOur technique worked fine for

examined substrates. Moreover, we have testedapproach for another type



atomically-thin materials — topological insulators of the bismeliuride family [9-14].
The “graphene-like” exfoliated atomically-thin films of Be; and BpSe; [9-12] were
placed on top of Si/SiOsubstrates. The graphene identification technique performed for
this type of samples as well. The accuracy of our techniquéeamhanced further by
application of other image enhancing, error reducing algorithmemmggited in different
software packages. Additional post-processing algorithms can priwritier detection
of through various statistical analyses revealing importanacteistic parameters of the
investigated graphene such as type of edge termination i.e.g z’gzamchair graphene
which would ultimately change the electronic state as beinglinetr semi-conducting.
An example of additional post-processing can be seen in thédiefbsFigure 3.9 where
the entire image is classified from each graphene lay#retsubstrate and bulk. Then
percentage coverage area for each graphene layer is deduced tudipldte right side
of Figure 3.9. Image processing applications in semiconductor industey dieeady
helped to achieve major improvements in materials processinghgmdabrication at
reduced cost [15]. The proposed large-scale graphene identificatiogquality control
technology can become particularly useful for the newly devdlgpaphene synthesis
techniques [16, 17] and graphene practical applications in heat sgreiatknconnects

and analog electronics [18-21].
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Figure 3.9: Image processing allows for clear identification and recogndfagraphene
layers (left panel). By altering the color schemes of ideatibn pattern, we show that
percent yield of each graphene layer (right panel) can be e@dhcough statistical
analysis of each colored region within a designated area.  (Reprintéd psimission
from C. M. Nolen et al., ACS Narlg 914 (2011). Copyright (2011) American Chemical
Society.)

3.3 METHODS
This section is divided into sub-sections, which provide details foiifgpsteps of the

large-scale graphene identification and quality control technique.

Non-Uniform Lighting Elimination

This description is pertinent to Step 3 of the procedure. To elienth& non-uniform
lighting across Image I, we apply a special filter, whattbtracts the light intensity
extracted from the background Image O. This is based upon the assuthpt under
perfect condition, the color intensity of the substrate is uniforthmdy same across the
image. The whole procedure is presented step-by-step in Figurdt Sarts with

accumulation of the typical light intensity distribution for Imagelong the x or y axis.
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This intensity distribution is non-uniform with the maximum attaiosdally around the
center of the image. The distribution is modified by subtractionthef uniform
background. The resulting non-uniform part is inverted and stored filvefunse with
Image |. The next step is accumulation of the typical intensdlfyildution for Image |
(the actual graphene sample on the substrate). The addition of thednight intensity,
obtained for the reference Image O, to the intensity distributidmage | results in the
corrected intensity distribution for Image | with eliminatedhtigg non-uniformity
(shown in the lower right panel in Figure 3.10).

Mathematically, this process is described as an applicatithre d¢ns modulation
transfer function [,.-) filter [22]. The filter corrects the circular lens abepat
produced by the Gaussian-like distribution of non-uniform light intgnsitooth the x
and y planes of Image | (see Figure 3.4 and 3.10). The application &fthdilter is

performed with the equation;

I n,CeR,G,B(X’ Y) = ICeR,G,B(X’ y)_ Lre (1)

for each valuég, I , Iy where Ly = Ocnos(X y)-min(Oc.nes)- The intensity
functionl , now contains the corrected image with the evenly distributed ilnggnsity

across the entire image.
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Figure 3.10: The upper left panel shows a typical non-uniform light interggiribution
for Image O along the or y axis. The upper central panel is the non-uniform light
intensity, which is left after subtraction of the uniform backgroughkiting. The upper
right panel shows the inverted light intensity obtained in the prevites. §his
completes the processing of data extracted from Image O.oWer left panel is a
typical intensity distribution for Image | along tkeor y axis. The modulation of the
intensity profile is due to the presence of graphene flakes with diffetenber of atomic
planes. The addition of the inverted light intensity, obtained for In@adapper right
panel), to the Image | light intensity results in the final intgndistribution for Image |
with eliminated lighting non-uniformity. The final result is shownthe lower right
panel. (Reprinted with permission from C. M. Nolen et al., ACS Ngn@l4 (2011).
Copyright (2011) American Chemical Society.)
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Background Subtraction

This procedure is pertinent to Step 4. In order to subtract the loackgrwe subtract the
RGB value from all pixels that correspond to the same locatitmage O and Image I.

If the result is ~0, then the pixel in Image | is assumed to be a background pixel, in
which case we change that RGB pixel value to white corresponali(@ 0, 0). If the
result is 1, then the pixel in Image | is assumed to not be a oacidypixel, in which

case we do not change that RGB pixel value, retaining its orig@& value. This is
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accomplished by performing the following procedure;

I\/I( ’ )_{O if OCeR,G,B(X’ Y)_ |cER,G,B(X, Y)zo

¥ v)= , 2
y 1if OCeR,G,B(X’ y)_ lCeR,G,B(X’ y);tO ( )

where M contains the filter resulting from Image | with thébsrate background
subtracted. Next, by using the light contrast information fronuriéi@.2, we can restrict
each RGB value to only allow the light intensity range for FeGions shown in Figure

3.5.

Graphene Layer | dentification

This procedure is pertinent to Step 5. To perform the identificatiagragfhene layers
(i.e. distinguish SLG from BLG, etc.), each pixel in the enitmage needs to be
“segmented” [23] from RGB colors into a grayscale color. Thakes the graphene layer
extraction process simpler by converting three RGB values gel ipio one grayscale
value per pixel, which comprises of a different percentage of e&@h Wlue. The

grayscale conversion is completed by changing the M regionseoést to grayscale and
changing all other pixels that are not within the FLG contrasge to white by

performing the following actions

oy = 0301, + 0591, 5 + 0111, 5

| (xy)= {255 it M(x,y)

Loy (X y) if M(xy)

0
R 3)
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Here |, is an image containing only FLG. Next, the regions with spenfiimber of

atomic planes n (e.g. SLG or BLG) are determined from thaysgale light intensity
range acquired from the optical Image |. The latter is eseldi by applying the
neighborhood thresholding [23], which allows one to extract the light ibtermntrast

range for each individual graphene layer with givery performing the following

operation;
(1 L1, <AlL(xy)<LL,
2 L2, <Al(xy)<L2,
SAl (% y)=< 3 L3,, <Al,(x,y)<L3,, - (4)
4 L4, <Al,(xy)<L4,
0 other

Here ZAl, represents the summation of the light intensity rangesFigs regions
containing each of the grouped layers axig is the light intensity range for a specific

graphene layer of interest, L1 is SLG, L2 is BLG, and L3, leArRUG withn=3 andn=4,
respectively. The minimum and maximum values span the light ityghseshold range

for each graphene layer (with givep This process is repeated over the entire range of
the source light intensities in order to provide a calibration lookug taiolthe image
processing algorithms. As a result, the image processgugithim can section out the
graphene light intensity ranges for any light source intenshg. unique pseudo colors
are then assigned to each graphene layer and overlaid atopoofythal image for clear
visual identification. The unique colors are assigned to theofeite image, which

include regions of the substrate or bulk graphite.
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Median Filter

This procedure is pertinent to Step 6. To achieve the precisionienifffor the large-
scale industrial implementation and automation, a median filter R3Applied to
eradicate the high frequency impulse noise. The median filtexrafdr individual layer is

implemented with the help of formula

Me ={l; ljef12..w} and ke{12...H}, (5)

where M_is a median filter of siz&VxH for a neighborhood of pixels centered at

Iy (x, y). The median element of the winddW is given by

m
M FSORT[E} for anevenm

I Fu (X1 y): ’ (6)
M [EJrl} for an odd m
FSORT 2
whereM i], i=1, m, m=WxH and |- is the resulting graphene layer of interest

(with given n) after the impulse noise is removed. The median filter analgzset
number of pixels in a user-defined matrix region to find the medadure of the region
currently being inspected. After the operation is performed,lteeit shifted to the next
user-defined matrix region until the entire image is analyzedtufed our matrix size to
effectively eliminate noise while maintaining the high resolutfon the identified

graphene regions (with given on the order of a few nanometers.
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3.4 RESOLVED ISSUES AND PROOF OF CONCEPT

Initially, our automated identification procedure was somewhat ssfoteget not very
accurate. After much experimentation, we discovered two majoremalbic errors by
adjusting the range of light intensity for red, green, and blueBjRfBown best by the
visual representation of non-uniform illumination in the top panel of Eigut0. These
problematic errors include: a non-uniform confocal light intengigyribution across the
entire image and the second error being static impulse noises &lceoentire surface of
the image. In the bottom panel of Figure 3.11, we display our at&ngpaphene layer
identification of individual FLG regions without filtering of a 50X agati image. This
resulted in pseudo-colors resembling “spray paint” —like featwteewn across the
intended identified regions supposedly indicating specified graphermsslaffor a
12.5um radius within the center of peak light intensity in the bottom panel of Bdure
graphene layer identification could be accomplished. Although, within these regians ther
appeared severe cases of impulse noise making identified FLG geaphgions
“patchy”. These patchy regions will become even more problemdten attempting to
provide a quality layering analysis apparatus for industgplieations and would likely
cause our method not to pass industrial quality control standardsd®thsi 12.5um
radius center of peak light intensity in the bottom panel of Figut&, our graphene
layer identification technique incorrectly identifies darkeriorg as SLG, BLG, etc.
without the integration of the non-uniform light elimination filteheEe darker regions
rapidly reduce their light intensity as they reach the fartetents of the Gaussian light

distribution curve away from the center of peak light intensity within the image.thiw
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filter correction has been proven to be important, we have resolved ahlempatic
concerns by providing two beneficial filters within the procedureusftechnique. These
filters include and are not limited to the following: lense modutatransfer function
(Lmrr) filter [22] to eradicate non-uniform light illumination, providing uniforight
intensity across the substrate. The second filter incorporatée imedian filter [23] to
smooth out the area of identified regions and eliminate extresnedyl identified regions

of FLG that are insignificant.

Figure 3.11 50X optical microscopy image of exfoliated graphene on top of 300nm
Si/SIO, substrate (left panel) is shown displaying a clear reprasamtaf the non-
uniform light intensity caused by the confocal lense objective sdhee image in the left
panel is attempted for graphene layer identification (right pamighout any filtering
resulting in numerous errors. (Reprinted with permission from C. dlerNet al., ACS
Nano5, 914 (2011). Copyright (2011) American Chemical Society.)

One of two motivations for this work was to supply a research ftwothe
scientific community that targets, locates, and identifies iBpabickness dependent
graphene layered regions. In addition, we wanted to provide a univerkalgue which
could be applied to graphene layers on any substrate that exhilmigar ©ptical

refraction properties providing discrete contrast between |4¢gr¥Ve also wanted to
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expand this technique for use with other atomically-thin masesiath as Bires family

of materials which have topological intrinsic properties [9, 10js lalso possible to
expand this to the following material systems: any other meronsisting of thin films
or chemical vapor deposition (CVD), etc. that show optically traegpgroperties as c-

axis thinning of the material goes from 3-dimensional (3D) down to 2-dimensions (2D)

Our apparatus for research application is robust and can be cemnfidetan
innumerable amount of wafers after calibration parameters havede¢. The surface of
an entire wafer can analyzed for potential graphene layengveitshort amount of time
depending on the wafer size. The process for the user becomeglsekitnple and is
completed only by the following two steps. Step 1) Capture an irohgeafer with
potential graphene layers. Step 2) Click a button on a softwareaprogr software
“plug-in” that indicates the user’s desire to inspect theuredtimage for graphene
layers. Next, the result appears as in the bottom left parfeigafe 3.12. This simple
process can be repeated an innumerable amount of times for any rafmladers that
exhibits the same identifiable material on the top of the same @and thickness of

substrate at the same light source brightness.

“Blind” verification of our technique is important to show the accyraad
viability of our technique. In Figure 3.12, we show the process of hovaparatus
functions after initial calibration, with the exception of includiig filtering process
which was completed but not shown. Verification of our techniquenducted through

“blind” identification of a random sample with potential FLG on top 30@in%i/SiO,
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after our system has been calibrated. First, an optical imédepotential graphene
layers is captured by an optical microscope in Step 1) (topaettl). Then this image is
analyzed by our automated layer identification technique shownybnefteps 2), 3),
and 4) and the result is given in a within a few seconds. Stept@¢tesach R, G, B
color range to the light intensity range that only corresponds® Feanwhile the rest
of the image is “background subtracted” and labeled with the colote wStep 3)
Converts the RGB colors to grayscale, and then restricts FLiGneeturther to isolate
SLG regions and BLG regions as a ‘mask’ where the black regimnsabeled with a
unique pseudo-color and white regions are transparent. In Step 4)askamStep 3) is
overlaid on top of the original image in Step 1) resulting inrokesual identification of
SLG regions and BLG regions. Filters were conducted as wedlingt shown in this
figure due to simplification. The non-uniform light elimination diltwas conducted
between Steps 1) and 2) and the noise reduction median filtestondsacted as the last
process in step 4. Our automated identification technique has now beereteampb
check the accuracy of our technique, we conducted Raman Spectroscopmnermus
spots that our technique identified as SLG regions and BLG regmmh$oand ~100%

verification with an example measurement shown in the bottom right panel.
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Step 1) Original Optical Image 100X Lens Step 2) RGB Heuristic Thresholding Step 3) Isolation for Each Graphene Layer

Ny

Isclation of Isclation of

Single Layer Bi-Layer
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Figure 3.12 The “blind” identification process of validation conducted post calibration is
outlined in four steps and then verified by Raman Spectroscopy. Inltep optical
microscopy image of a substrate with potential graphene |gyeeptured with a 100X
objective. In Step 2) “background subtraction” is conducted to resttectange of red,
green, and blue colors to only FLG regions. In Step 3) the remabpiingpl image with
only FLG regions is converted from RGB to grayscale and & isagseated by isolating
the grayscale intensity range for SLG and BLG, each which are labeledsaguaea with
a unigue pseudo-color, in this case red for SLG and green for BLG. itgtap 4), this
mask is overlaid on top of the original optical image in Step Provide a clear visual
representation of the location of SLG and BLG regions. Lastly, ibhdtiem right panel
Raman Spectroscopy is conducted to provide robust verification of thefiete SLG
and BLG regions. (Reprinted with permission from C. M. Nolen et &S ANlanadb, 914
(2011). Copyright (2011) American Chemical Society.)
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3.5 LAYER IDENTIFICATION OF CVD GROWN GRAPHENE ON NI

Thus far, our graphene layer identification process was sthigtiied to graphene and
FLG produced by adhesive tape transfer by mechanical exfolimbon HOPG onto a
300nm of SiQ/ Si substrate that makes use of standard constructive optedéiahce

patterns [3]. Since the current state-of-the-art is growiaglgne via CVD on top of
metal substrate, extending this metrology technique for idemgifgraphene layers for
this medium would significantly increase the value of this tool. Muecifically, the

development of a layering inspection process for graphene grown oestisenwafer-

sized area before further device fabrication processing would eerzalslew quality

control measure for atomically-thin layered grown materials af @rowth.

A few notable changes in the graphene layer identification padifer from
mechanically exfoliated graphene layer identification to CVD growphgae on Ni. The
first of these differences include a change in constructivieabphterference (visibility
of graphene layers against their substrate medium). Previouslymémhanically
exfoliated graphene, each layer was clearly visible to thedneyke when viewed under
an optical microscope due to large contrast differences bewamtngraphene layer and
the substrate that they are placed upon. More specifically, camstruoptical
interference patterns produce this visible contrast due to thragtiten between graphene
and the specific thickness of 300nm Si@sting on top of Si which is opaque allowing
one to distinguish between one atom-thick planes. For thermal CVDhegragrown on
300nm of Ni, visual recognition of individual graphene layering diffeedding on the

contrast that each layer exhibits between one another. The sectmesefdifferences
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include a slight change in the Raman spectrum of graphene whlggatantensifying of
the 2700crit 2D-peak is seen due to varied graphene layer stacking, ye¢siiins as a
reliable method for counting the number of atomic planes [24]. The foldpparagraphs
give a background and investigation, detailed process methodologyingfglres, and
discuss the increased capabilities that this work offers defaihe importance and
industrial motivations for conducting graphene layer identificatiordétection analysis

of grown graphene layers atop their growth mediums.

3.5.1. Background and I nvestigation

Recently, the focus of graphene research has shifted towards éffa@tow consistent
same-layered monolayer graphene (1ML) over wafer-sized araashemical vapor
deposition (CVD) on metals; Ni [25], Cu [26] and both 1ML or hydrogernrdatated
Bernal stacked bi-layer graphene (2ML) via molecular beamxgp{tdBE) on Si-face
4H-SiC (0001) [27,28], 1ML on Ru (0001) [29], 1ML on Pt(111) [30], and 1ML on
Ir(111) [31,32]. More recently, the primary set-back of graphene greathtransferring
grown graphene from a metal to a dielectric insulating subsivithout damaging [33]
or contaminating the grown graphene sheets with residues [34]wakiuntil recent
advancements of a demonstrated technique for growing graphendydoactany
dielectric insulator by growing CVD graphene on deposited high-pGutywhere the Cu
was initially deposited directly onto various target dielecsubstrates, followed by
evaporation of the Cu at high temperature allowing for high-qugliagphene to be

transferred to a wide variety of dielectric substrates [3®fough efforts to grow
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graphene controllably over various sizable areas have been langebssful [36], the
ability to grow predominantly same layered graphene remains a challenge.

As commercialization of graphene nears with recent productiarkgét printing
machines being developed [37], the importance of growing a predomisgntyymous
graphene layer across the entirety of its growth medium bedogregasingly important.
This high-quality uniform graphene layer becomes paramount forlizatgahigh-yield,
reliable, and reproducible arrays of graphene-based devices. Unfelyurthese said
graphene-based devices are sensitive to fluctuation in layesitign their working
device areas. Direct examples of this problem include; thermpglications and
electronic device applications. Thermal graphene-based device #pphkcare affected
when graphene is used as a passive lateral heat spreader twbenal boundary
resistance (TBR) is largely affected due to phonon scattasngyering consistency is
broken inducing Umpklapp scattering [38] causing heat build-up due td ahawge in
room temperature (RT) intrinsic thermal properties; 1ML is ~35008V[39] and 2ML
is ~1500W/mK [40,41]. Electronic graphene-based device applicatiors agitigh-
frequency 100 GHz graphene transistors [42] to THz graphene photbtodet3] are
also largely affected by the inconsistency of graphene layduegto the sensitivity of
carrier scattering from a large change in RT intrinsic miytietween 1ML ~ 40,000 to
400,000 crfiv's® [44] and 2ML ~ 3,000 to 8,000 éwi's™ [45] with 1/f noise [46, 47]
being directly affected as well.

High-throughput graphene layer identification for large-areaicgmn was

initially developed by our research team [48] and then utilibecafnumber of scalable
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inspection processes to provide quality layering control for grapbased applications
[49-51]. These include; thickness determination via gold deposition p4@r betection
process within fabricating suspended structures [50], and grown gephe Cu
transferred to glass for wafer-sized areas [51] having nogtoelectronic application
potential as a transparent material for solar cells [52], lightiegitiode (LED) [53] and
organic (OLED) [54] applications. Meanwhile, other graphene ideatifio techniques
exist to assess the number of graphene layers or quality mifiegra in respect to the
purity and presence of lattice defects, but limitation of bslog/, expensive, and non-
automated hinder their potential use for future industrial applicajdfl]s To date, no
graphene layer identification process has been developed for identfyaphene layers
directly on its growth medium before transfer.

Here we report a scalable method for graphene layer idattficdirectly on its
growth medium through image processing algorithms which ardleaphintegration as
an automated wafer-scale graphene layer inspection processhesiRBATLAB image
processing toolbox add-on. Our process incorporates a step-by-step prdodduing
[48] additional post-processing steps to provide statistical intatfmetof the identified
masked results. As a proof of concept demonstration, we assigned refjiopscal
microscopic images of ~100um x 100um areas to corresponding micrarRa
spectroscopic characterization. Then we performed additional postspnog on the
binary output masks detected (shown in Fig. 3.15) using various s&tstadysis which
we thought would provide pertinent statistical information for imprgvicritical

graphene growth parameters and also aid in the development of poietetmated
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industrial-scale graphene layer inspection processes. In shodetwaut to develop a
graphene layer detection process for specifically graphene groeatlgion their growth
mediums to improve graphene growth, potentially enabling growth oklntiniform
high-quality graphene sheets across wafer-sized areas.

This technique relies on initial calibration of our image prangsalgorithms in
accordance to the Raman spectrum of graphite/graphene to both;yidbeatitinique
'fingerprint' vibrational modes of graphite (G-peak at 1580¢pmimarily in-plane mode
contributions), 2D-peak at 2700€m(both in-plane and out-of-plane contributions),
defect contribution [55-57] D-peak at 1350&mand count the number of atomic
graphene planes by analyzing the ratio of the G-peak to 2D-pedationta modes [58].
This ratio is dependent upon two main factors; the substratet tagsiatop of due to
interaction and deposition method of graphene by CVD growth or editdBE growth
or mechanically exfoliated from initial HOPG ingot. Traditidpahe Raman spectrum
for mechanically exfoliated graphene on top of 300 nm ot/Sithas a G-peak to 2D-
peak ratio of ~1:4 fok=488nm and ~1:2 fok=633nm laser wavelength for single-layer
graphene (SLG), ~1:1 G-peak to 2D-peak ratio regardless of laser wdkidiamig-layer
graphene (BLG), a slightly higher G-peak than 2D-peak waitioout a visible shoulder
on the 2D-peak contribution for (~3-7) few-layered graphene (FLG)aasignificantly
higher G-peak than 2D-peak ratio with a visible shoulder on the 2D-peatkbation
becoming closer to that of bulk graphite comprising of multiple sthékgers (7+) of
graphene [58]. Although Raman nanometrology may become les&mtfffor counting

the number graphene layers on CVD grown graphene as compared to wabghani
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exfoliated, it is still entirely possible to use the Raman tspecto count the number of
layers [41]. An explanation of this can be understood by observingn¢heasedr- *
bond stacking sequence, where the 2D-peak becomes intensifiedystigktito the
increased out-of-plane mode interactions as to the G-peak renmaaitered due to
having only in-plane interactions. As for counting the number of graphgeesléor
CVD grown graphene on Ni with Raman spectroscopy, studies haven ghatthis is

entirely possible taking into account the increased 2D-peak intensification [59].

3.5.2 Methodology of Layer Detection

Our procedure follows a step-by-step process to assign,fglassil statistically analyze
identified graphene layers. Step 1: generally it is necesediiyst model constructive
optical interference patterns to find a correct thickness fogmwth medium whereby a
large contrast between the grown graphene and the substsgens Although when
growing graphene on top of a metal, which is usually highly mefeecno modeling
needs to be done as each layer of graphene absorbs 2.3% of lightiaectlis reflected
back with no transmission. A more in depth explanation corresporalisigp 1 section.
Step 2: grow graphene layers via CVD on a specific thicknessty,puand
crystallographic orientation which promotes uniform same layer greplgrowth. Note
there also is 10nm of Pt deposited serving as an adhesion lay&tolla thick Si
substrate. Detailed CVD graphene growth on Ni process explaireedrasponding step
2 section. Step 3: capture images of grown graphene from anl|api@@scope in

conjunction with using micro-Raman spectroscopy to verify that-gigality graphene
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growth was not only grown, but also to ensure that type of graphah&as grown is
within one of the most challenging scenarios for graphene ldgatification where most
of the wafer-sized area contains predominantly varied regions of 2ML and few-
layered graphene (FLG). Step 4: perform illumination equalizatiosuiyracting the
illumination intensity of two optical microscopy images whereimage of only the
background Ni substrate (without graphene growth) is subtracteddnoimage of the
actual experiment graphene grown on Ni using image processingleDellamination
equalization correction process explanation in corresponding step idnsestep 5:
calibrate image processing algorithms by assigning graghgeeed regions and borders
of regions verified by micro-Raman spectroscopy. Then claskiéget regions with
unique pseudo-colors with the number of graphene layers that theyspmrde to.
Detailed graphene layer assignment process using image prgcessitained in
corresponding step 5 section. Step 6: median filtering via image sgingeon each
identified graphene layer masks was used to remove salt and péppged:coupled
device (CCD) noise to improve graphene layer detection accubatgiled median filter
processing using image processing explained in corresponding steption. At this
point statistical analysis information can now be extracted fdemtified graphene layer
regions by completing additional post-processing by modifying varioesiqusly
defined image processing algorithms. Step 7: detection of clrgtas, quantification of
same layered graphene growth clusters, and perimeter contoatiareteassified for
each graphene layer binary output mask or generic non-specifgficktson using

image processing over the entire image area is explainedurther detail in
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corresponding step 7 section. This completes our step-by-step geaglenth, layer

detection, and post-processing statistical analysis procedure.

Step 1: OpticaConstructive Interference for Graphene Grown on Ni

Raw optical visualization of graphene contrasted against therastgbst achieved by
using a comparative analysis of constructive optical interferbetween Si©@and Ni.
Traditionally individual layers of mechanically exfoliated grapb have been
successfully detected under an optical microscope by depositing 39@i;, on top of
the Si p-doped substrate which is opaque [3]. Similarly foergmyf thermal CVD
graphene growth a 300nm of Ni was deposited as ~300nm has an inderactiaef
constant of 1.74 (n) and an extinction coefficient of 1.99 (k) [60]o AI$0nm of Ti is
deposited underneath the Ni layer for adhesion which contains an n vabuanof k
value of 0.0139 for this specific thickness [60]. Although only the n anduesaif Ni
contribute in total reflection due to the opaque nature that 300nm ofé&inkdes where
naturally graphene absorbs 2.3% of light illumination [4] for eadplgne layer so
contrast is directly absorbed with near 100% Ni reflection. €orgrast between each
graphene layer allows our graphene layer detection technique tonihetehe number

atomic planes of graphene against the substrate after Raman spectoaditoaton.

Step 2 and Step 3: Graphene Growth on Ni via thermal CVD

The processed substrate consisted of a 4-inch p-doped silicon substrate vaitilowhed

layers of material atop; 300nm of Si@as created due to thermal oxidation, 10 nm of Ti
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was deposited via sputtering as the adhesion layer, and then 300 weneNdeposited
via e-beam evaporation method as the catalyst for the growtiagliene. A commercial,
large-area thermal/PECVD system from Atomate Inc, CAallest in the clean room at
Center for Nanoscale Materials at Argonne National Laboratoag wsed for the
Graphene growth. Above mentioned wafer was loaded into the quartzdiabee{er 5
inch) and then transferred into the system for the growth. Theedsassure in the growth
furnace was evacuated down to*l&hd then purged with Ar for a few minutes. The Ar
gas flowed into the growth chamber with flow rate 2000 sccm andndn@ber pressure
was raised to 300 Torr, followed by increasing the furnace teyserup to 1006C.
The process including the temperature ramp to reach Mok about 15 minutes and
later we kept all conditions same for additional 5 minutes. Welgalstep as annealing
and this helps to get rid of any contaminants on the Ni suriaeech as causes grain
growth of Ni. After this step, the chamber pressure was laveosvn to 100 Torr and
Ethanol vapors were introduced into the growth chamber to initiafghgna growth.
Ethanol vapors were introduced using Ar as a carrier gas whichwidded through an
Ethanol containing canister. The temperature of the Ethanol comfaainister was
maintained at ¥ and the outlet of the Ethanol canister was connected to thefimas
meter to regulate the flow of ethanol vapors and it was set as&®0. No hydrogen
was used during the growth process. The growth of graphene wiasl cart for 3 mins.
After the growth, all gases were switched off along with switg off the heater
simultaneously and the chamber was evacuated down3oT@@ while maintaining

constant pressure for a few minutes. In order to accelerategaaivn, Ar and klgases
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were introduced with a flow rate of 500 sccm respectively raising thebergpressure to
1 Torr. The cooling rate ranged from°@dmin at the beginning to 10-&/min at the

later stage. The sample was removed from the growth chamtieercabl down and

subjected to optical and Raman spectroscopy for further characterization.

Figure 3.13 (Left panel) Optical microscopy image of CVD graphenergyggown on
Ni taken at 50X. (Right panel) Red box inset of a preprocessed apimalscopy image
captured at 1000X used for graphene layer detection.

Step 4: lllumination Non-uniformity Correction

Our illumination non-uniformity correction procedure follows the methoestian
outlined in [48]. This correction procedure is necessary becays#liamination that is
captured by a CCD is initially altered by the confocakléefore it is reflected off the
substrate and then captured by the CCD camera. To reverserifusat lens effect, it is
necessary to capture the additional illumination information from an opticedsoapy
image of only the background substrate (Image A) and use theoaddifiumination

information to subtract this light from a second captured imageghbidie sample of
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interest of CVD grown graphene on Ni using imagecpssing pixeby-pixel.

Mathematically, this algorithm is best explainedaalens modulation transfer functic

(Lmre) filter [61] used for both x and y planes outlinadequation (1) where theyre
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Figure 3.14 Binary output mask of detected CVD grown grapheageis on N
corresponding to four quadrants according to laygewerified by Raman spectras;
(top left panel), 2nd (top right panel)-7 layers (bottom left panel), bulk graph

(bottom right panel).

extracts the additional illumination from backgrdunmage A by subtracting tt

minimum red, green, and blue (RGB) values fromehtre image from every pixel

the image to store the additional illumination mf@tion. Then the yrr equation (1) is

subtracted from Image B of the CVD grown graphemeeis on Ni in equation (2) fi

every color of red, green, and blue (RC
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Lyrr = IACER,G,B (x, }’) - min(IACER,G,B) (1)
IBn,CER,G,B (x, }’) = IBCER,G,B (x, )’) — Lyrr (2)

where f* is illumination intensity for Image APlis illumination intensity for Image B, n
is the number of graphene layers, C is color, R is red, G éngReis blue, and \xr is
lens modulation transfer function as previously defined. After apmicadf this filter

algorithm procedure, the non-uniform light from the confocal lens aberration dgye€m

Step 5: CVD Grown Graphene Layer Detection and Classification

Our CVD grown graphene layer detection and classification liafgdowed [48]. We
carried out this graphene layer detection process by the foljodistep process using
image processing. Step 5.1: define a strict range for the RG&evalues corresponding
to the identified graphene layer range (1 to 7+ bulk graphite nuafbgacked layers)
from prior Raman spectroscopy results. Step 5.2: convert Image B3frie@B values
per pixel to 1 grayscale value per pixel to simplify masknilei completed in the next
step mathematically represented in equation (3) wheggi$ the illumination intensity
values of ‘n” number of graphene layers as a scalar graysmake for each pixel and
or G or g are the red, green, or blue illumination intensity values of ‘n’lmemof graphene
layers for each pixel which are extracted in percentagesnplete the conversion of an
RGB vector to a singular scalar grayscale value withinghge of values between 0 and

255.

61



Iygry = 0.30L, g + 0.591, ¢ + 0.1, 3)

Step 5.3: create individual graphene layer masks of their individyeteld regions and
borders of regions by assigning the precise pixel range &r g@phene layer or range
of multiple graphene layers of the x and y planes of Image &®rn@sponding Raman
spectroscopy signatures which encapsulate not only the unique carpbitegmnoton-
phonon vibrational signature, but also their layer stacking informatidheohumber of
atomic planes from the G-peak to 2D-peak ratio [55-57] shown ind-ige. Step 5.4:
classify these individual graphene layer or multiple grapheper leange masks by
assigning them with unique pseudo-colors for clear visual représansdown in Figure
3.15. Then rewrite these values over the top of Image B outlinedematically in
equation (4) wherdl, is the graphene layer illumination intensity range, L is gnaghe
layer, SLG is single layer graphene, BLG is bi-layer graphd-LG is few-layer
graphene (n=3-7 layers), and BULK is bulk graphite (n=8+ layensdonal Step 5: use
the identified binary output masks for each graphene layer orslayeativide over the
entire area of Image B to extract basic statistical mé&tion deducing the percent CVD
graphene growth coverage area over a specific image area msintd bar graph
contained as an inset within Figure 3.15. shows the graphene fagepercentage for
each identified graphene layer or layers over the entirgdragea of interest (Image B).

We used equation (4) in graphene layer classification
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( 1,SLG L1in < AL (%,Y) < Loy

2,BLG L2in < AL (%, y) < L2ax 4
X AL(x,y) ={3-7,FLG L37 pin < A7 (%,9) < L37 manx (4)
8+, Bulk L8 +,,in< Al (x,y) < L8 + 05
k 0 other

where)’ Al,, is the summation of light intensity ranges for FLG regionsainimg each
of the grouped layers and,, is the light intensity range for a specific graphene layer of
interest. The minimum values span the light intensity threslamider for each graphene

layer for a given n.
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Figure 3.15 Post processed graphene layer detection of Image B by individigge
pseudo-color masks overwritten on top of the original image of CVidrggyaphene on
Ni shown in the right panel of Fig 3.15. Inset graph shows percentaggcfgraphene
layer over entire 7dm x 8Qum image area.
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Step 6: Median Filter Correction

The median filter algorithm largely followed [48]. This filterasy intended to remove
high-frequency impulse noise produced by the CCD device to provieothing’ for
more accurate graphene layer detection by only allowing teetgixels to stay if their
cluster size is large enough [62]. This is completed by amagythe center pixel of a
defined matrix, sorting the analyzed numbers, then returning the mediae. To
perform this function in mathematical terms, we define a median matrix of W x H

size shown in equation (5) where-M median filter anlenjkis defined neighborhood of

pixels centered dt, located at j, k of a window size of W x H.

M {lr, 1j € (L2, .. W} and k € (1,2, .., H}] 5)

Next we pad the border of Image B with O’s in order to properly aadlye edge of the
image since the analyzed pixel is always the center pixt#ere must be outside defined
values when processing any edge pixel. Next we apply equatiowhi{6h sorts the

defined matrix and selects the median pixel whdge _[i],i=1, m, m = W x H, and

I, is the n graphene layer of interest the defined matrix to be sorted.

m
Mg, nr [;] for an even m

I (x,y) = (6)

Mg pr [% + 1] for anodd m

Furthermore, the defined median filter size was tuned for theekigatio of removing
CCD high-frequency impulse noise to highest percentage yieldarfordentified n

graphene layer.

64



Step 7: Cluster Area Detection, Quantification, and Perimeter Contour Detection

Our algorithm largely followed the sequential region labeling section forybimeages in
chapter 2 of [63]. Essentially we used an algorithm to performtiaddi image
processing analysis to detect and quantify individual clusteasaxd connected
neighboring pixels within Image B. To perform this function in mathgcal terms, we
define a cluster area matrix of W x H size shown in equatiowtiéye G is cluster area

andITnjkis defined neighborhood of pixels centeredratocated at j, k of a window size
of W x H.

Ca{lr, i € (12 .. Wyand k € (12, .., H}} (7)

Next we pad the border of Image B with O’s in order to properly aadlye edge of the
image since the analyzed pixel is always the center pixtere must be outside defined
values when processing any edge pixel. Next inspect the curxehapd select either to
do nothing if a background pixel O is detected or if an unlabeled tmredrpixel 1 is
detected, then the defined matrix extracts generally 8 conneeiglbor pixel values
plus the centered pixel value from a 3 x @ @atrix. Meanwhile a label assigning
algorithm is called (if 1 is detected) to determine the outputcasea by case basis where
Calil, i=1, m, m = W x H, andg_(x,y) is the pixel currently being inspected for n
graphene layer. Then this label assigning algorithm callsea&aB, C, or D depending
on the values contained inside matrix. Case A is called when no present labeled pixels

are extracted from matrix gonly returning values 0 or 1) where a new label is assigned
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starting from 2 (increased n+1 for every new label) and outputtesk B is called when
only one labeled pixel is extracted from matrix @eturning one >1 value meanwhile all
other values are 0 and 1) where this previously labeled pixel isgatgahwith the same
label and outputted. Case C is called when more than one labrédd @ie extracted
from matrix G (returning multiple >1 values) where the lowest numbered ldljies|

is propagated with the same label as the lowest number pixel andteditpdeanwhile a
collision algorithm is called which records the locations and valfidésese two pixels.
Finally, case D is called after all pixels within the iraage inspected where the collision
algorithm analyzing each pair of collided pixels by compagagh labeled pixel values
and choosing the lowest labeled pixel lowest value. Then this collisionthlgdakes all
identical labeled pixel values that equal the higher value laljgledd value in this
specific collision comparison and replaces these pixel valubsthatlower labeled pixel
value analyzed in this specific collision. Next each clustea &ejuantified and given

unique pseudo-colors for each individual cluster area (shown in Figure 3.16).

To provide detection of the perimeter contour of these cluster, aeaslditional
perimeter contour label algorithm can be implemented after sggluesgion labeling.
This algorithm records the location and pixel label value for a sequerogression of
two pixels where a background pixel O is detected before er aftabeled region >1.
Then this labeled pixel value is outputted as a first pass ovegelrBawith either a;
unique pseudo-color of the each individual recorded labeled pixel valuevéoy e

individual cluster area, unique pseudo-color of all recorded labetetvalues of cluster
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areas corresponding to each graphene layer binary output mask (sheigaren3.17),

or generic white pixel value for cluster areas.
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Figure 3.16 Quantification of cluster 'area’ formations represented egctifferent
pseudo-colors for each graphene layer corresponding to four quadrantiractmtheir
respective layer; 1st (top left panel), 2nd (top right panel)|e8&rs (bottom left panel),
bulk graphite (bottom right panel). Inset graph in the bottom-right psimalvs the
number of clusters accumulated for different graphene layeringgd®@um x 70um area

for CVD grown graphene on Ni.
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Figure 3.17 (Left panel) Perimeter detection of the right panel in Fig 3dr4all
graphene layer area perimeters outlined in white. (Right pBeeimeter detection of the
right panel in Fig 3.14 classified with unique pseudo-colors pertainiriyeir assigned
layer number. Using these perimeters one may be able to deduce orientaticgsof edg
3.5.3 CVD Graphene Layer Detection Results

Scalable CVD Grown Graphene Layer Identification

Modeling optical constructive interference patterns provided us withabiity to
visually see the CVD grown graphene layers on top of the Ni sitddue to a clear
visual contrast difference enabling one to distinguish easilydset each stacked
additional layer as compared to the substrate providing us witbagrebility to define
precise individual graphene layer ranges coinciding directly Réiman spectroscopy
data. We selected 300nm of Ni because this thickness represeasedatele optical
constructive interference when compared with Blake et al. [#.ithportant to note that
we made sure to also factor in the 10nm Ti adhesion layer alahgthed Si initial

substrate into our equation (1) to accurately reproduce near actical @oinstructive

interference patterns to increase contrast for various photon wgtlede and Ni
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thicknesses. This precise substrate thickness determination wamémdhin giving us
the capability to define and calibrate our image processing ithlger to specified
illumination intensity pixel value ranges for a given illumination intgnsit Image B.
Once calibrated with Raman spectroscopy, our process of grapagee
detection largely followed the procedure of our prior publication ineNadt al. [48]
including; non-uniform illumination correction, graphene layer detection and
classification from binary output masks for individual graphenersayeth Raman
spectroscopy verification shown in Figure 3.14, and median filtering to improeetida
accuracy by removing CCD noise from detected graphene layey loagout masks. The
result of following these procedures is shown in Figure 3.15 where pselato
classification for the range of each detected grapheneslayerwritten on top of the
original optical microscopy image for clear visual identifimat At this point there is
enough information to proceed with additional post-processing of inagesovide a
variety of statistical interpretation inspection of individual fayg throughout the CVD

graphene growth process.

Statistical Analysis of Graphene Layering & Motivations for Implementation into CVD
Graphene Growth Process:

Statistical information was gathered by applying additionalganarocessing functions
using the areas identified as graphene layer or layers whigblegl us to analyze a
number of important statistics useful for potential improvementhef dverall CVD

graphene growth process. The statistical information that we havedgdowould
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potentially allow for more control of graphene layer growth predésur statistical
inspection technique was incorporated within each individual growth steifitiolling
individual rates of each growth process parameter; tempergtessure, gas chemical
concentration, purity of growth medium, etc. Typically SPC inspectamesusually
incorporated within each step of a material growth process to atitafty tweak each
growth parameter to achieve the highest non-fluctuating yieldnaterial purity,
continuous uniform growth, etc. Moreover, the graphene layer growth prpaesmeters
have yet to be refined with SPC to provide exceptional yields fowigg graphene
layers that contain high-quality, large-area layer uniformityg, @ grow or transfer these
graphene layers on any medium [35] preserving material quality.

We decided to produce statistical additional image processingsrésuthe three
most important and simplistic areas that show major potentibketorcorporated into
SPC standards for future industrial growth processes of graphemeofiucing high-
qguality and uniformly layered graphene across large wafed-sazeas. First of these
statistics includes the percentage area coverage over éheoarimage B for each
graphene layer shown as the inset of Figure 3.15. By knowing toenpage area of
growth for each graphene layer over an area of interest, onass&t graphene growth
processes to improve individual graphene layer growth as a SBQeqtar for achieving
larger-area uniform layer growth. Second of the statistics ingltite estimation of the
perimeter for all graphene layers in left panel of Fig8uE/ and classified perimeters
with unique pseudo-colors for different layers of graphene in righelpzf Figure 3.17.

The perimeter information could very well help edge specific graphayer growth
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processes for growing specifically only zigzag or armcheaplgene terminated edges.
These GNR edges are important due to the chirality of edgengdron in graphene
nanoribbons (GNR) characteristically being determined on theatlpgtaphic direction
of the ribbon axis [64]. The importance of these edges lies wihkbielectronic band-gap
where a vast difference in properties could be influenced betwigeag GNR edges
encasing an electronic band gap resembling an overlapping metatlice versus
armchair GNR edges with an electronic bandgap resemblingnsetallic properties
more [65]. Third of the statistics includes the estimation of idd&i graphene growth of
same layered area 'clusters' in Figure 3.16 for each grafgyemeand then quantified in
a bar chart shown as an inset in the bottom-right panel of FigureB3;I&termining the
number of CVD growth areas for each graphene layer, automadlistrial-scale SPC
could possibly be able tune growth parameters to create more unifanbedter
connected graphene layers creating more reliable and more reiptednigh-quality
graphene layering for incorporation into current materials gsyst&hich require wafer-
scale materials to be sustainable for high-yield mass manufacturingarapplications.
Moreover, we only presented a few of many additional importatissts that can be
compiled by processing further using image processing or otfeemation data analysis
techniques to extract critical parameter rates for SP@hgre layer growth process
diagnostics.

Our technique shows true versatility and can be applied to laegeaatomation
systems, other "graphene-like" exfoliated atomically-thiretegt material systems i.e.;

Bi,Seg; and BpTe; [66-69], various graphene growth mechanisms i.e.; MBE and CVD,
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and graphene transferred to various substrates as long assthenay to contrast each
graphene layer from one another different from the substrateitthias on top of.
Furthermore, a proof of concept demonstration of our work was cadpleKyle et al.
[51], where our prior technique from Nolen et al. [48] was applied faillaneter-sized
area by stitching together a montage of images containing fiddnaind classified
graphene layers using our method of filtering, graphene layesifcdaton using
MATLAB: Image Processing Toolbox, and verification from Ramspectroscopy
analysis. More specifically Kyle et al. applied our techniquEY® graphene grown on
Cu transferred to glass making each graphene layer visiblsibyg a UV light source
with an optical microscope after depositing PMMA on top of the fearexi graphene.
Prior work applying image processing to semiconductor wafer itispe¢70] has
previously shown an immense impact on chip manufacturing to provide seaéEning
of material processing reducing costs and improving SPC paramdteiss work
proposes a technique to improve quality control parameters of C\{ihegra growth via
graphene layer identification directly on the growth medium andnfiplementation of
automated SPC inspection systems using screening processpsutated from our
technique. Practical graphene applications in heat spreaderomtents, analog
electronics, and optoelectronic devices [71-75] that are sensitiveapene material
quality and graphene layer fluctuation over large-areas migit &ur inspection
technique particularly useful in developing a graphene layer greedhnique that
achieves their needs especially since quality and relialfigraphene devices are the

present focus of graphene research [76].
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3.5.4 Summary

This work describes a high-throughput and automatable method for asngrithe
number of graphene layers for CVD grown graphene on Ni substratesh&kacterize
these CVD grown graphene layers by detecting discrete absorbedstahtferences
between individual graphene layers verified by Raman spectroscog@y fuather
analyzing statistically to provide the following detection caj#dsl edges, perimeters,
percentage of layers, and cluster quantification. Our inspectidmodwbgy uses image
processing algorithms to expand our previous work using illumination eqgtiah
correction [48], color to grayscale image processing [48], meditarirfg [48], and
various statistical analysis (mentioned in the previous sentencégtetted graphene
layers all through a pixel-by-pixel process facilitated dnmputational calculation.
Although graphene layer detection provided in this work included only CVD rmgrow
graphene on Ni, this technique was intended to be universal for allcatbathin
layered materials whereby constructive optical interfereridbe said layered material
can be achieved in contrast to the substrate that it is growlepmsited on top of [4].
Furthermore, our scalable graphene layer inspection processpableaof being
implemented as a tool for both of the following: 1) as a reseapglication to
understand graphene growth processes by providing information in turn taheine
graphene growth process parameter rates [10-18] e.g.; pressuperdtire, derivative
chemical composition percentages and 2) as a tool for industriacatppii through
integrated as a fast and high-throughput automated inspection pfocesst-graphene

growth while on its original growth medium.
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3.6 BISMUTH TELLURIDE FAMILY OF MATERIALS IDENTIFICATI ON:
QUINTUPLE LAYERING

Recently, our Nano-Device Laboratory group reported the first plgmae-like”
mechanical exfoliation of quasi two-dimensional (2D) films of poond
semiconductors [9, 10]. The fabrication of quasi-2D crystals viehargcal exfoliation
was demonstrated with bismuth telluride {Ba3), which has layered crystal structure
with the five atomic planes — quintuples — bound by Van der Waals f@gedeaving
crystals along the quintuple layers we were able to obtainece sijughtuples of Bi-Te
and few-quintuple films [9, 10]. These mechanically exfoliatelinsfi can find
applications in thermoelectric devices and topological insulators [9, 10].

More recently we have mechanically exfoliated, charamdri and created
electrical devices for tri-layers of TiT¢77] which are interesting for exhibiting phase-
change properties. Moreover, this section focuses on studies fbe; Sthich exhibits
phase-change properties (with addition of other elements), topalogisulating
properties, and thermoelectric properties. Initial charactesizaif properties for this
material system is important to understand before we continueountolarge-area
identification method. First mechanical exfoliation of antimorutiele (SkTe;) films
and analysis of the Raman spectrum was taken and thickness $tudigs material
were taken of the resulting quasi-2D crystals,T8p belongs to the group of the
transition-metal dichalcogenides, which are utilized as theebaange materials for
information storage devices [78]. This material exhibits rhombohegirametry with a

layered crystal structure of five hexagonal atomic planes -uplet - stacked along the
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c-axis in the arrangement Te-Sb-Te-Sb-Te bound by weakeTeam der Waal bonds
featuring large inter-atomic distances of 3.736 A [79]. Easyratipa along this Te-Te
c-axis bond made high quality exfoliation possible due to preservatibomfs within
the quintuple structure, all of which exhibit strong bonds owing to their short intereatom
distances. Due to the ability to create extremely smakuieiss of such atomic quasi-2D
crystals, one can achieve strong quantum confinement of charges arstrorgyspatial
confinement of phonons. By tuning the electron and phonon properties ofatagat
one can increase the thermoelectric figure of merit, ZTvatémperature. The electrical
and magnetic properties can also be modified by changing tkaeéki of the quasi-2D
crystals of Spres.

For the purpose of identification, quality verification, and to compietther
characterization we compiled an investigation of this matenedugh micro-Raman
spectroscopy. Initially we identified these exfoliated quintuplesmg optical contrast
technique and atomic force microscopy (AFM). Results of these measuseaneshown
in Figure 3.18 where in (a) Raman spectroscopy allowed us toirexahe vibration
properties of Sge; to ensure that they abide by the 3 resonant signature peaks shown i
a power dependence study taken. We observed a power % Ramaanspc5SmW,
A=488nm observing the material classification in-plane peaksa’68 crif, A;, at 163
cm?, out-of-plane peak Eqt 121.5 cnfwhich showed blue shifting when melting, and
an additional out-of-plane peak.A at 139 crit which is not usually a Raman active
peak appearing as the crystal lattice becomes melted. The punassto show the

extremely low thermal conductivity of these materials mgltat low power. Also in
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Figure 3.18 in (b) optical microscopy images were captured shavmgplish colored

material appearing much like few layer graphene interdgtergpugh. This material was

then measured in (c) with AFM and (d) was measured on the orde8.®hm in

thickness which is stacked about 8 quintuples in vertical height.
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Figure 3.18: Characterization results showing Raman spectrum with power dewende
in (a), optical microscopy in (b), and AFM measurement in (d) thiickness measured

in (d).

For similar motivations as previously discussed for automatede-ten

identification of graphene layers and graphene multi-layers, bistelltinde family of

materials including Siies, Bi;Tes, and BpSe; can benefit from our metrology technique
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too. Some of these motivations include; growth process improvement,ing¢pcat
atomically-thin quintuple sheets for research, statistical tgudhyering control
management, and analysis of quintuple layering for wafer-simsak in industry, etc. We
used the same identification process methodology that we used afpinege layer
identification for identification of atomically-thin quintuple layerSince the atomic
structure of all bismuth telluride family of materials exhibimilar crystal symmetry
(quintuple layering) with similar optical properties, identification these materials is
entirely possible and can be completed similarly. A preliminaggult of our
identification method working on these quintuple layered system&ons through
analysis of previously published results by Kong et al. [13]ig5& vapor-solid grown
samples down to ~3nm or ~3 quintuples of controlled geometry and ~1nnoligohtr
quintuple growth on top of 300nm SiSi where the original figure in Kong et al. shows
an optical image and AFM image with corresponding height measmtefrom a line
graph. We use image processing analysis on top of the optical smagethere is a
direct calibration measurement through AFM to compliment #maesoptical image.
Figure 3.19 illustrates the process and results of identificatiogufintuple layering: in
the top left panel the original optical image is displayed, iridpeight panel is the final
identification of 4 quintuples and 5 quintuples respectively with yello ldue pseudo
colors are mapped back to the original image. For completeness$,ghatuple layer
mask is shown in the bottom left panel and the 5 quintuple layer masiove in the

bottom right panel. These masks were found through the same 6piiepss
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methodology as done previously with graphene layer identificationrmage processing

where the top left panel shows a white box. It is interesting to note that ouricdiotif

TS
M 4 Quintuple Layers
M 5 Quintuple Layers

4 pm

4 Quintuple 5 Quintuplg

Layer Mask Layer Mask

i

Figure 3.19: Quintuple identification method where the top left panel shows an bptica
microscopy image from Kong et al. In the top right panel showsd#h#ification of 4
quintuple layers in yellow and 5 quintuple layers in light blue. Theoboteft panel and
bottom right panel display the masks for 4 and 5 quintuple layering respectively.

method was more accurate in detecting edges than AFM Vtlasugh there is much
work to be done to increase the accuracy of our technique byngefour process

methodology.

3.7 POTENTIAL APPARATUS EXPANSION
Since our apparatus works for graphene layer identification and attwically-thin
layered materials, we plan to utilize our metrology tool tdutsextend by expanding

this technique for use in many other material science applicaganse of these include,
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but are not limited to the following number of expansion possibilitesntification of
graphene on top of near-transparent substrate materials by dbatitogp of the graphene
using a photo resist coating [6] in order to create an constructivealoptterference
environment which would maximize any contrast difference betwaem graphene layer
and the substrate that it resides on. Furthermore, if the substcai@pletely transparent
this PMMA coating combined with UV fluorescent spectroscopy teaently been
developed using our technique to produce a large contrast differenesebegraphene
layers compared to a transparent substrate such as glass [gdrsiex of our technique
is to calibrate our system with other robust verification techniguek as transmission
electron microscopy (TEM), electron dispersion spectroscopy (ED&Y-energy
electron microscopy (LEEM), and other analogous material cteization techniques.
Another extension of our technique could be to use our technique to develop other
metrology systems for other near-transparent thin-film nas¢ealready used in the
silicon industry for large-scale inspection to tune important nateharacterization
parameters. Specifically, the important materials used isg¢heconductor industry that
could be most affected might be polysilicon, silicon dioxide, silicorideitrhafnium
oxide, etc. along with the methodology of their deposition steps e.g.; G¥@nic-layer

deposition (ALD), MBE, metal-organic chemical vapor deposition (MOCVD), etc

3.8 SUMMARY

Demonstration and methodology for layer identification of atomidaily layered

materials using Matlab image processing toolbox calibrated usintaR spectroscopy or
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AFM. Layer detection was completed for mechanically exfaigi@phene transferred to
SiO, substrate, CVD grown graphene on Ni substrate, and vapor-solth iSe; on
SiO, substrates. To ensure our processes and methods were robust iof textiability
and repeatability, we put our layer detection technique through imeéemsaterial
characterization tests for graphene layered materials. Otgctibm technique is

compatible for implementation into current automated material inspegstenss.
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Chapter 4

Scalable Graphene Transfer Process

4.1 INTRODUCTION

Recent advancements in controlled high-quality uniform layer growtlgraphene
through chemical vapor deposition (CVD) on Cu [1] or growth by thed®eomposition
on SIiC [2] over wafer-sized areas has been the current focgsaphene research.
Through these developments, the motivation for transferring graphameits growth
medium (usually a metal [3]) to arbitrary dielectrics of cleohas rapidly grown in
importance. This is in part due to corporate and governmental motivatisashk out the
commercial and industrial viability for securing graphene awaterial with parallel
fabrication capability. Severe limitations exist for transfeyrlarge-areas of graphene
including processes which chemically degrade graphene or leadee®g$4], are not
suitable for parallel fabrication [5], are only good for few sfe@pplications [6], can
only be used for highly ordered pyrolytic graphite (HOPG) bulk transfer [7]Aettodel
of the graphene transfer apparatus is shown in Figure 4.1 with syamaodification

possibilities. This section largely follows details in SAND2011-6961 [8].

Sandia National Laboratories is a multi-program laboratory maragtdperated by
Sandia Corporation, a wholly owned subsidiary of Lockheed Martin Corpor&br
the U.S. Department of Energy’s National Nuclear Security Aditration under
contract DE-AC04-94AL85000.
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Figure 4.1: Model diagram of the generalized test bed electrostatic traapferatus
used for transferring graphene to arbitrary substrates withriatwaf modification
options depending on various donor and acceptor substrates.

4.2 ELECTROSTATIC TRANSFER OF HOPG GRAPHITE PILLARS
Initial work completed at Sandia National Laboratories (SNL) baen to
research and develop an electrostatic graphene transfer p@uoeggal is to produce a
reliable high-quality wafer-scale transfer apparatus thabmpatible with future parallel
graphene fabrication processes. Our results prove that we haveaioved the results

of current electrostatic transferring processes [7, 9-10] osfearing HOPG npillars,

defined using photolithographic patterning, to common dielectric stdstslown in
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Figure 4.2. The target dielectric is 200 nmNgj deposited via low pressure chemical
vapor deposition (LPCVD), on doped Si. We transferred the HOPG piNaapplying a
large compression force >50 N by sandwiching the HOPG pillats 84N, using a
precision flattened vice. 30 V forward bias was applied to the H@Rgating a 0.75
MPa electrostatic pressure force on 200 ngh&ithus overcoming the 0.4 MPa needed

for exfoliation from HOPG [11].

C) :HOPGPlllars
4 )NHMDHHEWD(H’
OO
RIS OO0
[ OOODO

Figure 4.2: Various aspects of graphene transfer are outlined via opticedsoapy; A)
and B) are thin and bulk exfoliated graphite from HOPG bulk tramesfaio SiN4, C)
shows 1@m HOPG pillars, and D), E), F) are patterned HOPG pillaassferred to
SisN4 substrate.

SikN4 was chosen as the choice target substrate since this dieteatarial can
sustain high voltages before tunneling and can maintain strength higblgsressures as

compared with other substrates. Reliability test of current-voltigeacterization for

200 nm of SiN4 was carried out until a tunneling regime of Poole-Frenkle eomg4R,
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13] was clearly seen when compared with theoretical calonfashown in Figure 4.3 A)
The equation for this plot is labeled by Habermehl et al. in R&f. Next, the
electrostatic pressure force vs. voltage was plotted #,3n Figure 4.3 B) showing
that a 0.4 MPa electrostatic pressure is great enough taagxfelOPG which can be
accomplished by applying a bias of >22V. This plot shows that HC#be exfoliated
between 22V to 80V without venturing into the Poole-Frenkle emission tunregkemg
that traps carrier charges. The electrostatic pressurnglatin consists of Rge V22,
wherezg, is dielectric permittivity of free space 8.85xf0F/m, ¢, is dielectric constant
7.5 for SgNy, d is thickness 200nm, and P is pressure in N/m.

Once fully characterized, the experimental apparatus wasaetesagd built.
Initially, we experienced problems with little to no exfoliatifurce. To seek out this
problem we utilized a capacitance measurement technique to gaugenuch of the
HOPG was in contact with thesSiy (contact area). This measurement revealed that the
contact area between the two surfaces was much less thaoteekp@ smaller
capacitance). The solution to our problem was to use a precisiaticaio clamp these
plates together in excess of >100 N/m. We were then able tevaclhe correct
capacitance within 5% and results of Figure 4.2 were then achiavad ambient
environment. Our results conclude that our apparatus relatively makehetectrostatic
transfer quality of other setups found in literature and is réacdhikplore new research
possibilities. We have yet to control the environmental conditions; ftnere

improvement to achieve high quality transfer is well in within the scope of thris w
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To further control the environmental conditions, we implemented a numbeliadfility

control measures. One being a capacitance to surface area measurerngntatec

A) Si;N, Tunneling: Poole-Frenkel B) Electrostatic Pressure
Emission 10
0 | ® Theory; 2002 APL, Habermehl et al. 9 ¢ Si3N4; 200nm; Er=7.5
0-100Volts: 13.6mm~2
10 | ® 0-150Volts: 4.241mmA2 8 = 0.4MPa HOPG Exfoliation
= 7
s
S s +*

— - .0
w @ 5 +
S : s
£ § 4 | Exfoliation .,0‘

-40 \ & 3 +—Voltage .j’

50 Compliance 2 Needed: ,0"

o* I Current Reached 1 22V
>80V Poole-
-60 L L 0 <
Frenkel Emission
0 10000 20000 30000 0 50
EY2, ((V/m)Y2) Voltage (V)

Figure 4.3: Reliability of 200 nm SN, as an electrostatic target substrate was carried
out in A) where little carrier emission is seen up to 80 V arg) iB2 V was calculated to
be the minimum voltage needed to achieve the 0.4 MPa HOPG exfoliation pressure.

into our graphene transfer process as an inspection quality improvstaprio increase
the yield of transferred graphene by ensuring that we did indaesel complete contact
between the surface area of the donor graphene substrate and a@rgptosubstrate
SizN4. For an accurate measurement of capacitance to surfacewareaperiments were
matched to calculated values displayed graphically in Figure 4ng uke following
formula C = {.,A)/d. Where C is the capacitance variable under investigatitimeag-
axis in Figure 4.4 having units in Faraelds the dielectric constant where we use 7.5 for

SisNy, & is constant of relative permittivity in free space being 8.83XHm, A is the
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contacted surface area varied in the x-axis in Figure 4.4, anthe iissulating thickness

between conducting surfaces where we use the 200 nm.

Siz;N, & SiO, Capacitance vs. Area
: 1.00E-06
# 200nm Si3N4 0
a 1.00E-07
W 250nm Si3N4 .
a 1.00E-08
| 4 50nm si02 " L 00E-08
& [|x200nm Si3N4 + = 1.00E-10
g 50nm Si02 -
8 1.00E-11
(8]
©
3 = 1.00E-12
© ]
1.00E-13
& 1.00E-14
g 1.00E-15
0 1.00E-16
1.00E-13  1.00E-11  1.00E-09  1.00E-07  1.00E-05  1.00E-03
Area(m?)

Figure 4.4: Capacitance to area is calculated for various deposited nhat=rarios for
the purpose of including a process inspection to ensure complete cbatagten
surfaces.

Force to area measurement was included as another reliabdityrol
measurement incorporated into our graphene transfer process to éas$ures tcorrect
electrostatic pressure was physically being applied. To psoperecute this
measurement, specific gold square geometries were evaporateghtt@leatron-beam
evaporation onto the top of the acceptor substrate containing a specitmdreeposited

over the entire area of the Si p-doped backside as a back araet.cbhis enabled us the
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possibility to directly correlate our experimental resultswiur calculated results which
are graphically displayed in Figure 4.5 using the following fornfuka (Asee,V2)/(2cF).
Where F is force variable under investigation as y-axis gur€i 4.5 in N, A is area
varied in the x-axis in Figure 4.5 in units of,m, is free space relative permittivity as
8.85x10" F/m, ¢, is the dielectric constant where we use 7.5 fgSiV are the various
constant voltages with units in V, and d is the insulating thickbetgeen conducting
surfaces where we use 200 nm.

Unfortunately when we attempted to match our experimentaltsesuth the
calculated forces seen, we found that very little electiostatce was physically
measured using our force measurement setup. Although this was notec di
determination that there was not much force being applied betweedotie and
acceptor, it was definitely a question of concern as to if #herektatic force was being
applied or not. After much discussion and literature search, our iratstigyielded
inconclusive results and only opened up more questions as to whefNgrn@is an
improper substrate to use for electrostatic forces since igeyi$ known in literature
about SiN,4 electrical characteristics. What is known is that eletdtimsforce was seen
in very small amounts with our test bed usingNgias the dielectric, yet still could
potentially assist graphene transfer rather than just stampengdttern for transfer.

Lastly, we achieved success after reevaluating previouslyspellicontent on
successful electrostatic graphene transfer and found a link thatathdacked in
providing vital information regarding the amount of pressure that tiseg in their

methodology. As it turns out, an immense amount of pressure is neede@xoness of
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>20N needed to transfer graphitic pillars from donor to acceptor ratésstusing a
precision-flat vice with very small roughness in order to providéotmi even high

pressure to sandwich these mediums together without cracking, breaking, omgamag

200nm Si;N, Force vs. Area; E,=7.5
1.0E+04 I
© 25 Volts, Pressure=0.45 *
1.0E+03 MPa
m 50 Volts, Pressure=1.80 X ‘
1.0E+02 MPa <>
A 75 Volts, Pressure= 4.04 X ‘
1.0E+01 MPa
s & °
® 100 Volts, Pressure= 7.19
1.0E+00 MPa I S
1.0E-01 | 2125 Volts, Pressure= 11.24 X
Zz MPa > ‘ <
Y  1.0E-02 | ®200 Volts, Pressure= 28.76 >
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“  1.0E-03
s & °
1.0E-04
s &
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Figure 4.5: Force to area contact area for various voltages used to ensure prope
electrostatic pressure force is achieved between donor and acceptoreshsicaires.

either side during this clamping process. Numerous results arensimowigure 4.2
providing conclusive results of graphitic bulk HOPG transfer.

The overall methodology concerning the fabrication of pillared tsires and
electrostatic graphite transfer process implementation ahededhiled in a step-by-step

fashion in Figure 4.6 where included are the following steps. Ifirdtestep we start out
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with smoothing via mechanical exfoliation using scotch tape peehtiba shiny mirror
finish is achieved from an initial HOPG SPI-Grade 1, 2, or 3 (depgmui grain size
and quality of orientation needed) bulk piece with dimensions 5mm x %nirmm
(length x width x thickness) from SPI Supplies. The second step ischusheerous other
fabrication steps outlined in the next paragraph concerning thecdabn via
lithographic patterning of pillars detailed step-by-step iguf@ 4.7. In step three,
preparation of the acceptor substrate is briefly labeled out w2@enm of SN, is
deposited on top of the p-doped Si substrate using low-pressure chenpoal va
deposition fabrication (LPCVD). Then the Ti/Au contact is deposited ti@ backside
surface of the acceptor substrate by first etching anyenatiide using Arion milling
and then thereafter in the same chamber, 10 nm of Ti is depasitageid by ~100 nm
Au using electron-beam (E-beam) evaporation as a backside coratsity, in step four
the electrostatic graphite transfer process takes placewhe HOPG graphite patterned
pillars from the donor substrate is pressed together with >20fdfee with a precision
flat vice to the acceptor substrate followed by applying >2# bias where the backside
contact is grounded allowing for potentially > 0.4 MPa of eledtmstorce explained in
the first few paragraphs of this section. Resulting raw viegllts are seen in the last
part of Figure 4.6 in the bottom right corner as the HOPG geajptilars and post
transferred graphite on the acceptor substrate are captured withl aptcroscopy

images.

Lithographic patterning fabrication procedure of the following HOg&phite

pillars are outlined within this paragraph for Figure 4.7. First, t&#@ bulk graphite
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obtained from SPI Supplies was exfoliated with adhesive tape tonobtaelatively
smooth surface backed by using a visual examination to ensurnerar ‘fimish’. In step

two, SiQy is deposited using chemical vapor deposition (CVD) for the purpose of using a

1) Obtain Smooth 2) Pattern Features: 3) Target Substrate:
HOPG Graphite HOPG Pillar Prepare for Electrostatic
Surface (Exfoliate Fabrication Process Transfer Process

using Scotch Tape)

200nm SizNy
Dielectric
(LPCVD)

Scotch Tape

HOPG Graphite

b
%, :
(Lithographic pattern Si P-Doped

fabrication process)

HOPG Graphite

Ti’Au Contact

4) Electrostatic Transfer
Process

+22V Optical Microscopy
vDC Post Transfer Result

SEM Puck

HOPG Graphite | -

Substrate

200nm SizNy

Dielectric
Si P-Doped

11/ Au Contact

Metal Plate

Figure 4.6: Detailed step-by-step model of the overall graphene targbparatus
implementation including donor and acceptor preparation. Process shawgeafrom
the beginning steps with the overall fabrication process and endihghe complete
electrostatic transfer apparatus outlining details of systhere each fabricated piece is
shown for use in the complete setup. Raw visual optical microscepitsaising this
setup for post fabrication and post transferred carbon material is shown.
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‘hard mask’ for later etching the HOPG preventing photo-resist 8Ramination. In

step three, a thin layer of hexamethyldisilazane (HDMS)vaperated to promote
adhesion of the PR. In step four, a thin layer of negative PR is spin coated and baked ont
the substrate for patterning features in latter steps. pnfste, features are patterned
using a mask and UV light exposes unmasked parts of the negatiaBiRgcthe PR to

stay after soaking in the developer solution and washing away argxposed features

in the photolithography process. In step six, reactive-ion etching) (8kes place only
inside features where PR does not cover them. RIEighr bombardment and plasma
reactions Q take place to etch all the way through the deposited 8iGhe graphite
which is etched by the {plasma a few um. In step seven, acetone is used to wash way
the PR and HDMS organic polymers. In step eight, HF wet stoked to etch away the
SiO,. Lastly in step nine, the resulting HOPG pillars are remginimere an optical

microscopy image and model of the pillared structure express the successesttur
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CVD Deposition of SiO, HDMS Evaporation
Start (Used as a mask to Etch HOPG Deposition
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Figure 4.7: Detailed step-by-step model of the lithographic pillar faliocaprocess
methodology used to create the corresponding donor HOPG pillared structure

4.3 SONICATION THINNING AND CLEANING PROCESS OF HOPG
PILLARS

Historically high frequency (1-100 KHz) sonication bathes have bsed to dissociate /
reduce particles from one another through ultrasonic vibrations iaib been largely
utilized for ensuring that vacuum parts are particle free whet imsan acetone bath.
Generally, a higher the frequency produces faster dissociatigrartitles and more
advanced sonication bath instruments auto-tune into the resonant frequencylefsparti
produce a more efficient / effective dissociation. More speti§icsonication has been

used in an N-methyl-2-pyrrolidone (NMP) bath as a liquid exioleprocess to turn
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graphite into small particles of graphene suspended in solutionNMR. is commonly
used in cleanroom environments as a universal solvent to dissoocmdtie aange of
chemicals and works especially well at cleaning surfacdsaaf to remove adhesive
organic polymers or at bare minimum reducing the adhesion ‘ggi¢&nce’ properties of
various adhesives e.g; scotch tape. Most recently, NMP has beérasighe notable
solvent to reduce graphite into small fluid particles enabling ¢weldpment of an inkjet
graphene transfer printing process for application as a few-tagphene particle spray
which can be applied to most all arbitrary substrates and camsdx as a flexible
transparent conductive electrode for solar-cell and optoelectrpplcaions for use in
cheap thin-film-transistor (TFT) electronics [15].

The origin of graphite and graphene exfoliation rely upon surfacgyeberding
forces between itself, the substrate it lies on, and ‘betwleersheets’ of individual
graphene layers where the van der Waals binding force remain®rtiiaant adhesion
force pinning graphene and all its layers. Through numerous r¢p6+19], this van der
Waals binding force for graphite and graphene consists of a seriacgy of ~70-80 mJ
m?Z In literature, liquid exfoliation is best when the enthalpy oking graphite
dispersed in good solvents nears zero and the solvent-graphite ioterast
predominately interacted with the van der Waals binding forceartien and predicted
that the best solvent has a surface tension in the range of 40-58 su&imas NMP [14].
Furthermore NMP can allow for the delamination of HOPG gnaphHtakes from the
surface of SiQ if there is strong adhesion force (being monolayer (1ML) or &ilay

graphene (2ML)), yet other liquids in sonication may prove to providerbsinication
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to separate graphene layers from one another when stacked irrdphkte form since it
takes less surface energy to dissociate them due to thenfdcthe topmost stacked
graphene layers are not interacting with the substratecsufifaat all) in the same way
that only 1ML or 2ML graphene layers are adhered to the surface.

In order to determine a proper sonication solution, we tested isombdPA),
NMP, water, and oil to determine what liquid would best fit to provideliation only to
the post-transferred HOPG pillars sitting on thegNgisubstrate. After initially using
water as the sonication bath, it was quickly realized that afey short time intervals
(<1 minute) complete cleaning of thesl$ surface would take place and all post-
transferred graphite pillars would vanish completely from inspectidter much
analysis it was determined that because the surfacesNf i very hydrophilic, the
interaction between water sonication and the transferred HOP4 @dbes were very
high causing these pillars to completely wipe away at +1 mioftisonication or at the
very least move to another location on theNgisurface after just a few seconds of
sonication in water. Since graphene is hydrophobic and does not intéhaatater [20],
these HOPG pillars will interact predominantly with hydrophobicfasar tension
interaction. Next NMP was selected due to being used in ligdali@ion explained in
the previous paragraphs above. As it turns out for bulk HOPG tramstaeks, NMP
caused a very similar result as with the water by slidingsweeping away these
transferred HOPG pillars even at low time / low power soioicaNext IPA was selected
from its known reduction in surface stiction role for surfacerom@chining because it

has a much higher surface tension interaction @h;Sivhen weighing hydrophobic
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surface tension to hydrophilic surface tension ratio than wateoted solvents when
contacting with SiN4 surface [21]. IPA sonication resulted in a much better outcome
which provided a noticeably higher exfoliation (thinning) to shiftingping transferred
HOPG pillars from the SN, surface, yet still did not meet goal for providing only
exfoliation of pillars. Lastly, we used very clean oil usedviacuum systems as the bath
for sonication due to purely hydrophobic surface tension interactitin little to no
hydrophilic surface tension interaction. Results displayed inr&igu8 demonstrate a
sonication time evolution from 10 to 50 minutes detailing the following observations with
colored arrows; low pillar shifting occurs in all colored arsp black arrow shows that
very thinned out HOPG pillars are relatively undisturbed fromisbifor degradation,
yellow arrow shows cleaning or peeling of non-complete pillargibns, blue arrow
shows highly stacked pillars falling and being removed from thecaiwia exfoliation
without any shifting of the bottom-most pillar. Furthermore, froguFe 4.8 one can also
see that the sonication began to rid the entire graphene surfaogtbing on top of it.
Through Raman spectroscopic analysis, we found that there was no thangelefect
disorder D-peak (1350 chy after sonication of these pillars showing that the entity of
graphene throughout its basal plane is extremely strong and holdsetotigbugh low
power sonication when stacked together as an HOPG stack. Tdws dtir the clean
stripping exfoliation that we see when examine the yellow airowigure 4.8 with
further analysis.

Furthermore in Figure 4.9, demonstration through optical microscopgesna

show patterned exfoliation and thinning in A) and D). In B) excessive sonicatiod-ove
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Figure 4.8: Time evolution of transferred HOPG pillar being exfoliated usmmgpower

sonication when suspended in oil. Optical microscopy images dbatil sonication
where A), B), C) and D) are sonication times of 10, 20, 30, and 50 mirsi@sctively
where different colored arrows represent different kinds of itimh. These colors
indicate the following; yellow color showing thinning and cleaning of-wbiole pillars,

blue representing high pillared graphite stacks separating out, arkddolasisting of a
very thinned out graphene pillar stack that is undisturbed whemiclg and exfoliation
of the surface are taking place.

hours causes degradation to start occurring before completengedrhe SN, surface
takes place. For reliability and repeatability, a clegpict®n of the exfoliation and

thinning process is demonstrated again in C).
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Figure 4.9: Optical microscopy images of transferred graphite pillasssonication bath
where the following demonstrations are shown; A), D) after a 40 aili bath well

patterned HOPG pillar stacks are thinned out to the point where these Susigg@iame
increasingly optically transparent in regards to the backgrourtthgyetioser to few-
layered graphene, B) after 4+ hours complete stripping and degradtihese HOPG
pillar stacks takes place, and C) clear exfoliation and thinniagdamonstrated for
repeatability.

Unfortunately, thinning these samples out until they are withiny@rdaor less
seems virtually impossible before degradation much less shiftisgiding on the SN,
becomes inevitable as well. Although this may seem largely urssiuatewhen
considering the initial goals that we set out to accomplidiyris out that we learned a
lot about how graphite can be reduced, yet still retain shape zamaraginally defined

from pillar structuring which could lead to a number of potential apgins.
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4.4 SUMMARY

Demonstration of HOPG pillars transferred teNgiusing high force >20 N pressure with
the key tool being a precision flat vice. Stamping was theguyirmethod of transfer and
could possibly be improved upon by applying voltage bias to enable additional
electrostatic force pressure. Although, since we were latgedyccessful at transferring
these HOPG pillars to $, using predominantly electrostatic pressure forces, it is
unknown as to why this force was largely unseen when usihy 88 the insulating
barrier and in much contrast worked so well for Si@ literature [7, 9-10]. Yet, our
results were not surprising after a more detailed examinagi@aled that although there
was a plethora of information regarding electrical charaetigoiz for SiQ and very little
information about 3N, aside from Poole-Frenkle emission. Sonication proved to
exfoliate / thin the transferred HOPG pillars when used latively clean oil (high
enough grade to clean vacuum parts). In turn sonication provides a 1yeto axfoliate

set determined size of HOPG pillars which could potentially provide the oeetehting
precise size particles for device applications. Numerous adesntexjst by using
sonication to process these graphene / graphite pillars whichoanecally-thin, exhibit

an extremely high surface area, are highly conductive which ¢orlter be exfoliated
into 1-3 layers using further sonication in liquid and ultra-camgifg [15], and can
obtain an extremely high yield of identically sized monoatomierldlyick graphene or
electrode particles where ‘size matters’. Other atonyithlh layered materials could be

processed similarly too. Some potential applications include; a fogedonductive
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particles using percolation as a conductive paste, improve conductiomrfduative

layer on solar cell, and conductive part of a solid-state ultra-capacitdralidatharge.
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Chapter 5

Conclusions

5.1 SUMMARY OF DISSERTATION THESIS

Development of new electronic material devices for numerous @#dhapplications are
important for succeeding the current semiconductor industry into the foyuinnovating
devices to provide solutions for enhancing these devices beyond themtdnenstations.
Electronic devices which incorporate nanostructured atomicallytélyi@ared materials
have demonstrated use for a wide variety of practical applicatithsyround-breaking
functionality proven to perform well beyond their predecessors. égmitdustrial-wide
use of nanostructured materials inside electronic devices lggtylédeen constrained by
scalability of material processes. The limiting scalabiléctor lies within wafer-scale
guality control and reliability of material processing rendgmanostructured materials
unable to provide necessary top-grade material for high-yield indugtpktations.

In this dissertation, | investigated and demonstrated innovative techrimuea
scalable inspection and electrostatic transfer process techfogquatomically-thin
layered materials. For the layer inspection process, | detedithe number of atomic
planes for atomically-thin layered materials over waferesiazeeas using initial Raman
spectroscopy calibration and image processing for determinationaasification. This
inspection apparatus demonstrated the capability of acquiring mmpostatistical

analysis of each determined graphene layered region for anregea of interest
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including; layer area coverage percentage, perimeter oflirgost edge detection, and
guantification of graphene growth area regions. With thesetseguhcorporated into an
industrial SPC material inspection system, atomically-thiyered material growth
parameters can be automatically tuned for achieving the necdesaly for reliable
high-quality material growth for industrial standards.

For the scalable electrostatic transfer process, | movedbigred graphene and
graphite in patterns from its growth medium t@Nai dielectric substrate. Resulting
demonstrations of this scalable technique has proven to be a rélaidéer process for
depositing graphene layers to a precisely controlled location. poairon of this
electrostatic graphene layer transfer process providestheanductor industry with a
valuable transfer process step that is compatible with currbrnitddion processes in
terms of scalability, reliability and retaining material gtyall have used electrostatic
transfer and mechanical exfoliation of graphene, CVD grown graplosm Ni, and
mechanical "graphene-like" exfoliation of ;Be; and SbTes on SiQ or SgNj to
demonstrate the scalable layer inspection and transfer prockagjtees. The results of
this dissertation are important to succeed these nanostructuremgaisdor practical new

device implementation in the semiconductor industry with current materiadgses
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APPENDIX A: MATLAB Code for Graphene Layer Identification

clear all
close all
clc

%%

img0 = imread(  '4.18.bmp' ); %Background Image
imgl =imread( '4.17.bmp' ); %Few-layer Graphene Image

layers = [ "1stt ; '2nd" ; '3rd" ; ‘'4th' ;
%%
% PHASE 1 : Uneven lighting correction

imgl_orig =img1l,;

%Minimum intensity values added by the light
minr = min(min(imgO0(:,:,1)));
ming = min(min(img0(:,:,2)));
minb = min(min(img0(:,:,3)));

%Intensity values added by the light
diff_light(:,:,1) = imgO0(;,:,1) - minr;
diff_light(:,:,2) = img0(:,:,2) - ming;
diff_light(:,:,3) = img0(:,:,3) - minb;

%Subtracting the effect of light on the image
imgl(:,:,1) = imgl(:,:,1)-diff_light(:,:,1);
img1(:,:,2) = imgl(:,:,2)-diff_light(:,:,2);
imgl(;,:,3) = imgl(;,:,3)-diff_light(;,:,3);

%Comparing the Original and Even Lighting
figure

subplot(1,2,1)

imshow(imgl_orig)

titte(  'Original Image' )

subplot(1,2,2)

imshow(img1)

title(  'Image with "even" Lighting' )

%Displaying the light intensity

figure

imshow(rgb2gray(diff_light), []);

titte(  'Added Light Intensity’ )
[X, y] = size(imgO(:,:,1));

% 3D View
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figure
u = double(rgb2gray(diff_light));
[a, b] = meshgrid(1:y, 1:x);

surfc(a,b, u, 'EdgeColor' , 'none' )

title(  'Added Light Intensity 3D View' )

%%

% PHASE 2 : Possible Graphene Layers Isol ation

%Comparing Blank and Image

figure

subplot(1,2,1)

imshow(img0)

title(  'Blank Substrate' )

subplot(1,2,2)

imshow(img1)

title(  'Image with "even" Lighting' )

%Removing the substrate
diff_substrate = imabsdiff(rgb2gray(img0),rgb2gray( imgl)+
rgb2gray(diff_light))>2;
diff_substrate = medfilt2(diff_substrate, [7 7]);
[X, y] = size(imgO0(:,:,1));
final = img1;
for i=1:x
for j=1y
if (diff_substrate(i,j) == 0)
final(i,j,:) = 0;
end
end
end

%Displaying the result of removing substrate

figure
imshow(final, [])
titte(  'Image without the substrate' )

[counts,range]=imhist(rgb2gray(img0));
upperlimit = 0;
for i=length(counts)-1:-1:0

if (counts(i) > 0)

upperlimit = i;

break

end

end
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layer_mask = ones(x,y,5);
gray_img = rgb2gray(final);

% Range of possible graphene locations

r = 45;
offset = 26;
11 =4,
gapl2 =0;
12 =4;
gap23 =0;
13 = 4;
gap34 =0;
14 = 4;
% Segmenting the images based on the ranges
for i=1:x
for j=1y

if ((gray_img(i,j) < upperlimit-r) || (gray_img(i,j) >

upperlimit))
gray_img(i,j) = 255;
end
if ((gray_img(i,j) < upperlimit-offset-I11) || (gray_im a(i,) >

upperlimit-offset))
layer_mask(i,j,1) = 0;
end
if ((gray_img(i,j) < upperlimit-offset-I1-gap12-12) ||
(gray_img(i,j) > upperlimit-offset-l11-gap12))
layer_mask(i,j,2) = 0;
end
if ((gray_img(i,j) < upperlimit-offset-l1-gap12-12-gap 23-13) ||
(gray_img(i,j) > upperlimit-offset-11-gap12-12-gap2 3))
layer_mask(i,j,3) = 0;
end
if ((gray_img(i,j) < upperlimit-offset-l11-gap12-12-gap 23-13-
gap34-14) || (gray_img(i,j) > upperlimit-offset-11- gapl2-12-gap23-13-
gap34))
layer_mask(i,j,4) = 0;
end
end
end

layer_mask_befor_filter = layer_mask;

%Applying filter to remove small regions
masksize = 9; %(9 is the best, 4, 14, 24, 32)
for i=1:4
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layer_mask(:,:,i) = medfilt2(layer_mask(:,:,i), [masksize
masksize));
end

% Before Median Filter

figure

for i=14
subplot(2,2,i)
imshow(layer_mask_befor_filter(:,:,i), [])
title([layers(i,:), '‘Layer' )

end

% Before Median Filter : 1st Layer
figure
imshow(layer_mask_befor_filter(:,:,3), [])
title(  'lst Layer' )

% After Median Filter

figure

for i=1:4
subplot(2,2,i)
imshow(layer_mask(:,:,i), [])

title([layers(i,:), "Layer' 1))
end
% Applying Pseudo Color to the original image using information from

% segmentation
layered = imgl_orig;
mask_from_image = zeros(x,y);
for i=1:x
for j=1y
% Changing all 1st layer to Red
if (layer_mask(i,j,1) == 1)
layered(i,j,:) = [255 0 0];
mask_from_image(i,j) = 1;
end
% Changing all 2nd layer to Green
if (layer_mask(i,j,2) == 1)
layered(i,j,:) = [0 255 0];
mask_from_image(i,j) = 2;
end
% Changing all 3rd layer to Blue
if (layer_mask(i,j,3) == 1)
layered(i,j,:) = [0 0 255];
mask_from_image(i,j) = 3;
end
% Changing all 4th layer to Yellow
if (layer_mask(i,j,4) == 1)
layered(i,j,:) = [255 255 O];
mask_from_image(i,j) = 4;
end
end
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end

layer_mask_orig = layer_mask;
% clear 'layer_mask’

for i=1:4
layer_mask(:,:,i) = double(mask_from_image == i );
end
figure
imshow(layered)
title(  'Final Result' )
% PHASE 4 : Statistical information

% Statistical Information

%Clustering detected pixels on each of the layer
neighbor = 8;
for i=1:4
[Label(:,:,i), numCluster(i)] = bwlabel(layer_m ask(:,:,i),
neighbor);
end

% Plot of the labeled clusters
figure
for i=1:4
subplot(2,2,i)
imshow(label2rgb(Label(:,:,i)))

title([layers(i,:), ' Layer Clusters' )
end
for j=1:4
% Finding Area of all layers
stat_AreaoflLayers(j) = sum(sum(layer_mask(:,:,j N);
% Finding the percentage of area of layers versus s ize of image
stat_PercentofArea(j) = (stat_AreaofLayers(j) / (x*y) ) * 100;
for i= 1:numCluster(j)
% Finding the Areas of each detected clusters in ea ch layers
stat_areas(j,i) = length(find(Label(:,:,)) ==1i));
% Finding the Perimeter of each of the detected clu sters in
each layers
stat_perimeter(j,i) = sum(sum(bwperim(Label(:,:,)) ==1i, 8)));
end

disp_perim(:,:,j) = bwperim(Label(:,:,j));
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end

% Plot of the Perimeter
figure
for i=1:4
subplot(2,2,i)
imshow(disp_perim(:,:,i))

title([layers(i,:), ' Layer Perimeters of each clusters'

end

% Comparison of total area of each layer versus the
areaPercent = zeros(x,y,3);
for i=1:4

A(i) = round(sqrt(stat_AreaofLayers(i)));
end
areaPercent(1:A(1), 1:A(1), 1) = 255;
areaPercent(1:A(2), sum(A(1)+1):sum(A(1:2)+2), 2) =
areaPercent(1:A(3), sum(A(1:2)+2):sum(A(1:3)+3), 3)
areaPercent(1:A(4), sum(A(1:3)+3):sum(A(1:4)+4), 1)
areaPercent(1:A(4), sum(A(1:3)+3):sum(A(1:4)+4), 2)

figure

imshow(areaPercent )

title(  'Total Area Occupied by Each Layer' )
%%

% Additional Processing (Overlay Peri

% Plot of the Perimeter
imgl perim =imgl;
color =255 0 0; 0 255 0; 0 0 255; 255 255 0;];

for i=1:4
for j=1:x
for k=1y
if (disp_perim(j,k,i))
imgl_perim(j,k,:)=color(i,:);
end
if (sum(disp_perim(j,k,:)) > 1)
imgl_perim(j,k,:)=[255 255 255];
end
end
end
end
figure
titte(  'Perimeter overlaid on Image (White - shared perime
imshow(imgl_perim)
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sorted_Label = zeros(x,y,4);
figure( 'Name' , 'Area - sorted and visualized by size' )
for h=1:4
[sorted, indSorted] = sort(stat_areas(h,:));
for k= l:length(indSorted)

sorted_Label(:,:,h) = bsxfun(@plus, sorted_ Label(:,:,h),
(Label(:,:,h) == indSorted(k))*k);
end

subplot(2,2,h)

imshow(label2rgb(sorted_Label(:,:,h)))

title([layers(h,:), ' Layer Clusters' )
end
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