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ABSTRACT
We show how spectra of Type Ia supernovae (SNe Ia) at maximum light can be used to improve

cosmological distance estimates. In a companion article, we used manifold learning to build a three-
dimensional parametrization of the intrinsic diversity of SNe Ia at maximum light that we call the
“Twins Embedding”. In this article, we discuss how the Twins Embedding can be used to improve the
standardization of SNe Ia. With a single spectrophotometrically-calibrated spectrum near maximum
light, we can standardize our sample of SNe Ia with an RMS of 0.101 ± 0.007 mag, which corresponds
to 0.084 ± 0.009 mag if peculiar velocity contributions are removed and 0.073 ± 0.008 mag if a larger
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reference sample were obtained. Our techniques can standardize the full range of SNe Ia, including
those typically labeled as peculiar and often rejected from other analyses. We find that traditional light
curve width + color standardization such as SALT2 is not sufficient. The Twins Embedding identifies
a subset of SNe Ia including but not limited to 91T-like SNe Ia whose SALT2 distance estimates are
biased by 0.229 ± 0.045 mag. Standardization using the Twins Embedding also significantly decreases
host-galaxy correlations. We recover a host mass step of 0.040 ± 0.020 mag compared to 0.092 ±
0.024 mag for SALT2 standardization on the same sample of SNe Ia. These biases in traditional
standardization methods could significantly impact future cosmology analyses if not properly taken
into account.

Keywords: Type Ia supernovae — Standard candles — Observational cosmology

1. INTRODUCTION
Type Ia supernovae (SNe Ia) have proven to be one

of the strongest probes of cosmology. SNe Ia can be ob-
served out to far distances, and they can be used as stan-
dardizable candles to infer the distances to them. The
first distance measurements with reasonably sized sam-
ples of high-redshift SNe Ia led to the initial discovery of
the accelerating expansion of the universe (Riess et al.
1998; Perlmutter et al. 1999). Subsequent studies have
now accumulated over 1,000 spectroscopically-confirmed
SNe Ia, providing increasingly strong constraints on cos-
mological parameters (Knop et al. 2003; Riess et al.
2004; Astier et al. 2006; Kowalski et al. 2008; Suzuki
et al. 2012; Betoule et al. 2014; Scolnic et al. 2018; Brout
et al. 2019; Jones et al. 2019).

1.1. SNe Ia as Standard Candles
At a fixed distance, the observed peak brightnesses of

SNe Ia in the B-band have a dispersion of ∼0.4 mag. To
use SNe Ia as distance estimators for cosmology, sev-
eral corrections need to be applied to their observed
peak brightnesses. Phillips (1993) showed that the peak
brightnesses of SNe Ia are tightly correlated with the
rate of decline of their light curves, commonly referred to
as the “light curve width”. Riess et al. (1996) and Tripp
(1998) showed that the color of the light curve, mea-
sured as the difference between the peak brightnesses in
the B and V bands, is also highly correlated with the
peak brightnesses of SNe Ia. By combining information
from the width and color of a SN Ia light curve, the dis-
persion in the corrected peak brightnesses of the SNe Ia
is reduced to ∼0.15 mag. The SALT2 model (Guy et al.
2007, 2010; Betoule et al. 2014) is one of several im-
plementing these two corrections. SALT2 models the
spectral energy distribution of SNe Ia, and is used to es-
timate distances to SNe Ia in most modern cosmological
analyses.
When distance estimates to SNe Ia are corrected using

only light curve width and color, we find that the dis-
tance estimates are correlated with various properties

of the host galaxies of SNe Ia. These correlations are
typically modeled as a “host step” where SNe Ia with
a given host property below some threshold have a sys-
tematic offset in their measured distances compared to
SNe Ia above this threshold. SALT2-standardized dis-
tances have been shown to have “host steps” of∼0.1 mag
when comparing SNe Ia from host galaxies with different
masses, metallicities, local colors, local star-formation
rates or global star-formation rates (Kelly et al. 2010;
Sullivan et al. 2010; Gupta et al. 2011; D’Andrea et al.
2011; Rigault et al. 2013, 2015, 2018; Childress et al.
2013; Hayden et al. 2013; Roman et al. 2018). As galaxy
properties evolve with redshift, correlations of the peak
brightness of SNe Ia with their host-galaxy properties
would need to be well-understood to produce robust cos-
mological measurements.
The correlations of distance estimates to SNe Ia with

host-galaxy properties are also of interest for the mea-
surements of the Hubble constant with SNe Ia. These
measurements rely on the assumption that SNe Ia in
hosts with Cepheids have similar luminosity distribu-
tions as the larger sample of SNe Ia (Riess et al. 2016,
2019; Rigault et al. 2015). If SNe Ia in Cepheid-hosting
galaxies have different luminosities than the larger pop-
ulation SNe Ia, then the measurements of the Hubble
constant would be biased. Host-galaxy properties are
simply a proxy for some diversity of SNe Ia that is not
captured by current standardization methods. Ideally,
new standardization techniques could be developed that
identify this diversity using properties of the SNe Ia
themselves rather than properties of their host galax-
ies.
Several different techniques have been proposed to im-

prove standardization of SNe Ia. One option is to add
additional components to a linear model like SALT2.
Saunders et al. (2018) built a seven-component linear
model (SNEMO) that is capable of parametrizing ad-
ditional diversity in the light curves of SNe Ia com-
pared to SALT2, and standardizes SNe Ia to within
0.113 ± 0.007 mag. Alternatively, Léget et al. (2020)
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built a three-component linear model by first performing
a PCA decomposition of the spectral features of SNe Ia
near maximum light and then using the resulting PCA
coefficients to build a linear SED model. Another option
is to incorporate additional information beyond optical
light curves into the standardization procedure. The
brightnesses of SNe Ia in the NIR are less sensitive to
the intrinsic diversity of SNe Ia (Kasen 2006) and effects
such as astrophysical dust: the corrected peak bright-
ness of NIR light curves have unexplained dispersions of
∼ 0.11 mag (Krisciunas et al. 2004; Wood-Vasey et al.
2008; Mandel et al. 2011; Barone-Nugent et al. 2012;
Burns et al. 2018; Stanishev et al. 2018; Avelino et al.
2019).
Various attempts have been made to use the spectra of

SNe Ia to standardize their brightnesses. Nugent et al.
(1995) showed that the ratio of the equivalent widths
of the Si II 5972 Å and Si II 6355 Å features is highly
correlated with the light curve width that is typically
used for standardization. Bailey et al. (2009) showed
that spectral flux ratios at specific wavelengths can be
used to standardize SNe Ia to within 0.125±0.011 mag.
Blondin et al. (2011) and Silverman et al. (2012) used
various spectral features directly in their standardiza-
tion and achieved dispersions of 0.143± 0.020 mag and
0.130 ± 0.017 mag, respectively. Nordin et al. (2018)
showed that various features in the U-band can be used
to improve standardization. These previous methods
only used specific features of the supernova spectrum
for their classification. Fakhouri et al. (2015) (hereafter
F15) introduced a method to use all of the information
in the spectrum for standardization by identifying “twin
supernovae”. In this methodology, the spectrum of a new
supernova is compared to a large reference sample to find
pairs of spectra with very similar spectral features that
are called “twins”. Standardization using twin super-
novae resulted in a dispersion of 0.083 ± 0.012 mag for
the sample of F15, although there is some evidence to
suggest that not all twin supernovae have similar bright-
nesses (Foley et al. 2020). Furthermore, F15 were only
able to standardize 78% of the SNe Ia in their sample
due to a lack of twins for a subset of the SNe Ia.
In a companion article (Boone et al. 2021; herefter Ar-

ticle I), we showed how manifold learning can be used to
construct a parametrization of SNe Ia using information
from the pairings of twin SNe Ia that we call the “Twins
Embedding”. In this work, we show how the Twins Em-
bedding can be used to improve distance estimates to
SNe Ia, and we discuss the biases that are present in cur-
rent distance estimation techniques. This analysis is laid
out as follows. First, we discuss the dataset that we use
in Section 2 and summarize the methods that we devel-

oped in Article I to build the Twins Embedding. We de-
scribe several new standardization techniques that take
advantage of this new parameter space in Section 3. In
Section 4, we compare all of these different standardiza-
tion techniques, and show the limitations of traditional
SALT2 distance estimation. In the same Section, we
also examine how distances estimated with all of these
different standardization techniques correlate with prop-
erties of the SNe Ia host galaxies. Finally, in Section 5,
we discuss how the results of this analysis could impact
cosmological analyses.

2. DATASET
2.1. Overview

In this analysis, we use spectrophotmetric timeseries
of SNe Ia obtained by the Nearby Supernova Factory
(SNfactory; Aldering et al. 2002, Aldering et al. 2021,
in prep.) using the Super Nova Integral Field Spectro-
graph (SNIFS; Lantz et al. 2004) on the University of
Hawaii 2.2 m telescope on Mauna Kea. This instrument
collects spectra using two lenslet integral field spectro-
graphs (IFS, “à la TIGER”; Bacon et al. 1995, 2001),
which cover the 3200–5200 Å and 5100–10000 Å wave-
length ranges simultaneously. These spectrographs have
a 6.′′4×6.′′4 field of view, which is split into a fully-filled
grid of 15× 15 spatial elements. Atmospheric transmis-
sion is monitored using a parallel imaging channel.
We reduced the spectra from this instrument using the

SNfactory data reduction pipeline (Bacon et al. 2001;
Aldering et al. 2006; Scalzo et al. 2010, Ponder et al.
2021, in prep.). We calibrated the flux of each spectrum
as described in Buton et al. (2013), and subtracted the
host-galaxies as presented in Bongard et al. (2011). All
spectra were corrected for Milky Way dust using the
extinction-color relation from Cardelli et al. (1989) and
the dust map from Schlegel et al. (1998). Before per-
forming this analysis, we adjusted the wavelengths and
time scales of all SNe Ia to the restframe, and we ad-
justed relative brightnesses of the SNe Ia to a common
redshift. The difference between a cosmological model
and a pure Hubble law is less than 0.01 mag over the
redshift range we are considering, so our analysis is in-
sensitive to the values of the cosmological parameters.
In Article I, we developed a set of techniques to pro-

cess this dataset and embed the sample of SNe Ia into
a parameter space that captures the intrinsic diversity
of their spectra at maximum light. To summarize, we
first built a model of the differential phase evolution of
SNe Ia. We used this model to estimate the spectrum
of each SN Ia at maximum light using all spectra within
five days of maximum light. We then developed a proce-
dure that we call “Reading Between the Lines” (RBTL)
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that effectively fits for the wavelength-dependent intrin-
sic dispersion of SNe Ia and uses the regions of the spec-
trum with low intrinsic dispersion to estimate the peak
brightness and reddening due to dust of each SN Ia. Af-
ter this procedure, we are left with a set of dereddened
spectra of SNe Ia at maximum light that nominally only
contain intrinsic variability.
Using manifold learning techniques, we embedded

these SNe Ia into a three-dimensional parameter space
that we call the Twins Embedding. The first three com-
ponents each explain a significant fraction of the intrin-
sic diversity of the spectra of SNe Ia at maximum light
(50.8, 27.0, and 11.4% of the variance respectively), or
89.2% with all three combined. We find that any addi-
tional components explain less than 1% of the remaining
variance.
After applying a set of data quality cuts based solely

on measurement uncertainties and observing cadence, a
total of 173 SNe Ia were used in the derivation of the
Twins Embedding. For each of these SNe Ia, the RBTL
algorithm provides a measurement of the SN Ia’s peak
brightness and its reddening due to dust, assuming a
fiducial extinction-color relation from Fitzpatrick (1999)
with a total-to-selective extinction ratio of RV = 2.8.
The reddening is parameterized by ∆ÃV , the difference
in extinction from the mean SN Ia template. The valid-
ity of this fiducial extinction-color relation will be dis-
cussed in Section 3.3 (although the derivation of the
Twins Embedding is insensitive to the details of this re-
lation).
The spectrophotometric spectra of SNe Ia were shifted

to a common redshift before applying the RBTL al-
gorithm. Hence by comparing the brightness estimate
from the RBTL algorithm to the mean peak brightness
across the entire sample of SNe Ia, we obtain “RBTL
magnitude residuals” that describe how bright a SN Ia
is relative to the rest of the sample. For a perfect stan-
dardization technique, these magnitude residuals would
all be zero. Note that the RBTL magnitude residuals
are estimated using only a single spectrum at maximum
light rather than a full light curve, and can be inter-
preted as our ability to standardize SNe Ia with a single
spectrophotometric spectrum near maximum light. The
RBTL algorithm only produces an estimate of the peak
brightness of a SN Ia, but does not take into account
any correlations between the peak brightness and other
properties of the SN Ia such as spectral features or light
curve width. In the rest of this article, we will discuss
how the Twins Embedding can be used to standardize
the magnitudes residuals derived from the RBTL algo-
rithm.

2.2. Sample of Type Ia Supernovae for Standardization
Analyses

There are several sources of uncertainty in the mag-
nitude residuals that are not due to intrinsic differences
between SNe Ia. When shifting all of our observations
of SNe Ia to a common redshift, we relied on the ob-
served redshifts of each SN Ia. Any uncertainties on
these observed redshifts will propagate into our mag-
nitude residuals. Five of the 173 SNe Ia in the Twins
Embedding have redshifts derived from the supernova
spectrum since their host galaxies are too faint to yield
a spectrum. The uncertainties on these redshifts are
∼0.004, which contributes at least 0.10 mag to the mag-
nitude residual uncertainties. We therefore reject these
SNe Ia from our standardization analyses. These five
SNe Ia are a small fraction of our low-mass hosts (Chil-
dress et al. 2013), so we can reject them without biasing
our analyses.
Similarly, peculiar velocities of the supernova host

galaxies will introduce an additional contribution to the
measured magnitude residuals. Assuming a typical dis-
persion for the peculiar velocities of 300 km/s (Davis
et al. 2011), the introduced dispersion in brightness
becomes comparable to the dispersion in brightness of
SNe Ia around z = 0.02 where 0.11 mag of dispersion
is introduced. We reject 24 SNe Ia that are at redshifts
lower than 0.02 out of the 173 SNe Ia in the Twins Em-
bedding. For redshifts above 0.02, the contribution from
peculiar velocities is still significant, so we propagate the
implied uncertainties on the magnitude residuals in our
analyses. For the selected sample of SNe Ia used in this
analysis, peculiar velocities contribute 0.055 mag to the
dispersion of the magnitude residuals.
Finally, dust in the host galaxy of a SN Ia can signifi-

cantly dim the observed brightness of the SN Ia. While
the mean total-to-selective extinction ratio for dust was
measured to be RV = 2.8± 0.3 in Chotard et al. (2011),
there are examples of SNe Ia with very different values
of RV . For example, the extinction of the highly red-
dened SN2014J has been suggested to be either interstel-
lar dust with RV = 1.4± 0.1 (Amanullah et al. 2014) or
circumstellar dust with a similar effect on the observed
spectrum (Foley et al. 2014). Studies of large samples of
SNe Ia have confirmed that there is increased dispersion
in the magnitude residuals of highly reddened SNe Ia
(Brout & Scolnic 2020). For our analysis, if an incorrect
value of RV is assumed for a SN Ia, then the primary
effect is that a constant offset is added to the SN Ia’s
magnitude residual. For SN2014J, the difference in as-
suming a dust law with RV = 2.8 instead of RV = 1.4
would introduce an offset of ∼1 mag into the observed
magnitude residual. To avoid having differences in dust
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properties affect our analysis of magnitude residuals, we
choose to reject any supernovae with a measured RBTL
∆ÃV > 0.5 from our standardization analyses. For a su-
pernova with ∆ÃV = 0.5, a 20% difference in RV would
introduce a ∼0.1 mag offset into its magnitude resid-
ual. The distribution of ∆ÃV is constructed to have a
median of zero, and this selection cut is approximately
equivalent to a selection cut of SALT2 c > 0.2. Seven-
teen supernovae have measured ∆ÃV values larger than
this threshold out of the 173 in the Twins Embedding.
For the SNe Ia passing these selection criteria, varia-

tion in RV will have a less than 0.01 mag effect on the
observed spectra beyond a flat offset in the magnitude
residual. This variation is too small to be captured by
direct measurement of the spectrum, and will not affect
the location of a SN Ia in the Twins Embedding. In Sec-
tion 3.3, we will show how the mean RV value can be
recovered by looking at correlations between ∆ÃV and
magnitude residuals.
We find that a total of 134 SNe Ia pass all of the

selection requirements for their magnitude residuals to
be expected to have low contributions from non-intrinsic
sources.

2.3. SALT2 Fits
For comparison purposes, we fit the SALT2 light curve

model (Betoule et al. 2014) to all of the light curves in
our sample. For the fit, we use synthetic photometry
in the SNfactory BSNf , VSNf , and RSNf bands defined
as tophat filters with wavelength ranges shown in Ta-
ble 1. We reject unreliable SALT2 fits following a pro-
cedure similar to Guy et al. (2010). First, we impose
phase coverage criteria by requiring at least five mea-
surements total at different restframe times t relative
to maximum light, at least four measurements satis-
fying −10 < t < 35 days, at least one measurement
with −10 < t < 7 days, at least one measurement with
7 < t < 20 days and measurements in at least two dif-
ferent synthetic filters with −8 < t < 10 days. We
then require that the normalized median absolute de-
viation (NMAD) of the SALT2 model residuals be less
than 0.12 mag and that no more than 20% of the SALT2
model residuals have an amplitude of more than 0.2 mag.
Note that these selection criteria reject some SNe Ia that
are not well-modeled by SALT2, so the subsample with
SALT2 fits does not cover the full parameter space of
SNe Ia. In particular, we find that seven SNe Ia that
are 91bg-like or similar to 91bg-like SNe Ia are rejected,
and the two 02cx-like SNe Ia in our sample are rejected.
See Lin et al. (submitted) for details on these subclasses
of SNe Ia. A total of 155 of the 173 SNe Ia in the Twins
Embedding have valid SALT2 fits.

Table 1. SNfactory filter definitions
used for synthetic photometry. These
are tophat filters with perfect transmis-
sion in the given wavelength range and
no throughput outside of that range.

Band Name Wavelength Range (Å)

USNf 3300–4102
BSNf 4102–5100
VSNf 5200–6289
RSNf 6289–7607
ISNf 7607–9200

2.4. Blinding of the Analysis
To avoid tuning our analysis to optimize the distri-

bution of the magnitude residuals, we performed this
analysis “blinded”: we split the dataset into a training
and a validation set, and we optimized our analysis while
only examining the training set, leaving the validation
set to only be examined when the analysis and selection
requirements were complete and well-understood for the
training set.
We split the SNe Ia with valid SALT2 fits evenly into

“training” and “validation” subsets while attempting to
match the distribution of redshift and SALT2 param-
eters across the two subsets. The subset of SNe Ia
that does not have valid SALT2 fits is small (18 of the
173 in the Twins Embedding), and contains both un-
usual SNe Ia and those whose SALT2 fits are impacted
by spectra with relatively large instrumental uncertain-
ties. Spectra with large instrumental uncertainties could
highly influence our analysis, so we included all of the
SNe Ia without valid SALT2 fits in the training set. We
used this combined training subset to develop our model
and to decide upon a set of selection requirements that
removes spectra with large instrumental uncertainties.
The SNe Ia in the “validation” subset were only exam-
ined after we had settled on the final model and selection
requirements, and no further changes were made to the
analysis after “unblinding” the validation subset. The
combined training subset contains 97 of the 173 SNe Ia
in the Twins Embedding and the validation subset con-
tains 76 SNe Ia. The blinding was implemented by im-
mediately deleting all of the magnitudes estimated for
SNe Ia in the “validation” subset as soon as the RBTL
model had been run, so that it was impossible to ac-
cidentally unblind the distributions of the magnitude
residuals. Prior to unblinding, we decided that for the
baseline result of each analysis we would report the re-
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sults when running the analysis only on the training set,
only on the validation set, and on the full dataset.
As we are reporting statistics on distributions of mag-

nitude residuals, one potential concern is that a sin-
gle unusual SN Ia with a very large magnitude residual
could highly skew the measured statistics. To address
this concern, we decided before unblinding to calculate
both the RMS and the NMAD of the magnitude resid-
uals for all of our analyses. We attempted to come up
with a robust set of selection criteria in Section 2.2 be-
fore unblinding. However, it is possible that our selec-
tion criteria could accidentally include a small number
of SNe Ia in the validation set with large instrumen-
tal uncertainties that inflate their measured magnitude
residuals. We agreed in advance that if this were to hap-
pen, we would decide post-unblinding to report statis-
tics both on the full sample and on the sample with
that subset removed. We did not see any evidence of
such a subset after unblinding, and all of our results on
the validation set are consistent with the results on the
training set. Unless otherwise noted, reported numbers
in the text and figures are for the full dataset.
The results of all of the selection requirements de-

scribed in this Section are summarized in Table 2.

3. STANDARDIZING THE MAGNITUDE
RESIDUALS OF SNE IA

3.1. SALT2 Standardization
To set a performance baseline, we first standardize

the magnitude residuals of our sample of SNe Ia with
conventional SALT2 standardization. We use SALT2
fits to the light curve to determine the peak brightness of
each SN Ia, and we apply linear corrections for the light
curve width and color to estimate the distance to each
SN Ia. From the SALT2 fits described in Section 2.3, we
obtain the SALT2 parameters x1,i and ci of each SN Ia
along with the observed peak B-band magnitude mB,i.
Since we first shifted all of our observations to a common
redshift, mB,i is effectively the brightness of a SN Ia at
an arbitrary fixed distance common to all of the SNe Ia
in the sample. Given a set of standardization parameters
α and β along with an arbitrary reference magnitude
mref, we calculate the SALT2 magnitude residualsmres,i

for each supernova as:

mres,i = mB,i −mref + α× x1,i − β × ci (1)

We estimate the uncertainty on mres,i for each super-
nova by propagating the uncertainties from the SALT2
fits for x1,i, ci and mB,i. Additionally, we include the
contribution of peculiar velocities σp.v.,i assuming a dis-
persion of 300 km/s as described in Section 2.2. The

SALT2 model is known to not explain all of the disper-
sion of SNe Ia, so the uncertainty on this magnitude
residual must include an unexplained dispersion term
σu. The final uncertainty model for mres,i is:

σ2
mres,i =σ2

mB,i + σ2
p.v.,i + σ2

u + α2σ2
x1,i + β2σ2

c,i (2)
+ 2α Cov[mB,i, x1]− 2β Cov[mB,i, c]
− 2αβ Cov[x1, c]

Given a set of parameters for the above equations, we
define the following weighted RMS (WRMS) and χ2 per
degree-of-freedom (χ2/DoF ):

WRMS =

√√√√∑N
i m2

res,i/σ
2
mres,i∑N

i 1/σ2
mres,i

(3)

χ2/DoF = 1
N − 4

N∑
i

m2
res,i

σ2
mres,i

(4)

where N is the total number of supernovae in the sam-
ple. We iteratively minimize these two equations to de-
termine the values of α, β, mref and σu. First, we set
σu to a guess of 0.1 mag. We then minimize the WRMS
in Equation 3 to determine the optimal parameters for
α, β, and mref. Given the fitted values of these parame-
ters, we determine the value of σu that sets the χ2/DoF

in Equation 4 to 1. We repeat these two fits until the
parameter values converge.
The results of this SALT2 standardization procedure

are summarized in Table 3. As SALT2 fits to the SNfac-
tory dataset have been studied in many previous analy-
ses, we did not blind these numbers. The uncertain-
ties on these measurements, and all other uncertain-
ties on measurements of dispersion in this analysis, are
calculated using bootstrapping (Efron 1979). We find
a WRMS of 0.140 ± 0.013 mag for this sample using
SALT2. Because the unexplained dispersion σu is large
compared to the typical measurement and peculiar ve-
locity uncertainties, there is little difference in the total
uncertainties σmres,i between SNe Ia, with values rang-
ing between 0.132 mag to 0.173 mag. Hence the un-
weighted RMS of 0.140 ± 0.012 mag is nearly identical
to the WRMS. To compare with other standardization
techniques and avoid having different weights for differ-
ent techniques, we choose to use the unweighted RMS
in further analyses. Interestingly, we also find that this
distribution has a tight core with wider wings compared
to a Gaussian distribution, as seen in the low NMAD of
only 0.106 ± 0.013 mag for this sample.

3.2. Raw RBTL Magnitude Residuals



Twins Embedding II 7

Table 2. Summary of the sample selection requirements.

Selection Requirement Number of SNe Ia

Passing Requirement

General selection requirements
SNe Ia Included in Twins Embedding (Paper I) 173
Standardization of near-maximum spectra
(Section 2.2)
Host galaxy redshift available 168
Host galaxy redshift above 0.02 144
RBTL ∆ÃV < 0.5 mag 134
Blinded training subsample 72
Validation subsample 62
Comparisons to SALT2 standardization
(Section 3.1)
Passes SALT2 selection requirements 155
Passes host galaxy redshift and color requirements 127
Blinded training subsample 66
Validation subsample 61

Table 3. SALT2 standardization parameters fit
using the procedure described in Section 3.1.

Parameter Value

x1 correction (α) 0.148 ± 0.011
Color correction (β) 2.71 ± 0.16
Unexplained dispersion (σu) 0.118 ± 0.016 mag
Weighted RMS of mres,i 0.140 ± 0.013 mag
Unweighted RMS of mres,i 0.140 ± 0.012 mag
NMAD of mres,i 0.106 ± 0.013 mag

With the selection criteria from Section 2.2 applied,
we find that the RBTL magnitude residuals have a dis-
persion with an unweighted RMS of 0.131 ± 0.010 mag
and an NMAD of 0.108 ± 0.013 mag for the validation
set. Note that these magnitude residuals have been cor-
rected using a baseline extinction-color relation (correct-
ing for both dust and any intrinsic color that has a sim-
ilar functional form), but they have not been corrected
for any other intrinsic properties that do not affect the
intrinsic color of SNe Ia.

3.3. Standardizing the RBTL Magnitude Residuals
with the Twins Embedding

The RBTL algorithm provides a robust estimate of the
brightness and extinction of the spectrum of a SN Ia.
However, if there is intrinsic diversity that affects the

spectrum in a similar manner to a brightness difference
or an extinction, then it will be confused as extrinsic
diversity by the RBTL algorithm. This means that
at some level the RBTL magnitude residuals will in-
clude contributions from intrinsic diversity. Assuming
that the intrinsic diversity that affects the brightness of
the supernova also affects other intrinsic properties of
the spectra, such as the features seen in the spectra of
SNe Ia, then we can use the intrinsic diversity measured
from the spectra to remove the intrinsic contributions
to the magnitude residuals. This procedure is similar
in concept to what is done with light curve fitters such
as SALT2: the initial distance estimate comes from the
observed brightness of a SN Ia in the B-band. However,
this distance estimate contains contributions from the
intrinsic diversity (measured with x1), and a correction
is applied to the original distance estimate to remove
these contributions.
The Twins Embedding is a parametrization of the

intrinsic diversity of SNe Ia. In Figure 1, we show
the RBTL magnitude residuals as a function of the lo-
cation of SNe Ia in the Twins Embedding, with two-
dimensional projections for each of the three dimensions
of the Twins Embedding. There are visible trends in the
magnitude residuals as a function of each of the compo-
nents: SNe Ia that are nearby in the Twins Embedding
tend to have similar RBTL magnitude residuals, indicat-
ing that the RBTL brightness estimates indeed contain
contributions from the intrinsic diversity.
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Figure 1. RBTL magnitude residuals as a function of the Twins Embedding coordinates ξi. Each point represents a single
SN Ia. The data points are colored according to their RBTL magnitude residuals, as labeled in the colorbar. Each panel shows
a different 2D-projection of the Twins Embedding.

The Twins Embedding was designed to capture highly
nonlinear features, so there is no reason to expect that
the resulting components will be linearly correlated with
the peak brightnesses of SNe Ia. Linear standardization
as is traditionally done for light curve fitters such as
SALT2 is unlikely to be sufficient. Instead, we choose
to use Gaussian Process (GP) regression to model the
magnitude residuals of SNe Ia over the Twins Embed-
ding. GP regression effectively generates a prediction
of the magnitude residuals at a target location in the
Twins Embedding using the observed magnitude resid-
uals in a region around that target location. It is also
able to propagate uncertainties on the predictions. For
an introduction to GP regression, see Appendix A.
When calculating the RBTL magnitude residuals, as

described in Section 2.2, we chose to use a fiducial
extinction-color relation with RV = 2.8. If the wrong
mean value of RV is chosen, then the only observable
effect for this analysis is that a correlation is introduced
between the measured extinction and the magnitude
residuals. We account for this potential difference in
RV by using a mean function in our GP that contains
a correction term ω that is linear in ∆ÃV along with
an arbitrary reference magnitude mref. For each SN Ia,
the magnitude residuals contain uncorrelated measure-
ment uncertainties due to the peculiar velocity of the
SN Ia’s host galaxy σp.v.,i (described in Section 2.2) and
an unexplained residual dispersion σu whose value will
be determined in the fit. Measurement uncertainties
from the RBTL algorithm are negligible for the high

signal-to-noise observations used in this analysis. Any
systematic uncertainties from our modeling procedures
will be captured by σu.
Finally, we use a Matérn 3/2 kernel (see Appendix A)

to describe the correlation of the magnitude residuals of
SNe Ia across the Twins Embedding. This kernel has
two parameters: a length scale l that determines the
distances in the Twins Embedding over which the mag-
nitude residuals of different SNe Ia are coherent, and an
amplitude A that sets the size of those coherent varia-
tions. The Twins Embedding was designed so that the
distance between two SNe Ia in the Twins Embedding is
proportional to the size of the differences between their
spectra. Hence, we choose to use a three-dimensional
Matérn kernel with a single length scale. The full GP
model is then:

~mRBTL ∼ GP
(
mref + ω∆ ~̃AV ,

I · (~σ2
p.v. + σ2

u) +K3/2(~ξ, ~ξ;A, l)
)

(5)

where ~mRBTL are the RBTL magnitude residuals and I
is the identity matrix.
We implement this GP model using the George pack-

age (Ambikasaran et al. 2015). The full model has a to-
tal of five parameters: mref, ω, σu, A, and l. We fit this
model to the sample of SNe Ia described in Section 2.2
optimizing the maximum likelihood. The results of this
fit are shown in Table 4.
Given the fitted extinction correction ω, our estimate

of the true extinction-color relation is then the fiducial
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Table 4. Parameters for the GP standardization
model described in Section 3.3.

Parameter Value

Extinction RV 2.40 ± 0.16
GP kernel amplitude (A) 0.164 ± 0.082 mag
GP kernel length scale (l) 5.54 ± 3.31
Unexplained dispersion (σu) 0.073 ± 0.008 mag
RMS of mcorr.,i 0.101 ± 0.007 mag
NMAD of mcorr.,i 0.083 ± 0.010 mag

one with that correction added as a zeropoint offset.
We estimate the true value of RV by solving for the
extinction-color relation from Fitzpatrick (1999) that
best matches this estimated true extinction-color rela-
tion. We find that our measurements prefer an RV value
of 2.40 ± 0.16. We verified that different choices of fidu-
cial extinction-color relations result in similar recovered
RV values when rerunning the entire analysis. Note
that we have rejected SNe Ia with ∆ÃV > 0.5 from
this analysis, so our measurement of RV is made us-
ing only SNe Ia with relatively low extinction. Previous
measurements of RV from optical spectra include RV =
2.8± 0.3 from Chotard et al. (2011) and RV = 2.6± 0.5
from Léget et al. (2020). Mandel et al. (2020) found
RV = 2.9 ± 0.2 from measurements of SNe Ia with in-
frared photometry. Our results are compatible with, but
slightly lower than, these previous measurements of RV .
The fact that our sample is restricted to low-extinction
SNe Ia makes direct comparisons challenging.
The recovered unexplained dispersion of 0.073 ±

0.008 mag is significantly lower than what is typically
found for light curve fitters that only rely on light curve
width and color, and is consistent with the results of
F15 for pairs of twin supernovae, as will be discussed
in Section 4.1. To understand the behavior of the GP,
we show the GP predictions after applying the updated
RV extinction correction in Figure 2. In these figures,
we hold one component value fixed to zero, and show
the effects of varying the other two components over the
Twins Embedding. Note that these figures only show
slices through the GP predictions, and the predictions
for individual SNe Ia will also include information from
the remaining component that cannot be plotted in only
two dimensions. Qualitatively, the GP appears to be
able to capture the nonlinear variation in the RBTL
magnitude residuals across the Twins Embedding.
We can use the GP to predict what the RBTL mag-

nitude residuals should be for any location in the Twins
Embedding, and use these predictions to correct the raw

RBTL magnitude residuals. We estimate the magni-
tude residual of each SN Ia with the GP using indi-
vidual “leave-one-out” predictions for each SN Ia where
the GP is conditioned on all SNe Ia except the super-
nova of interest. This ensures that the measured bright-
ness of that supernova itself cannot contribute to its
own predictions. Using these predictions, we calculate
GP-corrected magnitude residualsmcorr.,i for each SN Ia
in our sample as the difference between the raw RBTL
magnitude residual and the GP prediction. In Figure 3
we showmcorr.,i as a function of the location of SNe Ia in
the Twins Embedding. In contrast to Figure 1, where we
saw strong trends in the raw RBTL magnitude residuals
across the twins embedding, there are no visible correla-
tions in mcorr.,i for SNe Ia that are in similar locations
in the Twins Embedding. For the full dataset, we find
that the GP-corrected magnitude residuals mcorr.,i have
a dispersion in brightness with an unweighted RMS of
0.101 ± 0.007 mag and an NMAD of 0.083 ± 0.010 mag.
These dispersions are larger than the unexplained dis-
persion of 0.073 ± 0.008 mag because they contain con-
tributions from both peculiar velocities and uncertain-
ties in the GP predictions for SNe Ia in sparsely popu-
lated regions of the Twins Embedding.

3.4. Standardizing the SALT2 Magnitude Residuals
with the Twins Embedding

We investigate a hybrid standardization method
where we use the peak brightness and color from a
SALT2 light curve fit, and the Twins Embedding to
parametrize the intrinsic variation of SNe Ia instead of
the SALT2 x1 parameter. While the RBTL method re-
quires that the input spectra be spectrophotometric to
obtain accurate estimates of the brightness and extinc-
tion of each SN Ia, it may be possible to locate a SN Ia in
the Twins Embedding using slit-based spectrographs or
other forms of spectroscopy that are not flux-calibrated
since most of the information is in local spectral fea-
ture variation. External estimates of the brightness and
color, from SALT2 fits to photometry for example, could
then be corrected using the Twins Embedding.
To test whether this method of standardization might

be effective, we ran the GP standardization procedure
described in Section 3.3 using the Twins Embedding, but
using the raw SALT2 magnitude residuals and colors
(uncorrected for x1) instead of the RBTL magnitude
residuals and extinctions. As for the RBTL analysis,
we include a linear term to correct for the SALT2 color,
which in this context is equivalent to the β parameter in
traditional SALT2 analyses. The results of the GP fit for
this SALT2 + Twins Embedding model are summarized
in Table 5.
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Figure 2. RBTL magnitude residuals and GP predictions as a function of the Twins Embedding coordinates ξi. Each
point represents a single SN Ia, colored according to its RBTL magnitude residual. Each panel shows a 2D-projection of the
Twins Embedding. The smooth color in the background indicates the amplitude of the GP prediction for each value of the two
displayed components while the remaining component is fixed to zero.
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Figure 3. GP-corrected RBTL magnitude residuals mcorr.,i as a function of the Twins Embedding coordinates ξi. Each point
represents a single SN Ia. The data points are colored according to their GP-corrected RBTL magnitude residuals mcorr.,i,
as labeled in the colorbar. Each panel shows a different 2D-projection of the Twins Embedding. There is little evidence of
correlation between the magnitude residuals of SNe Ia that are nearby in the Twins Embedding, and the remaining observed
dispersion is largely driven by peculiar velocity uncertainties.
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Table 5. Parameters for the hybrid SALT2 + Twins
Embedding standardization model described in Sec-
tion 3.4.

Parameter Value

Color correction (β) 2.81 ± 0.15
GP kernel amplitude (A) 0.380 ± 0.230 mag
GP kernel length scale (l) 8.63 ± 5.33
Unexplained dispersion (σu) 0.085 ± 0.010 mag
RMS of mcorr.,i 0.118 ± 0.008 mag
NMAD of mcorr.,i 0.105 ± 0.013 mag

As in Section 3.3, we estimate the SALT2 + Twins
Embedding GP brightness for each SN Ia using leave-
one-out predictions. When raw SALT2 magnitude resid-
uals are standardized using the Twins Embedding, the
standardization performance is significantly better than
standardizing only on SALT2 x1. The resulting un-
weighted RMS of the SALT2 + Twins Embedding stan-
dardized magnitude residuals is 0.118 ± 0.008 mag com-
pared to 0.140 ± 0.012 mag for SALT2 with traditional
x1 standardization for the same set of SNe Ia. Inter-
estingly, the NMAD values of the standardized magni-
tude residuals are nearly identical for these two analyses
(0.105 ± 0.013 mag compared to 0.106 ± 0.013 mag),
implying that most of this improvement comes from im-
proving standardization of SNe Ia in the tails of the dis-
tribution rather than the core. To illustrate the effect of
the Twins Embedding for standardization of raw SALT2
magnitude residuals, we show the GP predictions for the
SALT2 + Twins Embedding standardization analysis in
Figure 4 along with the color-corrected magnitude resid-
uals for all of the SNe Ia in our sample.
For comparison purposes, we show the distribution of

the SALT2 x1 parameter over the Twins Embedding in
Figure 5. Note that x1 is highly correlated with ξ2,
so traditional SALT2 standardization will effectively in-
clude a linear correction in ξ2. For low values of x1,
the implied GP magnitude residuals are similar for all
SNe Ia with similar values of x1. For high values of x1,
however, the implied GP magnitude residuals vary fairly
significantly as a function of the first Twins Embedding
component (ξ1) in a direction that is orthogonal to the
variation in x1. This will be discussed in more detail in
Section 4.2.
We investigated whether there is any improvement to

the Twins Embedding standardization if we include a
correction for the SALT2 x1 parameter in the model.
With a linear correction in SALT2 x1, we find that the
RMS is improved by only 0.001 mag for the RBTL +

Table 6. Labels for the different standard-
ization methods described in Section 3

SALT2 + x1 Section 3.1
Raw RBTL Section 3.2
RBTL + Twins Embedding Section 3.3
SALT2 + Twins Embedding Section 3.4

Twins Embedding model and 0.004 mag for the SALT2
+ Twins Embedding model. This negligible improve-
ment can be explained by the fact that x1 is highly cor-
related with ξ2, so including x1 in the standardization
model does not add any new information.

4. DISCUSSION
4.1. Comparison of Standardization Techniques

In Section 3, we established several different standard-
ization techniques. In this Section, we compare the
magnitude residuals from these different techniques. We
label the standardization techniques from each section
with short names as shown in Table 6.
We show the measured unweighted RMS and NMAD

of the corrected magnitude residuals for all of these tech-
niques in Table 7. These measured RMS values have
a contribution from the peculiar velocities of the host
galaxies of the SNe Ia, as described in Section 2.2. As-
suming a 300 km/s dispersion in velocity, and taking
the redshift of each SN Ia in the sample into account,
this contributes an added dispersion of 0.055 mag to the
quoted RMS for the full sample. This dispersion can
be removed in quadrature from the quoted values to ob-
tain an estimate of the RMS of magnitude residuals that
would be obtained for samples of SNe Ia at higher red-
shifts where peculiar velocity uncertainties have less of
an impact on the magnitude residuals. We also show
these “peculiar velocity removed” RMS values in Ta-
ble 7.
We find that RBTL + Twins Embedding standardiza-

tion significantly outperforms both of the SALT2 stan-
dardization methods. The variance of the magnitude
residuals from the SALT2 + x1 standardization is ∼ 2.4
times that from RBTL + Twins Embedding standard-
ization, meaning that a SN Ia corrected with RBTL +
Twins Embedding standardization will have ∼ 2.4 times
the weight in a cosmological analysis compared to a su-
pernova corrected with SALT2 + x1 standardization.
Note that the quoted uncertainties on the measured
RMS do not apply for comparisons between different
standardization methods because we are examining the
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Figure 4. SALT2 magnitude residuals and GP predictions as a function of the Twins Embedding coordinates ξi. Each point
represents a single SN Ia, colored according to its SALT2 magnitude residual after applying the color correction. In each panel,
the smooth color in the background indicates the amplitude of the GP prediction for each value of the two displayed components
while the remaining component is fixed to zero.
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Figure 5. Values of SALT2 x1 as a function of the Twins Embedding coordinates ξi. Each data point is a single SN Ia, colored
according to its measured SALT2 x1 value.

same set of supernovae and most of the residual varia-
tion is highly correlated. The RMS for RBTL + Twins
Embedding standardization is 0.040 ± 0.011 mag lower
than the RMS for SALT2 + x1 standardization, which
is an improvement with a significance of 3.7σ.
One somewhat unexpected result is that we find bet-

ter dispersions for the Raw RBTL magnitude residuals

compared to SALT2 + x1 corrected magnitudes (RMS
of 0.131 ± 0.011 mag compared to 0.140 ± 0.012 mag
for the set of SNe Ia with valid SALT2 fits). This sug-
gests that even without applying any additional correc-
tions using the intrinsic diversity of the SNe Ia, the
base RBTL method standardizes SNe Ia better than
does SALT2 with corrections for intrinsic diversity. This
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Table 7. Comparison of standardization performance for the different standardization methods and selection requirements. For
each method, we show the NMAD, RMS, and unexplained dispersion of the corrected magnitude residuals along with an estimate
of the RMS with the peculiar velocity removed (see text for details). Note that with the same sets of cuts, the quoted uncertainties
are highly correlated between the different standardization techniques, and therefore do not apply to relative comparisons between
different techniques.

Selection Number of Statistic Raw RBTL RBTL + Twins SALT2 + x1 SALT2 + Twins
Requirements SNe Ia Dispersion Embedding Dispersion Embedding

Dispersion Dispersion
(mag) (mag) (mag) (mag)

Full sample 134 NMAD 0.108 ± 0.013 0.083 ± 0.010 · · · · · ·
RMS 0.131 ± 0.010 0.101 ± 0.007 · · · · · ·

Peculiar velocity removed 0.119 ± 0.011 0.084 ± 0.009 · · · · · ·
Unexplained dispersion · · · 0.073 ± 0.008 · · · · · ·

Sample 127 NMAD 0.111 ± 0.012 0.084 ± 0.011 0.106 ± 0.012 0.105 ± 0.013
with valid RMS 0.131 ± 0.011 0.100 ± 0.008 0.140 ± 0.012 0.118 ± 0.008
SALT2 fits Peculiar velocity removed 0.120 ± 0.012 0.084 ± 0.009 0.129 ± 0.013 0.104 ± 0.009

Unexplained dispersion · · · 0.072 ± 0.008 0.118 ± 0.015 0.085 ± 0.010
Training sample 72 NMAD 0.100 ± 0.019 0.072 ± 0.013 · · · · · ·

RMS 0.126 ± 0.013 0.099 ± 0.011 · · · · · ·
Peculiar velocity removed 0.112 ± 0.015 0.081 ± 0.014 · · · · · ·

Unexplained dispersion · · · 0.073 ± 0.012 · · · · · ·
Validation sample 62 NMAD 0.113 ± 0.017 0.086 ± 0.014 · · · · · ·

RMS 0.137 ± 0.016 0.102 ± 0.012 · · · · · ·
Peculiar velocity removed 0.127 ± 0.017 0.088 ± 0.014 · · · · · ·

Unexplained dispersion · · · 0.069 ± 0.012 · · · · · ·

was also seen in F15, where even the worst twins had a
smaller dispersion in brightness than the SALT2 fits to
that same dataset. Some of this difference can be ex-
plained by the fact that the RBTL algorithm was con-
structed to identify the regions of the spectrum of SNe Ia
with low intrinsic diversity, and then use these regions
of the spectrum to estimate the peak brightness and ex-
tinction. Hence its estimate of the peak brightness is less
affected by intrinsic diversity than an estimate from the
light curve itself. However, we also see that the RBTL +
Twins Embedding RMS of 0.100 ± 0.008 mag is signifi-
cantly lower than the SALT2 + Twins Embedding RMS
of 0.118 ± 0.008 mag for the same sample of SNe Ia.
This suggests that the RBTL algorithm produces esti-
mates of the brightnesses and extinctions of SNe Ia that
are more robust than the ones from a light curve fitter
like SALT2.
These results can be compared to the analysis of Bai-

ley et al. (2009) who showed that the ratio of fluxes
at 6420 Å and 4430 Å can standardize SNe Ia to within
0.125±0.011 mag. The RBTL algorithm can be thought
of as an extension of this procedure where, instead of

identifying a single pair of wavelengths where there is
low intrinsic diversity, all such wavelengths are used.

4.2. Biases in SALT2 Standardization
We can use the Twins Embedding to look for evidence

of biases in SALT2 + x1 standardization. We show the
SALT2 + x1 magnitude residuals as a function of the
Twins Embedding components in Figure 6. We see no-
ticeable structure in the residuals, especially for large
values of the first and third Twins Embedding compo-
nents (ξ1 and ξ3).
To probe the significance of this result, we examine the

SALT2 + x1 magnitude residuals with their associated
uncertainties as a function of the first Twins Embed-
ding component (ξ1) in Figure 7. We label the 91T-like
SNe Ia in our sample in this Figure using the labels
from Lin et al. (submitted). Extreme values of ξ1 cor-
respond to 91T-like SNe Ia. However, we see evidence
of a bias even for SNe Ia located at ξ1 values between
the 91T-like SNe Ia and the rest of the sample. When
comparing SNe Ia with ξ1 > 3 to SNe Ia with ξ1 < 3,
we find an offset in SALT2 + x1 magnitude residuals
of 0.229 ± 0.045 mag. Note that the location of this
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Figure 6. SALT2 + x1 corrected magnitude residuals as a function of the Twins Embedding coordinates ξi. We see noticeable
structure in the residuals, especially for large values of the first and third Twins Embedding components (ξ1 and ξ3).
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Figure 7. SALT2 + x1 corrected magnitude residuals as a
function of the first component of the Twins Embedding ξ1.
The SALT2 magnitude residuals are shown for individual su-
pernovae as gray points with their associated uncertainties.
We calculate the mean magnitude residual and its uncer-
tainty in evenly-spaced bins of this component. The results
of that procedures are shown with red lines. We find that
SALT2 magnitude residuals show a strong bias for large val-
ues of ξ1. Extreme values of this component are 91T-like
SNe Ia, as labeled with blue squares on the plot.

cut was selected after examining the distribution, which
reduces the statistical power of this measurement. How-
ever, this strongly suggests that the Twins Embedding
is identifying intrinsic diversity of SNe Ia that affects
the peak brightness estimates of SNe Ia and that is not
captured by measures of the light curve width such as
SALT2 x1.

Cosmological analyses using SALT2 for standardiza-
tion will not be able to identify this subset of SNe Ia
as they have normal values of SALT2 x1, as shown in
Figure 5. This could lead to large systematic biases in
cosmological analyses if the relative abundance of this
subset changes with redshift. 91T-like SNe Ia are often
associated with active star formation (Hakobyan et al.
2020), which increases with redshift. So, for example,
if SNe Ia in this subset were twice as abundant at high
redshifts compared to low redshifts, then there would be
a systematic bias of ∼1% in the cosmological distance
measurements. This is larger than the projected uncer-
tainties from upcoming surveys with the Vera C. Rubin
Observatory (LSST Science Collaboration et al. 2009)
or the Nancy Grace Roman Space Telescope (Hounsell
et al. 2018). These biases could also exist for surveys
that target specific kinds of galaxies, such as Cepheid-
hosting galaxies for measurements of the Hubble con-
stant, if the fraction of SNe Ia belonging to the biased
subset differs for SNe Ia in these galaxies compared to
the overall sample of SNe Ia.
As shown in Article I, there are several other indi-

cators of intrinsic diversity that are highly correlated
with ξ1 and that could be used to identify this subset of
SNe Ia. Notably, Nordin et al. (2018) showed that their
“uCa” feature (the flux of a SN Ia in the U-band be-
tween 3750 and 3860 Å) can be used to identify 91T-like
SNe Ia and improve standardization. The uCa feature is
correlated with ξ1 and performs a similar role when used
for standardization. Other features that could be used
to identify these SNe Ia include the pseudo-equivalent
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width of the Ca II H&K feature, the pseudo-equivalent
width of the Si II 6355 Å feature, the second component
(q2) of the SUGAR model (Léget et al. 2020), or the
first component (c1) of the SNEMO7 model (Saunders
et al. 2018).
These results imply that a SALT2-like model with

one component for color and another component for the
light curve width is not sufficient to fully capture the
intrinsic diversity of SNe Ia relevant to standardization.
To emphasize this point, we compare the normal SN Ia
SN2013be to the 91T-like SN Ia PTF11mkx. These two
SNe Ia have nearly identical SALT2 parameters, with x1
values of 0.443±0.171 and 0.558±0.132, and c values of
0.025 ± 0.028 and 0.042 ± 0.027 respectively. We show
the light curves of these two SNe Ia in the SNfactory
bands (defined in Table 1) in Figure 8. The BSNf and
VSNf -band light curves of these two SNe Ia are nearly
identical, with differences of less than 0.1 mag for the
first 30 days of the light curve. Measurements of the
light curve width or other properties in similar bands
cannot distinguish between these two SNe Ia. These two
SNe Ia do still have significant differences in their light
curves: the USNf , RSNf , and ISNf -band light curves differ
by ∼0.3 mag before maximum light, and there are dif-
ferences in the profile of the secondary maximum in the
redder bands, which SALT2 does not model and which
are not generally measurable for high-redshift SNe Ia.
The SALT2 fits for the peak BSNf -band luminosities of

these two light curves differ by 0.311± 0.096 mag, with
the quoted uncertainty including both measurement un-
certainties and potential contributions from peculiar ve-
locities. Because they have nearly identical x1 and c

values, this difference in the luminosities cannot be iden-
tified or corrected using SALT2. We show the restframe
spectra of these two SNe Ia closest to maximum light
in Figure 9. There are large differences in nearly every
single spectral feature. This is captured by the Twins
Embedding: these two SNe Ia have ξ1 values of −0.26
and +5.17 respectively. With SALT2 + Twins Embed-
ding standardization, as described in Section 3.4, we find
a difference between the corrected magnitude residuals
of these two SNe Ia of −0.002± 0.104 mag. Hence stan-
dardization using the Twins Embedding is able to cor-
rectly identify the difference in the luminosities of these
two SNe Ia while SALT2-like standardization is not.

4.3. Sufficiency of the Twins Embedding
A similar question is whether the Twins Embedding is

sufficient for describing the diversity of spectra at max-
imum light and whether this impacts standardization.
The Twins Embedding was constructed to preserve the
spectral distances of F15, and the Euclidean distance
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Figure 8. Comparison of the photometry of SN2013be and
PTF11mkx. We show restframe synthetic photometry in the
SNfactory bands defined in Table 1. The light curves have
been normalized to their individual peak brightnesses in the
BSNf band. The light curves are nearly identical in the BSNf
and VSNf bands (and best-fit SALT2 parameters), but we see
significant differences in the other bands.

between two SNe Ia in the Twins Embedding would be
equal to their spectral distance if we kept all of the
components of the embedding. We have, however, re-
stricted ourselves to a three component embedding so
there could be some SNe Ia that are not well-described
by our low-dimensional model.
We show the estimated spectra at maximum light for

six different groups of SNe Ia that are nearby in the
Twins Embedding in Figure 10. For each of the groups,
the spectra of all of the different SNe Ia are remark-
ably similar with only slight differences around major
spectral features. The magnitude residuals for RBTL +
Twins Embedding standardization are consistent with
zero for each group, in agreement with the discussion in
Section 3.3.
We looked for examples of pairs of SNe Ia that were in

the worst 50% of F15 spectral distances, but in the best
10% of distances in the Twins Embedding. We found
nine such pairings out of the 8,001 pairings considered,
all but one of which include SN2007cq. We show the
spectrum of SN2007cq and three other nearby SNe Ia
that are nearby in the Twins Embedding in Figure 11.
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Figure 9. Comparison of the spectra of SN2013be and PTF11mkx closest to maximum light. These spectra are shifted to the
restframe, scaled so that they have the same brightness in the BSNf band, and binned to 500 km/s for visual purposes. There
are large differences between the spectra in almost all of the spectral features, but they have nearly identical SALT2 x1 and c
parameters.

The spectrum of SN2007cq shows absorption features
near 3600 and 4130 Å that we identify as Ti II that are
similar to what is seen in the spectra of 91bg-like SNe Ia.
At redder wavelengths, the spectrum of SN2007cq is sim-
ilar to those of core normal SNe Ia and it does not show
the deep Si II and Ca II absorption features that are
typical of 91bg-like SNe Ia.
SN2007cq and its three closest neighbors have very

similar SALT2 x1 values, between −0.31 and −0.74, and
there are no major differences in their light curves. De-
spite its unusual spectrum, SN2007cq is not a standard-
ization outlier with RBTL + Twins Embedding stan-
dardization: it has an relatively normal magnitude resid-
ual of −0.18 ± 0.12 mag. The explosions of SNe Ia are
very complex, and we expect that there will be some
rare SNe Ia whose diversity is not captured by our low
dimensional model. SN2007cq is the most egregious such
spectral “outlier” in our current analysis, but our stan-
dardization methods still perform adequately well for it.
We do not find any examples of SNe Ia that have both
large magnitude residuals and large spectral differences
relative to nearby SNe Ia in the Twins Embedding.

4.4. Correlations with Host Galaxy Properties
As described in Section 1.1, SALT2 standardized mag-

nitude residuals have been shown to have differences of
∼0.1 mag when comparing SNe Ia from host galaxies
with different properties. We examined how standard-
ization using the Twins Embedding affects these corre-
lations with host galaxy properties. We use the mea-
surements of host galaxy properties from Rigault et al.
(2018) (hereafter R18), which includes much of the same
set of SNe Ia used in our analysis. The authors of this
analysis found that there is a step of 0.163± 0.029 mag
when comparing SALT2 residuals from younger environ-
ments to older ones, measured using the “local specific
star formation rate” (LsSFR). They also found a step

of 0.119 ± 0.032 mag for high-mass hosts compared to
low-mass hosts.
We calculated the size of the steps for each of our stan-

dardization methods following the same procedure as in
R18 as a function of both the host mass and the LsSFR.
All SNe Ia are assigned a probability of being on each
side of the step given a threshold value and the mea-
surements of the SN Ia host galaxies. We modify the
standardization procedures described in Section 3 to si-
multaneously fit for the size of the host step as part of
the standardization procedure. As in R18, we reject pe-
culiar SNe Ia for this analysis, with “peculiar” referring
to all SNe Ia that are identified as 91bg-like, 02cx-like
or 91T-like in Lin et al. (submitted).
With SALT2 + x1 standardization, we find a host step

of 0.121 ± 0.027 mag for LsSFR and 0.092 ± 0.024 mag
for the host mass. These results are consistent with the
results found in R18, and differ because we have different
selection criteria for our analysis. When standardizing
these same SNe Ia using RBTL + Twins Embedding
standardization, we find that the host steps are signifi-
cantly decreased: we find step sizes of 0.066 ± 0.022 mag
for LsSFR and 0.040 ± 0.020 mag for the host mass.
We also perform several variants on this analysis.

First, instead of fitting the step sizes as part of the stan-
dardization procedure, we examine the size of them af-
ter the standardization correction has already been ap-
plied. We do this by fitting a Gaussian mixture model to
the corrected magnitude residuals with different means
and standard deviations for the magnitude residuals of
SNe Ia on either side of the step. We find that the LsSFR
step decreases from 0.093 ± 0.022 mag to 0.047 ± 0.018
mag between SALT2 + x1 standardization and RBTL
+ Twins Embedding standardization, and the host mass
step decreases from 0.082 ± 0.021 mag to 0.032 ± 0.018
mag. We show the magnitude residuals and the results
of this procedure in Figure 12. Note that the uncertain-
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Figure 10. Examples of the spectra of groups of SNe Ia with similar Twins Embedding coordinates. In the bottom plot, we
show the locations of each group in different colors. In the top plot we show the estimated spectra at maximum light of four
SNe Ia from each group binned to 1000 km/s and with the RBTL brightness and color removed. n the top left corner of each
panel, we show the estimated offset in brightness for SNe Ia in each group from RBTL + Twins Embedding standardization.
The colors of the panels in the top plot correspond to the markers with the same colors in the bottom plot. We find that the
spectra are remarkably similar within each of the groups.
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Figure 11. Comparison of the spectra of SNe Ia that are closest to SN2007cq in the Twins Embedding. The spectra are binned
to 1000 km/s and the RBTL brightness and color have been removed. These spectra have nearly identical Twins Embedding
coordinates and SALT2 x1 parameters, but SN2007cq shows absorption features around 3600 and 4130 Å that we identify as
Ti II that are not seen in the other spectra. As discussed in the test, SN2007cq is the largest spectral outlier for this analysis,
but it has a normal magnitude residual and is not an outlier for RBTL + Twins Embedding standardization.

ties in the step measurements are highly correlated. For
this analysis variant, we used bootstrap resampling to
estimate the significance of the decrease in step size and
find that it is significant at the 3.7σ level for both of the
host variables.
R18 removed all peculiar SNe Ia from their main anal-

ysis. We examine how the step sizes are impacted when
they are included. Interestingly, the host mass step
for SALT2 + x1 standardization decreases significantly
when we include peculiar SNe Ia from 0.092 ± 0.024
mag to 0.059 ± 0.027 mag. The LsSFR step shows
a small decrease from 0.121 ± 0.027 mag to 0.101 ±
0.031 mag. R18 found similar results. The step sizes
for RBTL + Twins Embedding standardization change
by less than 0.01 mag. This can be explained by the
fact that the SALT2 + x1 corrected magnitude resid-
uals of 91T-like peculiar SNe Ia are biased by ∼0.229
± 0.045 mag as shown in Section 4.2. For our sample
of SNe Ia, the 91T-like SNe Ia are preferentially in low
mass/high LsSFR hosts, which artificially decreases the
apparent size of the host steps. This result implies that
for SALT2 + x1 standardization, the size of measured
host steps will vary depending on the fraction of 91T-
like SNe Ia in the sample. RBTL + Twins Embedding
standardization correctly handles 91T-like SNe Ia and is
not affected by this.
We measured the step sizes for SALT2 + Twins Em-

bedding standardization, and find very similar results to
what is seen for RBTL + Twins Embedding standard-
zation. The measured host steps for all of these analysis
variants are shown in Table 8, and a summary of the
host step sizes is shown in Figure 13.

5. CONCLUSIONS
In this work, we introduced several methods that can

be used to standardize SNe Ia with significantly im-

proved performance compared to traditional SALT2 +
x1 standardization. With the “Reading Between the
Lines” method, we can obtain a robust estimate of the
peak brightness and extinction of a SN Ia from a single
photometrically-calibrated spectrum at maximum light
by using the regions of the spectrum with low intrinsic
diversity. We find that the RBTL method on its own is
a very good estimator of the distances to SNe Ia, with
a dispersion in the RBTL magnitude residuals of 0.131
± 0.010 mag. The RBTL algorithm can be applied to
all SNe Ia, including ones that are normally labeled as
“peculiar”.
We showed that the Twins Embedding introduced in

Article I can be used to take into account the intrinsic
diversity and standardize the distance estimates from
either RBTL or SALT2. Using Gaussian process regres-
sion, we estimate the magnitude residual for each SN Ia
from its local neighborhood in the Twins Embedding.
This significantly improves the standardization of these
SNe Ia: we find an RMS dispersion in the corrected
magnitude residuals of 0.140 ± 0.012 mag for conven-
tional SALT2 + x1 standardization compared to 0.118
± 0.008 mag for SALT2 + Twins Embedding standard-
ization, and 0.100 ± 0.008 mag for RBTL + Twins Em-
bedding standardization on the same set of SNe Ia.
These dispersions all contain additional scatter due to

host galaxy peculiar velocities. For analyses of SNe Ia
at higher redshifts or studies of the peculiar velocities
themselves, our results imply that RBTL + Twins Em-
bedding standardization is accurate to within 0.084 ±
0.009 mag compared to 0.129 ± 0.014 mag for SALT2
+ x1 standardization. Additionally, a significant frac-
tion of this remaining dispersion is due to uncertainties
in the GP model that will be eliminated if this anal-
ysis is run using a larger sample of SNe Ia. The re-
maining unexplained dispersion is 0.073 ± 0.008 mag for
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Figure 12. Magnitude residuals as a function of host galaxy properties. The left two panels show SALT2 + x1 corrected
magnitude residuals while the right two panels show RBTL + Twins Embedding corrected magnitude residuals. The top two
panels show the magnitude residuals as a function of the host galaxy mass while the bottom two panels show the magnitude
residuals as a function of LsSFR. The marker color represents the probability of each SN Ia being in a low/high mass galaxy
or young/old region given the threshold shown as a vertical line. The histograms on the right side of each panel show the
distribution of the magnitude residuals for SNe Ia on either side of the threshold. The two horizonal bands show the measured
mean magnitude residual for each group and its uncertainty, determined with a Gaussian mixture model as described in the
text.

RBTL + Twins Embedding standardization and 0.085
± 0.010 mag for SALT2 + Twins Embedding standard-
ization compared to 0.118 ± 0.016 mag for SALT2 +
x1 standardization. Note that the uncertainties on all
of these RMS dispersion values are correlated: the im-
proved dispersion for RBTL + Twins Embedding stan-
dardization relative to SALT2 + x1 standardization is
significant at the 3.7σ level.
This decreased dispersion implies that SNe Ia stan-

dardized using RBTL + Twins Embedding standard-
ization have ∼2.4 times as much weight in a cosmology
analysis compared to those standardized using SALT2 +
x1. This is particularly of interest for studies of nearby
SNe Ia, such as measurements of the Hubble constant,
where the rate of SNe Ia is limited but high-quality mea-
surements are relatively inexpensive to obtain.
This improved standardization is as important for the

systematic uncertainties as it is for the statistical un-

certainties, since the systematic uncertainties are con-
strained to fit within the remaining 0.073 ± 0.008 mag of
unexplained dispersion for the RBTL + Twins Embed-
ding analysis. This is a large improvement over the 0.118
± 0.016 mag of unexplained dispersion in the SALT2 +
x1 analysis. This difference may be in part explained by
our finding that SALT2 + x1 standardization is biased
by 0.229 ± 0.045 mag for a subset of SNe Ia that can
be identified with the first component of the Twins Em-
bedding ξ1. This subset of SNe Ia includes, but is not
limited to, 91T-like SNe Ia. A major concern for cosmo-
logical analyses is that the rates of SNe Ia in different re-
gions of the parameter space could evolve with redshift.
If SNe Ia in this region of parameter space have a differ-
ent rate at high redshifts compared to low redshifts, then
they could significantly bias cosmological measurements.
With a SALT2 light curve fit, these SNe Ia are indistin-
guishable from some of the “normal” SNe Ia. However,
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Table 8. Measured host-galaxy property step sizes for different standardization methods.
See text for details. We choose to set the sign of the step to be positive for the SALT2 + x1
analysis: a negative step means that we recover a step in the opposite direction from the one
for the SALT2 + x1 analysis.

Analysis variant Host property SALT2 + x1 RBTL + Twins SALT2 + Twins
step size (mag) Embedding Embedding

step size (mag) step size (mag)

Simultaneous fit Host Mass 0.092 ± 0.024 0.036 ± 0.025 0.040 ± 0.020
Local SSFR 0.121 ± 0.029 0.053 ± 0.027 0.066 ± 0.022

After correction Host Mass 0.082 ± 0.021 0.030 ± 0.023 0.032 ± 0.018
Local SSFR 0.093 ± 0.022 0.042 ± 0.022 0.047 ± 0.018

Peculiars included Host Mass 0.059 ± 0.026 0.030 ± 0.025 0.031 ± 0.020
Local SSFR 0.101 ± 0.028 0.046 ± 0.026 0.057 ± 0.022

Training subset Host Mass 0.077 ± 0.028 −0.005 ± 0.033 0.026 ± 0.026
Local SSFR 0.124 ± 0.037 0.050 ± 0.037 0.056 ± 0.029

Validation subset Host Mass 0.110 ± 0.048 0.064 ± 0.035 0.058 ± 0.029
Local SSFR 0.119 ± 0.059 0.018 ± 0.039 0.057 ± 0.033
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Figure 13. Summary of the host step measurements for the different analysis variants discussed in Section 4.4. For each
analysis variant, we show the recovered step sizes for our three different standardization methods in different colors. Note that
the uncertainties in the step sizes between different standardization methods are highly correlated: the decrease in host step
size is significant at the 3.3–3.7σ level for the measurements of host step sizes after correction.

we showed in this analysis that we can distinguish them
from the rest of the sample using the Twins Embed-
ding that was constructed from spectrophotometrically-
calibrated spectra at maximum light. Future work needs
to be done to determine whether these biased subpop-
ulations can be identified with other techniques such as
lower-resolution and lower-signal-to-noise spectroscopy
or more advanced light curve fitters.
Upcoming surveys such as the Rubin Observatory’s

LSST will not have spectrophotometrically-calibrated

spectra near maximum light for the vast majority of the
SNe Ia in their sample. This work shows that if these
SNe Ia are standardized using traditional light curve fit-
ters such as SALT2, their distance estimates will have in-
trinsic biases that could affect cosmology results. We are
able to use the Twins Embedding to standardize SNe Ia
using peak brightnesses and colors estimated from the
SALT2 light curve fitter. Targeted spectroscopic follow
up campaigns could be used to localize SNe Ia within
the Twins Embedding. This could potentially be done
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without the need for flux-calibrated spectrophotometry,
although further studies are necessary to determine how
to handle host-galaxy contamination. There is also addi-
tional information in the light curve that is not captured
by the SALT2 light curve model and that could poten-
tially be used to localize SNe Ia in the Twins Embedding
with more advanced light curve models.
Finally, using the Twins Embedding for standardiza-

tion decreases correlations between distance estimates
and the properties of the SN Ia host galaxies. We
find that the step in host mass decreases from 0.092
± 0.024 mag for SALT2 + x1 standardization to 0.040
± 0.020 mag for RBTL + Twins Embedding standard-
ization, and the step in LsSFR decreases from 0.121 ±
0.027 mag to 0.066 ± 0.022 mag. Both of these de-
creases are significant at the 3.7σ level. These results are
for a sample where peculiar SNe Ia have already been
removed, so the decrease in host step is not due to the
SALT2 bias for 91T-like SNe Ia. In fact, we find that in-
cluding 91T-like SNe Ia in the sample decreases the size
of the measured host step, since the 91T-like SNe Ia in
our sample have a host step that is in the opposite di-
rection of the one for the rest of the sample. All of these
results imply that future surveys need to measure prop-
erties of SNe Ia beyond light curve width and color if
they are to produce robust cosmological measurements.
The code used to generate all of the results in

this analysis is publicly available at https://doi.org/
10.5281/zenodo.4670772, and the data are available on
the SNfactory website at https://snfactory.lbl.gov/snf/
data/.
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APPENDIX

A. GAUSSIAN PROCESS REGRESSION
In this analysis, we use Gaussian process (GP) regression to estimate the magnitude residuals of SNe Ia as a function

of their position in the Twins Embedding. A stochastic process P (x) is a GP if for any finite set of points x1, x2, ..., xn

the distribution P (x1), P (x2), ..., P (xn) is a multivariate normal distribution. A GP can be thought of as a prior over a
set of functions. By conditioning the GP on observations, we obtain a posterior containing the set of functions that are
consistent with the observations. For a detailed discussion of GPs and their applications, see Rasmussen & Williams
(2006).
A GP is uniquely defined by its mean function:

µ(~x) = E[P (~x)] (A1)

and its covariance function, or “kernel”:

K(~x1, ~x2) = E[(P (~x1)− µ(~x1))× (P (~x2)− µ( ~x2))] (A2)

We denote this GP using the notation:

P (~x) ∼ GP (µ(~x),K(~x, ~x)) (A3)

https://doi.org/10.5281/zenodo.4670772
https://doi.org/10.5281/zenodo.4670772
https://snfactory.lbl.gov/snf/data/
https://snfactory.lbl.gov/snf/data/
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The choice of µ and K determines how different functions are weighted in the prior of the GP. There are several
possible choices for the kernel. For our analyses, we use a Matérn 3/2 kernel:

K3/2(~x1, ~x2;A, l) = A2

(
1 +

√
3‖~x1 − ~x2‖2

l2

)
exp

(
−
√

3‖~x1 − ~x2‖2

l2

)
(A4)

The parameter A describes the amplitude scale of the functions that will be produced by the GP, and l sets the length
scale over which functions vary. The Twins Embedding is three-dimensional, so each of the points ~xi is also three
dimensional. By construction, Euclidean distances in the Twins Embedding directly map to the “spectral distances”
between the original spectra. Hence we choose to use a single length scale for all of the dimensions, and simply calculate
the distances between any two points in the Twins Embedding using their Euclidean distance, ‖~x1 − ~x2‖.
We chose to use a Matérn 3/2 kernel as opposed to the RBF kernel that is commonly used in the literature. The

RBF kernel produces infinitely-differentiable functions which can lead to the resulting models being unrealistically
smooth (Stein 1999). In contrast, the Matérn 3/2 kernel produces functions that are only once differentiable which is
more realistic for some physical processes. In practice, we find that our results are nearly identical with either kernel.
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