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Abstract

Analysis and Application of Inductance

in Clock Distribution Networks

by

Xuchu Hu

With better manufacturing technologies, each generation of processors grows smaller, faster,

and consumes more power. As microprocessors are operating at multi-GHz speed, power

consumption has become a major concern in modern processor design. Especially in portable

devices which are battery operated, low power design becomes extreme important.

The on-chip clock distribution network (CDN) consumes in excess of 35% of to-

tal chip power and occasionally as much as 70% [61]. Most of this power is due to the

dynamic switching of the large number of sequential element clock pins that span the en-

tire chip. Clock distribution using inductance (Resonant clock ) has a potential to reduce

the maximum power consumption without degrading the clock network performance. Some

previous research works demonstrated power savings by connecting extra inductors to clock

network. Compared with clock trees, clock grids are often used in high performance pro-

cessors which operate at higher frequency and consume more power. Previous resonant

works either assume simplified clock network or only consider a small sector of the clock

network. Inductance is often used in RF designs. In digital circuits, designers usually try

to minimize the inductance effect of long interconnections. So the resonant clock synthesis

which is related to both digital and analogy design has not been well studied.
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In this thesis, a methodology to design low power resonant clock grid is described.

The key synthesis procedures involved in resonant clock grid design are discussed. The

CDN which has a top-level tree driving a resonant grid shows at least 40% power savings

and 53% buffer area reduction while using only 30% of a single metal layer for inductors on

average. With more advanced on-chip inductor integration techniques, resonant clock grids

hold the potential to save up to 90% of the clock grid power. The automated methods can

make these multi-disciplinary clocking techniques practical for use in high-performance

ASIC designs. At the end of the thesis, the practical issues of resonant clock will be dis-

cussed.
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Chapter 1

Introduction

The integrated circuit (IC) industry has undergone more evolutionary change in

the past 50 years than any other industry and has changed the world tremendously. When

the first IC was created in 1958 by Jack Kilby, it contained only a few transistors. The

latest Intel processor Poulson [62] has been introduced in ISSCC 2011 and contains 3.1

billion transistors. Early integrated circuit is called SSL (small-scale integration), and later

developed to MSI (medium-scale integration), LSI (large-scale integration) and VLSI (very

large-scale integration). Nowadays, ULSI which stands for “ultra-large-scale integration”

is used to describe an IC with more than one million components per chip.

To describe the technical details of a processor, CPU frequency is always the

number one spec. CPU frequency is the internal operating frequency of the processor.

Generally, the higher frequency is, the faster and the better the processor is. So it is not

surprising that the clock design, or to be more precise, the clock distribution network (CDN)

in modern chip design is an important aspect, which, to a certain extent, decides how fast

the chip can work.
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With the sustained and rapid development of IC industry, however, we rarely see

processors working over 5GHz as IC designers are facing more challenging power, cooling,

and stability problems when targeting for higher clock frequency. This speed threshold is

because of the extreme power dissipation of the circuit. According to the CMOS circuit

dynamic power consumption equation,

P = αCV 2f ; (1.1)

the dynamic power is proportional to the circuit capacitance (C), supply voltage (V ), clock

frequency (f ) and switching activity (α). Doubling the clock frequency is at the expense of

twice power dissipation. The power density of the highly-integrated chip with millions of

transistors requires extremely efficient cooling techniques to make the chip reliable.

Clock gating, power gating, dynamic frequency scaling, and dynamic voltage

scaling are used at different design abstractions to reduce dynamic power by carefully look-

ing into Equation 1.1 and minimizing each factor. However, the power is usually saved

by exploiting inactivity or dynamically adjusting performance. Multi-core processors are

considered as a viable solution for keeping clock rates and heat production manageable.

Multi-core processors operate at a lower frequency but still achieve the same or even better

performance than a single core processor by distributing the tasks to multiple CPU cores.

However multi-core still can not break the physical constraints preventing frequency scal-

ing.

The clock frequency f determines the single-thread performance. Because of

its high activity and great fanout, the on-chip clock distribution network (CDN) consumes

in excess of 35% of total chip power and occasionally as much as 70% [61]. Obviously,

2



reducing the power of clock network is a great help to control chip power. However, con-

sidering process, voltage, and temperature variation issues arised from technical scaling, it

is tremendously difficult to design a low power but still robust and stable clock network.

As frequency and power are correlated, only a breakthrough technology could be

able to solve the power and frequency problem by breaking this relationship. One possible

solution to this problem is resonant clocks which will be investigated in this thesis.

1.1 Thesis Contributions and Outline

The on-chip interconnect inductance leads to signal ringing, signal reflection and

additional inductive crosstalk under fast slew rates. Inductance in clock wires with high

switching activity of clock signals can also cause undesirable effects such as Electromag-

netic Interference (EMI) which is a primary concern among many RF designers because

unchecked eletromagetic field may interfere with nearby devices. Clock shielding is used

to minimize the inductance effect [39]. The EMI reduction in clock network is briefly in-

vestigated in Appendix A 1. On the other hand, research works [18, 32] show that on-chip

inductance can be used to improve the performance of high-speed integrated circuits. In-

ductance improves the signal slew rate, eliminates short-circuit power and reduces the area

of the active devices and repeaters inserted to optimize the performance of long intercon-

nects. However, in most recently published clock design works [13, 41, 88], inductance of

the CDN is ignored.

Besides the improvement of clock signal slew rate, the application of inducatance

has great potential to save power in clock network. This thesis proposes a design automa-
1This work is not directly related to the inductance application in resonant clock.
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tion methodology to synthesis low-power and robustness clock network by utilizing the

resonance phenomenon. By adding inductors to clock networks, the power of CDN can be

reduced by up to 90% without scracific frequency, or robustness.

This dissertation begins with an overview of clock distribution networks in Chap-

ter 2. The general structures and metrics in CDN design are introduced. In Chapter 3,

resonant theory is introduced. With the background of the resonant theory, different types

of resonant clocks which utilize resonant phenomenon in clock network to save power are

introduced with their advantages and disadvantages. At the end of this chapter, on-chip in-

ductors and on-chip capacitors, are introduced. Chapter 4 is an overview of resonant clock

synthesis. The application of small signal analysis (AC analysis) is introduced at the be-

gining of this chapter, which is different from previous transient analysis in CDN design.

Special challenging issues in resonant clock design are summaried with a complete synthe-

sis flow to address these problems. Chaper 5, 6 and 7 are the three major procedures in

the resonant clock synthesis: LC tank placement/sizing, buffer placement/sizing and phase

tuning. Each chapter introduces the methodologies used in each step to synthesis resonant

clocks. Chapter 8 summarizes the experimental setup, and experimental design to validate

the proposed methods. Chapter 9 includes all the experimental results with different experi-

mental setups followed with conclusions. Chapter 10 raises some practical issues related to

application of resonant clock, and provides solutions to these special issues. Finally, Chap-

ter 11 summarizes the work presented in this dissertation and describes potential areas for

further studies.
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Chapter 2

Clock Distribution Network Background

Normally, an integrated Phase-Lock Loop (PLL) generates the clock signal and

the CDN will distribute the clock signal from the PLL to all the registers/flip-flops across the

chip. Figure 2.1 is an example to show how the combinational circuits are synchronized by

the clock signal which is generated by the PLL. The red solid line in the figure represents

the clock from the source to each flip-flop. These flip-flops are often called clock sinks.

Buffers are inserted in the clock network for delay, slew, and noise optimization.

2.1 Clock Network Design Metrics

Skew: Skew is defined as the maximum difference among the source to sink delays. In

the example in Figure 2.1, the clock skew is the difference between the earliest and latest

arrival time in Clk-a, Clk-b, Clk-c and Clk-d. Buffering, symmetric structure, and redundant

connections are commonly used methodologies [22, 58, 77] to minimize clock skew.

Power: While the clock signal has to traverse longer distance with the increasing chip size,

the CDN consumes more power and low-power clock design became an urgent require-
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Figure 2.1: Combination circuits synchronized by clock signal

ment. Figure 2.2 shows the processor power and frequency trend over the time. From

ITRS roadmap, the maximum power in the future will be limited to 150W. Clock gating is

the most commonly used low-power method [10, 11, 49]. Dynamic voltage and frequency

scaling (DVFS) [48] and low-voltage swing clocks [97] are also used in low-power clock

design.

Variations: Another consideration in CDN design is the uncertainty in the CMOS design

technologies. Technology scaling has lead to an increase in on-die PVT (process, voltage,

temperature) variations which may degrade performance. Many previous works [24–29,

40, 74, 80, 94] discussed the variation problem in clock design.

2.2 Clock Structure

There are various clock distribution structures. In a rough classification, CDN

structures can be classified into four types: trees, spines, grids and hybrid structures. Fig-
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Figure 2.2: Power and frequency trend over the years. Data before 2009 is from [57], data
after 2010 is from ITRS2011 [79]

ure 2.3 and Figure 2.4 are tree structures. The symmetric structure of H-tree and binary tree

is good for skew and often consume less power. Though H-trees are robust to die-to-die

variations, tree structures are very sensitive to variations. The spine structure is a specific

implementation of a binary tree. Figure 2.5 is a clock spine structure. The spine structure

is simple to implement but there will be residual skew due to asymmetry. A clock grid is

formed by a set of vertical and horizontal wires as shown in Figure 2.6. Figure 2.7 is a

hybrid structure with a top-level H-tree driving a clock grid.

Clock grid is able to provide low skew and very good robustness to variations

because of the redundant connections, so clock grid is often used high-performance designs.

However, power consumption is the major concern in clock grid application. Recently,

some clock grid optimization methods [30, 59, 88] are proposed to reduce the clock grid

power. By removing redundant wires, the total capacitance of the clock grid can be reduced

and hence reduce the power. The buffer placement/sizing optimization methods find a more

7



efficient way to utilize buffers to drive the clock grid to reduce the buffer area and short

circuit power.

Figure 2.3: H-tree Figure 2.4: Binary tree

Figure 2.5: Clock spine Figure 2.6: Clock grid

Figure 2.7: Hybrid clock: H-tree driving grid

2.3 Analytical Models in CDN

Clock signal generator, clock sink, buffer and wire constitute the clock network.

Usually, the clock generator is not included in the clock network synthesis. Therefore, this

section will focus on the sink, buffer and interconnect analytical models.

Sink models
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Figure 2.8: Buffer RC model

A clock sink is either a flip-flop or a latch. It can also be a buffer in the hierarchical

clock network. The clock sink is often modeled as a capacitor with a specific capacitance

the same as the flip-flop (or latch, buffer) capacitance seen by the clock network.

Buffer models

A buffer/inverter is often modeled as a switch-level RC circuit as Figure 2.8 in

previous clock network designs [82,87]. The delay of buffer can be calculated according to

the buffer size, buffer load and the intrinsic delay. This model is able to estimate the buffer

delay very quickly but the accuracy is getting worse while as the interconnect resistance

gets more significant. In recent clock synthesis, the BSIM model is more often used in

accurate timing analysis.

Wire models

Three wire segment models are often discussed in the CDN analysis: RC model,

RLC model and transmission line model as shown in Figure 2.9.

The RC model is a first-order extraction of wire. Usually, a wire segment is

replaced by a resistor and two capacitors which is also called π-model. The RC model is

simple. When frequency is not very high and wire length is relatively short, RC model is

often used.
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However, due to increasing clock speeds, increasing interconnect lengths and de-

creasing signal rise times, the inductive effects of on-chip interconnects become more sig-

nificant. The on-chip inductance can cause reflections and overshoots which may cause

reliability problems. The on-chip interconnect inductance also effects delay and rise/fall

time. There are many research works [34, 36, 37, 43, 44] about the inductance calculation,

extraction and modeling.

Transmission line models are the most accurate and closet model. As shown

in Figure 2.9, the lossy transmission line model represents a wire with many distributed

“lumps” of R, L, and C elements. Because of the cascaded structure, the T-line model often

takes much longer time than RC and RLC models. In real designs, if the signal frequency is

low compared to the size of the circuit, a reasonable approximation can be used to simplify

the circuit for calculation when doing transient analysis [16].

Though unchecked inductance will introduce many uncertainties, the application
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of inductance in clock network is a fundamental solution to break the frequency and power

relationship as in Equation 1.1 which is an insolvable problem in present low power design.

Moreover, this method is more applicable in high frequency designs which often consume

more power.
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Chapter 3

Clock Distribution Using Inductance:

Resonant Clock

As discussed before, power consumption is a predominant challenge in modern

high-performance systems. One way to decrease this dynamic power consumption is with

resonant clocking which can circumvent the dynamic power Equation 1.1.

Many previous works related to inductance try to minimize the effect of induc-

tance [35, 42, 43, 60], however, a large amount of power can potentially be saved by using

this same inductance in resonant clocks.

In this chapter, the background of resonant theory is introduced. Different types

of resonant clocks and their advantages and disadvantages are discussed. Finally, the extra

cost of resonant clock will be discussed.

12



Figure 3.1: Standing-wave clock distribution network [50]

3.1 Types of Resonant Clocks

There are various approaches to resonant clocks including standing wave [50],

rotary/salphasic [14, 71, 86], and inductor-capacitor (LC) tank [7, 8, 21, 92, 98].

3.1.1 Standing Wave Resonant Clock

A standing wave is a non-traveling vibration formed by the interference of two

harmonic waves of the same frequency and amplitude. In standing wave clocks, the phases

of all points are the same which is ideal for skew but the maximum amplitude varies with

position.

A simple method to generate a standing wave is to send a wave along a transmis-

sion line and reflect it back at the end of the transmission line [50]. Figure 3.1 is a standing

wave clock distribution network.

The loss of the transmission lines is one of the practical issues of standing wave
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Figure 3.2: Rotary resonant clock [86]

clock. The transmission line loss attenuates the amplitude of the waves and hence, in-

troduces a residual traveling wave that leads to clock skew. Distributed trans conduc-

tors [5, 19, 86] are introduced to compensate for signal attenuation because of wire loss.

Another practical issues of standing wave clock is the varying amplitude. To connect stand-

ing wave clock to conventional clock network, specific two-stage clock buffers [45] are

required to convert the low-swing standing wave signal to digital level signal.

3.1.2 Rotary Resonant Clock

A rotary clock (shown as in Figure 3.2) is a closed parallel loop formed by an

inner and outer transmission line [86]. When a signal is applied to the cross-connected

inner and outer loop, the signal could travel on this loop indefinitely if there is no loss.

Same as standing wave clock, negative impedance components are needed to overcome the

signal attenuation.

Unlike standing wave clocks, the maximum amplitude of all positions in a rotary

clock loop are the same while the phase varies with position. The differences between sink
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phases bring about extra work in clock timing and synchronization since clock sinks may be

attached to different positions on the loop. Though there are two-phase latched logic [86],

connecting conventional signal D-latch to the rotary clock loop needs extra work on skew

scheduling which makes it inapplicable in practical designs. Up to now, there is no logic

synthesis tools supporting the design with different phase clock network.

3.1.3 Distributed Inductor-Capacitor (LC) Resonant Clock

Both standing wave clocks and rotary clocks have severe restrictions on the physi-

cal implementation so that the correct phase or amplitude is used. This makes them difficult

to apply in practice, because most clock distributions are asymmetric and unbalanced. On

the other hand, LC (inductor-capacitor) tank resonant clocks ideally have constant phase

and constant magnitude which allows these CDNs to have structure similar to previous

non-resonant clocks. Industry has demonstrated several variants of distributed LC resonant

clocks on uniform H-trees [7,8] and academia has demonstrated several monolithic LC tank

clocks on small, low-speed designs [21, 92, 98].

LC-based resonant clocks are extensions of conventional clock with the addition

of spiral inductors. Therefore, this thesis is focused on the application of inductor in LC-

based resonant clocks. In the remainder of this thesis, the term “resonant clock” refers to a

distributed LC resonant clock network.
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3.2 Theory of LC Resonant Oscillators

The admittance of inductance, capacitance, and resistance for Alternating Cur-

rent (AC) signals are most often represented using complex numbers: GR = 1/R, GL =

1/(jωL), and GC = jωC that depend on the frequency of operation (ω). A parallel or

series LC tank has capacitive reactance and inductive reactance exactly equal at one spe-

cific frequency which is known as the resonant frequency. By equating the inductive and

capacitive reactances (GL = GC), we can obtain the unique resonant frequency as

f =
ω

2π
=

1

2π
√
LC

(3.1)

where L is the inductor size and C is the capacitor size. In a parallel LC tank, this ideally

presents infinite impedance, while in a series LC tank this ideally presents zero impedance.

This has been used extensively in building high-quality passive filter networks, but it also

has enormous potential to lower the power required to drive clock distributions.

L C

(a) LC tank oscillator

L C

Cd

(b) LC tank oscillator with de-

coupling capacitance to posi-

tively bias the voltage of ca-

pacitor C

Figure 3.3: LC Tank Oscillators
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pacitor C to magnetic field in inductor L

L C

(b) Energy transfer from magnetic field in in-

ductor L to electric field in capacitor C

Figure 3.4: Energy exchange in LC tank oscillators

When an AC signal such as a clock is applied to these LC tanks, they form a

resonant oscillator. Resonant oscillators can circumvent the active power in Equation 1.1

by using inductive reactance. In a clock distribution, the wire and sink capacitances form

the clock distribution capacitance (C) as shown in Figure 3.3(a), which is parallel to L. The

energy in the system is exchanged between an electric field in C and a magnetic field in the

inductor (L) as in Figure 3.4(a). The charge stored on the capacitor C is discharged through

the inductor L which then induces a current and subsequently the opposite charge on the

capacitor in Figure 3.4(b). The voltage across C is maximized when this voltage and the

input current are in phase at the resonant frequency. With no parasitic resistances, this will

oscillate indefinitely.

A simple LC tank will naturally oscillate between a positive and negative voltage

so we must also add an additional decoupling capacitor (Cd) to the grounded end of each in-

ductor as shown in Figure 3.3(b) to positively bias the voltage to a compatible CMOS logic

range (0 to Vdd) [7,8]. This additional capacitor, however, creates an additional undesirable

parasitic series LC tank. Care must be taken in sizing Cd to ensure that the series LC tank
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resonant frequency is distinctly separated from the parallel LC tank resonant frequency or,

more formally,

1

2π
√
LCd

� 1

2π
√
LC

. (3.2)

3.3 Resonant Clock Grid

Resonant grid

Top-level tree
Grid buffer

Sink

LC tank

n4
n1

n2 n3 n5

n6

Sink node:  n4

Stub node:  n3

Grid node:  n1, n2, n5, n6

Tree buffer

Figure 3.5: Structure of a distributed LC resonant clock grid

Clock grids are often used for regional clock distribution in high-performance

designs due to their robustness to process and environmental variations. A clock grid is

formed by a set of vertical and horizontal wires with stubs connecting clock sinks. A

top-level tree is often used to drive the grid. A resonant clock grid is a clock grid with
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distributed LC tanks which resonate at the operating frequency attached directly to the grid

wires. Figure 3.5 shows a resonant grid with a top-level tree and three such LC tanks. The

intersection of grid wires are called grid nodes. Clock sinks are connected to grid wires

through stubs. The intersection nodes of grid wires and stubs are called stub nodes. A

node capacitance is the sum of the capacitance of all wires, sinks and buffers which are

adjacent to a node. The grid wire, grid buffer and sink capacitances form the capacitor (C)

in Figure 3.3(a) and, as such, the inductors (L) and decoupling capacitors (Cd) should be

placed/sized according to the capacitive load of the grid. The capacitors and inductors have

parasitic resistance and the capacitance C is distributed throughout a chip which introduces

parasitic resistance from the CDN itself. The grid buffers are inserted to compensate for the

energy loss of the tanks due to parasitics.

3.4 On-Chip Inductors

w

di

do

s

n=3

Figure 3.6: On-chip square spiral inductor made with normal metal layers
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The on-chip inductors used in LC tank resonant clock grids can be created using

normal metal layers, special layers in RF processes, or using free-standing MEMs devices

[68]. Multi-layer spiral inductors can also use mutual inductance between adjacent spirals

increases the total inductance [12,46]. The total inductance of a n-layer inductor inductor is

n2 of one inductor [99]. These inductors can be planar or 3D. With 3D inductor techniques,

inductors can be designed with less area and comparable performance.

Our analysis conservatively assumes that we will be using a common commercial

process and that on-chip inductors will be created using single-layer square spiral topologies

with ground shields [93] as shown in Figure 3.6. The inductance of inductor has two parts,

self and mutual inductance. The total inductance is the sum of self inductance, positive

mutual inductance which contributes to increase self magnetic flux, and the negative mutual

inductance which reduces the magnetic flux. Mutual inductance between two segments

depends on their distance, shape, intersection angle [2] and there are many algorithm and

models have been provided to calculate the self and mutual inductance [23, 67].

In the model we use [2], the inductance is

L = 0.0002l

[
ln

2l

(w + t)
+ 0.5 +

w + t

3l

]
nH (3.3)

where the n is the number of turns, w is the width of trace, t is the thickness of the metal, l

is the length of trace and s is the spacing between turns. Given n, s , w, and di (the inner

diameter of the square spiral inductor), the metal area occupied by an inductor is

Area = d2
o = (di + 2n(s+ w))2 (3.4)

where do is the outer diameter.
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Significant parasitic resistances and capacitances are also associated with an in-

ductor and can alter their efficiency. The quality factor Q of an inductor is the ratio of its

reactance to its resistance at a certain frequency

Q =
ωL

R
. (3.5)

The thick top metal layer with higher conductivity is often used to implemented the inductor

to reduce the ohmic losses.

Given modern process dimensions and oxides, it is feasible to create high-Q spiral

inductors with densities of 32− 40nH/mm2 at chip speeds of 1− 5 GHz [15]. This is the

first work to consider actual inductor area based on Equation 3.4 during the distributed LC

tank clock synthesis while all previous LC tank resonant clock works have not quantify the

inductor overhead in this way. All inductors are created on the single, top-level metal layer

and do not obstruct active devices or other routing layers. In later results, the percentage of

this metal layer area is used to quantify the overhead consumed by all on-chip inductors.

Specialized EM inductor simulation tools such as ASITIC [47] can be used to model the

inductors at various accuracies.

3.5 On-Chip Capacitors

The on-chip decoupling capacitors which used in resonant clock are also widely

utilized to manage transient power supply noise and are commonly implemented as polysilicon-

insulator-polysilicon (PIP), MOS-based or metal-insulator-metal (MIM) capacitors [33].
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Chapter 4

Resonant Clock Grid Synthesis Overview

The basic elements in CDN and their analytical models have been introduced in

Chapter 2.3. In this chapter, the resonant clock analysis method is introduced which is

different from the method used in non-resonant clock design. The inductors in the resonant

clock cause special problems which do not exist in non-resonant clock network. All these

challenges are summarized in this chapter. At the end of this chapter, a complete resonant

clock synthesis flow is provided with each step addressing different challenges.

4.1 Resonant Clock Analysis

In clock tree synthesis, Elmore delay is widely used to quickly estimate the tim-

ing [17, 38, 76]. In the clock grid synthesis, as there are more components and possibly

loops in the circuits, some other methods has been proposed to simplify the massively

network to speed the analysis of clock grid. By merging the drivers and reducing model

order [81, 89, 90], the massive network size is reduced and fast clock mesh simulation is

possible.
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However, these kinds of fast simulation methods are not applicable to resonant

clock grids. If two buffers are merged together as a super driver as in [90], the new super

buffer shows different parasitic resistance and capacitance to the LC tanks which changes

the resonant behavior. How this change effects the resonant grid is discussed in detail later.

Moreover, the buffer driving ability can not be easily estimated by logical effort due to the

interaction with the LC tanks. These fast simulation methods used in non-resonant grid

analysis are not applicable to resonant grid analysis.

4.1.1 Transient Analysis

A widely used clock network analysis method is transient analysis. At every time

point in transient analysis, the time-dependent components, such as capacitors and induc-

tors, are replaced by their equivalent circuit according to their instantaneous I-V charac-

ters [56]. At different time points, these I-V relationships change, so the transient analysis

has to run many iterations and it is usually very time consuming for large circuits. With

detailed calculations at each time point, transient analysis is able to plot any time-domain

waveform, like voltage, current and power. Because the clock signal varies with time in a

clock cycle, transient analysis is usually used to measure power and to check that the timing

related clock metrics, such as skew and slew, are satisfied.

4.1.2 AC Analysis

In the frequency-domain, small signal analysis, or Alternating Current analysis

(AC analysis) is used to simulate the circuit at different frequencies. Similar to transient

analysis, AC frequency sweep is a small-signal linear analysis. While transient analysis
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solves circuit equation at different timing analysis points, AC analysis build the circuit

equations at different frequencies and solves the linear equations to simulate the circuit in

the frequency-domain. The AC analysis is a linear modified nodal analysis, thus no iteration

is necessary and it is much faster than transient analysis.

To consider the frequency effect on the circuit, complex quantities are applied

in the AC analysis and non-linear circuit components are replaced by their linear small-

signal models. As introduced in Chapter 3.2, the voltage, current, and RLC in a circuit

are represented as complex numbers which include both phase and magnitude information.

The clock grid circuit is written as a set of nodal equations which describe all the elements

in the circuit. Using the complex admittance values of the CDN wires, sinks and LC tanks,

we formulate the resonant grid as a complex linear system

GV = I (4.1)

where G is the complex admittance matrix of the mesh, I are the mesh buffer driving

currents, and V are the (complex) voltages of each sink/node in the grid. The complex

voltages V include information about the voltage amplitude and phase of each node in the

CDN.

The complex voltage is v = x + jy, where x and y are both real numbers. The

amplitude of v is
√
x2 + y2 and the phase of v is tan−1( yx). Figure 4.1 shows the amplitude

and phase relationship between two AC signals. There is a 90 degree phase between signal

A and signal B.
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Figure 4.1: Amplitude and phase of AC signals

4.2 Challenges in Resonant Clock Synthesis

4.2.1 Resonant Frequency Shift

The parasitic resistances and capacitances in the CDN alter the resonant fre-

quency. To demonstrate the frequency shift caused by parasitics, we design a set of circuits

and verify their resonant characteristics with AC analysis.

Figure 4.2(a) is an ideal serial LC circuit without parasitic resistance. According

to the resonant frequency calculation Equation 3.1, the resonant frequency is about 1GHz.

Figure 4.3(a) plots the current of this LC circuit by running AC analysis. The current at the

resonant frequency is maximized and because it is an ideal LC tank, the waveform is very

sharp showing a very good qualify factor Q which is introduced in Chapter 3.4.

Figure 4.2(b) is the same LC circuit but considering the parasitic resistance of in-

ductor. The 10Ω resistor is selected to illustrate the parasitic resistance effect. Figure 4.3(b)
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Figure 4.2: Parasitic resistances and capacitances in LC circuit alter the resonant frequency.
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is the corresponding current plot from AC analysis. The current reaches the maximum value

around 1GHz, which means the parallel parasitic resistance of the inductor doesn’t change

the resonant frequency much. However, the current waveform is very different from Fig-

ure 4.3(a). The wave is flatter which means the quality factor Q of this circuit is smaller

than the ideal LC circuit.

In Figure 4.2(c), another series resistor is added which represents the interconnect

wire resistance or the capacitor parasitic resistance. The AC analysis 4.3(c) clearly shows

that the current reaches its maximum at 0.8GHz which means the resonant frequency of this

circuit has been shifted to 0.8GHz because of the new serial 10Ω resistor. The much flatter

waveform shows the Q factor of this circuit is even worse.

Though the parallel resistor of inductor in Figure 4.2(b) doesn’t significantly

change resonant frequency, the serial resistor in Figure 4.2(c) shifts the resonant frequency

by 20% even the circuit is as simple as a single LC tank like Figure 4.2. The clock grid

structure is much more complex with a huge number of components, loops, parallel and

series resistors. The LC tanks placement and sizing should carefully consider this para-

sitic resistance, otherwise, the final resonant frequency may shift away from the designated

clock frequency as in previous hand-made designs [9, 21].

4.2.2 Signal Attenuation

On closer inspection, besides alternating the resonant frequency, the CDN wire

resistance also changes the maximum current at resonant frequency. The maximum current

of ideal resonant circuit is 23A which is attenuated to 0.3A with one parallel resistor in

Figure 4.3(b) and further attenuated to 0.08A with two resistors in Figure 4.3(c). This
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indicates another negative effect of parasitic to the resonant clock: it attenuates voltage

swings at high frequencies. The signal attenuation can also be caused by a driver with high

resistance.

To make sure the circuits work properly, the amplitude of each clock sink signal

should be greater than Vdd − Vth and less than Vdd as shown in Figure 4.1. Partial swing

voltages at clock sinks can lead to logical failures. Therefore, buffers are needed to com-

pensate. On the other hand, over-sized buffers will guarantee the swing with more power

consumption which may offset the power savings gained by LC tanks. Therefore proper

buffer sizing is another key procedure in resonant clock design.

4.2.3 Interaction Between Buffers and LC Tanks

In non-resonant clocks, buffers are the only components which drives the clock

grid. In resonant clocks, buffers and LC tanks simultaneously drive the grid as a shared

output. The energy charge and discharge of LC tanks follow the resonant theory while the

buffers driving activity are determined by the arriving input clock signal. To avoid these two

energy sources counteracting with each other, the resonant clock design must ensure that

LC tanks and buffers are in phase. This is also similar to a non-resonant clock grid. Skewed

grid buffers can result in either large skew, large short-circuit power, and ineffective buffer

usage [30]. Hence, phase tuning is also an important step in resonant clock synthesis flow.

4.2.4 On-chip Inductor Overhead

To build a resonant clock with distributed LC tanks, on-chip inductors are a ne-

cessity. Most on-chip inductors use normal metal layers as in many radio frequency (RF)
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designs. Figure 4.4 shows three spiral inductors on metal Mn+1 connected to the CDN in

metal Mn. Though the interconnect and device area below the shielded inductor can still

be used, the on-chip inductors cost metal area should be considered as the major cost in the

resonant clock synthesis. Usually, global routing layers with higher conductivity are often

in high demand for global signals and they are better candidates to make inductors.

Mn+1

MnCDN

Inductor

Figure 4.4: LC tanks and CDN are implemented in adjacent global metal layers.

Beside the inductor area overhead, another challenge in resonant clock design

is the inductor design. Specialized EM inductor simulation should be used to model the

inductors. As on-chip inductor design is another research area and there are many research

works related to inductor models and design [47, 93, 99], it will not be discussed in this

thesis. However, resonant clock synthesis should consider the inductor design challenges.
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4.3 Resonant Clock Grid Synthesis Flow

4.3.1 Problem Formulation

The resonant clock grid synthesis problem is to minimize the clock skew and

power with minimum inductor area overhead by LC tank placement, LC tank sizing and

grid buffer sizing and optimization.

4.3.2 Synthesis Flow

Figure 4.5 is the flow of the proposed resonant clock network synthesis method-

ology. Contrary to rotary and standing wave resonant clocks, distributed LC resonant

clocks have similar structure to previous non-resonant clock grids. Therefore, previous

non-resonant clock grid methods [59,81] are used to generate the initial basic non-resonant

structure.

The LC tanks are placed and sized to convert the non-resonant clock grid into a

resonant one. Previous LC tank resonant clock methods [7, 8] place uniform LC tanks in

a symmetric H-tree structure. The final resonant clocks often cannot achieve the original

design target [9, 21]. Clock grids are more complex structure than H-trees and without

proper placing and sizing the LC tanks, the resonant power saving is not guaranteed. The

detailed algorithms of LC placement and sizing is in Chapter 5.

Though LC tanks will save power, buffers are still needed in resonant clocks. This

is because that the parasitic resistance resistance of wires and inductors will dissipate power

as heat which introduces energy loss. Buffers are placed and sized only to compensate for

this kind of power dissipation. The buffer insertion and sizing, however, is different from
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Figure 4.5: Overview of distributed LC resonant grid synthesis methodology.

non-resonant clock design because smaller buffers are needed in a resonant grid and the

buffer driving ability cannot be easily estimated by logical effort due to interaction with the

LC tanks. The buffer insertion and sizing in resonant clock grid design is a new topic which

will be explained in Chapter 6. An incremental buffer optimization after LC tanks and

buffers are placed and sized is also discussed at the end of Chapter 6. With properly sized

LC tanks and buffers, the clock almost completely resonates with the LC tanks while buffers

only compensate for the energy loss. The contribution of buffers to the clock network is

much less than in a non-resonant clock. Considering this, there is a possibility to reduce the

number of buffers to save area and power.

The two AC signals, A and B in Figure 4.1, have a phase shift of 90o. In time

domain, this phase shift appears as signal B will reach its maximum voltage 1
4 clock cycle
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after signal A reaches. If consider A and B as two clock sinks, this phase shift appears as

phase-induced skew in the clock network. Therefore, in the resonant clock synthesis, the

phase difference between all sinks should be considered because it is extra skew in the time

domain. A method to analyze and tune the phase will is introduced in Chapter 7.

After the resonant clock is generated, a top level buffered clock tree is built to

drive the resonant clock grid. The clock tree and resonant clock grid constitute a complete

hybrid resonant clock distribution network.
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Chapter 5

LC Tank Placement and Sizing

As discussed in 4.2, inductors, capacitors, and CDNs have parasitic resistances

in practice. These resistances shield the capacitance seen by the LC tanks and change the

expected resonant frequency. Resistance also causes signal attenuation and result in de-

creased voltage swings at clock sinks if unchecked. More importantly, the resistances can

affect the energy efficiency. The resistances of the clock network are much larger and have

more significant impact on performance than the parasitic resistance of the inductors. Un-

like previous works [9, 21] which only consider the inductor parasitic resistance, this work

considers the CDN resistances and buffer output resistances which are the major resistive

components in the resonant grid.

The currents passing through the inductors into the capacitors can be very big at

the resonant frequency. Distributing the LC tanks reduces the peak current passing through

each individual inductor. Hence, it is impossible and impractical to resonate a clock grid

with one LC tank with satisfactory voltage swing for a large chip. The LC tanks must be

placed and sized on the grid to address these issues while limiting the area occupied by the
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inductors to a reasonable value.

This chapter will first introduce an “optimal” resonant clock grid in terms of skew

and power. Starting with the optimal grid, Chapter 5.2 discusses the placement LC tanks to

maximize efficiency with reasonable inductor overhead. Chapter 5.3.2 discusses a method

to place LC tanks with a pre-designed inductor library to reduce the design efforts of on-

chip inductors.

5.1 Optimal Resonant Clock Grid

The starting point of our method is a uniform non-resonant clock grid buffered

to obtain slew and skew constraints [59, 81]. The target resonant frequency f0 is the clock

frequency (1GHz in our case).

It is actually trivial to find the optimal solution of a resonant grid in terms of

skew and energy loss. This can be done by inserting an LC tank at every node and sizing

the inductor to make each LC tank resonate with the capacitor at its node. The energy is

completely transferred from the voltage potential on the clock capacitance to the magnetic

field of the inductor since the inductors are “fully distributed” the parasitics are small and

efficiency is maximized. In Figure 5.1(a), a wire is modeled as two capacitors, C1 and C2,

and one resistor R according to a simple π-interconnect model. An LC tank is attached

to each node. As energy is only transferred between C1 and L1, C2 and L2, there is no

current passing through resistor R. Hence, there is no energy loss in this circuit. The

waveforms at C1 and C2 are also in phase which appears as zero skew. At this point, we

have an optimal resonant grid and the grid exhibits ideal performance. However, the size of
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Figure 5.1: LC tank removal starts with optimal distributed placement and reduces inductor
area with minimal power loss.

the inductors are extremely large since the small capacitances require very large inductors

at a fixed operating frequency according to Equation 3.1. Though the ideal resonant clock

grid shows zero skew and the best power efficiency, it is impractical to design such a grid

by inserting an inductor to every node in the grid.

5.2 LC Tank Placement and Sizing with Continuous Inductors

The optimal resonant solution serves as a starting point and is reduced to a more

practical solution while considering the total inductor area, skew, and voltage swing. Algo-

rithm 1 is the pseudo-code for LC tank insertion and sizing to convert the optimal resonant

grid (generated by Line 1 - 4) into a practical solution.

5.2.1 LC Tanks Removal

Instead of picking a better LC tank placement, we instead remove inefficient LC

tanks. The following cost function is used to evaluate every inductor on Lines 6-8:
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Algorithm 1 Inductor placement and sizing algorithm
Inputs: Grid nodes N ; resonant frequency f0; maximum inductor area Amax; skew con-

straint SK

Output: Inductors size and location L: a set of nodes with properly sized inductor inserted

at each node.

1: for All n ∈ N do

2: L⇐ (n)

3: L sizing(), solve f = 1
2π
√
LCn

, Cn: the cap. seen at node n

4: end for

5: while
∑
Area(L) > Amax && skew ≤ SK do

6: for li ∈ L do

7: costi = β × li
Lavg

+ (1− β)× S LCavg

S LCmin

8: end for

9: sort(cost)

10: remove lc(10% of L with largest cost)

11: L sizing()

12: if
∑
Area(L) < 1.2×Amax then

13: AC buf sizing()

14: end if

15: end while
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costi = β × li
Lavg

+ (1− β)× S LCavg
S LCmin

, (0 ≤ β ≤ 1) (5.1)

where li is the inductance of the ith LC tank, Lavg is the average inductance, S LCavg is

the average resistance from sinks to their nearest LC tank, S LCmin is the minimum resis-

tance from sinks to this LC tank, and β is the relative weight of each term. The first term

of Equation 5.1 penalizes larger than average inductors. According to Equation 3.1, a small

capacitance requires a large inductance to resonate at a fixed frequency, f0. Large induc-

tances, however, occupy more metal area and resonate very little capacitance. Therefore,

big inductors are inefficient in terms of metal area usage per power savings. The second

term of Equation 5.1 ensures that each sink has nearly the same resistance to an inductor.

If a sink has a low resistance path to an LC tank, this sink will have phase offset (i.e. skew)

relative to sinks with longer resistance path to LC tank. This is the phase-conflict induced

skew introduced in Chapter 4.3.

Lines 9-10 remove the costliest 10% of the inductors. After removing inductors

from the “optimal” resonant grid, the grid dissipates additional power. This is caused pri-

marily by the current passing through parasitic resistances as shown in Figure 5.1(b). After

removing an inductor L1, charging and discharging C1 will lose energy through R each

clock cycle.

The two previous cost terms are weighted (β) depending on the benchmark pro-

file. If a benchmark has relatively high sink capacitance density compared to the grid,

the first term is more important. Vice versa, the second term is more important. In general,

more weight should be placed on the resistance term since only a small number of inductors

fit on the chip.
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After removing the LC tanks, the capacitance that resonates with each removed

inductor is re-allocated to nearby inductors according to Algorithm 2 which re-sizes the

remaining inductors (Line 11). In Chapter 5.2 of Algorithm 1, Line 13 performs our AC-

based buffer sizing which is detailed in Chapter 6. By resizing the buffers, we obtain a more

accurate buffer output capacitance estimation and hence more accurate inductor sizes. To

save run time, we only size the buffers during the final iterations (i.e. when total inductor

area is less than 1.2×Amax). We repeat this procedure (Lines 5-15) until the total inductor

area is less than a user-specified maximum inductor area Amax or, alternatively, until a

maximum skew or power limit is reached.

5.2.2 LC Tank Sizing

Algorithm 2 describes the methodology L sizing() to calculate the total capaci-

tance assigned to each inductor and the size of each inductor. The capacitance at each grid

node is the sum of half the wire capacitance, the sink capacitance and the buffer capacitance

which are connected to the node (Line 1). For each node n in the grid, we find the lowest

resistance path from n to all LC tanks (Line 4). The capacitance of a node n, Cn, will

primarily resonate with the inductor li which is resistively closest to it. The total capaci-

tance resonating with inductor i is updated by adding Cn (Line 5). We then calculate the

inductance of li on Line 7 using the capacitance in the resistively close region, CRi.
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Algorithm 2 Inductor sizing, L sizing()
Input: Inductors L; grid nodes N ; resonant frequency f0

Output: Sizes for each inductor in L

1: Cn ⇐
∑

(
∑
wire cap, buf cap, sink cap) connected to n, n ∈ N

2: CR = 0 //Cap. resonates with each inductor

3: for Each n ∈ N do

4: Find inductor li which is resistively closest to n, li ∈ L

5: CRi+ = Cn //node n resonates with inductor li

6: end for

7: li = 1
ω0

2×CRi
, li ∈ L, ω0 = 2πf0

5.3 LC Tanks Placement with Discrete Inductors

The previous inductor sizing method requires continuous inductor sizes at the end

of Algorithm 1. Continuously sized on-chip inductors are not practical with current induc-

tor design techniques. The design of high-Q inductors requires significant manual design

and electromagnetic characterization. The rounding to discrete inductor sizes, however, re-

quires either significant overhead for accurate matches or results in high skew due to coarse

matches. This section discusses the synthesis of distributed resonant clock grids using a

pre-made library of inductors.

The LC tank placement problem can be re-formulated as follows: Given an initial

non-resonant clock grid, an inductor library L, and a maximum total inductor area A, insert

LC tanks and insert/size buffers to minimize the power and skew of the resonant clock grid.

We formulate this LC tank placement problem as a set covering problem of all grid nodes

N . Candidate LC tanks are placed at various grid nodes which cover subsets of the nodes.
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The objective is to find the optimal subset T to cover all nodes N with minimum inductor

area cost A. Each candidate w represents a set of nearby grid nodes which resonate with an

inductor lw ∈ L placed at grid node pw ∈ N . The set of all candidates is W and T ⊂W is

the optimal subset. The cost of the subset T is the total inductor areaA required to complete

the covering. Some common terms are defined to facilitate the algorithm discussion in

Table 5.1.

5.3.1 Resistance (R) and Capacitance Mismatch (∆C) Constraints

The parasitic resistance in the clock grid determines the efficiency of the resonant

clock, because power is dissipated as heat when current passes through a resistance. A

highly resistive path between a node n and an LC tank (i.e. a large r) means the charging

and discharging currents between node n and the LC tank will pass through large resistances

and consume more power. In addition, the resistance affects the phase offset and can create

skew. We address these issues by constraining each node capacitance to be less than a

maximum resistance R away from a placed inductor in order to properly resonate as an LC

tank.

The mismatch between the total clock grid capacitance Cclk and the sum of all

capacitances by resonated inductors CT is ∆C. Ideally, ∆C equals zero which means that

the clock capacitance is exactly covered by the LC tanks. In other words, each grid node

resonates with only one LC tank within resistance R. However, since inductors can only

be chosen from the library and they are discrete values, it is difficult to guarantee that ∆C

equals zero. ∆C is always non-negative because we require a full coverage of all grid

nodes N by LC tanks. A positive ∆C, however, shifts the resonant frequency because
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some nodes resonate with more than one inductor which can increase power and skew. A

large ∆C also requires a significant amount of dummy capacitance to balance phase in

Chapter 7, so our algorithm minimizes ∆C by setting an upper bound CMAX during the

LC placement algorithm and gradually loosening the constraint until a solution is found.

Table 5.1: Common terms in algorithm

N the set of all grid nodes (capacitances).
L inductor library.
r resistance from an LC tank to a node.

R
resistance limit from an LC tank to a node.
When r > R, the LC tank is assumed to not resonate
with this node capacitance.

RMAX maximum permissible value of R.

W

set of candidate subsets of grid nodes N . Each element
w in W is a subset of grid nodes N . All nodes in w are
within resistance R of a sized LC tank at a particular grid
node.

lw the inductor size of candidate subset w, lw ∈ L.
pw the inductor position of candidate subset w, pw ∈ N .

T
subset of W , (T ⊂W ), that will cover all grid nodes N .
Each grid node n will at least resonate with one inductor
in T or equivalently

⋃
Ti∈T Ti = N .

Al area of inductor l.
A total inductor area used to cover T .

Cclk
total grid capacitance, including sink capacitance and
wire capacitance.

Cl
ideal capacitance for an inductor l to resonate at the
target frequency, Cl = 1

(2πf)2l

CT total capacitance of subset cover T . CT =
∑
t∈T

Clt

∆C
difference between clock capacitance Cclk and
total cover capacitance CT . ∆C = CT − Cclk

CMAX maximum permissible value of ∆C.
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5.3.2 Discrete LC Tank Placement

Algorithm 3 is the pseudo-code of the LC tank placement method using the prior

R and ∆C constraints. Initially, we set very restrictive bounds on both R and ∆C. After

generating all candidate subsets W (Line 2) according to the R constraint, the LC tank

placement is solved as an Integer Linear Programming (ILP) covering problem (Line 3) with

a ∆C constraint. If a feasible solution is found with these tight constraints, the resonant

clock grid will have a good performance in both power and skew. Normally, however, the

ILP cannot find a feasible solution with the initial constraints so we iteratively loosen the

R and ∆C constraints and re-run (Line 2 - 3) until the ILP successfully returns a feasible

solution.

A large ∆C mismatch will induce extra skew, but we can compensate for this

by adding dummy capacitance which is expensive and not preferable as described later in

Chapter 7. Therefore, we instead first increase the R limit which only decreases efficiency

but does not add much skew. However, we do not allow the R limit to increase beyond

RMAX (Line 5), because a very large resistance means that an LC tank can not resonate

efficiently with a node and may not save significant power as discussed in Section 5.3.1.

We try to keep the resistance limit small, but increase it first to find a feasible solution.

If a feasible solution is not found with R = RMAX , we must start sacrificing skew by

increasing CMAX to find a feasible solution.

5.3.3 Candidate Subset Generation

We place each inductor in the library L at every potential grid node in N to

generate the candidate subsets W . When an inductor lw ∈ L is inserted at a grid node
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Algorithm 3 ILP set covering LC tank placement
Inputs: Inductor library L, initial non-resonant clock grid

Output: Subset T cover all grid nodes N . Each node in T is connected to an inductor in

library L.

1: Initialize R and CMAX with small values

2: Generate candidate subsets for each L with r < R constraint

3: Solve ILP set covering problem with ∆C constraint

4: if ILP is infeasible with R and ∆C constraints then

5: if R is less than a threshold value RMAX then

6: Loosen R constraint (increase R)

7: else

8: Loosen ∆C constraint (increase CMAX )

9: Reset R constraint (assign a small value to R)

10: end if

11: Go to step 2

12: end if
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pw ∈ N , it is assumed to resonate with the set of nodes within resistance R. We add the

closest (i.e. least resistance away) nodes until the total capacitance is greater than the ideal

capacitance Cl for the inductor at the target resonant frequency. The resulting set of grid

nodes is the candidate subset w ⊂ N that is covered by inductor lw at node pw. Since the

number of library inductors |L| is typically small (3 in our case), the number of candidate

subsets |W | is not very large and does not add significant complexity to the ILP.

5.3.4 Candidate Subset Selection

We solve the set covering problem as ILP (W,Cclk, CMAX , A) which is

Min :
∑
t∈T

At × xt, (t ∈ T, T ⊂W ) (5.2)

subject to:

xt ∈ {0, 1}, t ∈W (5.3)∑
t∈Tn

xt ≥ 1, Tn = {u|n ∈ u, u ∈ T},∀n ∈ N (5.4)

∑
t∈T

Alt × xt ≤ A (5.5)

0 ≤ ∆C ≤ CMAX (5.6)

∆C =
∑
t∈T

(Ct × xt)− Cclk (5.7)

The inputs to the ILP are the candidate subsets of nodes (W ) covered by sized inductors

at grid nodes, the total grid capacitance (Cclk), the maximum allowed capacitance differ-

ence (CMAX ) between Cclk and total capacitance resonating with all inductors CT , and the

maximum total inductor area (A). The objective is to find a set T which is the subset of W

that satisfies all the constraints (Equation 5.3 -5.7) and minimizes the total inductor area A.

In Equation 5.3, xt is a decision variable (0 or 1) that decides whether inductor t
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is selected to cover the subset or not. Equation 5.4 requires that every grid node n resonates

with at least one inductor. Tn is a set of all subsets of T which contain node n. Equation 5.5

is the total inductor area constraint where lt is the library inductor of subset t and Alt is its

physical area. Equation 5.6- 5.7 are the capacitance mismatch constraints that ensure the

capacitance Ct resonated by each xt is sufficient to resonate the total clock grid capacitance

Cclk by limiting ∆C mismatch. If a subset of T can be found to satisfy all these constraints,

the LC tanks of specified size are placed in the grid.
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Chapter 6

Resonant Clock Buffer Optimization

Resonant clock grids are “driven” by both LC tanks and buffers. A well designed

resonant grid with good power savings and small skew should primarily be driven by the LC

tanks which will reuse the energy. In other words, buffers are only needed to compensate for

the inevitable power consumed by the paracistic resistances in suboptimal resonant clocks.

Therefore, resonant clock grid buffers are much smaller than non-resonant buffers.

In this chapter, previous works on non-resonant buffering are introduced. Then

the resonant clock grid buffering problem is discussed and two sizing methods are pre-

sented. The first is a novel AC-based buffer sizing method and the second is an AC- and

resistance-based buffer sizing extension.

6.1 Non-resonant Clock Grid Buffering

In previous non-resonant clock grid design, most buffering methods [59, 81] use

a greedy set covering heuristic. The driving ability of a buffer is estimated by its size and

is assumed to drive a maximum capacitance. A buffer at a grid node covers the clock grid
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capacitance in a region. The buffer placement and sizing problem is to choose a set of

buffers with minimum cost (buffer area) to cover the whole grid. In another approach, an

iterative removal buffer placement algorithm [30] considers skew instead of capacitance in

by measuring SPICE transient analysis or faster Elmore delay.

The previous buffering methods based on the buffer driving load estimation are

not applicable to resonant clock design because buffers in resonant clocks only compensate

for the power loss instead of fully driving the clock network. Therefore, a novel small signal

AC-based buffer sizing method is proposed. The AC analysis includes all the components

in the resonant grid (sinks, buffers, wires and LC tanks) including their parasitic resistances.

After running AC analysis, the amplitude and phase of the sinks voltages guide the buffer

sizing.

6.2 AC-based Buffer Sizing

The original non-resonant clock grid is generated using previous clock synthe-

sis methods. Usually, each buffer has a specific buffer size. The AC-based buffer sizing

methodology finds the minimum buffer sizes to drive the resonant grid with the same buffer

positions as the initial non-resonant grid. For simplicity, we set all the buffers to the same

size. Since the buffers are very small compared to a non-resonant grid, the relative sizing is

actually not very important. Algorithm 4 outlines the AC-based buffer sizing method.

The core function AC analysis() runs an AC small signal analysis of the clock

grid as introduced in Chapter 4.1.2. A matrix using nodal analysis at the target frequency as

shown by Equation 4.1 is built and the complex voltage of each node is obtained by solving
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Algorithm 4 AC-based buffer sizing, AC buf sizing()
Input: clock grid with LC tanks; buffers B;

minimum/maximum buffer size bmin/bmax

Output: Buffer sizes, ensure that ∀vs ≥ Vswing, s ∈ S

1: bcur = (bmin + bmax)/2

2: set buf size(b = bcur, b ∈ B)

3: L sizing()

4: while (bmax − bmin) > δ (δ is a small number) do

5: AC analysis()

6: if vmin = MIN(vs, s ∈ S) < Vswing then

7: bmin = bcur

8: else

9: bmax = bcur

10: end if

11: bcur = (bmin + bmax)/2

12: set buf size(b = bcur, b ∈ B)

13: L sizing()

14: end while
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the complex linear system. Algorithm 4 then uses a bisection method to find the minimum

buffer sizes to guarantee the full voltage swing at the sink nodes.

The initial buffer sizes are set to the average value of bmax and bmin which are

the allowed maximum and minimum buffer sizes (Lines 1-2). After running AC analysis(),

the buffer sizes are chosen (Lines 6-12) by comparing the minimum voltage swing of all

sink nodes vmin with the required Vswing (Line 6). After altering the buffer sizes, the

buffer output capacitance and output resistance change so that inductor sizes are updated

accordingly (Line 3 and 13). Re-sizing the inductors enables the grid to resonate at the

designated frequency which will minimize the phase-conflict induced skew.

6.3 AC- and Resistance-based Buffer Sizing

The AC-based method in previous section quickly finds the minimum buffer size

needed to drive the resonant grid. The final buffer sizes are all the same which is convenient

to implement but may not minimize power. The uniform buffer sizing assumes all buffers

contribute the same effort to the grid. However, considering the non-uniform distribution

of clock sinks, the parasitic resistance seen by each buffer is different which means each

buffer’s compensation for heat loss is also different.

Algorithm 5 is an improved buffer sizing algorithm that considers the resistance

from each buffer to the sinks. We initially set all buffers to the minimum size on Line 1 and

perform an AC analysis to update the voltage amplitude/phase at all sinks. Su on Line 3 is

the subset of sinks that do not achieve full voltage swing. For each sink s in Su, we find

the buffers which are within resistance (R) of s that may influence the voltage swing and
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Algorithm 5 AC- and Resistance-based buffer sizing
Inputs: Resonant grid with LC tanks and buffers

Output: Buffer sizes

1: Set all buffers to minimum buffer size

2: AC analysis()

3: Find partial-swing sinks set Su

4: while |Su| > 0 do

5: Find all buffers RB that drive Su

6: Increase each buffer size in RB

7: AC analysis()

8: Find partial-swing sinks set Su

9: end while

define these as the regional buffer set (RB) on Line 5. Note that R is the same parameter

used in the tank placement of Algorithm 3 in Chapter 5.3.2. Increasing the size of each

buffer inRB improves the voltage swing of the violating sinks, Su. Before starting the next

iteration, we update the sink voltage amplitude/phase using AC analysis and repopulate the

set Su ( Lines 7 - 8). This buffer sizing procedure is repeated until all sinks have full swing.

Even if a sink is far away from LC tanks, it will be mainly driven by the RB buffers while

the clock grid is mainly driven by LC tanks. So after several iterations, Algorithm 5 is able

to find a solution.
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6.4 Resonant Grid Buffer Placement Optimization

A top-level tree usually drives the buffers of a clock grid. Since the buffer sizes

in a resonant grid are much smaller than a non-resonant grid, the top-level tree power is

reduced when driving a resonant grid. The initial grid buffer positions in Algorithm 4

are the same as a normal non-resonant grid [59, 81] except that the buffers are re-sized.

The resonant grid buffers can be re-distributed to provide a reduction in the number of grid

buffers which further reduces power because of shortened wire routes and fewer grid buffers

(sinks) in the top-level tree.

An improved grid buffer methodology uses an iterative removal approach [30].

Instead of deciding where to insert grid buffers, we perform buffer sizing and remove the

smallest, least useful buffers. Several significant differences between this approach and the

prior one [30] are that we start with the initial buffer locations instead of buffering all nodes

and we perform an AC- and resistance-based sizing rather than Linear Programming (LP)

sizing.

Algorithm 6 is the overall grid buffer reduction algorithm in resonant clock syn-

thesis. The input of Algorithm 6 is original buffer set of sizes and locations B and the goal

is to reduce the number of buffers to a certain number, it is half of the original buffer number

in our implementation, while ensuring that all sinks have full voltage swing. In practice, a

reduction of half the buffers obtained competitive results in most situations, but this may

depend on the specific clock distribution.

In order to find which buffers are more important, AC- and resistance-based buffer

sizing, AC res buf sizing() (Algorithm 5), sizes buffers such that all sinks fully swing.
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Algorithm 6 Resonant grid buffer reduction algorithm
Input: Original buffer sizes and locations B

Output: Optimized buffer sizes and locations B′

1: B′ = B

2: AC res buf sizing(B′)

3: while Buffer number in B′ ¿ maximum allowed buffer number do

4: Brm ⇐ 10% of minimum size buffers in B′

5: B′ = B′ −Brm

6: AC res buf sizing(B′)

7: L sizing()

8: end while

After buffer sizing (Line 2), smallest 10% of the buffers which have the least influence on

the sink voltage swings are removed ( Lines 4-5). With fewer buffers driving the grid, the

remaining buffers are re-sized (Line 6) and the LC tank inductors are re-sized (Line 7). The

sizing and removal procedure is repeated (Lines 3-8) or it can also be terminate at a given

skew bound if skew, rather than power, is the primary objective.

Contrary to Algorithm 4, we size each buffer separately in AC res buf sizing() to

decide which buffers are more important. By removing smaller buffers and re-distributing

the remaining buffers to better drive the resonant grid, more power can be save without

significant performance degradation.
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Chapter 7

Resonant Clock Phase Tuning

After inserting LC tanks and buffers, the resonant grid achieves full voltage swing,

but there may be phase conflicts among LC tanks and the sized buffers. The phase conflict

will appear as skew, but, more importantly, it means that extraneous power is consumed

when buffers and LC tanks conflict while driving the grid. The phase conflicts are caused

by both the resistance of the CDN and the remaining ∆C after the LC tank placement with

discrete inductor library in Chapter 5.3.

Though these two effects are minimized, the sink phases do not match perfectly

at the resonant frequency and can be fine tuned. If a capacitance resonates with an inductor

at resonant frequency, the phase of this sink will ideally be zero. Some sinks will have a

phase less than zero which means that these sinks see a larger inductor than required for

their capacitance. Other sinks will see a greater than zero phase due to long resistive paths

to the nearest LC tank which appears as a smaller inductor than required due to resistive

shielding. While we cannot fix the phase less than zero, we can reduce the positive phase

differences by adding extra dummy capacitance.
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7.1 Dummy Capacitance for Phase Tuning

Algorithm 7 Resonant clock phase tuning
Input: Resonant grid with buffers and LC tanks

Output: Phase tuning capacitances

1: Assign each node in N to the nearest LC tank, l

2: Calculate the capacitance seen by each LC tank, Cg

3: Add extra capacitance to the LC tank if Cg < Cl

4: AC- and Resistance-based buffer sizing (Algorithm 5)

5: repeat

6: Add extra cap. to stub nodes of sinks with maximum phase

7: AC- and Resistance-based buffer sizing (Algorithm 5)

8: AC analysis()

9: until No improvement in phase conflict and buffer area

Algorithm 7 minimizes the negative phase in resonant grids by adding dummy

capacitances. Lines 1-4 reduce the phase conflict induced by ∆C resulting from the discrete

LC tank placement. For simplicity, we assume a node only resonates with the closest LC

tank (Line 1). After calculating the grid capacitance Cg of each LC tank (Line 2), the

difference betweenCg andCl and the ideal capacitance valueCl is added. The extraCl−Cg

of dummy capacitance reduces the phase conflict and improves resonant performance. After

this, buffer resizing (Line 4) reduces the total buffer size required since less compensation

by the buffers is required due to the improved efficiency.

While Lines 1-4 reduce the ∆C of each LC tanks, there is still potentially phase
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difference to individual sinks. In Lines 5-9, the phase of individual sink nodes are adjusted

by adding small extra dummy capacitance. After each capacitor is added, the buffers are

resized and AC analysis is run (Lines 7-8). This procedure is repeated until no improvement

is seen in total buffer area and phase conflict.

Usually, in non-resonant CDNs, the switching power can be quickly estimated by

the total capacitance of the CDN. For more accurate power measurement, SPICE transient

simulation is needed. In resonant clock, the power can not be estimated by the capaciatance

any more since LC tanks are the major source of energy supply. SPICE transient simulation

often is very timing consuming especially when the circuit is large. So the buffer area is

used as a quick estimate of the power of the grid during because buffers are used to com-

pensate for the power loss from phase conflicts and parasitics. The phase tuning procedure

based on the AC analysis is very fast.

By inserting dummy capacitance to tune the phase conflict, the skew is improved

and we also see a reduction in the buffer area because of the less conflicts among buffers

and LC tanks. For the library-based resonant clock design, phase tuning is a necessary

procedure.
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Chapter 8

Experimental Methodology

8.1 Technology Setup

The resonant clock grid synthesis methods proposed in this thesis were imple-

mented in C++ and use the 45nm technology data from 2009/2010 ISPD Clock Synthesis

contest for all experiments [70]. Lower frequencies are the most challenging for resonant

clocks since they require larger inductors than high frequencies as shown in Equation 3.1.

So the target resonant frequency is set to 1GHz and Vdd is 1V as these are typical values for

high-performance ASIC designs.

SuperLU [20] solves the matrix equations in our AC-based buffer sizing. HSPICE

accurately measures the power and skew of the CDN. The power measurements include all

buffers, wires, inductors, and sinks.

On-chip inductor Q-factors can be as high as 20 in the 1-5GHz frequency range [15].

A very poor quality 3nH inductor with Q=3 will have an intrinsic resistance of 6.28Ω at

1GHz which is orders of magnitude smaller than typical CDN buffer and wire resistances.
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Previous work [9,21] considered inductor parasitic resistance, but did not consider this more

prominent CDN parasitic resistance. The final resonant frequency by Chan et al [9] is 1GHz

which is much lower than the target of 3.7GHz. Similarly, the final resonant frequency by

Drake et al [21] is 140MHz which is much lower than the design target of 2GHz. These

previous comparisons demonstrate that the resistance in the CDN circuit itself has a large

impact on the resonant frequency. Only CDN parasitic resistance is included in our models,

but we later analyze the resistance of inductors in Chapter 9.3.6.

The inductor parameters we used are: w = 15um, t = 10um, s = 15um and

di = 100um as described in Section 3.4 and [15]. We use these parameters and Equa-

tion 3.3-3.4 to calculate the inductor area overhead. The inductor library L contains three

inductors: 3nH , 5nH and 8nH with areas of 0.16mm2, 0.21mm2, and 0.30mm2, respec-

tively. The on-chip inductors have parasitic resistance that effects the performance of the

resonant clock. The quality factor Q = ωL
R of the inductors is 10 which is reasonable for

modern on-chip inductors [15] in this frequency range.

For AC analysis and optimization, each buffer is modeled as a current source with

a resistance and input/output capacitance. BSIM level 14 models and transient simulation

are used for all final results. Wires are modeled by simple π-interconnect model in both AC

analysis and HSPICE simulation. The wire length in the CDN is relatively short compared

with the wavelength and frequency, so transmission line models are not necessary [16]. In

the AC analysis procedure, we can add the inductance of clock grid wires with a small run

time increase.
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8.2 Experiment Design

8.2.1 Non-resonant Clock Grid Baseline

To validate the power saving achieved by resonant clock, we compare with base-

line non-resonant clock grids. We implemented a methodology similar to Meshworks [59]

to generate the initial buffered grid. The top-level tree driving the clock grid is routed with

minimum wire length using DME [76], equal levels of buffers are inserted with skew and

slew constraints [72], and buffers are greedily inserted in a bottom-up manner to minimize

skew. The buffered tree along with the clock grid compose the entire CDN.

A common design practice is to allocate 5 − 10% of the clock period for clock

skew. The initial CDN is generated with a 50ps skew bound which is reasonable for a 1GHz

ASIC. Our method can target any clock frequency and, in fact, has greater power savings at

higher frequencies.

8.2.2 Resonant Clock Grids

Three groups of experiments validate the resonant clock synthesis methods pro-

posed in this thesis.

The first group experiment validates the continuous inductor sizing and placement

methodology. Though it is difficult to design continuous inductors, this methodology is the

most efficient way to use inductors with least extra cost – no dummy capacitance is needed

in phase tuning. In a partial custom methodology, the effort to design the inductors may be

acceptable to obtain the best performance. Usually, this method results in a small number

of inductors, with advanced on-chip inductor design tools, this continuous inductor method
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could be practical.

The second experiment validates the resonant clock synthesis with pre-made in-

ductor library considering the practical difficulties in current inductor design. We assume

there are three pre-designed inductors in the library and only the inductors in the library can

be used. Since dummy capacitance is needed because of the capacitance mismatch, at the

end of this synthesis flow, phase tuning is needed. Compared with previous method, this

method requires less inductor design effort but need extra capacitance cost.

The third experiment is to validate the incremental buffer optimization to reduce

resonant grid buffers. While LC tanks are the major drivers of the resonant clock grid,

the contribution of buffers to the clock network is reduced. With the incremental buffer

optimization, buffers are better distributed and more properly sized.

8.2.3 Comparison with State-of-the-Art Resonant Clocks

All the previous distributed resonant clock research is for small, often hand-tuned,

clock sectors driven by H-trees [7–9,63,65] so a direct comparison on the large benchmarks

is not feasible. However, we do compare with a uniform placement of LC tanks at a fixed

pitch that is very similar to the approach used by IBM [6].

8.2.4 Comparison with ISPD Clock Synthesis Contest

Beside comparing the resonant clock with non-resonant clock grid to show the

power saving with inductors. The proposed methods are also compared to the state-of-

the-art non-resonant clock synthesis methodologies which include some CDN with tree

structures. In recently published work [88], four different non-resonant clock synthesis
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methods which were the best results in ISPD clock synthesis contest are compared. The

CDN in [88] is a tree driving grid structure targeting to minimize the local skew. Con-

tango [41] and NTUclock [69] are based on tree structure. Another compared method is

CNSRouter [69] which also generates tree-grid CDN.

We summarize the synthesis results of all these four methods and compare them

with the resonant clock results. Resonant clock is promising in power saving with better

robustness.
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Chapter 9

Experimental Results

9.1 Inductor Area

We first want to investigate the practicality of on-chip distributed inductors for

high-performance resonant clock grids. The resonant clock grid performance and power

changes according to the metal area limit inductors in Chapter 5.1. Figure 9.1 shows the

resonant grid power, skew and buffer area with different inductor area limits. The power,

skew and buffer area are normalized to the original non-resonant clock grid and inductor

area is the percentage of the top-level metal layer area. As shown in Figure 9.1, the power

and skew improve with more inductor area because distributed inductors results in a better

resonance among LC tanks and clock capacitances. When the inductor area is equal to one

metal layer area (one entire metal layer for on-chip inductors), the power saving is about

90% and skew is also reduced. With only 20% metal area, the power savings is about

60%. It is important to note that this is not wasted area, however, since the interconnect and

device area below the shielded inductor can still be used. In this experiment, the spacing
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as well as mutual inductance among inductors are not considered. To accurately simulate

the interactive behavior among inductors, special simulation tools are needed which is not

included in this thesis.
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Figure 9.1: The relationship between inductor area and clock grid performance, power
saving and skew improve with more on-chip inductors.

9.2 Resonant Clock Grid with Continuous Inductors

9.2.1 Synthesis Flow

Figure 9.2 is the synthesis flow of this experiment. This set of experiments val-

idate the continuous LC tank placement and sizing method (Algorithm 1). The AC-based

buffer sizing (Algorithm 4) finds the minimum buffer size needed in resonant grid. Because

inductors in these experiments are sized exactly according to the capacitance, phase tuning

is not necessary.
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Figure 9.2: Resonant clock grid synthesis flow with continuous inductors. Uses Algorithm 1
for LC tank placement and Algorithm 4 for buffer sizing, phase tuning is not required in
this flow.
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The methodology is run on both the 2009 and 2010 ISPD clock benchmarks.

The results are separated because the ISPD 2009 benchmarks only include the global clock

distribution whereas the ISPD 2010 benchmarks include all routing down to local clock

buffers. This means there is significant difference in the number of sinks and the total

capacitance.

In this group of experiments, we compare three different CDN methodologies.

The baseline methodology is a buffered clock tree driving a non-resonant clock grid similar

to Meshworks [59]. This is labeled as “Tree+Non-resonant” in Table 9.1 and 9.2. The sec-

ond is a buffered tree driving a resonant clock grid which has the same grid buffer locations

as the first non-resonant grid but sized according to Algorithm 4 (AC-based buffer sizing).

This is labeled as “AC-sizing”. Because the top-level tree effects the resonant clock grid,

we have a direct comparison with the non-resonant clock grid by keeping the same buffer

locations as the non-resonant clock grid. The final approach, labeled as “AC-sizing & buffer

reduction”, includes the buffer reduction in Algorithm 6 to save additional power. We limit

the maximum grid skew (SK) to 50ps and the metal area occupied by inductors (Amax) to

be < 30% of the top metal layer for each benchmark.

9.2.2 Power

In Table 9.1, the resonant grid without buffer reduction reduces the average to-

tal power by 39.5%. The average total power is reduced further to 60.9% after the grid

buffer reduction step. The average total inductor area is 27.8% of the top metal layer. In

Table 9.2, the average power is reduced by 48% without buffer reduction and 61% with

buffer reduction.
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The total dynamic power (grid power and tree power) is shown in Figure 9.3 to

analyze the power savings achieved by reducing the grid buffers. Figure 9.3 summarizes

several benchmarks using each of the three approaches: “tree+Non-resonant”, “AC-sizing”

and “AC-sizing & buffer reduction.” All power values are normalized to the “tree+Non-

resonant” methodology. The dark bar represents the clock grid power which includes the

grid buffer power used to drive the sinks and grid wires. The light bar is the power of top-

level tree, which includes the tree wires, tree buffers, and grid buffer input pin capacitance.

As previously seen, the total dynamic power is reduced by 39.5-61.0%. In addition, the

grid buffer reduction procedure reduces the top-level tree power by at least 10%. The grid

buffer reduction also slightly reduces the grid power due to better buffer placement.
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Figure 9.3: Representative grid and tree power reductions achieved by resonant clock grids

9.2.3 Skew

The skew of the ISPD2009 resonant grids without buffer reduction is slightly

(3.5ps) better than non-resonant grids. The skews of other resonant CDNs are slightly
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increased compared to the non-resonant CDNs, but all the skews are within the skew bound

of 50ps (except for benchmark 01 after buffer reduction). The skew with the additional

grid buffer reduction is slightly worse than the previous resonant CDN on average, because

fewer buffers are driving the resonant grid and the phase-conflicts are increased. However,

we achieve at least 13% more power savings at the expense of clock skew that is less than

3% of the clock period. Depending on the design requirements, a skew constraint can easily

be added to the buffer reduction step in Algorithm 6 to ensure better skew for benchmarks

such as 01.

Usually, skew is measured when the clock voltage reaches Vdd/2. When clock

sinks are local clock buffers, these clock buffers starts to turn on/off when voltage is greater

than Vth. A more accurate skew measurement can be taken at Vth. Or if the clock sinks

are local clock buffers, the skew can be measured at the output of local clock buffers which

represents the skew seen at the local clock trees. The transient analysis in Section 9.4, the

skew at Vth is similar to the skew measured at Vdd/2.

9.2.4 Buffer Size and Area

Fewer, smaller buffers are needed to drive resonant clock grids since the majority

of the grid instead resonates with the LC tanks. Less dependence on buffers to drive the

grid results in less sensitivity to power supply and threshold voltage variation as shown in

H-trees [65]. In our experiments, the final buffer sizes of resonant grids are often 3 − 7×

the minimum clock buffer size and about 50-90% smaller than the non-resonant clock grid

buffers. We list the total buffer area including the top-level tree buffers and resonant grid

buffers in Table 9.1 and 9.2.
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For the ISPD2009 benchmarks, the average buffer area is reduced by 53.3% with-

out the additional buffer reduction and by 77.8% with the additional buffer reduction. For

the ISPD2010 benchmarks, we see buffer area reduced by 84.4% on average without the

additional buffer reduction and by 90.9% with the additional buffer reduction step.
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Figure 9.4: Buffer reduction can increase or decrease individual buffer sizes, but overall
buffer area is reduced.

The minimum buffer (with size 1) used in experiments is the small buffer provided

by IBM [70]. Figure 9.4 plots the resonant grid buffer sizes of several benchmarks. The

dashed line in the figure is the resonant grid buffer size after AC-based sizing without buffer

reduction. The triangle data represent buffer sizes after buffer reduction with AC- and

resistance-based buffer sizing. The buffer reduction step removes half of the buffers from

the grid so some of the remaining buffer sizes are increased to compensate. For benchmark

04 in Figure 9.4, some of remaining buffer sizes are increased, but many buffers are smaller

than the initial size. In the other benchmarks, all sizes are increased but the total buffer size

is still less than without buffer reduction due to fewer buffers. The AC- and resistance-based
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buffer sizing method is able to size buffers more effectively by considering the capacitance

and resistance distribution.

9.2.5 Inductor Overhead

The cost of implementing a resonant clock is the time to create and characterize

the inductors along with the total metal area occupied by the instances of these on-chip

inductors. The average inductor area is 28% of the top metal layer. The inductors are

distributed sparsely in these designs which means that mutual inductance between inductors

is not significant. The number of inductors in the ISPD2010 benchmarks is 3-5 except for

the two biggest chips. In the ISPD2009 benchmarks, the chips are much bigger and more

inductors are needed, but they are still sparse. On these benchmarks, the average number of

inductors is 96 which is much less than the 830 inductors on the resonant clock of the IBM

cell broadband engine processor [6].

The total inductor area before and after the grid buffer reduction step is almost the

same. This verifies our discussion in Chapter 6.4 that the buffer capacitances in resonant

grids are small and do not change the inductance much. However, the inductance re-sizing

procedure is necessary to reduce phase conflict induced skew as much as possible.

9.2.6 Capacitor Overhead

Decoupling capacitance is added to make positive voltage swing for resonate

clock as introduced in Chapter 3.2. Both the decoupling capacitance and the clock grid

capacitance constitute one LC tank. While the inductors are carefully sized according to

the clock capacitance, the decoupling capacitance size is also sized to ensure the tank com-
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posed of the decoupling capacitance and inductor does not interfere the primary tank. All

the decoupling are sized according to Equation 3.2.

9.2.7 Run Time

The largest benchmark 01 took 10.5 hours including extra HSPICE simulations

after each LC/buffer sizing iteration, the top-level tree generation and skew tuning. For

smaller ISPD2010 benchmarks (03-08), the total run time is 0.5-5 hours. As one single

HSPICE simulation takes about 10 minutes for the big benchmarks, the actual run-time of

the LC placement and buffer sizing is much less than this total run-time.

9.3 Resonant Clock Grid with Discrete Inductors

9.3.1 Synthesis Flow

Figure 9.5 is the synthesis flow of this experiment. This set of experiments val-

idates the discrete LC tank placement and sizing method (Algorithm 3). As have shown

in Chapter 9.2.4, though AC-based buffer sizing is able to find the minimum buffer size

for the resonant grid, AC- and resistance-based buffer sizing is more efficient to size the

buffers by considering the capacitance and resistance of the CDN. In this flow, the AC- and

resistance-based method (Algorithm 5) sizes buffers. Because inductors can only be chosen

from the library, phase tuning is a necessary step otherwise inductors and grid capacitance

do not resonate at the designated clock frequency. Buffer incremental optimization is not

performed as the results of buffer optimization have been shown in previous experiments.

The methodology is run on the ISPD 2010 benchmarks [69] using the synthesis
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Figure 9.5: Resonant clock grid synthesis flow with discrete inductors. Uses Algorithm 3
for LC tank placement, Algorithm 5 for buffer sizing and Algorithm 7 for phase tuning.

flow in Figure 9.5. In this group experiments, 4× minimum wire width is used in order to

reduce the overall grid resistance. Table 9.3 lists the simulation results of the resonant grid

with top-level tree. Figure 9.6 is a plot of a typical resonant grid with top-level tree. Sink

and buffer mark sizes are proportional to sink and buffer sizes, but are not to scale.

9.3.2 Power

The dynamic power of a non-resonant clock is Pdyn = CV 2
ddf and is shown

as “Pwr.1” in Table 9.3. The “Pwr.2” is the resonant clock power measured by HSPICE

including all buffers, wires, inductors, sinks and short-circuit power. The “Pwr.2/Pwr.1”

ratio in Table 9.3 shows the relative power savings of the resonant clock compared to the

total switched capacitance (dynamic) power. On average, the power of resonant grid is 41%

of the switched capacitance dynamic power.
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Figure 9.6: Clock network with LC tanks (benchmark 04) produced by synthesis flow (Fig-
ure 9.5. Dimensions in nm. Buffers, sinks and LC tanks are relatively sized but not to
scale.)

9.3.3 Skew

The average global skew of the resonant clocks is 17ps. Except for the two largest

benchmarks, 01 and 02, all the other skews are significantly less than 20ps. At 1GHz, 20ps

global skew is about 2% of clock cycle which is very aggressive.

The skews of benchmark 01 and 02 are just above 30ps. Compared with other

benchmarks, these two benchmarks are much larger and have relatively low sink density as

shown in the column “S.CapMA ” in Table 9.3. Because of this, the resistive shielding effect

becomes more significant and makes it difficult to tune for phase conflicts. To improve the
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Table 9.3: Experimental results on ISPD 2010 benchmarks show that power is 41% of
non-resonant power while skew is limited to 17ps on average.

Non-resonant CDN Resonant CDN
Sink MA S.Cap

MA Pwr.1 Pwr.2 Pwr.2

Pwr.1
LA
MA Skew Time

# mm2 pF
mm2 mW mW % % ps m

01 1107 64.0 0.3 472 368 78 29 32 130
02 2249 91.0 0.4 708 364 51 30 33 212
03 1200 1.4 12.9 66 26 39 92 12 2
04 1845 5.7 2.2 177 46 26 69 14 58
05 1016 5.8 0.9 85 48 57 29 16 23
06 981 1.5 8.4 78 23 29 100 10 2
07 1915 3.5 5.2 156 39 25 96 14 197
08 1134 2.6 5.0 111 27 24 81 8 3

Avg. 1431 21.9 4.4 232 118 41 66 17 78
Pwr.1: Switched capacitance CDN power. Pwr.2: Resonant grid power in HSPICE.
S.Cap
MA : sink density per area. MA: single metal layer (chip) area.

LA/MA: total inductor area normalized to metal layer area.

skew of a big chip, we can use wider wires to reduce the wire resistance and put a tighter

constraint on the maximum resistance (Rmax) when generating the subsets for LC tank

placement.

9.3.4 Inductor Overhead

The average inductor area is 66% of one metal layer. Compared with the contin-

uous inductor synthesis flow, more metal area is required to implement on-chip inductors.

With multi-layer and 3D inductor technologies, the area of inductors can be reduced. How-

ever, only 3 sizes inductors are required whereas the continuous method required 16 sizes

on average.
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Table 9.4: Capacitor usage in resonant clock.

Name ∆C
∑
Cs Decap.

∑
C

∆C+
∑

Cs∑
C

(pf) (pf) (pf) (pf) (%)
01 195.0 0.0 5216.6 5411.6 3.6
02 402.8 123.8 9703.2 10229.8 5.1
03 17.8 0.0 760.7 778.5 2.3
04 31.4 0.4 1808.7 1840.5 1.7
05 20.1 4.3 812.7 837.1 2.9
06 22.1 0.0 929.8 951.9 2.3
07 37.2 1.3 1654.7 1693.2 2.3
08 16.7 0.0 1098.8 1115.5 1.5

∆C Capacitance used to compensate for ∆C mismatch in Algorithm 3.∑
Cs Capacitance inserted to sink stub nodes to tune the sink node phase.

Decap. Decoupling capacitance inserted to make positive voltage swing.∑
C Total capacitance to resonant clock grid.

∆C+
∑

Cs∑
C

The percentage of phase tuning capacitance in the total capacitance.

9.3.5 Capacitor Overhead

The decoupling capacitance of the LC tanks are sized to 10 times the resonant

capacitance [7,64] and additional capacitors are used to reduce the phase conflict. Table 9.4

lists total capacitor used in the resonant grid. From our experiments, ∆C is observed to be

between 0.1 − 0.3× the grid capacitance and the capacitance inserted to compensate for

∆C is typically 15− 30pF except for benchmarks 01-02 which have odd sink densities as

described earlier. Including both phase tuning and decoupling capacitance, the maximum

total capacitance required of all benchmarks is 10.2nF for benchmark 02 while the average

is just 2.5nF . To put this in perspective, this maximum capacitance is only 5.7% of the

power grid decoupling capacitance used on a Pentium II [53] which is 113mm2, a little bit

larger than benchmark 02.
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9.3.6 Inductor Q factor

The quality factor of the inductors affects the performance of the resonant clock.

We simulated benchmark 03 with inductor Q ranging from 1 to 100 and show the power

reduction in Figure 9.7. The inductor parasitic resistance is significant for low quality

inductors (Q < 10) and becomes insignificant with Q > 20. Even with a very poor Q = 1,

we see more than 25% power savings. The effect of inductor Q on skew is is only 2− 5ps

over the entire range of Q.
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Figure 9.7: Significant power gains are obtained even with low-Q on-chip inductors

9.3.7 Run Time

The average time to synthesize the resonant clocks is 78.5 minutes. The CPU

time in Table 9.3 is the total run time including grid generation, LC tank placement and

sizing, phase tuning and top-level tree generation with skew reduction. In the experiments,

5%-30% of the total run time is spent on the actual resonant clock grid generation with the

other portion on analysis and simulation.
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9.4 Resonant Grid Transient and AC Analysis

Figure 9.8 is the frequency domain amplitude and phase plot of several clock

sinks in the benchmark s1r1 resonant grid. As shown in Figure 9.8, there are two resonant

frequencies: one is at 0.2GHz and the other is at 1GHz. The first resonant frequency is

the decoupling capacitance resonant frequency, which is much less than the clock resonant

frequency at 1GHz so that the two resonant frequencies do not interfere. The Vswing in

Algorithm 4 is set to 0.75V and, at 1GHz, the magnitude of the sink voltages are greater

than this. We also observe in Figure 9.8 that there is very low phase difference (skew) at

the clock frequency of 1GHz.

Figure 9.9 is the transient analysis of the same resonant grid. Since AC analysis

uses a sinusoidal signal instead of a digital clock input, we do not need to set the Vswing to

a full 1V . This is shown by Figure 9.9 where the clock input is a trapezoidal wave and the

final transient wave has a full swing from 0V to 1V despite the target Vswing being only

0.75V . The skew can again be verified to be quite small in Figure 9.9.

9.5 Comparison with State-of-the-Art Resonant Clocks

As there is no other resonant clock grid synthesis methodology, we implemented

resonant versions of the ISPD2010 benchmarks that have uniform distributed LC tanks sim-

ilar to a previous IBM resonant clock design [6] in which each sector is approximately

600µm × 400µm. In our experiments, one LC tank is inserted for a sector with area

500µm × 500µm. Inductor sizing, buffer sizing and top-level tree construction use the

same methods as Figure 9.2. This is actually an improvement over the method in [6], be-
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cause we custom size each inductor in the uniform placement while they assumed uniform

placement and sizes.

Table 9.5 lists the results of the uniform LC tanks and the proposed continu-
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ous flow. Benchmarks 01 and 02 failed to achieve full voltage swing with uniform LC

tanks even with maximum buffer sizes, but power savings were still observed. For bench-

marks 03-05 and 08, the uniform method achieves better power reduction, but the uniform

LC placement typically uses more inductor area and has significantly worse skew than the

method proposed in this thesis. Most often, our methodology is better when power, skew,

and inductor overhead are all considered.

Table 9.5: Continuous inductor placement/sizing and uniform LC tank placement

Uniform LC tanks Resonant clock (Figure 9.2)
Skew Power LA/CA Skew Power LA/CA

(ps) (mW ) (%) (ps) (mW ) (%)
01 - 1229.5 3.5 19 231.4 27.5
02 - 1388.4 3.6 23 160.4 34.0
03 33 23.5 60.5 23 49.1 29.3
04 39 26.2 131.9 11 62.6 13.8
05 18 32.4 140.1 10 35.3 28.9
06 37 44.2 25.8 37 28.0 32.8
07 43 72.6 53.2 28 50.3 28.5
08 30 16.4 103.3 34 27.4 32.6

Avg. 28.4 354.2 65.2 23.1 80.6 28.4

9.6 Comparison with ISPD Clock Synthesis Contest

Table 9.6 lists all the previous published results of ISPD 2010 benchmarks in

which we normalize the power and CPU time to the resonant clock in Table 9.3 for easier

comparison. In Table 9.6, we also include the absolute difference in skew. It is important

to note that the previous published results do not include short-circuit and leakage power in

their results, whereas our results do. Therefore, the power comparison is actually conserva-

tive.
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Most clock networks, however, require more buffering since they do not have

the benefit of the LC tanks. As shown in Table 9.6, the average power of previous clock

networks is more than 3.4−5.4× our resonant clocks with the exception of Contango which

is about 1.5×. LCS mesh, also a clock grid architecture, has over 3.4× the power.

We also measured the LCS in the resonant grid despite optimizing for global

skew. In general, we have a few picoseconds of additional LCS than most ISPD 2010

results, but, in general, our results are very competitive. With such a drastic power savings,

a small degradation in skew is likely to be acceptable. The power consumption of the ISPD

results are typically more than 3× of resonant grid. LCS mesh has, on average, 8ps better

LCS, but with 3.4× more power. Contango has only 2.8ps better LCS and still consumes

about 50% more power. Excluding benchmarks 01-02, CNSRouter and NTUclock have

more than 5× power than our resonant grid with roughly the same LCS.
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9.7 Robustness

9.7.1 Process Variation

We perform Monte Carlo HSPICE simulations with ±15% 3-sigma variation of

buffer gate lengths, wire widths and sink load variations to assess robustness. We assume

ideal inductors as Q was shown to have little effect on skew in Section 9.3.6. Each bench-

mark is simulated 500 times and the mean (µ) and standard deviation (σ) of global skew

are measured. We compare the resonant CDNs with the baseline CDNs which are uniform

grids driven by top-level buffered trees. The grid buffers in the baseline grid are placed and

sized using a method similar to [81]. The results are listed in Table 9.7.

Table 9.7: Resonant clock distributions exhibit decreased worst case skew variation (29ps
compared to 32ps) when considering process variations.

Baseline CDN Resonant clock (Figure 9.5)
Ben. Det µ σ µ+3σ Det µ σ µ+3σ

(ps) (ps) (ps) (ps) (ps) (ps) (ps) (ps)
01 16 27 5.6 43.8 32 38 5.7 55.1
02 26 39 8.1 63.3 33 41 5.3 57.0
03 15 17 3.1 26.3 12 15 1.6 19.8
04 12 14 3.2 23.6 14 20 1.6 24.5
05 13 15 3.1 24.3 16 18 2.1 23.8
06 13 15 2.5 22.5 10 13 1.1 16.9
07 13 15 3.6 25.8 14 19 1.3 23.1
08 17 19 3.1 28.3 8 10 1.0 13.1

Avg. 15.6 20.1 4.0 32.2 17.2 21.8 2.5 29.1

The deterministic skew (without variations) is shown as Det in Table 9.7. While

the average deterministic and mean expected skew (µ) skew of the resonant CDN are

slightly worse than baseline CDN, the standard deviation (σ) of the resonant CDN is 2.5ps

compared to 4.0ps for the baseline. The resonant clocks have an average µ + 3σ skew of
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29ps while the baseline clocks are 32ps. While clock grids are known for their robustness

to variation, the resonant grid is able to provide more robustness with less power due to

reduced dependence on clock buffers.

9.7.2 Inductor Variation

To address the concern of metal process and inductor variation, we ran Monte

Carlo simulations of some benchmarks in HSPICE with ±15% 3-sigma variation of in-

ductor sizes for 500 iterations. In Table 9.8, the mean skew (µ) is almost same as the

deterministic skew without variations Det.. Each standard deviation (σ) is less than 1ps and

the 3σ skew is within 3ps of the deterministic skew. Resonant clock grids exhibit very good

robustness to process variation. Because of the extreme long run time, benchmark 01 and

02 are not simulated in this experiment.

Table 9.8: Monte Carlo simulations of inductor variation

Det. µ σ µ+ 3σ
(ps) (ps) (ps) (ps)

03 37 37 0.4 38
04 41 41 0.0 41
05 34 35 0.4 36
06 43 42 0.5 44
07 46 46 0.8 49
08 40 39 0.9 42
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Chapter 10

Practical Issues with Resonant Clocks

The application of resonant clocks has numerous practical issues which we dis-

cuss and present potential solutions in this Chapter.

10.1 Short Circuit Power of Sinusoidal Resonant Clocks

In the previous benchmarks, the clock sinks are represented as capacitors. How-

ever, for a regional CDN, the clock sinks are typically Local Clock Buffers (LCBs) which

drive local clock trees. One frequent concern about resonant clocking is the sinusoidal

shape of the resonant signal which has not been addressed in any previous resonant clock-

ing methods [7, 8, 14, 21, 50, 71, 86, 92, 98]. A sinusoid has a slew rate that is 25% of the

clock period compared to a more commonly used 10% in clock distributions, but the LCBs

restore the slew to 10% by the time it is used by the sequential elements. The additional

transition time, however, increases the total short circuit power in the LCBs. As a good

feature, however, there is much less variation in the slew rate which can cause setup and

hold time variation.
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Figure 10.1: Short circuit current of an inverter

The short circuit current of an inverter is due to the simultaneous “on” state of

both PMOS and NMOS transistors which forms a direct path from Vdd to Vss. The short

circuit current is a strong function of the input slew rate and load. A sinusoidal input wave

can significantly increase the short circuit power by turning on the direct current path from

Vdd to Vss for a longer time. To quantify this effect in resonant clock networks, we measured

the short circuit power of Inverter 1 in Figure 10.1(a) with an input slew of 10% of the clock

period and Inverter 2 with a sinusoidal input of same clock period. Figure 10.1(b) shows the

normal clock input gin1, sinusoidal clock input gin2/gin3 and the corresponding inverter

outputs out1 and out2, and out3. Figure 10.1(c) shows that the short circuit current sc2 is

much larger than sc1.

If we replace all the benchmarks sinks with LCBs that have equivalent input ca-

pacitances and place a 4× load on the output, we see at least 10× increase in buffer short
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current power in resonant grids compared to non-resonant grids as shown in (Figure 10.2).

This short circuit power constitutes more than 20% of the total power of resonant grid. De-

spite this, the reduction in the dynamic power is far larger than the increase in short circuit

power and we still see 20-40% total power savings when including short circuit power. As

speeds increase beyond 1GHz, the relative slew rate of the sinusoidal signal improves and

this problem becomes less significant.

At 1GHz frequency, however, there are ways to reduce the short-circuit power.

Several previous works have proposed special buffer designs to decrease short-circuit power

[84,91]. The basic idea is to avoid turning on the NMOS and PMOS transistors at the same

time. This is demonstrated by Inverter 3 in Figure 10.1(a) which adds delay components

dp and dn that adjust the clock arrival times at each transistor. By turning on transistors at

specific times for rising and falling edges, the short circuit current can be reduced as shown

by current sc3 in Figure 10.1(c). This is even smaller than the original short circuit current

of Inverter 1 with a non-sinusoidal clock input. Therefore, the short-circuit power of the
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Figure 10.3: Starting waveform of resonant clocks: several clock cycles are needed to pre-
charge the initial LC tanks

sinusoidal clocks is not of large concern.

10.2 LC Tank Precharge

Figure 10.3 is the transient behavior of some sinks during the first several clock

cycles. The signal gin is the clock source while s1, s10, s100 and s1000 are clock sinks. The

clock frequency is 1GHz. As shown in the figure, the clock swings are small, from 0.8V

to 1.2V, in the first clock cycle. Six clock cycles later, the clock sinks are swing fully from

0V to 1V. The partial swing is because it takes time to pre-change the on-chip inductors

at the first several clock cycles when the circuit is initially turned on. Several clock cycles

after startup, the decoupling capacitors have reached steady state Vdd
2 and the clock signal

becomes stable.
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This is similar to a Phase-Locked Loop (PLL) or a Delay-Locked Loop (DLL).

Usually, a PLL or DLL takes many cycles to reach steady state. Lock clock gating is usually

at the LCBs which needs single cycle on/off time. In our resonant CDNs, the on/off of LCBs

is not related to the LC tank precharge. Global clock gating (at chip level) only needs coarse

on/off time, so this is acceptable.

10.3 Frequency Scaling

From Equation 3.1, the resonant frequency f is inversely proportional to the root

of the product of inductance and capacitance, that is f ∝ 1√
LC

. Considering the cost of

resonant clock grid – extra on-chip inductor overhead – resonant clock design at lower

frequency is more challenging as it requires much bigger inductors to resonate a fixed size

capacitor. The previous experiments intentionally target at a relative slow speed 1GHz to

ensure the feasibility of the proposed methods.

Some additional experiments test the resonant clock synthesis methods at higher

frequencies with the synthesis flow in Figure 9.5. Figure 10.4 plots some random clock

sink waveforms at 1GHz, 2GHz and 3GHz. The transient waveforms prove that the res-

onant clock skew is small. Figure 10.5 plots the power and skew of several benchmarks

synthesized at different frequency. The power saving at higher frequency are consistent.

Skew is improved at higher frequencies. At higher frequencies, smaller and less inductors

are needed according to Equation 3.1.
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Figure 10.4: Transient resonant clock waves at different frequencies. Resonant clocks can
be successfully synthesized at different frequencies, shown are 1GHz, 2GHz and 3GHz.
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10.4 Inductor Library Design

For the library LC tank placement introduced in Chapter 5.3, with more inductors

in the library, a larger library will have more candidate placement which leads to better

results with less phase tuning capacitor overhead. However, a larger library generates more

candidate subsets for the ILP which means the run time will increase. Very big inductors

do not help to improve the final result since they occupy large areas and it is hard to meet

the area constraint, whereas very small inductors are also less useful because of the maxi-

mum distance though they are able to resonate capacitance. Therefore, the inductors library

design should consider the benchmark characteristics in practice.

In the synthesis flow of Figure 9.5, there are three inductors in the library: 3nH,

5nH and 8nH. Figure 10.6(a) shows the inductors usage in the final results. The 5nH and

8nH inductors are rarely used. In another group of experiments which use the same flow,

the inductor library includes smaller inductors: 1nH, 2nH, 3nH and 5nH.
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Figure 10.6: Inductor usage statistic of resonant clock grid with different inductor library.
The synthesis flow uses fewer inductors with smaller inductor area.

Figure 10.6(b) shows the inductor usage of each benchmark and Table 10.1 lists
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Table 10.1: Inductors and phase tuning capacitance usage with different inductor libraries.
Using smaller inductors reduces on-chip inductor area but needs more capacitance to com-
pensate for the ∆C mismatch.

L lib 03 04 05 06 07 08
LA
CA Cap LA

CA Cap LA
CA Cap LA

CA Cap LA
CA Cap LA

CA Cap
nH (%) (pF) (%) (pF) (%) (pF) (%) (pF) (%) (pF) (%) (pF)

3,5,8 92 18 69 32 29 24 100 22 96 39 81 17
1,2,3,5 30 76 29 138 29 64 24 39 30 121 28 71

the total inductor area and phase tuning capacitance used of all benchmarks in the inductor

library experiments. After adding smaller inductors to the library, the synthesis flow uses

smaller and fewer inductors. The on-chip inductor area is also much smaller. While smaller

inductors will cost less inductor area, the disadvantage is that more phase tuning capacitance

is required to compensate for the larger ∆C as shown in Table 10.1. The smaller inductors

cover more total capacitance so resistive effects are more prominent. This also leads to

larger ∆C mismatch in the inductor covering. The designer has to decide the tradeoff

between inductor cost and capacitance cost.
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Chapter 11

Conclusions

While power consumption is a major problem in modern portable device design,

resonant clocks are a promising technique to reduce the total power consumption by re-

cycling energy. However, the design automation of resonant clocks is not well studied.

Most previous resonant clocks are small hand tuned designs or restricted to simplified reg-

ular CDNs. This thesis is the first systemic research on resonant clock design automation

including the discussion of the practical problems in application of resonant clocks.

11.1 Thesis Contributions

This thesis has explored the application of on-chip inductors in clock distribution

networks to save dynamic power. The key contributions are:

Distributed LC tank placement and sizing

Most published LC tank resonant clock synthesis methods uniformly distribute

LC tanks and size the on-chip inductors with inaccurate capacitance estimations. Therefore,

previous published works fail to meet the designated frequency target or use a large amount
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of on-chip inductors. In Chapter 5.2, an LC tank placement methodology is proposed to

distribute LC tanks to better resonate with CDN capacitance. Moreover, the inductor sizes

are exactly sized according the CDN capacitance distribution which was not considered in

previous works. In this way, we are able to resonate the CDN at the target frequency with a

small number of on-chip inductors.

The on-chip inductor design is often very complicated and requires significant

design effort. A practical way to create a resonate CDN is to use a pre-designed inductor

library. In Chapter 5.3.2, another LC tank placement method addresses this problem. This

library-based LC tank placement methodology considers the wire, sink capacitance, para-

sitics and their distribution. This guarantees that the final resonant frequency will meet the

design requirement.

Novel AC-based buffer sizing

Because of the parasitic resistance of CDNs, buffers are needed to compensate

for the energy loss though most of the CDN will be driven by the LC tanks. Fewer smaller

buffers are needed than non-resonant clock grids. A novel AC-based buffer sizing method

is proposed in Chapter 6 that relies on small signal analysis which is widely used in analog

design but has never been used in CDN design. AC analysis is much faster than transient

analysis. Though AC analysis ignores the non-linear behaviors of buffers, capacitors and

inductors, it is able to validate that the CDN resonant performance at the designated fre-

quency quickly. By exploring the results of AC analysis, we are able to estimate the skew

of the resonant clock without expensive transient analysis or simplified, inaccurate Elmore

models. Therefore, the AC analysis is able to guide to optimize the transient performance

of the clock network. Chapter 6 introduce the application of AC analysis in resonant clock
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design.

Phase tuning

Phase conflict is a major cause of skew in resonant clock design. Chapter 7 in-

troduces a phase tuning step in resonant clock design to optimize the performance of the

CDN, which is based on the result of the previous AC analysis.

11.2 Future Work

This thesis proposes a complete resonant clock synthesis methodology, but there

are several directions for future exploration. First of all, this work doesn’t include the

inductor design and the inductor model used is relatively simple. As there are several or tens

of inductors on the same chip, the mutual inductance is not considered in this thesis, which

could increase or decrease the inductance and change the resonant frequency. The on-chip

inductor design is a complicated topic and needs special electromagnetic simulation tools.

Another future topic should consider an effective way to do dynamic frequency scaling.

Though resonant CDNs can change frequency in a small range, controlling the operation

frequency in wide range needs additional research on how to modify capacitors or inductors.

It would be interesting to investigate which inductors should be connected or disconnected

when changing frequency while still providing small skew and power savings. This is also

the same if we want to connect or disconnect extra capacitors to change the frequency.
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Appendix A

Clock Tree Optimization for

Electromagnetic Compatibility (EMC)

The on-chip inductance and high activity switching signals can cause Electro-

magnetic Interference (EMI) problems. The high frequency clock signal is one of the major

sources of on-chip EMI. This appendix introduce the background of clock EMI problem

and provides a solution to reduce the clock EMI effect. As this work is not directly related

to the resonant clock design, the clock tree EMI optimization work is attached as an ap-

pendix. This work is orthogonal to resonant clocks as it tries to remove problems caused by

inductance in on-chip interconnects.

A.1 On-chip Electromagnetic Interference

EMI generated by active components is a primary concern among many mobile

embedded systems designers. Besides being a requirement for Federal Communications

Commission (FCC) approval, it is also necessary to minimize noise in mixed-signal sys-
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tems. EMI is a complex topic because it is related to the IC design, the package and enclo-

sure, and the board wiring among other things.

On-chip EMI noise has two major causes: on-chip signal switching for high-

frequency noise and off-chip supply current demand for low-frequency noise. The high-

frequency component is primarily due to Signal Integrity (SI) and the low-frequency com-

ponent is primarily due to Simultaneous Switching Noise (SSN) and supply network induc-

tance.

Previously, several methods have been proposed to address EMI through decou-

pling capacitors (decaps) at the die and package-level [85, 96] and random jitter insertion

for spread spectrum PLLs [31]. SSN can also be reduced by intentionally skewing the

switching of clock sinks [83] to reduce SSN by spreading the activity of different modules

to reduce peak demand. The SSN of the clock network itself can be reduced by selecting

the polarity of clock buffers [66]. These methods, however, only address supply-related

EMI.

The high-frequency resonance in clock networks can be quite significant due to

long global interconnects in the clock [73]. Previous works [51, 52] have cited anecdotal

evidence that suggests high-frequency EMI can be reduced by manually sizing clock buffers

in a small digital logic block. They criticize commercial tools for being inadequate for the

job, but the problem is that no such algorithms exist.

There is much previous work on buffer insertion and sizing in clock tree synthesis.

Buffers are inserted or relocated on long wires to reduce the interconnect delay [75, 95]

or reduce power [82]. Buffer insertion for maximum slew rates has been used in signal

networks to improve noise immunity [3, 4].
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No previous work on clock tree design has investigated the minimum slew rates

of signal. As we will show, minimum slew rate is very important in EMC-aware design.

Minimum slew rates can also result in significant over-shoot and increase additional skew as

on-chip inductances continue to increase [16]. Two prior works [51,52] considered EMI of

clock nets using hand optimization on a small digital block, but a clock synthesis algorithm

was not investigated.

The appendix will first introduce background of clock signal spectral analysis and

formally defines the problem of clock tree optimization considering EMC in Appendix A.2.

Appendix A.3 proposes the dynamic programming algorithm to solve the problem. Then in

Appendix A.4 the experimental methods and results are presented.

A.2 Problem Statement and Models

A.2.1 Spectral Analysis of Clock Signal

A clock signal can be represented as a periodic pulse with several main parame-

ters as shown in Figure A.1(a): period T , frequency f , amplitude A, duty cycle D, rising

time tr and falling time tf (usually 10%-90% or 90%-10% slew). The duty cycle D is

defined as τ/P , where τ is the pulse width between A/2 points.

Given any signal, Fourier analysis can be used to transfer the time domain func-

tion into a frequency domain function as shown in Figure A.1(b). With the Fourier analysis,

a complicated periodic function can be written as the sum of a series of sine and cosine func-

tions. Each of these sine and cosine functions represents a distinct frequency and the entire
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Figure A.1: Clock signal in time and frequency domain

periodic clock signal can be represented as

V (t) = A0 +A1 cos(ω0t+ φ1) +A2 cos(2ω0t+ φ2)

+A3 cos(3ω0t+ φ3) + · · · ,
(A.1)

where ω0 = 2πf and f = 1/T is the fundamental frequency, φi (i ≥ 1) is the phase angle

of each spectral component. The sinusoidal components can be calculated as

A0 =
1

T

∫ T

0
V (t)dt = A

τ

T
(A.2)

|An| = 2A
τ

T

∣∣∣∣sin(nπτ/T )

nπτ/T

∣∣∣∣ ∣∣∣∣sin(nπtr/T )

nπtr/T

∣∣∣∣ (A.3)

where we assume rising time equals the falling time (tr = tf ) as in [54].

Figure A.2(a) shows the bounds on these spectral components along with two

distinct break points. The first one is f1 = 1/πτ . The spectral component amplitude above

this point will decrease at -20dB/decade. The spectral component amplitude above the

second break point, f2 = 1/πtr, will decrease at -40dB/decade. The majority of spectrum

power lies below three times the second break point [55], that is fmax = 3× f2 ≈ 1/tr. So

the high-frequency spectral component is determined by the rise/fall times (tr/tf ).

Figure A.2(b) is the spectral component of a clock signal when tr = 30ps and

113



f0=1GHz
f2=1/πtr

fmax=1/tr

tr=30ps
10.6GHz
31.8GHz

tr=80ps
4.0GHz
11.9GHz

f0 1/πτ 1/πtr

A

f

-20dB

-40dB

(a) Spectral amplitude bounds

1 10
0

50

100

150

Frequency/GHz

A
m

pl
it

ud
e/

dB
m

V

 

 

30ps
80ps

(b) Spectral amplitude of clock (f = 1GHz)

Figure A.2: Clock Signal Spectral analysis

tr = 80ps. It clearly shows that most spectral power is under fmax = 12GHz when

tr = 80ps. When tr = 30ps, fmax is 32GHz and there is more spectral power dis-

tributed beyond 12GHz. With higher operating frequency and faster signal switching, this

high-frequency spectral power will lead to potential EMI problems. In order to reduce the

amplitude of the high-frequency spectral content, we need to increase the rise/fall times. In

other words, we need to control the fastest slew rates of the clock signal without introducing

additional skew.

A.2.2 Radiation Emission

Each segment of wire is surrounded by an electric field. The radiation power from

the wire is proportional to the frequency, wire length and current as

Radiation power ∝ frequency × length× current. (A.4)
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Since the clock is the longest and most active signal on a chip, the radiation emission of

the clock signal is more significant than other nets. Typically, buffers are inserted into long

wires to reduce the interconnect delay and improve the signal slew. Since radiation power is

proportional to frequency, wire length and current, the buffer locations and sizes become the

key problem to reduce total radiation power. By changing the buffer position, the current

through the wire and wire length therefore change the radiation power. The radiation power

is highly computational and SPICE simulation is needed for accurate current measurement.

A.2.3 Problem Statement

The clock tree EMC optimization problem can be formulated as follows. Given

an initial buffered clock tree T (V,E,B), a buffer library L, a maximum slew rate con-

straint Smax, and a minimum slew rate constraint Smin, determine the location pi and size

si of each buffer such that clock tree high-frequency spectrum contents are minimized while

skew and power of the clock tree are also minimized. Table A.1 summarizes all the nota-

tions used in our algorithm.

A.2.4 Maximum/Minimum Slew Constraints

There are several parameters that determine the output slew of a buffer: buffer

size, input slew to the buffer and the effective load of the buffer. By carefully setting

maximum/minimum load limits of each buffer, we can restrict the output slew rate of the

buffer to a feasible range. CH and CL represent the maximum and minimum load limits.

CH is decided to preserve good noise immunity while CL determines how aggressively we

wish to address EMI noise as discussed in Section A.2.1.
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Table A.1: Notations

T The initial buffered clock tree, T = V ∪ E ∪B
V Nodes in clock tree, V = {v1, v2, · · · , vm}
E Edges in clock tree, E = {e1, e2, · · · , en}
B Buffers in clock tree, B = {b1, b2, · · · , bk}
L Buffer library, L = {l1, l2, · · · , lw}
Smax,Smin Maximum, minimum slew constraint
S Sizes of buffers, si is the size of bi, si ∈ L
CH

li
,CL

li
The maximum, minimum buffer load of li

Dbi Intrinsic delay of buffer bi
Rbi Output resistance of buffer bi
Cbi Load of buffer bi
dv ,Dv Min, max delay to sinks at node v in original tree
dvi ,Dv

i Min, max delay to sinks of solution i at node v

Deriving CH : The input slew is set to the slowest slew rate Smax and the buffer

load is increased until the output slew is greater than Smax. This setup guarantees that the

“slowest” case slew is bounded by Smax.

Deriving CL: The input slew is set to the fastest slew rate Smin and the buffer

load is decreased until the output slew is less than Smin. This setup guarantees that the

“fastest” case slew will be greater than Smin.

A.2.5 Delay and Slew Models

We use the Elmore delay model to calculate interconnect delay. The Elmore delay

of an edge e = (vi, vj) is R(e)(C(vj) + C(e)/2), where C(vj) is the subtree capacitance

of node vj , R(e) is the resistance of e, and C(e) is the capacitance of e. We use a linear

buffer delay model of Dbi +Rbi ×Cbi where Dbi is the intrinsic buffer delay and Rbi is the

buffer output resistance of buffer size bi. Based on CH , CL and Smax, Smin, buffer output

slews are approximated according to the buffer load. According to the S2M model [1], the
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interconnect slew rate is
√
Slew2(step) + T 2

R, where TR is the input slew, Slew(step) is

the slew for step excitation and can be denoted by the RLC of the circuit [1].

Though Elmore delay is not accurate compared with SPICE simulation, Elmore

delay can estimate the delay very fast with reasonable accuracy. SPICE simulation can

easily be used for more accurate delay and slew estimations. Our algorithm is compatible

with any delay model.

A.3 Clock Tree EMI Optimization Algorithm

In this section, we propose a dynamic programming algorithm for EMC design.

Starting with a buffered clock tree, this algorithm searches for the optimal buffer positions

and buffer sizes.

A.3.1 Van Ginneken’s Dynamic Programming

Van Ginneken proposed a dynamic programming to minimize the delay of buffered

trees [78] and there has been much research on buffer insertion based on Van Ginneken’s

algorithm. However, these are typically not clock networks. The problem of using dy-

namic programming in clock tree buffer insertion is that the aim of clock tree synthesis is to

minimize the skew while Van Ginneken’s method tries to minimize the delay. Suboptimal

solutions are pruned based on the delay in Van Ginneken’s algorithm.

In clock tree buffer insertion, the pruning is more complicated than in normal

wire buffer insertion. Figure A.3 is a small example to show that no solution can be pruned

if the higher level delay information is unknown. In a bottom-up dynamic buffer insertion,
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Figure A.3: Pruning in dynamic programming of clock tree

at node B, we assume that there are two solutions. The maximum and minimum delay of

the first solution are 5 and 7, while the second are 9 and 9. If only considering skew, the

second solution is better than the first one. However, without knowing the delay from sink1

to node A, we can’t prune any solution at node B. If the delay from sink 1 to node A is 5,

the first solution at node B is better than the other one. For further steps, no solution can

be pruned at node A without delay information of path U. Therefore, it is not possible to

prune solutions while using dynamic programming to insert buffers for a whole tree.

In our dynamic programming algorithm, instead of optimizing the whole tree,

we successfully reduce the complexity of dynamic programming by iteratively optimizing

critical paths.

A.3.2 Top Level Algorithm

Algorithm 8 is an overview of our approach. Before starting the dynamic pro-

gramming, we segment the edges of the clock tree in step 1. Each long edge is segmented

into several smaller edges. Buffers can only be placed at the existing nodes V in the tree.
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Segmenting the tree will generate more candidate nodes for possible buffer locations in the

following steps.

In the next step, a critical path, either maximum or minimum delay path, is se-

lected. The buffers which are not on the critical path are assumed fixed and do not change

location or size. For more accurate delay models, slew influence of the shared buffer in

critical and non-critical paths can be considered when evaluating the non-critical path de-

lay. The non-critical path delay is used as a reference while pruning in later steps. We then

relocate and size the buffers in the critical path as described in the next section.

Our goal is to optimize the clock tree EMC without scarifying the skew and

power. So we choose skew as the optimizing objective and repeat our path optimization

until skew can not be further improved. In our implementation, we optimize the maximum

delay path first then optimize the minimum delay path. The algorithm can be extended to

optimize the radiation power or maximize the slew rate of each buffer for more emphasis

on EMC.

A.3.3 Relocating and Sizing a Critical Path

Algorithm 9 is the pseudo-code of relocating and sizing a path simultaneously by

dynamic programming. Figure A.4 is an example of this procedure. The black buffer is

fixed and white buffers are buffers on the critical path. All the nodes on the path are visited

in a bottom-up order. If there is a buffer bj inserted at node vi, we are going to relocate

and size bj . In this example, bj is originally inserted at node v4. We define a start node

as a merging node or a buffer which bj drives. In Figure A.4, node v1 is the start node.

We call the buffer which drives bj as the driver buffer. The driver buffer of bj is the buffer
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Algorithm 8 Dynamic programming clock tree optimization algorithm for EMI
Require:

An initial T ; initial buffer positions P , buffer sizes S, buffer library L; slew constraints

Smax, Smin

Ensure:

Optimize skew and tree power while satisfying the slew constraints.

1: Segment tree, update V , E;

2: repeat

3: Find a critical path with maximum or minimum delay;

4: Relocate and size the critical path;

5: Analyze tree, update delay;

6: until Skew is not improved

inserted at node v8 in our example. If there is no merging node between the driver buffer

and vi, we set the end node to be the node where the driver buffer is inserted. Otherwise,

if there is a merging node between them, we set the end node to be the merging node. In

this case, end node is node v7. All the nodes between these two nodes are candidates for

the new buffer position. We check each node between start node and end node from step

5 to step 11 in Algorithm 9.

From step 6 to step 10 in Algorithm 9 we try each different buffer size lk in

the buffer library L and update the buffer load at each candidate node vchecking. out cap

represents the buffer capacitance load of bj when it is inserted at vchecking. in cap is defined

as the capacitance from end node to the current checking node vchecking. In order to satisfy
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Figure A.4: load cap and in cap constraints

the slew constraints, we check the two capacitance constraints:

out cap : CLlk ≤ out cap ≤ C
H
lk

(A.5)

in cap : in cap ≤ CH (A.6)

Equation A.5 controls the minimum and maximum slew rate of the buffer. Equation A.6

is checked only when the driver buffer drives a merging node. If the capacitance can not

be driven by a buffer inserted right after the merging node, the solution is infeasible. In

Figure A.4, the dotted buffer is a candidate solution for buffer at node v4 if both capacitance

constraints are satisfied.

When a merging node is visited, we will generate all solutions according to its

two branches and perform a pruning which is detailed in the next section. This is from step

13 to step 16 in Algorithm 9.
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A.3.4 Pruning

Pruning is a very important procedure in dynamic programming. Without prun-

ing, the number of solutions will increase exponentially. As previously shown in Figure A.3,

it is very difficult to decide whether the solution should be pruned or not without later delay

information.

In our algorithm, however, only the buffers on the critical path are movable.

When a merging node vM is visited, the maximum/minimum delay of vM is the maxi-

mum/minimum delay of both branches. DM /dM is used to represent the maximum/minimum

delay of node vM in the original tree. We will useDM /dM as reference in solution pruning.

A rough pruning is based on the global skew. If the skew of the solution i, DM
i −

dMi , is worse than the original whole clock tree skew, DM − dM , this solution is pruned.

time

A

B

M (dM,DM)

DM

A2

A1

A3

B1

B2

dM

Figure A.5: Interval solution pruning based on DM /dM

After this, we do another more accurate pruning. Figure A.5 is used to illustrate

the pruning procedure in maximum path optimization. In Figure A.5, path A and B merge

at node M . We assume path A is the maximum delay path. The maximum delay DM is

determined by path A delay while minimum delay dM is determined by path B which is
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non-critical. Assume that there are N solutions at node M before pruning. In our example,

there are five solutions: A1, A2, A3, B1 and B2. The left endpoint of each horizontal

line in Figure A.5 represents the minimum delay dMi and the right endpoint represents the

maximum delay DM
i of solution i.

By examining all the solutions at node M , we can classify the solutions into two

categories: dMj = dM and dMj < dM . If dMj = dM , as solutions A1, A2 and A3 in

Figure A.5, the minimum delay at M is determined by path B which is same as the original

tree. In this case, we only need to keep the solution which has the minimum delay of path

A. A1 and A2 are pruned. If dMj < dM , the minimum delay of the solution is determined

by the delay of pathA. In this case, the delay of pathA is decreased which is what we want.

We will keep all these solutions unless the skew is worse than global skew. In Figure A.5,

the final solutions are A3, B1 and B2.

A.3.5 Infeasible Slew Limits

Clock tree synthesis tools often keep the buffer depth of each sink to root path

same for skew and variation purposes. In Algorithm 9, we are trying to control the buffer

load in the range [CL, CH ]. It might be too strict to find a solution if additional buffers are

inserted in the original path to keep same buffer depth. In this case, we have to compromise

the solution quality by adjusting CL to allow a feasible solution. We slowly decrease the

CL until we find a solution. This is acceptable because radiation power is cumulative effect

and a small violation is not detrimental whereas maximum slew violations can result in

noise susceptibility and logical errors.
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A.4 Experimental Setup and Results

A.4.1 Experimental Setup

Our setup uses 45nm technology parameters. In our experiments, we consider

four different buffer sizes. The initial buffered clock tree in our experiments are generated

by [72]. The minimum and maximum slew, Smin and Smax, are set to 50ps and 100ps,

respectively. We implemented our dynamic programming optimization algorithm in C++

and ran all experiments on a CentOS 5.3 system with 2.6GHz CPU and 8GB memory.

We chose the ISCAS benchmarks instead of the ISPD benchmarks because they include

both regional and local clock distribution. The ISPD benchmarks only consider regional

distribution down to local clock buffers.

A.4.2 Skew and Power

Table A.2 lists the results of the initial buffered tree and the optimized buffered

tree with our algorithm. The results are normalized to the initial tree for easier comparison.

With buffer relocating and sizing, both skew and slew are improved while the total clock

tree power increases by only 1%. The largest benchmark s35932 is able to complete in

four minutes. The average number of iterations for each benchmark is about 10. The CPU

time of our algorithm is very fast. This is because of the efficient pruning in the single path

relocation and sizing. Since there is no other clock synthesis tools that consider the EMC

problem, we cannot compare our results with other methods.
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A.4.3 Slew Distribution

One contribution of our algorithm is the minimum slew control. Table A.2 lists

the percentage of slews which are less than the minimum slew rate constraint Smin. Com-

pared with the original clock tree, the average percentage is reduced by 12%. Figure A.6 is

the slew distribution of benchmark s15850. We find there are several very small slew rates

in the original tree. After optimization with our method, more slews are distributed in the

Smin = 50ps and Smax = 100ps range. There are still some slews that are less than Smin,

however. This is because of over-buffered paths which forced the CL to be dynamically

adjusted as discussed in Section A.3.5. The trend, however, is that more buffers are driving

larger loads and that the total number of slew between 50ps and 100ps are increased.
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Algorithm 9 Relocate and size one path
Require:

Critical Path = Vp ∪ Ep ∪ Bp; Vp, Ep and Bp are the nodes,edges and buffers on the

path; slew constraints Smax, Smin.

Ensure:

Minimize skew and power, satisfy the slew constraints.

1: Sort Vp in a bottom up order;

2: for Each vi ∈ Vp bottom up do

3: if A buffer bj is inserted at node vi then

4: Find start node,end node of bj ;

5: for Each node vchecking ∈ [start node, end node] do

6: for Each buffer lk ∈ L do

7: Check out cap constraint;

8: Check in cap constraint if driver buffer drivers a merging node;

9: Add vchecking, lk as a possible solution for bj if constraints are satisfied;

10: end for

11: end for

12: end if

13: if vi is a merging node then

14: Pack the two branches, generate all possible solutions at node vi;

15: Do pruning ;

16: end if

17: end for
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A.4.4 Radiation Power

Equation A.4 is used to estimate the radiation power in Table A.2. Due to the

large run-time, however, radiation power is not used as a criterion in our pruning procedure.

By increasing minimum slew rates without sacrificing the power or skew of the tree, our

algorithm reduces the overall radiation of the clock tree in every case. Most of this radiation

power is removed from the very high frequencies as we illustrated in Section ??. If we want

to emphasize the importance of radiation power in certain frequency bands (e.g. GSM or

CDMA), we can call SPICE for accurate current measurement and add radiation power as

a criterion in the pruning.

A.4.5 Segment Size
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Figure A.7: Segment size vs iteration run time

In our algorithm, the first step is to segment the tree. The segment size is related to

the CPU time. If the tree is segmented with a small size, there will be more candidate nodes
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for buffer locations and better results for skew and slew. However, too many candidate

nodes will significantly increase the CPU time. Figure A.7 is the average iteration time

with different segment sizes. The iteration time is normalized to the time when segment

size is 200µm. The run time significantly increases when segment size is less than 50µm.

When segment size is greater than 300µm, the optimization results are not satisfactory. In

the previous experiments, the segment size was set to 200µm.

A.5 Conclusion

In conclusion, this is the first clock buffer optimization algorithm for Electromag-

netic Compatible clock synthesis. By controlling the minimum slew rate, we can reduce the

high-frequency spectral noise generated by the clock tree. All traditional clock tree metrics,

power and skew, are also considered in our algorithm. This is also the first work to use an

incremental dynamic programming in clock tree synthesis and can efficiently optimize the

clock tree in very short time. Our method can be used to optimize any buffered clock tree

for EMC design with more accurate delay models or SPICE simulation.
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