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Abstract

Successful social coordination requires being able to predict
how the other people that one depends on are likely to behave.
One solution to this dilemma is to establish social conventions,
which constrain individuals’ behavior but make prediction eas-
ier. Here, we develop a multi-agent deep reinforcement learn-
ing environment to investigate the costs associated with these
conventions. In our produce-and-trade task, agents have vary-
ing production skills, but their actions must be predictable in
order to be rewarded. Stronger norms improve the overall suc-
cess of the group by improving the average rewards of the ma-
jority, but also systematically disadvantage agents whose spe-
cialization is in the minority of the group. Critically, this out-
come is magnified by population size: as larger groups make
it potentially more difficult to develop individualized represen-
tations of agents, minority agents become more likely to con-
form to a norm that is disadvantageous to them.
Keywords: reinforcement learning; agent-based model; social
norms; coordination

Introduction
Modern humans live in very large groups, requiring us to en-
gage in cooperation and coordination with each other to sur-
vive and succeed. Successful coordination requires two or
more individuals to act in a systematically correlated or an-
ticorrelated (i.e., complementary) fashion (O’Connor, 2019).
This task can be easy if the intentions, goals, and abilities of
the person whom we are going to interact with are clear. For
example, when we are working with a close friend or fam-
ily member, we can use our knowledge about them to easily
generate an accurate prediction of their behavior in a given
interaction. However, this information may not be available
when we need to coordinate with an unfamiliar stranger. Be-
cause individuated knowledge about the goals and abilities
of a stranger is difficult to acquire within a short time, we
may struggle to predict their behavior in an interaction accu-
rately. This problem may be exacerbated further in larger so-
cial groups, as we may be faced with cognitive limitations on
our ability to manage individual social relationships beyond
a certain point (Dunbar, 1998). As a result, coordination with
novel partners is a challenging computational problem that
we may regularly encounter in large social groups.

How can people efficiently overcome the action prediction
challenge to achieve successful social coordination with un-
certain and unfamiliar others? One potential solution is es-
tablishing a social structure or a convention in a population

*Authors contributed equally to this work.

(Hadfield-Menell et al., 2019; Köster et al., 2022; Lewis,
1969; Vinitsky et al., 2021). Conventions constrain the space
of actions that members of a population can perform, reduc-
ing variance and inducing regularity. With more regular be-
havioral patterns, the actions of a group of individuals be-
come less uncertain, and prediction becomes more accurate
and less demanding. A large body of research has empha-
sized that people use observed statistical regularities to re-
solve uncertainty about the world’s causal and category struc-
ture (e.g., Griffiths et al., 2010; Tenenbaum et al., 2011), in-
cluding within our social world (Constant et al., 2019; Feld-
manHall & Shenhav, 2019; Fiske & Neuberg, 1990; Fleis-
chhut et al., 2022).

Because these regularities can facilitate the ease of coor-
dinating with potential social partners by making them more
predictable (Wheeler et al., 2020), people might find it ad-
vantageous to use regularities—what one does—to derive
prescriptive rules—what one ought to do. As young as 4
years old, children who observe patterns in a social environ-
ment use these to infer what kinds of behavior is normative
(Roberts, Gelman, et al., 2017; Roberts, Ho, et al., 2017)
and consider social categories to come with obligations to be-
have a certain way (Chalik & Rhodes, 2020; Foster-Hanson &
Rhodes, 2019; Rhodes & Chalik, 2013). By punishing non-
conformity with respect to a perceived regularity, the magni-
tude of the regularity can be exacerbated, creating the possi-
bility for a positive feedback loop that strengthens a prescrip-
tive norm (Burke & Young, 2011).

At the collective level, a group of individuals who show
low variance and strong regularities should allow for more ef-
ficient coordination and lead to the easier attainment of social
goals (Wheeler et al., 2020). When predictability and coor-
dination are easily achievable, social interactions are likely
to lead to dependable outcomes; their outputs, in turn, can
be relied upon as inputs for other, potentially more complex
social goals. As a result, people in such a group could co-
operate with each other to produce more benefits within the
same length of time than if they were restricted only to out-
puts that they could produce as an individual. In the same
way that the presence of plentiful “silly rules” might help an
agent learn about the social sanctions that come about from
not following important rules (e.g., Hadfield-Menell et al.,
2019; Köster et al., 2022), they could also help an agent learn
that following a norm provides the benefits of predictability
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and reliability, both of their own actions to others and others’
actions to themselves.

However, the enforcement of social regularity is not with-
out costs. Social norms, by definition, result in discourage-
ments of non-conforming behaviors, systematically disadvan-
taging members of a social group who do not match the norm
(e.g.,, Heilman, 2012). This can result in situations where
a majority of individuals in a group behaving in the same
way create an observable regularity, resulting in an estab-
lished norm to behave in this more “predictable” way. The
opportunity to improve the group’s coordination by estab-
lishing the majority’s behavior as a norm comes with unfair-
ness – the majority groups win an advantage while the mi-
nority groups suffer a disadvantage (Jost et al., 2015; Sida-
nius & Pratto, 1999). For example, studies with bargaining
models have shown that when social categories are in play,
conventions may emerge with the concurrent phenomenon
of inequality, even though all artificial agents in the mod-
els are programmed to maximize their own benefits (Amadae
& Watts, 2022; Bruner, 2019; O’Connor, 2019). Bruner’s
(2019) and O’Connor’s (2019) simulations also indicate that
the relative size of minority groups plays a role in the emer-
gence of minority-disadvantaged conventions.

Using a multi-agent reinforcement learning approach, we
explored the emergence of conventions under social inter-
action uncertainty and its concurrent outcomes. We placed
agents in a coordination task, where successful coordination
brought more rewards than solo work. Agents could collect
resources and consume them to build houses. They could also
trade resources with a market to make more earnings. Agents
belonged to different social groups defined by the type of
identity cue used in trading, and they varied in their skills to
collect different types of resources. We hypothesized that the
demand for predictability in the trade process would regular-
ize agents’ behaviors and give rise to conventions. The emer-
gence of conventions would come with a benefit at the collec-
tive level, but also came at the cost of inequality, particularly
in environments with large populations as well as those where
agents formed a numerical minority within a larger group.

Method
Environment Description
The present reinforcement learning (RL) environment was
adapted from the AI economist paradigm (Zheng et al., 2020).
A population of agents played a produce-and-trade task in the
environment alongside a market decider, collecting resources
and trading them with the market decider in exchange for
coins. In this way, the market decider served as an abstraction
for a typical coordination problem, where individuals need
to accurately predict the actions of others about whom they
know little. In each step, each agent could take one action in
turn. The action space of the agents consisted of seven ac-
tions in both asocial and social domains. The asocial actions
were chopping wood (receive 1 wood if successful), mining
stone (receive 1 stone if successful), and building houses (re-

Figure 1: Environmental setup for the agents in our experi-
mental task. Both the market decider (light orange) and the
producing-and-trading agents (light blue) have their actions
governed by a proximal policy optimization (PPO) actor-
critic neural network architecture.

ceive 1 house and consume 1 wood and 1 stone if successful).
Whether the actions were successful depended on the skill
levels of the agents, which were set as fixed probabilities of
succeeding at the action. Agents were created with one of
three types of skillsets: choppers, miners, and builders. The
choppers were good at chopping (0.95) and bad at mining
(0.15) and building (0.05). The miners were good at min-
ing (0.95) and bad at mining (0.15) and building (0.05). The
builders were good at building (0.95) and bad at chopping and
mining (both 0.1).

Social actions included selling wood, selling stone, buy-
ing wood, and buying stone. Successful selling actions re-
quired coordination between the agents and the market de-
cider. When an agent decided to sell a resource, the market
decider needed to guess what items the agent will sell (stone
or wood). The transaction was completed only if the market
decider correctly guessed the resource that the agent was try-
ing to sell. After a successful transaction, the agent traded
away 2 wood or stone units and received 1 coin. When an
agent wanted to buy resources, the market decider did not
need to make a prediction. Every successful purchase made
by the agent cost the agent 2 coins.

Agents in RL tasks are typically programmed to maximize
their rewards during learning. In the present simulated envi-
ronment, agents were positively or negatively rewarded in the
following three situations:

1. Received 15 points for successfully building a house

2. Received 1 point for successfully selling stone or wood to
the market decider

3. Lost 2 points of reward for making a purchase
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Figure 2: Distribution of behaviors by minority members (blue) and majority members (orange) for both the random decider
(A) and predicting decider (B) conditions. When the decider’s actions were random, agents focused exclusively on performing
actions that favored their skill (e.g. here, minority agents specialized in producing stone, while majority agents specialized in
producing wood). In the predicting condition, however, minority agents were much more likely to engage in actions that they
were unskilled in. The frequency of this phenomenon varied across the ratio of minority to majority agents, as well as the
population size (see also Figure 4).

The market decider received rewards or punishments
through the selling-and-predicting process. It received 1 point
when an agent successfully sold an item to it and lost 1 point
when it failed to make an accurate prediction and 0.3 points
when the prediction was correct, but the agent did not have
enough possessions to make the transaction. The value of
coins matches the value of rewards/punishments, and we set
the coin system for the ease of collecting data of reward val-
ues.

The agents were placed in three groups of equal sizes: the
Wood group, the Stone group, and the House group. Each
group was named after the skill that the majority of agents in
the group had, but a minority of members within the group
had a different specialization. For example, choppers were a
majority within the Wood group, while miners were the mi-
nority. The House group had a fixed proportion of choppers
(0.1), miners (0.1), and builders (0.8) across all simulations.
We included the House group to maintain a similar environ-
mental structure to Zheng et al. (2020). In a similar vein, we
designed a fixed proportion of builders (0.1) in both the Wood
and the Stone groups. We focused on the chopping and the
mining behaviors of agents to measure the emergence of nor-
mativity against the best interests of the agent. As a result, in
this study, we focus our analysis on the behaviors and the col-
lective rewards of the choppers and miners in the Wood and
the Stone group, whose dominant skill types were chopping
and mining.

In each trade, the market decider was presented with a 16-
digit binary vector representing each unique agent. To repre-
sent group belonging, 3 of the digits were a one-hot code rep-
resenting the agent’s membership in a group (a group code as-
sociated with looking similar to agents that are better at chop-
ping Wood, mining Stone, or building Houses). In addition to
the group code, each agent also had a unique 8-digit binary
identifier. The group membership codes were concatenated

with the individual-unique codes, together with a 5-zero code
that represented the agents’ common category as ”agents”, to
form a 16-digit identity code. During trades, the market de-
cider used the identity codes to make predictions about what
the agents wanted to sell.

Agent Architectures
We implemented nine neural network architectures, each of
which was shared between members of a social group spe-
cialized for a particular skill. These networks were identical
in architecture and were initialized with random weights at
the start of each simulation. The market decider’s policy was
determined by a neural network with the same architecture.
All models were structured using a soft actor-critic architec-
ture (Haarnoja et al., 2018). The architecture consisted of two
3-layer fully connected multilevel perceptrons (MLP) (Actor
and Critic) with 64 hyperbolic tangent units (tanh) in the first
and third layer and 128 units in the second layer. The Critic
model output an estimate of the value of the current observed
state. The Actor model generated the action for the agents
and the decider.

We trained the agents using the proximal policy optimiza-
tion algorithm (PPO, Schulman et al., 2017), with an Adam
optimizer (Kingma & Ba, 2015). The learning rates were
10−3 and 5× 10−4 for the Actor network and the Critic net-
work respectively. We used a discount factor of 0.9. The
agents/decider maximized the following objective at the end
of each timestep:

LCLIP+V F+S
t (θ) = Êt [LCLIP

t (θ)− c1LV F
t (θ)+ c2S[πθ](st)],

(1)

LCLIP
t (θ) = Êt [min(rt(θ)Ât ,clip(rt(θ),1− ε,1+ ε)Ât)] (2)
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where c1, c2 are coefficients, and S denotes an entropy
bonus, and LV F

t is a squared-error loss (Vθ(st) − V targ
t )2.

Vθ(st) denotes the generated estimate of the value of the cur-
rent state, and V targ

t denotes the actual value of the current
state. Ât denotes an estimator of the advantage function at
timestep t. The term rt(θ) denotes the probability ratio be-
tween the current stochastic policy and the old stochastic pol-
icy with which an agent collected the experience to learn
from. The function clip() establishes a bound for the prob-
ability ratio term rt(θ) within the interval [1−ε,1+ε]. In our
study, c1 = 0.5, c2 = 0.01, ε = 0.2.

On each timestep, agents observed the state of their current
possessions, represented by a 6-digit vector: amount of stone,
amount of wood, number of coins, whether the amount of
wood is larger than 1, whether the amount of stone is larger
than 1, and whether the number of coins is larger than 1. The
agents’ neural networks used this observed state to choose
their actions.

Unlike the agents, the market decider did not necessarily
act every timestep. It only took action when an agent wanted
to sell something to it. The decider’s observation space con-
sisted of the identity code of the agent interacting with it;
subsequently, the decider could choose one of two actions:
guess that the agent is selling stone, or that the agent is sell-
ing wood.

Experimental Setup
Each instance of the simulation regime of agents playing the
produce-and-trade task lasted for 50 turns. We manipulated
the predictability of the market decider, the relative size of the
majority members, and the total number of agents.

The behavior of the market decider differed depending on
two conditions: random or predicting. In the random condi-
tion, the market decider made a random guess every time it
interacted with an agent who intended to sell either wood or
stone. In the predicting condition, the market decider made
guesses about the agent’s intentions based on what it had
learned and observed.

The size of the majority (i.e., choppers in the Wood group)
relative to the minority (i.e., miners in the Wood group) var-
ied by condition; the ratio of the two groups was either 90:10,
80:20, 70:30, 60:40, or 50:50 (no majority). Finally, the total
population of agents in the task was either 64, 128, or 256.
For each combination of conditions, we conducted 30 simu-
lations, and in total there were 2 (predicting vs. random) × 5
(majority size) × 3 (population size) × 30 = 900 simulations.
We offered the builders in all groups with 6 coins every time
a simulation started.

Outcome variables. The design of the social group struc-
ture was aimed to provide room for the emergence of group-
based conventions. Generally, we considered a social behav-
ioral pattern as evidence of convention emergence when the
agents in the same group focused on the same type of behav-
iors (chopping or mining), irrespective of their skill. Specif-

ically, we put our emphasis on the minority agents, and we
operationalized the level of regularity as the difference be-
tween the number of steps doing the unskilled action and the
skilled action. Taking the minority members of the Wood
group as an example, they were skilled at mining, and we
measured the difference between the proportion of time spent
on mining and chopping. Because the Wood and the Stone
group are completely symmetrical in terms of their compo-
sition, we collapsed our analysis across the Wood and Stone
groups, analyzing the behavior of the majority and minority
agents within both groups.

In addition to the regularity in the patterns of coordination-
related behaviors, we were also interested in the concurrent
outcomes, including the rewards earned both by individual
majority/minority agents as well as at the collective level.
We computed the average collective reward by calculating the
weighted mean of the gained rewards by chopping and mining
specialist agents in the Wood and the Stone group (i.e., not
including the building specialists). As our pilot simulations
showed that learning stabilized for agents by the time they
had completed 100 steps, we used the last 10 steps of each
simulation to calculate mean rewards and action frequency
values and then pooled them to compute statistics.

Results and Discussion
When the market decider was allowed to act on its predic-
tions, normative behaviors emerged. As a result, minority
agents acted against their own skills when the decider was
predicting the agents’ choices. We found this pattern emerge
across simulations where the ratio of the agents’ skills in each
group was not equal (i.e., a true majority and minority group
existed): when the market was predicting, minority members
were more likely to take actions that they were unskilled at
(M = 0.06, SD = 0.68), which were the actions the majority
of their group was skilled at, than when the market was ran-
dom (M =−0.51, SD = 0.11), t(1798) =−24.77, p < .001.
Further, this phenomenon was not because the minority mem-
bers attempted to collect both sets of resources to build houses
instead; when the market was predicting, minority members
were more likely to attempt to sell unskilled resources (4.4%
of actions) than to attempt to build houses (1.7% of actions),
suggesting that the reward obtained from building houses was
not the primary goal of minority agents conforming to the
group norm.

For example, the minority agents in the Wood group,
whose strength was mining stone, focused on what they were
good at when the market was random, but worked against
their skills (i.e., spent a large proportion of time on chopping
wood) when the market was predicting. This stood in sharp
contrast to their behavior when the market did not make pre-
dictions, where minority agents almost exclusively acted in
accordance with their skillset. In contrast, the majority agents
in both conditions adhered to their strengths (Figure 2). The
frequency of wood sales did not increase in proportion to the
increase in wood chopping because the minority agents had a

558



Figure 3: (A): Average rewards obtained by the majority, minority, and by collective groups. When the decider was random
(blue), rewards were obtained equally by majority and minority group members. The predicting decider (orange) resulted
in higher rewards for the majority agents and lower rewards for the minority agents, resulting in a greater average collective
reward. (B) Majority rewards were positively, and minority rewards were negatively, associated with collective rewards.

low success rate for chopping wood (0.1). As a result, even
though these agents attempted to collect wood on a plurality
of timesteps, they still had very little to sell in the market.

Successful group-level coordination led to greater col-
lective benefits, but at the expense of inequality. The
average collective rewards—that is, the weighted average
of minority and majority group members—was significantly
higher when the market was predicting compared to when it
was not, t(1798) = 19.44, p < .001 (Figure 3A). However,
the benefits for the whole group sacrificed the interests of the
minority members. They gained significantly fewer rewards
in the predicting condition than what they received in the ran-
dom condition, t(1798) = 19.44, p < .001, even though their
objective was to maximize their own benefits.

The majority members achieved more when the mar-
ket was predicting than when it was random, t(1798) =
−27.79, p < .001. In Figure 3B, we plot the relationship be-
tween majority/minority rewards and the collective reward
obtained by the entire group. There was a negative rela-
tionship between minority rewards and collective rewards
(b = −0.07, SE = 0.01, p < .001), but a positive relation-
ship between majority rewards and collective rewards (b =
0.40, SE = 0.01, p < .001).

Norms favoring the majority’s skillset were most pro-
nounced in the largest groups. Consistent with the hypoth-
esis that group-based conventionality is more necessary in
groups where strangers must interact and there is difficulty
individuating all members of the group, we found that mi-
nority group members were more likely to conform to stereo-
typed group-based behavior (working against their skill and
rather performing actions expected from visual group mem-
bership) as population size increased. Specifically, when con-
trolling for the ratio between the number of majority and mi-
nority agents and the interaction between the ratio and pop-
ulation size, a larger population size strengthened the minor-
ity agents’ preference for doing the group-mainstream work
against their own skills, b = 0.07, SE = 0.01, p < .001.

These effects were more pronounced as the relative size of
the minority group decreased with respect to the total group
size (see Figure 4).

General Discussion
In the current simulation study, we have demonstrated that
normativity can arise in RL agents’ behaviors when they
are placed in a context where successful coordination brings
more rewards than engaging in asocial behaviors, but de-
mands that agents behave predictably during interactions in
order to obtain the rewards. As a result, agents who were
negatively impacted by these norms nevertheless conformed
to them, in order to maximize their rewards by seeming pre-
dictable to an interacting agent.

These results provide a computational account for social
psychological theories of the emergence and maintenance of
unjust norms, even by those who are disadvantaged by their
continued existence (Jost et al., 2004; Jost et al., 2008; Sida-
nius & Pratto, 1999). They also align with a growing body
of work using agent-based models to understand norm emer-
gence through the use of punishment (Gavrilets & Richerson,
2017; Köster et al., 2022; Vinitsky et al., 2021; Yaman et al.,
2022). In this study, we show that agents do not need to incur
explicit punishment in order for normative pressure to shift
their behaviours; the sustained disadvantage of defying an ex-
pectation that one will behave another way results in agents
conforming to a personally less rewarding action policy.

These findings are consistent with theories of social cog-
nition within Bayesian and predictive processing frameworks
(Clark, 2013; FeldmanHall & Shenhav, 2019; Koster-Hale &
Saxe, 2013; Wheeler et al., 2020). Effectively minimizing
prediction error in an uncertain social world is much easier
when one’s social partners behave consistently; however, de-
mands that group members behave consistently in social in-
teractions are likely to have inegalitarian social consequences
for heterogeneous groups. This is particularly true as groups
become larger—making it more cognitively demanding to
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Figure 4: Summary of behaviors performed by Minority (left) and Majority (right) groups in the Predicting Decider condition,
across population sizes and group proportions. Minority agents were more likely to engage in the majority’s skilled work in
larger groups, when their own proportion was smallest. Majority agents were always more likely to engage in their own skilled
work.

process group members as individuals—as well as when mi-
nority members are a smaller proportion of the group, or
when group members are simply not attended to due to ex-
isting negative impressions or stereotypes (e.g., Allidina &
Cunningham, 2021; Fazio et al., 2004).

In future research, we hope to consider more complex in-
teractions between the emergence of norms and the skills and
rewards that give rise to them. Agents in this simulation had a
fixed skill, and were in principle able to produce resources of
equal value, even if it was more difficult for agents working
against their own skill level to produce the resources. How-
ever, humans exist within communities in which people are
not merely born with skills but learn to specialize deeply,
distributing physical and cognitive labor (Fernbach & Light,
2020; O’Connor, 2019; Saunders, 2022). Further, the rewards
that are available to members of a minority group can them-
selves become unequal (Bruner, 2019), potentially exacerbat-
ing existing inequalities.

Thus, by allowing agents’ skills to vary and modifying re-
ward structures, we plan to illustrate other potential conse-
quences of norm emergence on disadvantaged groups. For
example, such groups might be pressured into taking less
rewarding actions because an advantaged group has already
fully accessed the limited resources that offer this reward.
More ecologically complex simulations will further formal-
ize how such unequal arrangements of resources can develop
or be perpetuated, and potentially provide insight into how to
rectify them as well.
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