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ABSTRACT OF THE DISSERTATION

Insights into Quantum Optical Phenomena

by

Jonathan Daniel

Doctor of Philosophy in Physics

University of California Merced, 2024

Professor Lin Tian , Chair

The first chapter of this dissertation will focus on an overview of quantum optics,

the history, and some of the key concepts important to experimentation in this

field. We will dissect the broad field of quantum optics into five smaller categories;

Beginning with photonics, the study of the fundamental particle of light known as

a photon and their subsequent creation. Then the optical manipulation of light

through various classic effects and techniques will be explored. We will then discuss

photon statistics and its importance to the various methods of photon detection.

Beginning to touch on the quantum realm we will delve into photon interactions

with matter and the resultant quantum effects. This overview will be concluded by

a dive into the theory of quantum entanglement and the generation of entangled

photons through the non-linear optical process of spontaneous parametric down

conversion. The general overview of quantum optics will be followed by a set of

two studies on entanglement, the generation of bi-photon pairs, and the effect of

outside stimulus on the entanglement in question. While neither of these studies

were executed to completion, they resulted in the development of necessary knowl-

edge and skills, while also laying the ground work for promising future research

endeavors and technological applications. A third more in depth study into the

electric scalar Aharonov-Bohm effect will be presented and is the vast majority of

this PhD work. At the end of each experimental section important outcomes for

the development of the field will be highlighted and possible technological appli-

xvii



cations will be proposed. The final section of this work will be used to present the

next steps in my academic career and will outline the avenues for future efforts

made to explore various experimental works.
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Chapter 1

Introduction to Quantum Optics

Quantum optics is a branch of physics that deals with the interaction of light

and matter at the level of individual quanta of energy, known as photons, and in-

dividual quantum states of matter. While the majority of this work considers the

particle-like nature of light,for which we will be referring to ’photons’, we will eval-

uate various phenomena resulting from the wave-like nature of light [2]. Exploring

phenomena where the quantum nature of light and its interaction with matter are

significant, often involving processes such as emission, absorption, transmission,

reflection, and detection of photons [3, 4]. Quantum optics plays a crucial role in

advancing technologies such as quantum computing, quantum cryptography, and

high-precision measurement devices [5, 6]. It also provides insights into funda-

mental quantum phenomena and contributes to our understanding of the role of

quantum mechanics in the interactions of light and matter. This chapter will in-

troduce a few key concepts of quantum optics, explored in my research, followed by

some of the related experimental techniques used to probe them. The subsequent

chapters will consist of three studies into varying quantum optical phenomena.

The first of which will be an exploration of the effect Doppler shift has on entan-

gled photon pairs. Beginning with the generation of degenerate bi-photons through

type-0 SPDC in a periodically polled potassium titanyl phosphate nonlinear crys-

tal. Culminating in a proposed entanglement-enhanced LiDAR measurement. The

second study will investigate the effects of quantum interference on bi-photons gen-

erated via four-wave mixing in a χ(3) nonlinear fiber. With the outcome leveraging

1
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a time-reversed Hong-Ou-Mandel effect measurement to discern the effect quan-

tum interference has on bi-photon indistinguishability. The final and most robust

study follows the development of a measurement scheme to probe the electric scalar

Ahranov-Bohm effect via spectroscopic observations of Rubidium. The final chap-

ter will layout the overall results of this Ph.D. work as well as establish motivation

for continued work in these various areas. An extension of results of this research

will be applied to current understanding of machine learning approaches with the

hopes of developing a quantum optics based fully optical neural network. Result-

ing technological applications will be outlined along with a presentation of future

research efforts into combining quantum optics and machine learning.

1.1 Photonics

Photonics was coined by John W. Cambel in 1954 as a ‘new science’ with the

inspiration drawn from the relationship between electronics and electrical engi-

neering [7]. Photonics represents the study of photons as the fundamental units

of light, focusing on their generation, manipulation, and detection. Utilization

of photonics-based techniques is crucial in the efforts to characterize any optical

based system.

1.1.1 Photon Generation

The field of photonics was solidified with the creation of the maser and laser

leading to a rapid expansion in optical based research [8]. Maser stands for Mi-

crowave Amplification by Stimulated Emission of Radiation, representing a system

which produces coherent microwaves with wavelengths that are reproducible and

stable, providing a nearly perfect clock source. The maser was first suggested by

Joseph Webber then later developed by Charles Townes, James P. Gordan and

Herbert J Zeiger in 1953 [9]. The working principle is based on creating a system

in which a gain of energy due to stimulated molecular transitions outweighs any

losses. The first demonstration of the maser is denoted in figure 1.1 where a molec-

ular excitation media of ammonia, with well know transition of E1 ⇒ E0, 0.79cm−1



3

Figure 1.1: An example of the layout of a MASER, in which ammonia is placed
in a resonant cavity,left portion of figure, and diffuses into an array of repeating
positively and negatively charged rods,middle portion of figure. This array acts
as a filter only allowing excited molecules to pass to another resonant cavity and
the rest are diverted away. The excited molecules will result in an oscillating
electromagnetic field and which is emitted at the output as microwaves, occuring
in right side portion of the figure.

used as the transition of focus, is placed in a resonant cavity and allowed to diffuse

into an array of oppositely repeating positively and negatively charged rods. The

array acts as a filter and focuser causing any diffused molecules not in the excited

state to be removed and any excited molecules to be focused into another cavity.

The excited molecules will cause an oscillating electromagnetic field in the output

cavity emitting microwaves at the output [10]. The discovery of the maser is the

foundation of photonics and led to the creation of the laser, the premier tool in

current optics research [11–13].

Similar to the maser, the term ’laser’ stands for Light Amplication by Stimu-

lated Emission of Radiation. The laser was experimentally realized by Theodore

Maiman in 1960 based on the theoretical work of Charles H. Townes and Arthur

Leonard Schawlow [14]. Unlike masers, lasers produce coherent ‘light’ at optical

frequencies above 300GHz. Lasers allow for spatial and temporal coherence result-

ing in tightly focused beams with narrow frequency ranges. Just like the maser,

the laser requires a population inversion in which the atoms of an excitation media

are predominantly in an excited state and forced into resonate positive feedback

loop. The common representation of a laser is depicted in figure 1.2. An excitation

or gain media is used to amplify light of a specific wavelength and placed in an op-
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Figure 1.2: A simple figure of the operating principles of a LASER. An active
medium, which amplifies light of a specific wavelength, is placed into an optical
cavity and pumped. The cavity creates a feedback channel that causes stimulated
emission in the medium and an overall amplification of the dominating frequency.
One side of the cavity is partially transmissive allowing for output coupling.

tical cavity. The gain media is ‘pumped’ either electrically or optically by another

light source. The optical cavity is formed by enclosing the gain media between two

mirrors forming an optical feedback channel that enables stimulated emission in

the gain media, each pass through the gain media results in amplification. Eventu-

ally the stimulated emission grows until there is a dominating frequency creating

a coherent beam. One of the mirrors is partially transparent and allows for output

coupling. Based on the geometry of the cavity and other applied optical elements,

the various parameters of the beam can be controlled, such as the beam shape,

polarization and wavelength. The invention of the laser allows for a robust optical

light source that has seemingly infinite applications to scientific research [15–17].

1.2 Light Manipulation

Another important tool for optical research is the ability to manipulate and

understand the various parameters of light. The main parameters of interest in

the research presented in this manuscript are the frequency, polarization and beam

shape of our optical sources. To characterize any light source or experimental result

will require a study of all three parameters.
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1.2.1 Frequency of Light

The frequency of light directly corresponds to the energy contained in a single

photon. The energy of a photon is represented by Ep = ℏ
ω

, where ℏ is plank’s

constant and ω is the frequency of light. As a result, manipulation of the frequency

of light directly manipulates the energy of the light. Optical experiments are

often based on specific preferred energy levels or transitions and therefore require

accurate control of frequency. From atomic clocks to dazzling laser shows , from

precise medical procedures to the detection of gravitational waves, the accurate

manipulation of frequency is a necessity [18–21]. There are two main techniques

used in this manuscript to control the frequency of light. The first and most used is

frequency selection, mediated by optical elements or processes. The second method

is to optically or mechanically shift the frequency of light.

1.2.2 Frequency Selection

Figure 1.3: A model of reflection and refraction. An incident light beam interacts
with an optical medium. The beam is both reflected and refracted. The angle of
the reflected beam is directly equal to the angle of the incident beam with respect
to the normal of the surface. The angle of the refracted beam follows Snell’s law
and is dependent on the ratio of the index of refraction at the interface.
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The most common optical elements used for frequency selection are based on

the basic principles of reflection and refraction [22]. Light of a specific frequency

interacting with an object causes the electrons of the atoms contained in the object

to begin vibrating at that specific frequency. If the vibrations are not resonant with

the natural vibrational modes, the induced vibrations will be small in amplitude

and short in duration. If the vibrations are passed to neighboring electrons through

the bulk material the light is ‘Transmitted’ to the other side of the object and the

material is deemed transparent to that specific frequency of light. If the vibrations

are not passed to neighboring electrons the light is ‘Reflected’ and the material is

determined to be opaque to that frequency of light [23]. Figure 1.3 demonstrates

the path of reflected light can be determined by the law of reflection, θi = θr,

stating that a light ray impinging on a surface will be reflected at an angle θr from

the normal of the surface, equal to the original angle of incidence θi normal to

the surface. The law of reflection holds true for non-planar surfaces and imperfect

surfaces leading to diffuse reflection [24]. The transmission path of light through a

material, also shown in figure 1.3, is slightly more complicated and follows Snell’s

Law , n1 sin θ1 = n2 sin θ2, where n1 and n2 represent the index of refraction for the

first and second material, θ1 and θ2 represent the angles of the light’s path relative

to the normal of the surface. The index of refraction n of a material determines the

amount the light’s path is bent when entering the material, the value of the index

of refraction can be thought of as a factor given by the ratio of values of speed and

wavelength of light in a material when compared to that in a vacuum. The speed

of light in a material v = c/n and the wavelength λ = λ0/n , where c and λ0 are

the speed of light and wavelength of light in a vacuum respectively. The index of

refraction in a vacuum is then assumed to be equal to 1. Since the wavelength of

light can vary in a material so too can the index of refraction. This means that for

different frequencies of light, there will exist different pathways for specific values

of frequency. This results in a splitting of frequencies known as dispersion and

allows for a spatial based selection of frequency [25]. Mirrors, lenses, prisms and

filters are some of the foundational optical elements used in this manuscript, all of

them based on the working principles previously presented. The optical process of
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absorption is also a tool used to selectively filter out frequencies. Absorption occurs

when light interacts with an object in resonance with the natural frequency of

vibrational modes of the electrons [26]. Since the process of absorption is based on

the natural frequency of vibrational modes, different atoms will result in absorption

of different frequencies. The process of absorption can then be leveraged to filter

out specific frequencies of light. Another common form of frequency manipulation

of light is attributed to the mechanical applications of the Doppler effect and

Bragg scattering through the use of an acousto-optic modulator (AOM) [27]. The

operating principles of an AOM are depicted in figure 1.4. The effective operation

of an AOM requires the Bragg condition to be satisfied, which states that the

interacting light must be incident at a specific angle perpendicular to an acoustic

wave propagating through a bulk crystal [28]. The Bragg condition is determined

by θB ≈ sin θB = λ/Λ where θB is known as the Bragg angle, λ is the wavelength

of light and Λ is the wavelength of the propagating acoustic wave. With the Bragg

condition satisfied a diffraction pattern will emerge at the output of the AOM,

following 2Λ sin θB = mλ Where m is the order of diffraction. Notably the angular

separation of orders is roughly twice the Bragg angle and determined by 2θB ≈
λ/Λ. The use of an AOM allows for tunability as well as spatial isolation of specific

frequencies of light and hence is an integral part of many optical experiments

[29–32].

1.2.3 Polarization

The polarization of light is another important parameter to be able to char-

acterize and control [33]. The polarization of light is often described using trans-

verse waves propagating in non-attenuating homogeneous isotropic media [34]. For

non-transverse waves, those in anisotropic media such as birefringent crystals, po-

larization takes on more complex descriptions and results in interesting optical

effects [35]. For simplicity this section will focus on the polarization of the sim-

ple transverse waves. Figure (1.4) depicts the commonly used description of a

transverse electromagnetic wave with vertical polarization. The electric field E⃗

and the magnetic field B⃗ oscillate perpendicular to the direction of propagation
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Figure 1.4: A diagram of the working principle of acousto-optic modulation in an
optical crystal. An beam of light enters an optical crystal with an incident angle
equal to the Bragg angle of the crystal. An acoustic wave is propagating in the
crystal leading to Doppler shift of the optical frequency of the light beam.

of the electromagnetic wave. The ‘polarization’ direction is commonly determined

by the direction of oscillation of the electric field. As a result, the commonly used

types of polarization are defined as vertical, horizontal, circular and elliptical po-

larization [36]. Polarization can numerically be defined by pure polarization states

using Jones vectors, these vectors are expressed in terms of a plane wave’s com-

plex amplitudes as a column vector following equation (1.1) [37]. Eqs. (1.2-1.5)

represent a few of the common polarization states of light, starting with the linear

x-polarization and ending with left-handed circular polarization.

E⃗ =

Ex

Ey

 =

Axe
iδx

Aye
iδy

 (1.1)
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x̂ =

1

0

 (1.2)

ŷ =

0

1

 (1.3)

R̂ =
1√
2

 1

+i

 (1.4)

L̂ =
1√
2

 1

−i

 (1.5)

Polarization of light can be controlled by isolation or selection of states and manip-

ulation of the oscillation direction of the electric field, where the optical effects of

birefringent materials and the Faraday effect are often the mechanisms used [34].

The commonly used optical elements that employ these principles are wave-plates

and optical isolators [38].

1.2.4 Beam Shaping

The final parameter of interest is the shape of the beam of light itself. By being

able to control the shape of a light beam one is able to variably control the intensity,

geometry and locality of any light-matter interaction [39]. The act of beam shaping

requires all of the previously discussed principles of light manipulation. Based

on our brief overview of optics we can utilize specific configurations of optical

materials to produce interesting optical properties, allowing for control over the

frequency, polarization and most importantly the pathway light travels through

an object. Some of the most important optical elements used in beam shaping
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Figure 1.5: A light beam passing through a diverging (concave) lens, causing the
beam diameter to expand. The beam then passes through a converging (convex)
lens resulting in a focusing of the beam of light.

.

are lenses and based on their material makeup and geometry they can be used

to control the diameter of a propagating beam of light [40]. Two of the most

commonly used lenses are depicted in figure (1.5). The lenses themselves are

used either to converge light beams towards a localized point, reducing the beam

diameter, or create divergence of the light beams, increasing the beam diameter.

For simple cases the path and size of a light beam propagating through a lens

can be approximated based on the ideal thin lens. Equation (1.6) describes the

radius of curvature of an optical wavefront as a function of distance from the lens.

For more complex geometries or materials we can often rely on Gaussian beam

propagation calculations, which we will later discuss in more detail [41].

1

f
=

1

R(s)
+

1

R(s′)
(1.6)

Along with controlling the diameter of a beam of light we can also control the

actual geometric shape of the beam itself [42]. Displayed in figures (1.6-1.7) are

two common instrumentation used to manipulate the geometric shape of a beam

of light utilizing an anamorphic prism pair and spatial filter. [43,44].
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Figure 1.6: An example of an anamorphic prism pair changing the beam shape
from an elliptical one to a circular one. The setup consists of two right angle
prisms, which act on the propagating beam through the index of refraction. The
beam is elongated along one axis and the other is kept fixed.

Figure 1.7: Example of a noisy beam being spatially filtered by an iris. Physically
blocking the edges of the optical beam only allowing a specific portion of the beam
to go through. The iris has a variable diameter and as a result can be used to
selectively filter the beam.

1.3 Photon Statistics and Detection

While the manipulation of light is an integral part of optical science, being able

to detect and classify light is what allows us to draw specific conclusions about its

origins [45]. Observations of light at the fundamental level of individual photons

is key to any understanding of optical processes [4]. This section will discuss the

common methods and mechanisms used to detect and classify photons and their

sources.



12

Figure 1.8: The basic operating principles of an optical spectrum analyzer. A
multi-wavelength beam of light is split up into multiple propagating paths depen-
dent on wavelength, this is done by a defraction grating. The multiple propagating
beams can then be spatially isolated by a slit and independently measured by mov-
ing the slit corresponding to the desired beams path.

.

1.3.1 Detection Methods

Photon detection refers to the process of measuring the properties of individual

photons [46]. The devices used to detect photons are often referred to as photode-

tectors and are classified by their mechanisms of detection [47]. Most methods of

detection rely on the photoelectric effect, in which a photon deposits enough energy

in an electron within a material liberating the electron from its atom [48,49]. This

liberated electron is known as a photoelectron and is utilized as an indirect measure

of the original photon, often through current and timing measurements [50]. Semi-

conductor detectors rely on the photoconductive effect where the photons’ energy

excites the electrons from the valence band into the conduction band of the ma-

terial, increasing the conductivity of the material [51]. The most commonly used
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photodetectors are Photo-Multiplier Tubes (PMTs) and Avalanche Photodiodes

(APDs). PMTs are vacuum tubes that amplify the current produced by incident

photons through a photocathode and a series of dynodes [52]. APDs are semi-

conductor devices, where a single photon can trigger an avalanche of electron-hole

pairs, resulting in a measurable current pulse [53]. Less common but more interest-

ing forms of photon detection: Superconducting Nanowire Single-Photon Detectors

(SNSPDs) and Quantum Dots. SNSPDs are ultra-sensitive detectors exploiting the

superconducting properties of specific materials to detect single photons with high

efficiency and low noise [54]. Quantum Dots are nanoscale structures that absorb

photons and generate electron-hole pairs, enabling single-photon detection [55].

Combining photodetectors and frequency selective optical elements allows one to

dissect multi-wavelength light. An Optical Spectrum Analyzer (OSA) is one such

device used to determine the spectrum of wavelengths and the relative amplitudes

of the various wavelengths [56]. The general working principle of a spectrum ana-

lyzer is based on a defraction grating which disperses multi-wavelength light based

on its wavelength. Figure (1.8) represents the basic operating principles of an OSA.

Being able to detect and measure photons allows us to characterize not only the

photons themselves but the underlying process generating them. Another impor-

tant characteristic quantity to consider is the statistical properties of light, which

reveals information about the light source.

1.3.2 Photon Statistics

Photon statistics refers to the statistical properties of light, particularly con-

cerning the distribution of photons in time, space, and other characteristics [57]. A

statistical tool often used in optics is individual photon counting [58]. By observ-

ing the underlying numerical distribution of individual photons reveals information

about the generation processes occurring at the light source. Light can generally

be characterized by a Poissanian distribution, Pn = ⟨n⟩n
n!
e−⟨n⟩,falling into three

relative regimes detailed in figure (1.9) [59]. Poissonian light is described by the

variance of photon number equaling the mean value of photon number distribution,

∆n2 = ⟨n⟩, this implies a coherent light source such as a laser [60]. In some cases,
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Figure 1.9: An example of the Poissonian distribution in photon statistics. The
three regimes of the Poissonian distribution are overlaid depicting the probability
of coincident detection events. Each regime is separated from the others based on
the comparison between its mean value ⟨n⟩ and the width of the distribution or
variance ∆n2

the photon number distribution can exhibit super-Poissonian statistics, where the

variance of the photon number exceeds the mean, ∆n2 > ⟨n⟩. This can occur in

chaotic or amplified light fields [61]. Conversely, sub-Poissonian statistics occur

when the variance of the photon number is less than the mean, ∆n2 < ⟨n⟩, such

as single photon emitters or squeezed states in quantum optics [62].

γ(1)(τ) =
⟨E∗(t)E(t+ τ)⟩

⟨|E(t)|2⟩
(1.7)

g(2)(τ) =
⟨I(t)I(t+ τ)⟩

⟨I(t)⟩2
(1.8)

Another important statistical characteristic, photon correlation, examines how

photons are correlated in time or space. The first and second order correlation

functions, equations (1.7-1.8), are often used to determine the relative coherence

of a light source [63]. Table (1.1) shows a few general trends and interpretations
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Single Frequency Light γ(1)(τ) = eiω0τ

Lorentzian Chaotic Light γ(1)(τ) = eiω0τ− τ
τc

Gaussian Chaotic Light γ(1)(τ) = eiω0τ−π
2
( τ
τc

)2

Coherent g(2)(0) = 1 g(2)(0) ≥ g(2)(τ)

Bunched g(2)(0) > 1 g(2)(0) ≥ g(2)(τ)

Anti-Bunched g(2)(0) < 1 g(2)(0) < g(2)(τ)

Table 1.1: Interpretation of correlation functions.

of the correlation functions. First-order coherence is directly related to the visi-

bility of interference patterns in optical experiments and is characterized by the

first-order correlation function γ(1)(τ), where τ is a time delay between measure-

ments. Interference occurs when two or more coherent light beams (or parts of

the same beam) overlap in space or time [25]. High first-order coherence leads to

sharp interference fringes, while low coherence results in diminished or washed-out

fringes [64]. Second-order coherence in optics provides insights into the statisti-

cal properties of light, particularly concerning the correlations between intensity

fluctuations at different points in space or time. It is characterized by the second-

order correlation function g(2)(τ). The second-order correlation function at τ = 0

, g(2)(0), indicates whether photons tend to arrive together (bunching) or avoid

arriving together (anti-bunching). Based on the grouping of photon arrivals we

can infer how the light was generated [3]. Bunched light reveals that the source

is chaotic, such as thermal radiation from black bodies [65]. Anti-bunched light

suggests that a quantum mechanism is responsible for the photon generation, such

as single photon emitting quantum dots [66]. Completely randomized grouping of

light is expected for coherent light sources, such as lasers [67].

NEP =
In
Ri

(1.9)

NEP (λ) = NEPmin
Rmax

R(λ)
(1.10)
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Pmin = NEP (λ)∆f
1
1 (1.11)

Isn = [2q(Id + Iph)∆f ]
1
2 (1.12)

Ijn =

[
4kT∆f

R0

] 1
2

(1.13)

In =
[
I2sn + I2jn + I2other

]
(1.14)

With the arrival time of photons being an important metric to the statistical study

of light, one can argue that photon noise is an even more important quantity to

characterize [68]. Photon noise arises due to the statistical fluctuations in the ar-

rival times or intensities of photons and is the ultimate limitation of any discrete

photon measurement. One common metric used to define the sensitivity of a detec-

tor to noise is given by the Noise Equivalent Power (NEP). NEP is often described

as the optical power incident on a detector causing a signal-to-noise ratio (SNR) of

1 at a specific modulation frequency, wavelength and noise bandwidth [69]. Equa-

tion (1.9)represents the general NEP formulation, where In and Ri are the noise

current and responsivity of the detector respectively. Equation (1.10) represents

the minimum NEP at a specific wavelength, λ, where Rmax is the maximum re-

sponsivity of the detector and R(λ) is the responsivity at that wavelength. The

minimum power is then determined by equation (1.11) where ∆f is the noise mea-

surement bandwidth. The total noise in a photodetector In ,equation (1.14), is

determined by a combination of shot noise Isn, thermal noise (or Johnson noise)

Ijn and other noise sources, equation (1.13). The shot noise, equation (1.12), is

a relationship between the fluctuations of the dark current Id and photocurrent

Iph [66]. The thermal noise is related to the photodetector’s resistance which ther-

mally generates charge carriers. Often the dominating contributions come from

shot and thermal noise. By utilizing NEP we can create an estimate on the noise

limited minimum measurable power of any given photodetector [69].
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Figure 1.10: A two-level system in which a photon of frequency ν is absorbed and
transitions the systems state to a higher energy level (Left). The excited system
then spontaneously emits a photon of the same frequency to transition the state
back to ground energy level(right).

1.4 Atom-Photon Interactions

The next fundamental concept in quantum optics is the physical interaction be-

tween atoms and photons in quantized systems, leading to phenomena like spon-

taneous emission, stimulated emission, and absorption [70]. The concept of ab-

sorption and emission in atom-photon interactions was first described by Bohr in

1913 [71]. Bohr suggested an atom will either absorb or emit a photon at an an-

gular frequency equivalent to the separation of energy levels and dependent on the

state of the atom itself, E2 −E1 = ℏω. For simplification we can consider a single

photon acting on a two-level atom with an angular frequency ω. In this simplified

scenario, there are two likely outcomes based on the relationship between the pho-

ton’s frequency and the natural frequency separation in the energy levels of the

atom. If the photon’s angular frequency matches that of the separation between

energy states the photon is absorbed and the atom transitions to an excited state.

To maintain a lower energy state an excited atom will emit a photon at an angular

frequency equal to the state separation. The simplified process of absorption and

emission can be seen in figure (1.10) where E1 and E2 are the ground and excited
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states of an atom respectively. We can expand Bohr’s frequency condition further

by considering Einstein’s 1917 work in describing the probability of absorption and

emission [72]. Einstein defined two coefficients A and B. In a two-level system A12

corresponds to the probability of spontaneous absorption of a photon and A21 is

the probability of spontaneous emission. The spontaneous emission coefficient can

be defined by the decay lifetime from the excited state to the ground state, as

A21 = 1
τrad

. B12 and B21 are the coefficients for stimulated absorption and emis-

sion. Stimulated emission occurs when an excited atom is perturbed by a photon

causing the atom to emit a second photon in phase with the original photon. The

photons interfere constructively and as a result energy is emitted by the atom.

Stimulated absorption is the inverse of this effect and corresponds to a photon

perturbing an atom in the ground state, emitting a second photon in anti-phase,

causing deconstructive interference and energy absorption [73]. We can describe

the total rate of change of photons, in this two-level system, by summing the rates

of all the processes, where Nω represents the number of photons of frequency ω

and ni is the number of atoms in a specific state:

(
dNω

dt

)
absorption

= −B12n1Nω (1.15)

(
dNω

dt

)
stimulatedemission

= B12n2Nω (1.16)

(
dNω

dt

)
spontaneousemission

= A21n2 (1.17)

(
dNω

dt

)
total

= B21n2Nω −B12n1Nω + A21n2 (1.18)

For a steady state, in which the system is in equilibrium, the number of photons

does not change:

B21n2Nω + A21n2 = B12n1Nω (1.19)
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Using the Boltzmann factor where kB is the Boltzmann constant, gi is the degen-

eracy of a given state and T is the temperature; we can obtain a probability ratio

that only depends on the difference between energy levels [74]:

n2

n1

=
g2
g1

exp

(
−ℏω
kBT

)
(1.20)

For a spontaneously emitting system we can apply Planck’s law of radiation to

find the energy density of the system at a given temperature resulting in equation

(1.21). [75].

u(ω) =
ℏω3

π2c3
1

exp
(

ℏω
kBT

)
− 1

(1.21)

Applying (1.19) and (1.20) to (1.21) we end up with an expression for the energy

density of a two-level system expressed in Einstein coefficients:

u(ω) =
A21

B21

(
1

B12n1

B21n2
− 1

)
(1.22)

Noting the similarity between equation (1.21 and (1.22) we can find:

A21

B21

=
ℏω3

π2c3
(1.23)

B12n1

B21n2

= exp

(
ℏω
kBT

)
(1.24)

Simplifying equation (1.23) and applying (1.20) to (1.24) we end up with expres-

sions for the Einstein coefficients:

A21 =
ℏω3

π2c3
B21 (1.25)

g1B12 = g2B21 (1.26)
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In this example we assumed that the system is in equilibrium and thus n2

n1
= 1.

Equilibrium is the simplest case, and all systems will tend towards this as a function

of time, however an interesting case occurs when n2

n1
> 1 and is analogous to what

occurs in a laser. Since the emission rate is greater than that of absorption, the

system is in a state of population inversion [76]. As a result, an applied source of

photons with frequency ω = (E2−E1)
ℏ will experience amplification due to stimulated

emission. To maintain the population inversion state, optical pumping is often used

otherwise the system will return to an equilibrium state after some time [77].

1.5 Quantum States of Light

Now that we have a grasp on photon generation, manipulation, detection and

characterization we can begin exploring the quantum nature of light. Charac-

terizing the quantum states of light requires quantum mechanical interpretations

such as quantum states, superposition and entanglement. Though seemingly con-

voluted, the applications of the quantum interpretation of light leads to many

useful applications such as quantum information processing, communication and

sensing [78,79].

1.5.1 Superposition

In 1924 Louis de Broglie theorized that matter can behave as a wave with a

wavelength in relation to its momentum λ = h
p
, where λ is the associated de Broglie

wavelength, p is the momentum of the matter and h is Planck’s constant [80].

Building on the interpretation of matter waves, Erwin Schrödinger developed a

quantum analog to Newton’s second law in which a particle could be described by

an evolving wave equation, known as a wavefunction and symbolized by Ψ. The

wavefunction describes the quantum state of a quantum system, for a position and

time dependent wavefunction Ψ(x, t) a complex value is assigned at each value

of x for each time t. The mathematic representation of Schrödinger’s work is a

linear partial differential equation that describes the evolution of a wavefunction,

iℏ d
dt
|Ψ⟩ = Ĥ |Ψ⟩ where Ĥ is the Hamiltonian and describes the total energy of the
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system. The formulation is known as the time dependent Schrödinger equation,

quickly becoming a pillar of quantum mechanics and ultimately leading to a Nobel

prize [81]. Due to the linear nature of the Schrödinger equation any linear com-

bination of solutions are also solutions to the Schrödinger equation, this feature

leads to a phenomenon known as quantum superposition [82]. Simply put, quan-

tum superposition is the ability of a quantum system to exist in multiple states

at once, a concept that underpins many of the strange and powerful phenomena

observed in quantum mechanics [83–85].

1.5.2 Entanglement

The term ”entanglement” was originally coined by Schrödinger, translated from

the German term ”Verschränkung”. This phenomenon implies that the total state

of a composite system cannot be described by the product of the subsystems states.

In summary, a state that is entangled cannot be solely described by its individual

quantum states. Following one of Horodecki’s examples we will explore entangle-

ment as a quantum property of compound systems [86]. We will start with observ-

ing the “effect” of replacing the classical phase space by the abstract Hilbert space.

This will result in a discontinuity in the description of composite systems. Here

we will start off by considering a multipartite system containing n subsystems.

When following the classical definition of a total state space, one can find the pure

state as the Cartesian product of the n subsystems. This means the total state is

always described by the product state of the n subsystems. Contrary, using the

quantum formalism we find that the total Hilbert space H to be defined by the

tensor product of the subsystems H = ⊗n
l=1Hl. Using the superposition principle

we can write the total state of the system as the following equation:

|Ψ⟩ =
∑

i1,...,in

Ci1,...,in |i1⟩ ⊗ |i2⟩ ⊗ ...⊗ |in⟩ (1.27)

It is apparent that in general one cannot describe the total state as a product of

the individual states of the subsystems, therefore: |Ψ⟩ ≠ |Ψ1⟩ ⊗ |Ψ2⟩ ⊗ ...⊗ |Ψn⟩.
With this we cannot assign single state vectors to any of the n subsystems. This
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represents what we consider entanglement and in comparison to classical superpo-

sition we can construct arbitrarily large superpositions with only a small amount

of physical resources. The entangled states represented on the left-hand side of

equation(1.27) as |Ψ⟩ are often a result of physical interactions. Entanglement can

also be created through entanglement swapping, which is the application of the

projection postulate [87].

Previously, we considered pure states but in practice we find that most cases

we encounter are mixed states. The entanglement of mixed states can no longer

be equivalent to being non-product states. Entanglement of a mixed state with n

subsystems is defined through the inability to be described by a convex combination

of product states. Entanglement of mixed states can be discerned by the following

equation:

ρ ̸=
∑
i

piρ
i
1 ⊗ ...⊗ ρin (1.28)

States that do not satisfy the above equation are deemed separable. Despite

this, it is difficult to discern if a state is separable by this definition alone. This

difficulty to define separability distinctly is one of the main concerns in entangle-

ment. It is important to note that the above metric is negative since a state is

described as entangled if it cannot be written in the form (1.28) Horodecki gives

an alternative approach to defining the entangled mixed state by a positive defini-

tion, referring to Masanes’ et al. approach [88]. Suggesting, that entangled states

are those that cannot be simulated through classical correlations. This take on

entanglement can be defined by the behavior of the states rather than in terms of

their preparation.

For bipartite systems the Hilbert space is represented as H = H1 ⊗ H2 with

dim(H1) = dim(H2) = 2 is spanned by four-Bell-state entangled basis:

|Ψ±⟩ =
1√
2

(|0⟩ |1⟩ ± |1⟩ |0⟩) (1.29)

|Φ±⟩ =
1√
2

(|0⟩ |0⟩ ± |1⟩ |1⟩) (1.30)
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These states are known as Einstein–Podolsky–Rosen (EPR) pairs or Bell states

and have the property that when measuring only one of the subsystems one finds

it with equal probability in state |0⟩ or state|1⟩ [89]. Knowing one of the states

gives no knowledge of the other states, but as a whole the states are pure and

give maximum knowledge about the overall system. Another important property

of these basis is that applying the unitary operator on one of the two subsystems

transforms from any Bell state to any one of the other three. The Bell states are

special cases of bipartite entangled states in the Hilbert space Cd⊗Cd, represented

by:

|Ψ⟩ = UA ⊗ UB |Φ+
d ⟩AB (1.31)

|Φ+
d ⟩ =

1√
d

d∑
i=1

|i⟩ |i⟩ (1.32)

1.5.3 Entanglement via SPDC

Since we have covered the essentials of quantum entanglement and photon

generation we can focus on one particular method used to produce entangled pho-

tons. Spontaneous Parametric Down Conversion (SPDC) is a phenomenon that

produces entangled photon pairs [90]. As the name would suggest, SPDC is a

spontaneous optical process that occurs in a nonlinear crystal, in which a pump

photon is down-converted into two lower energy photons, often called the signal

and idler photons, the higher frequency photon being dubbed the signal and the

lower frequency photon the idler. The SPDC process is governed by energy and

momentum conservation. Through energy conservation, the frequency of the sig-

nal ωs and idler ωi photons must add to be the pump frequency ωp. Momentum

conservation yields the wave vectors of the signal k⃗s and idler k⃗i photons must sum

together to be the original wave vector of the pump photon k⃗p. These conservation

laws give us the two following equations:

ωp = ωs + ωi (1.33)



24

k⃗p = k⃗s + k⃗i (1.34)

Figure 1.11: SPDC in non-linear crystal. Type 0 and Type I SPDC cone constraint
is shown on the left. Type II SPDC is shown on the right

.

SPDC can be categorized into three varieties all characterized by the polarization

relationship between the pump photon and the down-converted photons. Type-II

SPDC is the most often used form of two-photon entanglement [91], the defining

characteristic is that the produced signal and idler photons have perpendicular po-

larizations. Type-I SPDC is characterized by the signal and idler photons having

the same polarization but orthogonal to the pump photon polarization. Type-0

SPDC is described by all the photons sharing the same polarization. A summa-

rized explanation of the theory and derivation of SPDC is given in the work by

Catalano [92]. An important feature of SPDC is that due to the conservation of

momentum the down-converted photons are constrained to be emitted in cones

that are symmetric around the pump beam. Figure (1.11) represents Type-II and

Type-I SPDC where the output photons are constrained to one of two respective

cones. Type-0 SPDC is similar to Type I in that there is a single emission cone.

1.6 Thesis Work

My PhD research has been focused exploring these key concepts to probe quan-

tum optical phenomena and better our understanding of the quantum realm. In

the following section I will introduce my efforts to explore various quantum op-

tic effects. Beginning with an attempt at quantifying the interaction between the
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Doppler effect and entanglement. Followed by a brief study of entangled photon

generation in non-linear fiber and various interference measurements. The major-

ity of my research was dedicated to an experimental investigation and modeling of

the scalar Aharnov-Bohm effect .



Chapter 2

Doppler Effect on Entanglement

Quantum entanglement has always been an obscure topic since its coining in

1935 [93]. Many scientists have dedicated their life long research efforts into under-

standing entanglement and its many interesting effects on the quantum realm. Not

only have these efforts led to a better understanding of quantum mechanics but

they have led to an explosion of technological advances utilizing the characteristics

of quantum phenomena. Quantum information processing, quantum transport,

quantum encryption all are great examples of current quantum entanglement re-

search areas [86]. However, despite all the advances in our understanding of quan-

tum mechanics there always seems to be questions that have yet to be answered.

One seemingly unexplored avenue for quantum entanglement is if Doppler shift

alters the properties of entangled photon pairs in a measurable or useful way. This

section of the manuscript seeks to explore this avenue of research and establish

methods that can be used to quantify the effect of Doppler shift on entanglement.

2.1 Doppler Effect

The Doppler Effect is an interesting physical phenomenon that has many im-

plications throughout the study of physics [94–96]. Simply put, it is the effective

frequency change of a wave due to the relative motion between an observer and a

wave source. It was first described by the Austrian physicist Christian Doppler in

1842 [97]. The most easily observable example of this effect is the change of pitch

26
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Figure 2.1: Moving plane mirror with incedent light producing a Doppler shift in
the reflected light

heard when a nearby car is passing by while honking its horn. While the car is

heading towards you the successive wavefronts are emitted closer and closer to the

observer, therefore they take less time to arrive causing there to be a perceived

upshift in emission frequency of the sound. The inverse is true for the car moving

away, the waves then seem to be emitted farther apart in time and yield a down-

shift in frequency. This phenomenon also applies to light propagation as sources of

light also have the ability to be moving relative to an observer. Though what we

referred to as an upshift in frequency, for sound, is often referred to as blue shift

for light. Similarly, for the downshift we refer to it as a redshift. This is due the

perceived light being shifted either in the blue or red direction with respect to the

spectrum of light [98]. However, there is a distinct difference between the Doppler

Effect for a wave propagating in a medium, such as sound, and one that does not

require a medium, such as light. For waves traveling through a medium the total

Doppler Effect arises from the motion of the source, motion of the observer, and

motion of the medium. For sound all of these effects need to be accounted for in-

dividually. However, for light waves no medium is required for propagation so the

only thing to consider is the relative motion between the observer and emitter. For

the purpose of observing a Doppler shift in an optical lab setting, we will be focus-
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ing on the Doppler shift of light as it is reflected off of a moving surface. Following

the derivations of Gjurchinovki [99], we can obtain the dynamics of Doppler shift

of light reflected off of a uniformly moving mirror. Normally one would take the

approach described by Einstein in his discussion of special relativity; However, this

approach requires the utilization of Lorentz transformations which can be cumber-

some [100]. We can take an easier approach that uses basic knowledge of wave

optics along with the constant speed of light postulate. Starting with figure (2.1)

we can assume a plane-polarized light wave is incident on a vertical plane mirror

that is moving at a constant velocity v to the right. With this, α represents the

angle of incidence and β represents the angle of reflection. A and B are the points

of two consecutive wavefronts, the distance between the two points is set equal to

the wavelength of the light AB = λ0. It is obvious that the wavefront at B will

arrive sooner to the mirror than that of point A, so we will denote the arrival time

as t0 and t respectively. This difference in arrival time is due to the longer path

that the wavefront at A will have to travel, AA′ = c(t − t0). This larger path

difference is attributed to the distance that the mirror will travel to the right from

its original position at t0, x(t − t0). While the wavefront at A is traveling to A′,
the wavefront at B will travel the reflected path to B′, BB′ = c(t− t0). One can

observe that the paths of the reflected wavefronts will not coincide and that the

shortest distance between the planes of reflected wavefronts is equal to the new

wavelength of the reflected light, A′′B′ = λ. According to the geometry of figure

(2.1 we have the two relations:

AA′ = AB +BA′ (2.1)

A′′B′ = A′′B +BB′ (2.2)

Using the formed triangles from A
′
BC and A

′
AB we can obtain:

BA′ =
v(t− t0)

cosα
(2.3)
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A′′B = v(t− t0)
cos (α + β)

cosα
(2.4)

We can rewrite equations (2.1-2.2) as:

c(t− t0) = λ0 +
v(t− t0)

cosα
(2.5)

λ = v(t− t0)
cos (α + β)

cosα
+ c(t− t0) (2.6)

Rewriting the term (t− t0) using (2.5) as:

t− t0 =
λ0

c− v
cosα

(2.7)

By substituting (2.7) into (2.6) we arrive at:

λ

λ0
=
c+ v cos (α+β)

cosα

c− v
cosα

(2.8)

By utilizing the following trigonometric identities we can replace the angle of re-

flection:

cos (α + β) = cosα cos β − sinα sin β (2.9)

sin β =
√

1 − cos2 β (2.10)

cos β =
−2v

c
+ (1 + v2

c2
) cosα

1 − 2v
c

cosα + v2

c2

(2.11)

Through some algebraic manipulation we can transform (2.8) into:
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λ

λ0
=

1 − v2

c2

1 − 2v
c

cosα + v2

c2

(2.12)

Taking into account that λ0 = c/f0 and λ = c/f equation (2.12) results in the same

formulation given by Einstien through his use of Lorentz transformations [100].

f = f0
1 − 2v

c
cosα

1 − v2

c2

(2.13)

2.2 Entangled Photon Pair Generation

As eluded to previously Spontaneous Parametric Down Conversion (SPDC) is

a commonly used optical process to generate entangled photon pairs with well

defined characteristics [101]. For specific configurations of a SPDC generating

non-linear crystal we can fine tune these characteristics [102]. For the purpose of

exploring the Doppler effect’s influence on entanglement one can utilize degenerate

Type-0 SPDC. This configuration results in a photon pair that shares the same

values of wavelength, frequency and polarization. Indistinguishable characteristics

are desirable as they allow for higher order entanglement between the photon pairs

[103].This indistinguishabilty also allows for other interesting quantum effects such

as the Hong–Ou–Mandel effect, which will be delved into later in this work [104].

Now that we have a grasp on the desirable characteristics of our initial entangled

photon pairs, we can explore how we can efficiently generate these pairs.

In a χ(2) non-linear medium, non-linear crystal, pump photons interact with

the quantum vacuum to cause down-conversion resulting in a photon pair, a signal

and idler photon. This process, SPDC, is well understood and can be verified

through first principles. One important concept to this work is the efficiency of

the entangled photon generation through type-0 SPDC, as one needs a reliable

and consistent source of entangled photons in order to make definitive quantum

measurements. The expected number of photon pairs can be quantified through

the calculation of the biphoton generation rate for a given set of parameters. The
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single-mode rate for degenerate type-0 and type-1 SPDC can be represented by

the following equation [105]:

Rt1/t2
sm =

√
2

π3

2

3ϵ0c3
ng1ng2

n2
1n

2
2np

d2effω
2
p√

κ

∣∣∣∣ σ2
p

σ2
1 + 2σ2

p

∣∣∣∣2 Pσ2
p

L3/2
z (2.14)

This equation is derived from base principles assuming a constant χ(2) medium

of length Lz and a collimated pump beam. For this work we will be focusing on the

use of a periodically poled Potassium Titanyl Phosphate (ppKTP) crystal as the

non-linear medium. Some of the advantages of using ppKTP stem from its ability

to generate photon pairs at room temperature and low optical pumping power

on the order of 5mW [106]. Since the crystal is periodically poled, the value of

χ(2) varies back and forth between two set values throughout the crystal. This is

similar to layering multiple crystals in a pattern of alternating χ(2) values, shown

in Fig 2.2. The following equation represents the photon rate of a periodically

poled medium, where n represents the order of quasi-phase matching:

RPP (n)
sm =

4

n2π2
Rsm (2.15)

zR =
πω2

0

λ
(2.16)

To maximize the generation rate of photon pairs, it is common practice to focus

the pump beam down to the smallest beam waist possible within the crystal [107].

While doing so one must also make sure the depth of focus or Rayleigh length

matches that of the optical media. For Gaussian beams, such as the pump laser,

the Rayleigh length is defined by Eq 2.16 and describes the distance from the

minimum beam waist of a focused beam to the propagation distance at which the

beam waist is increased by a factor of
√

2 [108]. With-in this length the beam

is considered well focus and will maximize the generation rate of photon pairs.

Utilizing Eq 2.14 and Eq 2.15 and assuming first order quasi-phase matching we

can estimate a lower bound generation rate for Type-0 SPDC in our specific ppKTP
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crystal, with a generation rate of 1.98 ∗ 107 pairs per second. This lower bound

is in agreement with other experiments that produce entangled photon pairs via

type-0 SPDC in ppKTP on the order of 106 Hz
mW

[109,110]

Figure 2.2: Type-0 SPDC in Periodically Poled Potassium Titanyl Phosphate (pp-
KTP) Pumped by a focused CW laser with σp beam waist producing a degenerate
photon pair beam with beam waste σ1. The crystal itself has a width of 2mm,
height of 1mm and a length of 30mm, with poling period Lz = 3.245µm.

2.3 Entangled Photon Apparatus

Our ideal experimental source setup consists of a non-linear crystal such as

the periodically-poled potassium titanyl phosphate (ppKTP), set in a Sagnac in-

terferometer pumped by a constant wavelength (CW) 405nm laser. A similar

source as been used in the work by M.V. Jabir and G.K. Samanta where they have

shown one can produce degenerate photon pairs at room temperature with high

spectral brightness using a similar scheme [106]. Figure (2.3) contains the basic

optical setup for the entangled photon source where a ppKTP crystal is centered

in a polarization Sagnac interferometer. The Sagnac interferometer consists of a

dual wavelength polarizing beam splitter (DPBS) and two dual wavelength mir-

rors (M1,M2), reflective (R¿.90) at both 405nm and 810nm. The ppKTP crystal

is symmetrically placed in the interferometer with respect to the output ports of

the DPBS.

The optical source can be described as follows : a pump laser at 405nm CW is

incident on a 405nm half-wave plate (HWP1) then passes through a dichroic mirror

(DM), transmissive at 405nm and reflective at 810nm, and is finally directed into
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Figure 2.3: Degenerate entangled photon source pumped and 405nm, emitting
indistinguishable signal and idler photons at 810nm. Based on placing a ppKTP
non-linear crystal symmetrically in a Sagnac interferometer. Basic optics can be
used to minimize beam waist to improve generation rate.

a Sagnac interferometer through a dual wavelength polarizing beam splitter. The

pump beam has its polarization altered such that the power at the transmitted

(vertically polarized) and reflected (horizontally polarized) ports of the DPBS are

balanced. The vertically and horizontally polarized photons travel clockwise and

counter clock wise respectively through the Sagnac interferometer. The clockwise

traveling, vertically polarized, beam produces vertically polarized Type-0 SPDC

photons at 810nm. The CCW travelling, horizontally polarized, beam produces

horizontally polarized Type-0 SPDC photons at 810nm. There is a dual wavelength

half-wave plate (HWP2) placed in one of the arms of the interferometer so that the

vertically polarized beam is transformed into a horizontally polarized one and vice

versa. This allows for both the clockwise and CCW traveling pump and SPDC

photon beams to be collected as they all exit the same port of the DPBS. These two

beams are then separated by a dichroic mirror as it reflects the SPDC produced
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810nm beam and transmits the 405nm pump beam.

2.3.1 Source Characterization

Figure 2.4: Knife edge measurement of a focused Gaussian beam in order to find
its beam waist. By translating a fine tipped edge across the beam diameter and
measuring the beam power. The positions at which the beam power drops by a
factor of 1

e2
define the beam waist.

Figure 2.5: Gaussian beam propagation measurements use knife edge technique to
determine beam waist as a function of distance from focusing lens.

Utilizing Gaussian beam propagation we can calculate the minimum beam waist

we can achieve within the ppKTP crystal [3].By optimizing the parameters in

(2.14) we can obtain the correct optics choices to minimize the beam waste. By

minimizing the pump beam waist and focusing the beam into the crystal we can
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expect a larger generation rate than that of a non-focused beam [107]. Preliminary

results showed a beam waist value of 2500µm . The minimum beam waist was

determined by performing ’knife edge’ measurements, shown in figure (2.4) , to

find the beam radius as a function of propagation distance from the focusing lens.

The method to perform these measurements consisted of using a very thin edge,

similar to that of a knife, to partially block the beam and measure its optical

power as the edge is transitioned across the beam’s cross sectional diameter. For

a Guassian beam, the points at which the optical power is depleted, from the

maximum unblocked beam, by a factor 1
e2

are used to determine the beam waist.

Referring to figure (2.5) the point at which the vertical and horizontal beam waists

cross is the point at which beam is perfectly circular and the total beam waist is

minimized. The results depict a beam waste of 600µm for this specific measurement

and optical setup, which is satisfactory as it is smaller than the crystal width of

1mm. With further adjustments to optical components we have achieved beam

waists of 70µm which has resulted in a larger generation rate than the original

calculated value.

Figure 2.6: Source and Pump spectra from SPDC Type-0 in ppKTP. Pump beam
spectra displayed on the left and photon pairs displayed on the right.

To characterize our source we have previously calculated the expected pair

generation rate of 1.98 ∗ 107 pairs per second. This rate leads to an estimated

production efficiency of 9.74 ∗ 10−8. This generation rate is only a lower bound

and is promising as it is large enough to be detected by both single photon count-
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ing modules and optical spectrum analyzers [111]. Some preliminary results have

achieved detection rates of ≈ 1.0 ∗ 1010 with pump power ≈ 100mW leading to an

efficiency of production of ≈ 4.9 ∗ 10−5. These results are an order of magnitude

larger than previous measurements of SPDC in ppKTP [106, 109, 110]. We calcu-

late the approximate generation rate based on the optical power of the detected

816nm beam shown in figure (2.6), this yields a lower bound as the detections were

measured by coupling the output of one side of the crystal to a fiber and into an

OSA. This means that due to an innate low coupling efficiency into the fiber one

can expect higher actual generation rates.

2.3.2 Measuring Important Probe Quantities

While generation of the entangled photon pairs is an important pillar of this

work, detection of these pairs and measuring their characteristics is even more

important. With the pair production scheme out of the way we move on to probing

the effect Doppler shift has on the entanglement between pairs and in order to do

this we must be able to detect and quantify any observable changes. There are two

important quantities to consider in probing the effects,one is time delay between

the signal and idler ∆t, as well as the Doppler shift itself ∆ωs. The measurement of

∆t allows for us to determine relative position of the reflective object producing the

Doppler shift and the measurement of ∆ωs allows for quantification of its relative

velocity, through the use of equation (2.13).

Measuring the time delay between the signal and idler photons is the more

difficult task of the two. Since detecting single photons is innately difficult one adds

another layer of difficulty when making sure they are measuring the correct signal

and idler photons. One way to circumvent this is by measuring the correlation

between the signal and idler photons upon arrival at two different single photon

counters. This measurement would probe the degree of second-order coherence or

otherwise known as the second order correlation function g(2)(τ),equation (2.17),

Essentially it is a measurement of intensity fluctuations between two paths with

respect to time, which when measured by photon detectors is proportional to the

photon count [3].
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g(2)(τ) =
⟨I(t)I(t+ τ)⟩
⟨I(t)⟩ ⟨I(t+ τ)⟩

=
⟨ni(t)ns(t+ τ)⟩
⟨ni(t)⟩ ⟨ns(t+ τ)⟩

(2.17)

Figure 2.7: Emitted photon grouping in time. Coherent light such as a laser
displays random gaps of time between photons. Bunched light is chaotic, such as
that emitted from a spectral lamp, meaning photons are emitted in bursts resulting
in grouping. Anti-bunched light is strictly a quantum phenomena and is seen as a
consistent time gap between all emitted photons.

The second order correlation function also allows us to classify the grouping of

individual photons with respect to other photons in time [3]. The classifications are

as follows: coherent, bunched and anti-bunched. Coherent light has random gaps

of time between emitted photons. Bunched light is classified by photons clumping

together in bunches. Anti-bunched light is when the time interval between photons

is regular and non-random. Each of these cases can be separated by the values of

the second order correlation function. For all classical sources of light, coherent and

bunched, we know g(2)(τ) ≥ 1 and g(2)(0) ≥ g(2)(τ).In comparison non-classical or

anti-bunched light results in g(2)(0) < g(2)(τ) and g(2)(0) < 1. As a result of the

incurred time delay from a round trip we anticipate that the time spacing between

signal and idler arrival will have little variation. Due to this we can measure the

arrival times of the signal and idler photons to determine a total trip time. By

varying the time delay to find a value in which g(2)(τ) is maximized, this would

indicate that we have a maximum number of photons arriving simultaneously at

both detectors. Which is what one would observe if there was no net time delay

and thus the signal and idler photons would be traveling the same distance.

The measurement of the frequency shift of light ∆ωs due to the Doppler effect

is much simpler and a diagram of a simple measurement scheme is depicted in fig-

ure (2.8).Since our photon source is degenerate we can directly measure the signal
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Figure 2.8: A simple measurement of Doppler shifted entangled photon pairs.
Where the signal photon is shifted by a moving reflective surface with velocity
v⃗ and measured by an optical spectrum analyzer and compared to its expected
original frequecy.

photon’s frequency after it has been Doppler shifted to find the frequency shift.

This can be accomplished by simply measuring the wavelength of the signal photon

stream in an optical spectrum analyzer (OSA) or some other type of optical fre-

quency measuring device. This scheme requires multiple measurements to define

the effects Doppler shift has on entangled photon pairs, However there are theo-

retical schemes that could do these measurements with single photon pairs [112].

2.4 Null-Results and Possible Paths Forward

Despite achieving an adequate entangled photon source, this work hit a dead

end in terms of exploring the Doppler effect, due to lack of resources. As a result

my PhD work continued on to exploring other interesting quantum phenomena.

Through this experience I am able to utilize various optical techniques to probe
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quantum phenomena and have laid out the groundwork for any effort to continue

probing the Doppler effect on entanglement using a ppKTP degenerate entangled

photon source. As a proof of applicability I will present two avenues of possible ex-

perimental exploration and their applications. The first is inspired by theoretical

work done by Lariontsev EG [113]. In his work Lariontsev derives an interest-

ing result when a entangled photon pair is Doppler shifted by an acousto-optic

modulator. The second is the improvement of current light detection and ranging

(LiDAR) measurements by utilizing entangled photons as the light source.

2.4.1 Quantum Interference of Entangled Photon Pairs

An interesting phenomenon shows up in the derivation off a frequency shift due

to an AOM acting on an entangled photon pair. Referring to Lariontsev’s theroy

we arrive at an expression for a bi-photon’s amplitude after interacting with an

AOM:

B(t, z0) = F (τ) exp (−i[(ωp − 2Ω)t− ϕp(z0) − ϕ0]) (2.18)

Where Ω is the frequency of the sound wave in the AOM. It is apparent that

the frequency shift of the bi-photon is twice the frequency of the acoustic wave.

However this is not what we see classically for a single non-entangled photon, where

one would normally see a frequency shift directly equal to Ω [27].Despite this being

apparent in the derivation it is difficult to measure as normal measurements of

light are based on coincident rates of photons,Rc, which is directly proportional

to the square of the amplitude,B(t, z0)
2, of the incident beam. This results in an

independence of the carrier frequency and ultimately removes any trace of this

effect due to time averaging and can be seen in equation (2.19). We can restore

visibility of this effect by making an interference measurement which is phase

sensitive.

Rc = |B(t, z0)|2 = F (τ)2 (2.19)
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Figure 2.9: Interference measurement of dual AOM and NL crystal configured in
a Mach-Zander interferometer, proposed by Lariontsev. In the primary arm a NL
crystal generates bi-photons which are shifted by a AOM set to Ω. A secondary
AOM set to a frequency shift of 2Ω is placed in one arm of the interferometer
followed by another NL crystal which generates bi-photons. The two arms then
interfere on a beam splitter and coincidence rates are measured at the outputs

By adding an additional AOM we can observe interference of bi-photons gener-

ated by two independent non-linear crystals. This is a simple and well understood

phenomena and is sensitive to the phase of the pump beam applied to each crys-

tal [114]. When set in a Mach-Zander interferometer configuration, displayed in

figure (2.9), we can write the coincident rate as:

Rc = Fα(τ)2 + |Fβ(τ)|2 − 2Re(Fα(τ)F ∗
β (τ)) exp i(ϕα − ϕβ + ϕ0α − 2Ω) (2.20)

In equation (2.20) α and β represent the independent non-linear crystals. Due

to the interference of the two different sets of bi-photons the rate of coincidence is

no longer carrier frequency independent and as a result the 2Ω shift is observable

in Rc. This effect has yet to be proven experimentally and leaves an opportunity
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to parse the Doppler effect on entanglement. If one can experimentally implement

this theory it can be utilized as a form of two party communication encryption.

Where one party sets the frequency of the main arm and the secondary party needs

to know this frequency in order for the effect to be observed at the output.

2.4.2 Entanglement Enhanced LiDAR

Figure 2.10: Diagram of entanglement enhanced LiDAR. Signal and Idler photons
are operated on by a non-linear operator. The signal photon then is sent to be
reflected of a moving object incurring a Doppler shift and a propagation time ∆ts.
The idler photon is kept and only incurs a propagation time of ∆tI . The photon are
then collected and operated on by the conjugate of the original operator allowing
for a measurement of relative position and velocity of an object of interest.

Entanglement enhanced LIDAR technology is a possible outcome of Doppler

shifted entangled photon pairs. Resulting in a form of quantum metrology technol-

ogy with advantages to current LIDAR methods and technology. A few advantages

can be found in the effectiveness of quantum entanglement as a encrypted mea-

surement tool, efficiency of measurements and the time resolution of quantum

measurements. As a result of entanglement any information gained by detection

one photon of an entangled photon pair is useless without information about the

other photon or the emission conditions. Allowing for a one way measurement that

is secure from any secondary observer, leading itself to applications in fields where

covertness is a requirement.

Work done by Zhuang et al. proposes a theoretical setup that will enable

single photon pair signal-return LIDAR [112,115]. In normal LIDAR measurements
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Figure 2.11: Physical interpretation of β̂SI through a combination of multiple
optical processes in different non-linear crystals. Sum Frequency Generation (SFG)
converts two photon into another photon with a frequency equal to the sum of
the two input photon frequencies. Difference Frequency Generation (DFG) takes
two photons and converts them to a single photon with a frequency equal to the
difference of the original two.

multiple photons are sent to a moving object and are Doppler shifted due to the

relative velocity between the object and the receiver. These multiple photons are

then detected on their return to yield a measurement of both distance and velocity

of an object of interest. These measurements pertain to the total time of travel and

the frequency shift imparted on the photons. Traditionally multiple measurements

are needed to accurately determine these quantities meaning a large number of

photons must be used. Zhuang’s scheme utilizes entangled photon pairs to get

simultaneous measurements of both velocity and distance. The scheme is visualized

in figure (2.10). The signal and idler are prepared by a conjugate operator β̂†
SI ,

physically represented by a combination of non-linear crystals. The non-linear

crystals will perform the common optical processes of sum frequency generation

(SFG), difference frequency generation (DFG) and SPDC. The signal is then sent

to probe the object, accruing a frequency shift of ∆ωs and a time delay of ∆tS

while the idler is retained for time ∆tI . The signal and idler are then operated

on by β̂SI allowing for the measurement of t̃I and ω̃s. By physically interpreting

the β̂SI operator with non-linear crystals one can improve the efficiency of normal

LiDAR by orders of magnitude.



Chapter 3

Effects of Interference on

Entangled Photon Pairs

In an effort to continue exploring interesting quantum optical effects on en-

tangled photon pairs the next experimental work revolves around entanglement

generation via non-linear optical fiber. Specifically four wave mixing in a χ(3)

non-linear fiber [116]. Utilizing this source of entanglement to probe interference

measurements, such as the Hong–Ou–Mandel (HOM) effect. Similar to the pre-

vious work the experimental results were limited to preliminary findings and the

groundwork being laid for future exploration. This section will present an en-

tangled photon scheme in which interference effects such as , the HOM effect,

time-delay and two-photon absorption can be probed.

3.1 Optical Kerr Effect

The base source of entangled photon pairs consisted of an optical fiber with

a χ3 non-linearity. The non-linearity leads to optical effects such has sum fre-

quency generation, difference frequency generation and ultimately four-wave mix-

ing (FWM) [117, 118]. FWM and many other non-linear optical effect originate

from the Kerr effect, in which the presence of an electric field changes the index

of refraction of a given material. For the optical Kerr effect the electric field is

supplied by a beam of light which can be represented by equation (3.1).The ef-
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fect itself can be characterized by the electric polarization,P⃗ of the given material

equation (3.2).

E⃗ = Eω cosωt (3.1)

P⃗ = ϵ0

(
χ(1) +

3

4
χ(3) |Eω|2

)
Eω cos (ωt) (3.2)

Where χ represents the electric susceptibility and ϵ0 is the vacuum permittivity.

From (3.4) we can see that the index of refraction is dependent on the overall

electric susceptibility of the material.

n2 =
ϵ

ϵ0
= 1 + χ (3.3)

n =
√

1 + χ (3.4)

In the case where a material has a non-linear electric susceptibility, the over

all χ can be expressed as a combination of the linear and non-linear terms, in the

case of a χ(3) material we can express χ as (3.5):

χ = χL + χNL = χ(1) +
3

4
χ(3) |Eω|2 (3.5)

By applying (3.5) to (3.4) we get an expression for the index of refraction in a

χ(3) material:

n = (1 + χL + χNL)1/2 = (1 + χ(1) +
3

4
χ(3)|Eω|2)1/2 ≈ n0(1 +

1

2n0

χNL) (3.6)

Where n0 =
√

1 + χL is the linear refractive index, applying a Taylor expansion,

as χNL << n0, results in equation (3.6) and knowing |Eω|2 = I we end up with an

expression for n that is intensity dependent.
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n(I) = n0 +
3

8n0

χ(3)|Eω|2 = n0 + n2I (3.7)

n2 =
3

8n0

χ(3) (3.8)

n2 is the second order non-linear refractive index and is often a very small

value for most materials requiring large beam intensities such as lasers to have any

measurable change to the refractive index [119]. The effect in non-linear optical

fibers presents itself through self-phase modulation (SPM) which causes a short

pulsed beam to incur a phase and frequency shift as it propagates through the

fiber [120]. For pulsed a Gaussian beam with constant phase we can describe its

intensity as a function of time with equation (3.9), where I0 is the beams peak

intensity and τ is half of the pulse duration:

I(t) = I0 exp

(
−t2

τ 2

)
(3.9)

As the pulsed beam propagates through the fiber a time-varying refractive

index is produced:

dn(I)

dt
=

d

dt
(n0 + n2I) = n2

dI

dt
= n2I0

−2t

2τ
exp

(
−t2

τ 2

)
(3.10)

The time varying index of refraction results in a shift in the instantaneous

phase due to the complex wavenumber’s, k = 2π
λ
n, dependence on the index of

refraction of a medium. This can be seen in equation (3.11) where ω0 and λ are

the original vacuum frequency and wavelength, L is the distance the pulsed beam

has propagated in the medium.

ϕ(t) = ω0t− kz = ω0t−
2π

λ0
n(I)L (3.11)
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Due to the time varying phase shift, the instantaneous frequency of the pulse

is shifted as well. Resulting from the instantaneous frequency dependence on the

time variation of phase:

ω(t) =
dϕ(t)

dt
= ω0 −

2πL

λ0

dn(I)

dt
(3.12)

plugging in (3.10) results in a frequency shift dependent on beam intensity and

time:

ω(t) = ω0 +
4πn2LI0
λ0τ 2

t exp (
−t2

τ 2
) (3.13)

The effect is seen as a generation of additional frequencies, stemming from SPM,

symmetrically around the fundamental pulse effectively broadening the spectrum

due to dispersion. This can be seen when plotting equation (3.13), where the front

of the pulse is downshifted in frequency and the end of the pulse is upshifted,

shown in figure (3.1) For mediums with anomalous dispersion the reverse process

can happen, resulting in a compression of the pulse in time [121]. For specific con-

figurations of mediums and pulse intensity the two effects can be balanced resulting

in a soliton, an optical pulse which does not change shape as it propagates [122].

As a result of the additional generated frequencies and phase shifts sometimes

phase matched conditions are met allowing for four-wave mixing to occur [116].

3.2 Pair Generation via FWM in χ(3) Fiber

Four-wave mixing can occur when multiple optical waves, with different optical

frequencies, propagate in a non-linear medium together [123]. A simple case can

be depicted when two optical beams of frequency ω1 and ω2 propagate in a χ(3)

fiber. The two beams induce an index of refraction modulation, due to the pre-

viously mentioned optical Kerr effect , centered at the difference between the two

frequencies ω2−ω1. This modulation creates a pair of frequencies symmetric about

the center of the difference based on energy conservation, ω3 and ω4, represented

in eqs...
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Figure 3.1: Self phase modulation of a pulsed Gaussian beam with τ = 10−12s.
The front of the beam is being down shifted in frequency and the back of the
beam is being upshifted in frequency. The realative shift is proportional to the
peak intensity of the original beam.

ω3 = ω1 − (ω2 − ω1) = 2ω1 − ω2 (3.14)

ω4 = ω2 + (ω2 − ω1) = 2ω2 − ω1 (3.15)

If there already exists a propagating beam, at either generated frequency, am-

plification occurs known as parametric amplification [124]. The rate of generation

of these pairs is fundamentally dependent on phase-matching conditions and op-

tical intensity of the generating beams [125]. In order to obey phase-matching

conditions all four wave vectors k⃗ must add to zero.
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k⃗1 + k⃗2 + k⃗3 + k⃗4 = 0 (3.16)

Injection angle, intensity and optical frequency of the pump beams must be

taken into consideration as each can independently alter the relative wavevectors

[126]. Due to the optical Kerr effect, high intensity beams will generate a multitude

of shifted frequencies with varying wave numbers increasing the chance of phase

matching. Phase matching can also be met by utilizing pump frequencies which are

close to one another. Along with phase matching conditions FWM is effected by

the polarization state of the beams involved, as the non-linear susceptibility itself

is polarization sensitive [127].By optimizing beam intensity ,chromatic dispersion,

polarization and alignment one can achieve optimal FWM generation of entangled

photon pairs.

3.2.1 Characterization of Source

Figure 3.2: Four Wave Mixing source. A 1550 nm tunable laser pumps χ(3) non-
linear fiber to achieve FWM and generate entangled photon pairs. The pump is
filtered by a WDM amplified by a Erbium Doped Fiber Amplifier (EDFA) and
pulsed via EOM with the polarization controlled by fiber paddles.

For the purpose of creating fiber based entangled photon generation the ex-

perimental apparatus consisted of a low power, 100mW , tunable constant wave

length pump laser, filtered by a wavelength division multiplexer [128]. The low

power beam was amplified by an Erbium CW fiber amplifier to around 5 Watts.
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The amplified pump was then pulsed by an Electro-Optic Modulator (EOM) to

achieve ns pulse widths. The polarization of the beam was controlled using man-

ual polarization fiber paddles, which operate on the principle of stress induced

birefringence [129].The pump beam was then launched into a 1m long χ(3) non-

linear fiber for the purposed of inducing FWM and generating entangled photon

pairs.

Figure 3.3: Four Wave Mixing in NL fiber at 1556nm and 1560nm. Polarization
and peak intensity dependence is observed. With little difference between the two
different wavelengths. The polarization was varied via fiber paddles being rotated
a given amount. WP1 corresponds to a λ/4 waveplate and WP2 corresponds to
λ/2 waveplate.

With relative low optical power, 1-2 W, we were able to observe FWM occur

within the fiber. As previously mentioned the optical Kerr effect is polarization
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dependent and as a result the FWM should be a function of pump polarization.

Shown in figure (3.3) where the pulsed pump polarization was varied and compared

to the output of the fiber when a CW unpulsed and unpolarized pump beam is

launched into the fiber. Compared to the launching of the CW pump we can see the

effect of both beam intensity and polarization on the FWM occurring in the fiber.

Little significance can be seen in the difference between the two wavelengths of light

launched into the fiber, however both establish the dependence on polarization and

pump intensity. With the pump intensity being a factor on the efficiency of FWM

the next step was to observe the direct effect of varying pump power. To do this

one simply needs to increase the amplification of the pump beam. For our specific

EDFA we could reach average optical powers of 5 W. While taking measurements

at high power, ¿2W, the EDFA experienced fiber fusing due to high peak power

and a faulty splice between the EOM and EDFA [130]. The result rendered the

EDFA useless without a replacement fiber and as a result impeded the progress

of this experiment; However, it also opened the door to exploration of the theory

behind this project’s purpose, allowing for one to lay the ground work such that

progress can be made once the equipment is repaired. Here I will introduce the

theory and proposed experiments for exploring the interference effects on photon

pairs.

3.3 HOM Effect

The Hong-Ou-Mandel effect is a quantum interference phenomenon, in which

two indistinguishable photons arrive at the same time to the two inputs of a beam

splitter and exit the same output port, shown in figure (3.4) [104]. The HOM

effect is strictly a quantum one and is not classically describable. Classically for

a 50:50 beam splitter one would expect that regardless of the nature of the light

the probability of detecting a photon at either exit would be equal, hence the

50:50 [131]. The common method of measuring this effect is by using a degenerate

entangled photon source such as that of a FWM non-linear fiber or ppKTP crystal

and guiding the signal and idler beams to the input ports of a 50:50 beam splitter.
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Figure 3.4: Example of the Hong-Ou-Mandel (HOM) effect shown in the top left
portion of the figure and a simple measurement scheme shown underneath. Since
the HOM effect results in both photons exiting the same port, the coincidence
between two detectors should be minimized. This measurement will produce data
similar to that of the graph on the right.

The output ports are then monitored by a photo-diode and a general coincidence

measurement is made. The results will be a minimum at a point in which both arms

of the paths are balanced in time and will be increased for all time delays. One

can introduce a variable optical time delay in one of the arms and adjust it such

that the minimum of coincidences is found, this will correspond to maximum value

of indistinguishable photons arriving at the input ports of the beam splitter. This

measurement will be similar to that in figure (3.4) While the HOM effect itself

is an interesting phenomena, the time inverted HOM effect provides intriguing

questions for time dependent measurements [132]. One possible experiment to

probe the reverse HOM effect is looking at the complicated interference of two

degenerate entangled photon pairs arriving at a beam splitter.

3.3.1 Reverse-HOM Effect

The HOM effect is time reversible ,which suggests that when a photon pair

arrives at a single input of a beam splitter the pair will be separated with one

photon at each output of the beam splitter, as shown in figure (3.5) [133]. An

interesting situation arises when two indistinguishable photon pairs arrive at both
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Figure 3.5: Example of the reverse Hong-Ou-Mandel (HOM) effect shown on the
left. On the right is a simple measurement scheme to observe the reverse HOM
effect on two indistinguishable photon pairs. The four photo-diodes are sensitive
to two photon absorption and coincidence measurements can be made between
them.

input ports of a beam splitter. To the best of our knowledge no work has been done

to explore this scenario. For a simple characterization, one could utilize the normal

HOM effect to prepare photon pairs at each input of a beam splitter and intro-

duce a variable time delay in one of the input arms so that the arrival times could

be tuned to maximize any HOM effects. A measurement similar to the previous

HOM measurement can be made by using photo-detectors that are sensitive to two

photon absorption and counting the rate of two photon absorption coincidences

between the two ports. One can take another step to directly probe the reverse

HOM effect on entanglement, a simple scheme is shown in figure (3.5). With an

additional beam splitter cascaded at each output port of the original beam splitter

the coincidences between four photo-detectors could be measured. In addition if

each photo-detector is sensitive to two photon absorption any direct measurements

of two photon absorption reveals that the indistinguishable characteristics of the

photons were not maintained and thus the entanglement was destroyed. If coinci-

dences can be maximized one can claim the indistinguishable characteristics were

maintained and the HOM effect does not disturb the entanglement of photon pairs.
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Aharonov-Bohm Effect

While only preliminary data and proposed exploration of the HOM and Doppler

effects on entanglement, were presented ,it is apparent that efforts into exploring

quantum optical effects are promising. Especially those effects that originate from

outside stimulation such as an electric field in the case of the Kerr effect and relative

motion in the case of a Doppler shift. One such effect substantially explored in

this PhD work was the Aharonov-Bohm (AB) effect and will be the main topic of

this section.

4.1 Introduction to AB effect

The Aharonov-Bohm (AB) effect occurs due to a charged particle’s connection

to the electromagnetic potential A through the complex phase, φ(A, t), of its wave-

function, ψi(r, t) [134]. The AB effect can be broken down into magnetic vector

and electric scalar potential components. Previous work has been done to observe

the magnetic vector effect and attempts have been made to observe the scalar

effect however, they all fundamentally rely on observations of interference fringe

shifts [135–137]. In this section we will detail our endeavors to spectroscopically

detect the scalar Aharonov-Bohm (AB) effect in Rubidium, comparing our findings

with theoretical spectra derived from the Nakayama model [138,139]. To enhance

the discernibility of spectral features, we leverage a N-type four-level system to

achieve sub-natural linewidth resolution on the order of a few MHz [140]. Despite

53
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these efforts, we have not yet observed the scalar AB effect in our data. With the

leading rationale for the absence of observable confirmation being the rapid fall

off in optical sideband power due to phase modulation and the dependence on the

modulation depth parameter α. Accordingly, we proposed an experimental correc-

tion to address this optical sideband power fall off by introducing additional phase

modulation and dispersive media. Through simulations we explored the optimal

configurations resulting in desirable optical sideband power bandwidth.

4.2 AB Effect Derivation

Originally the vector and scalar potentials were introduced into electrodynam-

ics to simplify the calculation of fields [141]. For the simplest of cases we can

classically define the equations of motion with only the fields themselves . How-

ever, in quantum mechanics all knowledge of potentials and fields are required for

any correct interpretation, exemplified by the AB effect. The classical Hamiltonian

of a charged particle moving in a uniform electromagnetic field can be represented

by equation (4.1) where we can see the dependence on both the vector potential

A and scalar potential V .

H =
1

2m
(p− qA(x, t))2 + qV (x, t) (4.1)

With the Hamiltonian we can formulate the Schrödinger equation as:

iℏ
δ

δt
Ψ = HΨ =

[
1

2m

(
−iℏ∇− q

c
A(x, t)

)2
+ qV (x, t)

]
Ψ (4.2)

Due to gauge invariance the resulting wavefunction Ψ can be written as:

ψi = Ψi exp

(
− i

ℏ
Eit− iφ(A, V )

)
(4.3)

Where any vector potential A and or scalar potential V adds an additional change

in the complex phase φ(A, V ). When there is an absence of fields but an existence

of either a vector potential A or scalar potential V the charged particle experiences

what is known as the AB effect [134].
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4.2.1 Vector Potential Effect

In the case of a charged particle traveling in a region with a non-zero A but

E = 0,B = 0 and V = 0 for all values of t we end up with a complex phase only

dependent on the vector potential A.We classify this case as the magnetic vector

AB effect and it has been studied experimentally by placing a solenoid between the

slits of a double-slit experiment and observing the resulting interference pattern

[137]. The complex phase difference between the two paths is given by:

The change in complex phase results in a splitting of energy levels determined by

the magnetic flux of the area between the two paths:

4.2.2 Scalar Potential Effect

Another scenario for the AB effect occurs when a charged particle is in the

absence of any field and vector potential but is subject to a time varying scalar

potential V (t).My work studies this case and experimentally produces these con-

dition by place a charged particle in a Faraday cage supplied with a time varying

potential, maintaining the criteria B=0 and E = −∇V = 0. The Hamiltonian in

this case can simply be written as:

H = H0 + qV (t) (4.4)

The base Hamiltonian H0 is independent of time and solely depends on position of

the charged particle. Whereas qV(t) is independent of position and only depends

only on the particle’s time spent in the varying potential. The Schrödinger equation

for this system can easily be expressed by:

iℏ
δψ

δt
= Hψ = (H0 + qV (t))ψ (4.5)

Where V (t) = V0 cosωt represents the applied time varying potential applied to

the Faraday cage. We can apply separation of variables to find a representation

for both the time dependent and position dependent equations. For the position



56

dependent equation, we arrive at the well-known time-independent Schrödinger

equation:

H0Ψi(x) = EiΨi(x) (4.6)

While integrating the time dependent equation results in a familiar exponential

form:

T (t) = exp

(
− i

ℏ
Eit− i

qV0
ℏω

sinωt

)
= exp

(
− i

ℏ
Eit− iα sinωt

)
(4.7)

α =
qV0
ℏω

(4.8)

We define α as the phase modulation depth parameter and it determines the

strength of effect due to the applied potential. Due the dependence on the applied

potential’s amplitude V0 and frequency ω, α is limited by the realistic capabilities

of whatever arbitrary signal generator is used. Utilizing Eq’s 1.4 and 1.3 results

in a the expected formulation of the wavefunction where the complex phase φ

originates from the time varying potential V (t):

ψi = Ψi(r) exp

(
− i

ℏ
Eit− iφ(t)

)
(4.9)

φ(t) = α sinωt (4.10)

The complex phase of the wavefunction, φ(t), can be exponentiated and using

Jacobi-Anger expansion one arrives at a full and simplified expression for the wave-

function and the resulting energy levels:

ψi = Ψi(r)
∞∑

n=−∞

(−1)nJn(α) exp

(
−i(Ei − nℏω)t

ℏ

)
(4.11)
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E
(n)
i = Ei ± nℏω (4.12)

One can find that the resulting infinite energy level sidebands become truncated

to two dominating contributions due to the weighting of the Bessel function in the

wavefunction. The dominating sidebands occur at ±α. By setting n = α we are

left with a single splitting of a given energy level:

E
(n)
i = Ei ± qV0 (4.13)

f
(n)
i = fi ±

q

ℏ
V0 (4.14)

These results are mathematically analogous to Autler-Townes splitting or the AC

Stark effect, with similar energy level splitting, but with different proportionality

constants [142]. The similarity between the AB effect and AC Stark Effect is

one key motivation for seeking spectroscopically observable proof of the scalar AB

effect, as the AC Stark effect has been widely observed in many spectroscopic based

experiments [143–147].

4.3 Experimental Apparatus

In previous work collaborators proposed a simple apparatus with the goal to

spectroscopically observe the scalar AB effect in hydrogen like atoms, illustrated

by figure (4.1) [148]. The original apparatus consisted of the quantum system ,

hydrogen like atoms , placed in a Faraday shell connected to a time-varied voltage

source. The hydrogen like atoms would then be prepared into specific states via

a scanning pump laser and the effect of the applied potential would be measured

spectrally from a photodetector.

My work has expanded on the original experimental apparatus and employed

various spectroscopic techniques to parse the scalar AB effect. Figure (4.2) is
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Figure 4.1: Proposed scalar AB Effect experiment with atomic gas contained within
a Faraday shell. The atoms experience a time varying potential due to a time
varying potential being applied via an arbitrary function generator.

a schematic of the main experimental apparatus containing the multiple excita-

tion configurations. Figure (4.2a) depicts the atomic dressing source, based on

the configurations of the Scanning Diode Lasers (SDLs) we can observe standard

absorption, saturated absorption, and N-level system preparation. All three config-

urations are measured using Figure (4.2b) , consisting of a temperature controlled

atomic vapor cell contained within a Faraday cage, with an applied time vary-

ing potential to the Faraday cage supplied by an arbitrary function generator.

The absorption spectra are measured on photodiodes connected to an oscilloscope,

where we can observe any effects on the absorption spectra. Utilizing only SDL1

represents a simple absorption spectroscopy measurement utilizing a single beam.

This type of measurement is dominated by Doppler broadening of the spectral fea-

tures and results in spectral features orders of magnitude larger than the natural

linewidth of the used atomic gas [149,150].Employing both SDL1 and SDL2 to cre-

ate a Probe-Pump configuration allows for a Saturated Absorption Spectroscopy

(SAS) setup, which is not limited by the Doppler broadening of a single beam con-

figuration [151]. Both configurations prepare the atoms into a Λ or V type three

level system [152,153]. Using both SDLs and an acousto-optic modulator (AOM)

creates three co-propagating beams, in a Pump-Coupling-Probe configuration, to

prepare the atoms into a combination of a Λ and a V type three-level systems

resulting in a four-level N type system
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Figure 4.2: Expanded Scalar AB effect schematic. (a) Experimental setup configu-
rations: standard absorption uses a single scanning diode laser (SDL1); saturated
absorption utilizes both SDLs; N-level system utilizes both SDLs and an acousto-
optic modulator (AOM) for a three-beam configuration; (b) Absorption spectra
measurement scheme: temperature controlled Rb vapor cell contained within a
Faraday cage, with an applied time varying potential via an arbitrary signal gen-
erator, the absorption spectra are measured on two photo-diodes connected to an
oscilloscope.

4.4 Absorption Spectroscopy

As previously mentioned the goal of this work is to spectroscopically probe

the scalar AB effect. Spectroscopy is the field of optics in which the properties

of light are measured and studied to give information about how the light itself

was created and the system the created it. In order to make any spectroscopic

measurements we need a system in which spectroscopy can be performed. We

have shown that hydrogen-like atoms would be the perfect candidate for exploring

the AB effect,to do this the measurements themselves revolve around absorption

spectroscopy. Absorption spectroscopy is a method that utilizes a material’s ab-

sorption of electromagnetic radiation in order to define the material’s properties

and composition [154]. Atoms and materials alike selectively absorb light that

is on resonance with very specific energy transitions, allowing for one to utilize

broad-spectrum light and observe which frequencies are missing after the absorp-

tion takes place. If the specific energy transitions were to be shifted some amount

so to would the absorption pattern, giving motivation to pursue an absorption
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spectroscopy measurement of the scalar AB effect.

4.5 Rubidium Spectroscopy

Figure 4.3: Energy level diagram for the D2 transition lines of naturally occuring
85Rb and 87Rb, created from data obtained by NIST [1]. The transitions are
achieved by pumping a Rb vapor cell with a 780nm light source. The excited state
fine transitions are made observable by sweeping through slightly off resonance
optical frequencies.

The expected energy level splitting of a hydrogen like atomic gas is determined

by ±eV0 and the frequency splitting is ± e
ℏV0. As a result, we expect frequency split-

ting on the order of ±240MHz per 1µV of applied voltage to the Faraday cage.

This shift is quite large and should be spectrally distinguishable from normally

occurring spectral features, motivating us to pursue spectroscopic observations of

well-known and studied atomic gases. The well studied element Rubidium rep-

resents an adequate analog to hydrogen. Rubidium (Rb) is a stable alkali metal

with atomic number 37 and has two naturally occurring isotopes Rb85 and Rb87 .

An important characteristic of Rb is its single occupancy of its valance shell, outer

most electron orbital. It is this single occupancy in Rb’s valence shell that makes

it ’hydrogen like’ and a good model for a charged particle with discrete energy
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levels [155].As a result of its useful attributes Rb has been extensively studied in

experiments observing the effects of optical pumping, AC Stark splitting, Zeeman

splitting, and Bose-Eienstien condensates [145,156,157]. Since the energy states of

naturally occurring Rb are well understood it is an obvious candidate for spectral

exploration of the AB effect and will be the main system of interest in this work.

The energy level diagram in figure (4.3) quantifies the well known energy levels of

Rb85 and Rb87.

Figure 4.4: Doppler broadened 85Rb and 87Rb absorption spectra. Achieved by
single beam absorption spectroscopy. The FWHM of the spectral features are on
the order of 1GHz.

Beginning the study into the AB effect in naturally occurring Rb85 and Rb87,

we must verify the standard energy levels defined by the valence electron in the

absences of any external influence. The energy levels of interest are the ground

state to excited state transitions of the 5S1/2 orbital. To make these measurements

we performed basic, single laser, absorption spectroscopy and observed the well

known doppler broadened absorption spectrum. Our results are shown in figure

(4.4) The absorption spectrum displays the Doppler broadened ground state and

excited states of Rb85 and Rb87.The Doppler broadening is a result of individual
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atom motion as the atoms themselves move relative to the beam path and direction

of propagation [158]. The absorption dips themselves have a FWHM on the order

of 1 GHz. While our results verify the expected frequency separation of energy

levels we do not have the resolution to needed observe and quantify any expected

shift as a result of the AB effect. To better our resolution one must use more

advanced spectroscopic techniques and resolve finer spectral features.

4.6 EIT and EIA in Rb

Figure 4.5: Electromagnetically induced transparency and absorption in the 87Rb
and 87Rb spectra. Measured by dual beam absorption in which of the lasers is
scanning around the transition frequency, revealing the fine transitions.

To vastly eliminate the Doppler broadening a dual beam scheme can be em-

ployed. The elimination of the Doppler broadening stems from the interference

two or more coherent optical fields in the presence of an optical mediam,often cre-

ating low group velocity light or ’slow light’ [159]. The two most common methods

of achieving this are Electromagnetically Induced Transparency (EIT) or Electro-
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magnetically Induced Absorption (EIA) [160,161]. As the names of the phenomena

state EIT and EIA describe the creation of a transparency or absorption feature

in a typical absorption spectra. By introducing a secondary coherent beam into

the Rb absorption measurement one can make measurements of finer spectral fea-

tures. The primary field is referred to as the ’probe’ and is to a frequency slightly

of resonance between a transition. The secondary field is referred to as the ’pump’

and is tuned to a frequency far off resonance of the original transition. Based on

the selection of probe and pump field one can induce either a transparency or a

additional window of absorption. The Results of performing EIT and EIA mea-

surements can be seen in figure (4.5). The results match well with common EIT

and EIA experiments [162–165]. However the FWHM of the smallest features is

still to large to see any fine structure elements and is on the order of a few hundred

MHz. Another applicable approach would be through the utilization of Saturated

Absorption Spectroscopy (SAS).

4.7 Saturated Absorption in Rb

SAS utilizes the same process of applying two optical fields to a optical media

but the fields themselves are aligned and counter-propagating. The opposed fields

interfere such that only atoms that have a relative velocity of zero contribute to

the probe field’s absorption spectra, eliminating Doppler broadening for the full

scanned spectra [151].SAS is well explored in Rb and is the common method for

spectral measurements of atomic gases at various temperatures [166–168]. This

method allows one to observe fine transtions of electrons within an atomic gas .

Performing these measurements allowed for the observation of the well known fine

transitions of Rb85 and Rb87. Our results are shown in figures (4.5-4.6) and match

well with the expected transitions. The spectral features of these fine transitions

have FWHM on the order of 100Mhz. With this resolution of spectral features it

should be possible to see the influence of the AB effect on the fine transitions of

Rb.
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Figure 4.6: Doppler free saturated absorption spectrum in 87Rb revealing fine
transitions. The frequcy difference between the fine transitions is displayed along
with the expected cross-over features

4.8 Selecting α

According to equation (4.8), the phase modulation depth parameter α depends

on the values of amplitude and modulation rate for our time varying potential.

Notably for increasing values of α, there is a significant decrease in the peak opti-

cal power contained in the sidebands, causing motivation for minimizing the value

of α while maintaining experimentally realistic values for the applied voltage and

frequency [169]. Figure (4.7) shows the relationship between the value of α, mod-

ulation frequency and modulation amplitude. A defined region of visibility can be

created by limiting our values to a region between the natural linewidth of Rb85 of

6 MHz and the ground state transition separation of 3.05GHz. The measurements

performed in my work utilize α = 1000, this implications of this selection will

become important later in this work.
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Figure 4.7: Graphical representation of the phase modulation depth parameter α
and its dependence on the applied potential’s frequency ω and amplitude V0. In the
main plot the normalized squared value of the Bessel function is plotted showing
a decrease in peak value as a function of α. The inset depicts, for α = 1000, the
accepted values of frequency ω and amplitude V0. Also depicted, are the ground
state transition and natural linewidth frequencies, which form a boundary of op-
tical observability as any spectral effect must occur between these two boundaries
in order to have any visible effect on the spectra.

4.9 Exploring AB Effect in Rb

Figure (a-b4.8) depicts the results of Rb absorption experiments and compares

them to the Nakayama model with the inclusion of an AB splitting effect of all

allowed energy levels [138, 139]. Figure (4.8a) contains the well-known Doppler

broadened absorption spectrum of a vapor cell containing both naturally occurring
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Figure 4.8: Experimentally measured and calculated absorption spectra: (a) Both
Doppler broadened and Doppler free Rb absorption spectra measured through
standard absorption and saturated absorption techniques, with an applied time
varying potential of V0 ≈ 10µV (b) theoretical AB shifted Rb spectra.

Rubidium 85 and 87. The spectrum was obtained by utilizing a standard single

beam technique depicted in figure (4.2) and measured using the scheme in figure

(4.2). A time varying potential with amplitude 10uV was applied to the Faraday

cage to stimulate the AB effect. Figure (4.8b) shows the theoretical expected

spectrum of figure (4.8a), including the AB effect as a splitting of the of the energy

levels shifted ±2450 MHz, corresponding to an applied time varying potential of

10uV. The theoretically generated spectrum has slightly distinguishable features

resulting from the splitting of energy states. When comparing the two we can see

that the experimental results show no evidence of the AB effect. However, due

to doppler broadening, the spectral features have FWHM on the order of 1GHz

and may be smearing out the small, in amplitude, effects shown in the theoretical

data. To better our sensitivity to these features we were motivated to eliminate

the doppler broadening effect by implementing a two beam SAS configuration and

performing the same measurements.

Figure (4.8a) also contains the fine transition absorption spectrum of Rb85 and

Rb87. This spectrum was obtained by performing a standard dual beam SAS tech-

nique. The same time varying potential was applied to the Faraday cage. Shown

in the theoretically generated spectrum, many obvious spectral features arise from
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the splitting of states. Despite many of the expected hyperfine transitions being

visible in the experimental spectrum, there is no definitive evidence of AB splitting

of normally observable states. The FWHM of the spectral features is on the order

of 100MHz and may still be too large for observations of the AB effect. These

results motivate us to pursue techniques that will allow for better resolution of

the spectral features and observations of other similar spectroscopic effects in the

same experimental apparatus.

4.10 N-Level System

As mentioned earlier in the paper, the AC Stark effect is a mathematical analog

to the scalar AB effect but the shift of energy eigen values is proportional to the

applied field modulation rather than the electric potential modulation. The AC

Stark effect generates spectral features comparable with the natural linewidth of

the fine transitions of Rb [142]. The similarity and spectral resolution of the AC

Stark effect motivated us to observe this analogous effect in the same experimen-

tal apparatus. Along with this we sought to observe electromagnetically induced

absorption and transparency (EIA, EIT), while in the setting of our experiment.

Work done by Bankim Chandra, Das et. al. shows the interplay of EIT, EIA, and

AT Splitting in a single optical system [162]. Following in a similar fashion our

experimental setup was altered to combine the V and Λ transitions of Rb85 Fg = 2

to F ′ = 1, 2 and Fg = 2, 3 to F ′ = 1, 2 into a four level N-type system. The op-

tical configuration consists of three co-propagating beams passing through the Rb

cell. The rabi-frequencies of the probe and pump beam were held at fixed values,

Ωprobe = 3MHz and Ωpump = 18MHz. The coupling beam’s Rabi frequency Ωc

was varied from 19MHz to 39MHz. By varying the rabi frequency of the coupling

beam we were able to observe the transitions between EIT , EIA , and AT splitting

in our absorption spectra shown in figure (4.9). The resulting spectral features al-

lowed us to achieve frequency resolution of 5-12 MHz in comparison to the natural

line width of these fine transitions of 6 MHz. Applying a time varying potential

did not result in any noticeable spectral change. While this may seem disheart-



68

Figure 4.9: (a-i) N-level system Rb absorption spectra for different values of rabi-
frequency Ωc, with the same applied time varying potential. This data was col-
lected using the N-level configuration presented in figure (4.2).The spectral features
are depicting changes in the Rb85 absorption spectra and show transitions between
EIA,EIT and AT splitting.

ening, we were motivated to look for possible explanations causing the absence of

detectable observations of the scalar AB effect.

4.11 Rb side band power decay

To better understand the lack of observable influence of the AB effect on our

system, we needed to calculate optical power contained in the generated sidebands.

By modeling our system as a phase modulated CW light source, we can determine
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the optical power in any given sideband.

We can express the electric field of a CW light source, with frequency ν0, as:

Ecw(t) = E0 exp−iν0t (4.15)

Applying a sinusoidal phase modulation with frequency fm and modulation index

∆θ, simplifies to weighted Bessel functions:

Epm(t) = E0 exp(−i[ν0t+ ∆θ sin (2πfmt)]) (4.16)

= E0

∞∑
n=−∞

Jn(∆θ) exp(−i[ν0t+ 2πnfmt]) (4.17)

We know that optical power after phase modulation is proportional to |Epm|2 so

the optical power in the nth sideband can be expressed as:

nPpm = |E0|2|Jn(∆θ)|2 (4.18)

We can see that the optical power in any given side band is proportion to |Jn(∆θ)|2

plotting this reveals the optical power for all sidebands decays rapidly, shown in

the x-z projection of figure (4.10) . Previously discussed, our dominating sidebands

occur at n = α and in the experimental configurations α = 1000. The power ratio

in the 1000th sideband is negligible and as a result should not be detectable in

our spectra. In order to observe any effect on our spectra, we would need to be

able to ‘push’ power into a desired sideband. Luckily, work has been previously

done to flatten out the optical power spectra for multi carrier light and should be

applicable in our experiment.

Yamamoto et al. has presented a method to correct for the power decay in

optical sidebands due to phase modulation [170]. In their work they show that

by adding additional phase modulation and a specified dispersive media one can

flatten their optical power spectra and achieve elongated power bandwidths over
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Figure 4.10: Three-dimensional representation of the optical power (z-axis) con-
tained in each sideband (y-axis) for varying values of additional correcting phase
modulation (x-axis). The ZY projection depicts the overall trend in optical power
for all sidebands as well as two specific configurations displaying the flattening
of the power bandwidth when including additional phase modulation. The XY
projection is a two-dimensional density plot that reveals the specific values of ∆θ2
for any sideband that maximizes the optical power, which fall along the dark X-
shape. The three-dimensional surface displays the optimal value of the second
phase modulation index ∆θ2 for any given optical sideband number.

any number of optical sidebands. We can implement these methods to achieve

better optical visibility of the AB effect. To see this, we should derive the evolution

of the electric field as it passes through the various components.
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Considering our experiment to be modeled by a phase modulation, PM, with mod-

ulation index ∆θ = α the electric field and optical power in the nth sideband are

given by:

E = E0

∞∑
n=−∞

Jn(α) exp(−i[ν0t+ 2πnfmt]) (4.19)

nP = |E0|2|Jn(α)|2 (4.20)

If we add a dispersive media, following the PM, with a group velocity dispersion

of B2 the electric field and power in the nth optical sideband will follow:

Edm(t) = E0

∞∑
n=−∞

Jn(α) exp (i[ϕn − 2πnfmt]) (4.21)

ϕn = 2π2n2f 2
mB2 (4.22)

nPdm = |E0|2|Jn(α)|2 (4.23)

We can see that the power in the nth optical sideband is unchanged however the

phase modulation is transformed to intensity modulation and the waveform follows:

Pdm(t) = |E0|2
∣∣∣∣∣

∞∑
−∞

Ja(α) exp (i[ϕn − 2πnfmt])

∣∣∣∣∣
2

(4.24)

Adding an additional PM with modulation index ∆θ2, where tdiff is the timing

difference of modulations, results in an electric field expressed as:

E0

∞∑
k=−∞

∞∑
n=−∞

Jn(α)Jk−n(∆θ2) exp (i[ϕn + ϕdiff − ν0t− 2πkfmt]) (4.25)



72

ϕdiff = 2π(k − n)tdiff (4.26)

Applying this model, we can scan through various sideband values and phase mod-

ulation indices, for specific values of ∆θ2 in which a flattening of the optical power

distribution occurs and results in an overall increase of power bandwidth for any

given sideband. By flattening the optical sideband power distribution, we can ef-

fectively ‘push’ power into any number of optical sidebands. The flattening of the

optical power distribution can be seen in figure (4.10) where the three-dimensional

scatter plot depicts the optical power (z-axis) in any given sideband (y-axis) for

specific values of ∆θ2 (x-axis). The two-dimensional density projection of the x

and y axes reveals the specific values of ∆θ2 that maximize the power in a specific

sideband. The projection of the y and z axes depicts a density distribution of

optical power in the sidebands. Two examples of optical sideband power distribu-

tion, for specific values of ∆θ2, are given alongside the density projection. We can

see that the flattening of the distribution of optical power results in a more even

distribution of power to multiple sidebands. An advantage of this is that each in-

dividual sideband can result in an additional spectroscopically observable feature.

In our case, this may result in generating more optically detectable artifacts of the

electric scalar AB effect on the Rb absorption spectra. Through simulations, at

the desired sideband of α = 1000 , we can arrive at a configuration in which the

power spectrum is flattened and dispersed into a multitude of optical sidebands.

One configuration which results in a desirable flattening is with the inclusion of a

dispersive media with group velocity dispersion of B2 = 1
4πf2

m
and a second phase

modulator with a modulation index of ∆θ2 = π
4
.

4.12 Results

Despite not directly observing the AB effect, in our current setups, we have

demonstrated that the optical effect should not be visible due to optical sideband

decay as a result of the phase modulation that occurs. We presented a model

that corrects this by adding a dispersive media and additional phase modulation.
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To experimentally implement the simulated results a corrected setup should con-

sist of our original system but with the addition of a dispersive media with value

B2 = 1
4πf2

m
and an additional PM with modulation index ∆θ2 = π

4
.The dispersive

media can be that of a meta material or simply a photonic crystal fiber that can

produce an arbitrary tunable GVD [171, 172]. The second PM could be an addi-

tional Rb vapor cell setup or more easily an optical phase modulator [173]. Moving

forward we will seek to experimentally implement the sideband power corrections

and optimize our selection of α to improve the visibility of the AB effect on our

system. We also plan to implement another form of charged particle model into our

system. One promising way to do this is to utilize a quantum dot or semiconductor

crystal as an analogous multi-level system [174].Motivation for this stems from our

simplification of the atomic structure of a hydrogen like atom; our model consid-

ers the electron to be a negatively charged particle orbiting a positively charged

nucleus. These simplifications ignore that the applied potential is from outside

the atom and as a result may observe the atom, as a whole, as a neutral particle.

While our findings do not provide concrete experimental evidence of the scalar AB

effect, we have demonstrated useful spectroscopic techniques to achieve spectral

feature tuning and presented methods to better the visibility of power diminished

optical sidebands. These results are not only a strong reasoning for continuing

the pursuit of spectroscopically observing the AB effect but show promise in ap-

plications to Atomic and Molecular Optics. Laser locking, atomic clocks, optical

frequency standards and arbitrary optical waveform generation would benefit from

tunability of optical features. In the process of generating frequency combs, one

could apply these techniques to increase the density of lines in any desired comb.

Quantum state preparation is a key to achieving viable quantum computers and

these methods could be used to generate robust quantum states. Overall, we have

defined limits on spectroscopically observing the electric scalar AB effect in Rb,

achieving resolution of spectral features on the order of the natural line-width of

the transitions. We expect that in order to make a spectral measurement of the

scalar AB effect one will need to implement our method to enhance the optical

sideband power diminished by the innate phase modulation that occurs due to the
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applied time modulated electric potential.



Chapter 5

Conclusions and Next steps

Through this PhD work, various quantum optical effects were explored in the-

ory and via experimental probing. Starting with the exploration of the Doppler

effect on SPDC generated entanglement, laying the foundation for entanglement

enhanced LiDAR measurements. The importance of beam characterization in the

efficient generation of entangled photon pairs was discussed and quantified. Two

methods of probing the Doppler effect were presented alongside theory providing

direct path for future continuation of this research.

The second portion of this work found itself focused onto the mechanisms be-

hind the optical Kerr effect resulting in the generation of entangled pairs in optical

fiber. All of this with the purpose of questioning the effect quantum interference

has on entangled photon pairs. The theory of the quantum interference effect

known as the HOM effect was explored and measurement scheme to probe the

time reversed HOM effect was highlighted.

As a final addition to the theme of exploring quantum optical effects gener-

ated by outside stimulus, the electric scalar AB effect was explored. The find-

ings resulted in an optical setup with the ability to prepare and evaluate atomic

states, with functionality useful to frequency locking and spectral feature gen-

eration. Through the use of theory, models were developed to predict optimal

configurations and results. Despite experimental results not fitting original excep-

tions many useful findings were presented, invaluable skills developed and avenues

for promising fruitful work revealed. This concluding section will focus on tangible

75
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next steps in probing the electric scalar AB effect and other prospective areas of

interest in the realm of quantum optics.

5.1 Phase Modulation Communication

One key takeaway from the experimental efforts to verify the scalar AB effect

is the introduction of a phase dependent flattening of optical sidebands of a phase

modulated signal. In our work we found that the scalar AB effect is drastically

obfuscated by a lack of optical power in the particular sidebands that the effect

would present itself in. The lack of optical power is attributed to the phase modu-

lation that is intrinsic to the AB effect . While this can be viewed as detrimental to

observing the AB effect, this obfuscation can be utilized in a way that is beneficial

in a communication application. In a scenario where one seeks to encode informa-

tion optically via the scalar AB effect or some other method of phase modulation,

if the encoded information is contained within an optical sideband that is effected

by this optical power fall off, the information cannot be detected. However, if one

could restore optical power into the desired sideband then the information could

then be interpreted. By applying a specific configuration of dispersion media and

additional phase modulation one can flatten the optical sideband structure and

restore detectable power into any desired sideband. Noting that the ’specific con-

figuration’ is dependent upon the original phase modulation configuration and the

desired optical sideband. Without prior knowledge of the original optical source

configuration, the information will remain unobservable by a secondary party. One

can extend similarities to common encryption techniques for communication and

see a possible technological application of this phenomena [5, 6]. A direct useful

configuration that can utilize this form of ’encryption’, would be a cascade dual

SAS scheme using the very same techniques detailed in this manuscript.

5.1.1 Cascaded SAS System

Utilizing our base AB effect apparatus and adding a dispersion media with

a specific or tunable GVD we can transform the phase modulation into inten-
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Figure 5.1: Dual SAS scheme utilizing the three beam N-level system preparation.
An additional dispersion media with a strategically tuned GVD is added alongside
another Rb cell with a specific time varying potential. These additional compo-
nents flatten the optical sideband power spectra such that any desired sideband
can be be optically observed, negating the effects of optical power falloff due to
the original phase modulation.

sity modulation following equation (4.24). Expanding on the dispersion media by

adding an additional Rb cell stage, we can then tune the time varying potential to a

specific modulation index such that our desired sideband α is optically detectable.

A simplified schematic can be seen in figure (5.1) where the input is simply the

original three beam N-level system preparation configuration. Utilizing equation

(4.25) and knowing the specific frequency of modulation of the time varying poten-

tial , fm, and value of α one can ’restore’ the visibility of any information encoded

by the original Rb cell stage.

5.1.2 Simulation

Through the previously covered simulation data we can determine optimal val-

ues via simulation of the optical configurations using equation (4.25). For an

optical source of 1W used to ’encode’ information into the n = α1 = 1000 side-

band we can apply a dispersion media with B2 = 1
4πf2

m
and a secondary Rb cell

stage with α2 = π
4
. Doing so will result in an optical power of 20µW in the desired

sideband of n = 1000. While compared to the original carrier power the output

power is significantly reduced. However when comparing the power in the same

sideband without the additional phase modulation it becomes obvious that this

method results in a desirable effect. In figure (5.2) we can see the comparison in
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Figure 5.2: Comparison of a single instance of phase modulation and the case with
an additional phase modulation. The sideband of interest occurs at n=1000.For a
single phase modulation the sideband is undetectable.

the n = 1000 sidebands, for a scheme without additional phase modulation there is

virtually no optical power. While this may not be a power efficient method of en-

cryption it is still promising as many optical sensors are sensitive enough to detect

optical powers on the order of a few micro-Watts [111]. While these simulations

pertain specifically to the presented apparatus many different phase modulation

techniques could be possibly be implemented [175–177].
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5.2 Machine Learning and Optics

One consistent trait of all the previously mentioned works, is that they all need

computational analysis and modeling. Through the task of studying various quan-

tum optical effects one is able to develop key skills and insights into the adjacent

field of computer science. As a result of this many interesting interdisciplinary

opportunities present themselves and require the use of skills and knowledge from

both fields. A good example of this is the use of machine learning to identify specific

features in optical spectra. Artificial intelligence and machine learning strategies

have been proven to be very effective in many classification settings and as a re-

sult have been adapted to be used in various spectroscopic experiments [178–181].

While the benefits of using machine learning is obvious in classification function-

ality it is not limited to it. Neural networks are one of the pillars of machine

learning approaches and are fundamentally a powerful mathematical model that

can be used to approximate nonlinear functions [182]. Non-linearity is a driving

component in optical phenomena, as presented in this manuscript many optical

effects are a result of special optical properties that can be described by non-linear

functions. The key focus of non-linearity in both optics and neural networks has

led to many proposing optical interpretations of neural networks [183–188]. Fol-

lowing in this vain my future work seeks to study the efficacy and viability of an

all optical neural network.

5.2.1 Optical NN

While still in the developmental stages of producing an all optical neural net-

work, here we will present a feasible first step and cover the basic functionality

of a neural network. Neural networks themselves are a type of machine learning

model inspired by the structure and functioning of the human brain [189]. Neural

networks consist of layers of interconnected units called neurons or nodes, which

process input data and pass it along to the next layer. Each neuron in a neural

network can be represented by a mathematical function that takes in inputs, pro-

cesses them, and outputs a result. When a neuron receives an input it applies a
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weight, which determines the importance of the input, adds a bias term, and passes

the result through an activation function to produce an output. Activation func-

tions themselves are inherently non-linear in order to model complex systems [182].

The simplest neural network consists of one neuron and was introduced by Frank

Rosenblatt in 1958, known as a perceptron [190]. A perceptron can perform binary

classification and does not have the ability to approximate non-linear functions.

However, by ’stacking’ multiple perceptrons into various layers one can create an

artificial neural network known as a multi-layer perceptron which can approximate

non-linear models [191].

Figure 5.3: Simple optical perceptron scheme consisting of a BBO χ(2) non-linear
crystal modulated by an applied electric field inducing an optical Pockels effect,
which varies the index of refraction and thus changes the propagation of the optical
input beam through the medium. The output beam is detected on one photo-diode
from an array, this output will correspond to a specific assigned value. A time delay
can be introduced by a physical translation of the crystal, adding an additional
tunable parameter. By adjusting the field and position of the crystal it can be
optically ’trained’ to output to a specific photo diode for a specific optical input.
In a sense the tunable parameters correlate to the weights used in a traditional
neuron scheme.

The first step in implementing a fully optical neural network will be in pro-

ducing a fully optical perceptron. Utilizing the non-linearity of various optical

materials one should be able to bestow the defining characteristics of a single neu-

ron. One method of experimental observation is depicted in figure (5.3) where

the Pockels effect is utilized to change the index of refraction of a BBO crystal

altering the input beam’s propagation through the media, modeling the ’weight’

characteristic of a neuron. The bias characteristic can be defined by a time or
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phase delay being applied to the propagating light. With the combination of these

characteristics one can implement a feedback loop in a way that alters these char-

acteristics to effectively train the neuron to have a specific output for a given input.

In this case the training will occur by optimizing the photo current of the expected

photo-diode. To do this we can utilize equation (5.1) which describes the change

in refractive index as a function of applied potential and crystal length. This pro-

cesses can be made fully autonomous by implementing a feedback loop such as a

PID controller [192]. Once a fully optical perceptron is realized then integrating

multiple will lead to a viable and more robust all optical neural network.

∆n = rijn
3
0

V

L
(5.1)
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[19] Mats Ormö, Andrew B. Cubitt, Karen Kallio, Larry A. Gross, Roger Y.
Tsien, and S. James Remington. Crystal Structure of the Aequorea vic-
toria Green Fluorescent Protein. Science, 273(5280):1392–1395, September
1996.

[20] Andrew Neice. Methods and Limitations of Subwavelength Imaging. In Ad-
vances in Imaging and Electron Physics, volume 163, pages 117–140. Elsevier,
2010.

[21] Davide Castelvecchi. Hunt for gravitational waves to resume after massive
upgrade. Nature, 525(7569):301–302, September 2015.

[22] Louay Eldada. Optical communication components. Review of Scientific
Instruments, 75(3):575–593, March 2004.

[23] Christiaan Huygens. Treatise on light In which are explained the causes of
that which occurs in reflexion, & in refraction and particularly in the strange
refraction of Iceland crystal.



84

[24] J. David Zook. A simple model for diffuse reflection. Optics Communications,
17(1):77–82, April 1976.

[25] Max Born and Emil Wolf. Principles of optics: electromagnetic theory of
propagation, interference and diffraction of light. Cambridge university press,
Cambridge New York, 7th (expanded) ed edition, 1999.

[26] Demetrios N. Christodoulides, Iam Choon Khoo, Gregory J. Salamo,
George I. Stegeman, and Eric W. Van Stryland. Nonlinear refraction and
absorption: mechanisms and magnitudes. Advances in Optics and Photonics,
2(1):60, March 2010.

[27] R. Paschotta. Acousto-optic Modulators - an encyclopedia article. In RP
Photonics Encyclopedia. RP Photonics AG, 2008.

[28] William Bragg. The reflection of X-rays by crystals. Proceedings of the
Royal Society of London. Series A, Containing Papers of a Mathematical
and Physical Character, 88(605):428–438, July 1913.
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