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ABSTRACT OF THE DISSERTATION 

An Investigation of Anodic Aluminum Oxide for Electronic and MEMS Applications 

By 

Dogukan Yildirim 

Doctor of Philosophy in Electrical and Computer Engineering 

University of California, Irvine, 2016 

Professor Guann-Pyng Li, Chair 

 

In this dissertation, we have explored the use of a highly anisotropic film, porous anodic 

aluminum oxide (AAO) for electronic and MEMS applications. In the first part, AAO templates 

integrated with ferromagnetic material were studied for spiral inductors as a magnetic core. In 

the second part, the applications of AAO as a structure material, a mold for electroforming, and a 

sacrificial layer for MEMS applications were demonstrated.   

There is a strong demand for high performance and quality spiral inductors for radio 

frequency integrated circuits (RFIC). For this purpose, ferromagnetic materials are integrated 

into the spiral inductors to improve their performance and miniaturize their size. However, spiral 

inductors with ferromagnetic cores suffer from poor performance at high frequencies due to 

ferromagnetic resonance effect and eddy current loss occurrence in the layer of ferromagnetic 

materials. Since AAO templates are self-laminated and patterned, these drawbacks are solved by 

integration of ferromagnetic materials into the nanopores of AAO templates. By using nickel 

electroplated AAO templates as a magnetic core, we presented 21% enhancement of inductance 

value at 5 GHz with a quality factor of 14.48.  
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High precision, high aspect ratio structures are needed for a variety of 

microelectromechanical systems (MEMS) applications. The most common technology for 

producing high aspect ratio structures for MEMS is deep reactive ion etching (DRIE). Despite 

the successes of the DRIE process for MEMS applications, it has several significant 

shortcomings which limit its adoption for many microstructure applications. The DRIE process 

is expensive, time consuming, requiring expensive dedicated etching equipment, and primarily 

useful for etching structures in silicon, making it unlikely to be used for non-silicon applications. 

Other technologies, such as LIGA and SU-8 are highly specialized, and while they can be used 

for making simple structures, they are generally not useful for producing MEMS-like structures. 

Since AAO templates are highly anisotropic and can be prepared at various thicknesses, deep 

vertical structures with high aspect ratios can be formed by a simple low cost wet etching 

process. Various types of MEMS structures were fabricated by using this technique. 
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INTRODUCTION 

 

Porous anodic aluminum oxide (AAO) templates have attracted much research interest in 

recent years due to their potential applications in electronics, magnetics, photonics, 

electrochemistry, and nanotechnology. AAO is a self-ordered nanoporous template that consists 

of a hexagonal array of cells with uniform and parallel straight cylindrical nanopores 

perpendicular to the template surface. AAO templates can be obtained by a two-step anodization 

process of aluminum in some electrolytes. Anodization of aluminum is a low cost process for the 

fabrication of large arrays of nanostructures with a very large aspect ratios (pore depth divided 

by pore diameter), which is not possible with standard lithographic techniques. AAO provides 

desirable features such as uniform pore sizes (5 to 400 nm), high pore densities (108-1011 /cm2), 

and high aspect ratios. These features of AAO templates can be controlled by optimizing 

anodization conditions such as electrolyte, voltage, temperature, and time. 

In this dissertation, highly anisotropic nature of AAO templates has been explored for 

electronic and MEMS applications. In the first part, AAO templates integrated with 

ferromagnetic material were studied for spiral inductors as a magnetic core. In the second part, 

the applications of AAO templates as a structure material, a mold for electroforming, and a 

sacrificial layer for MEMS applications were demonstrated.   

There is a strong demand for high quality and performance integrated RF components 

such as, transformers, filters, oscillators, regulators, and matching networks for radio frequency 

integrated circuits (RFIC). One of the fundamental passive elements for implementation of those 

components into RFIC is inductors. However, inductance and quality factor of the spiral 

inductors do not scale efficiently with the number of turns, leading to excessive area 
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consumption and limited operating frequency. Thus, it is essential to increase inductance and 

quality factor of spiral inductors at high operating frequency and to miniaturize their size for 

realization of RFIC. 

To further miniaturize the size, lower the cost, improve the performance, and increase the 

operating frequency of spiral inductors, integration of ferromagnetic materials into an air core 

inductor has attracted much research interest. Ferromagnetic materials act as the flux-amplifying 

components in spiral inductors and correspondingly, inductance and quality factor enhancement 

and area occupation reduction can be achieved in these inductors. However, spiral inductors with 

ferromagnetic cores suffer from poor performance at high frequencies due to ferromagnetic 

resonance (FMR) effect and eddy current loss occurrence in the layer of ferromagnetic materials. 

These two shortcomings of ferromagnetic materials need to be addressed properly in order to use 

them in spiral inductors. 

The first drawback of the magnetic materials (FMR frequency) can be solved by 

patterning the magnetic film into small segments since pattering the magnetic film increases 

FMR frequency by increasing the anisotropy field. The second drawback of the magnetic 

materials (eddy current loss) can be solved by laminating the magnetic film into multiple layers 

with dielectric interlayer since laminating the magnetic film suppresses the eddy current loss. 

Considering that the most efficient way of concentrating magnetic flux in spiral inductors is to 

have magnetic materials fully surround the spiral inductors, the use of patterning and laminating 

film for fabricating the inductor is a very complex and challenging process. 

The electroplating of a ferromagnetic material into AAO template is known to be the 

most simple and cost effective method to enhance the FMR frequency and suppress the eddy 

current loss. Ferromagnetic nanowires have high saturation magnetization, high effective 
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anisotropy field, high permeability, high FMR frequency and low eddy current loss due to the 

high aspect ratio of nanowires. Moreover, the magnetic properties of ferromagnetic nanowires 

can be tuned by applying an external DC magnetic field. Since AAO templates are self-

laminated and patterned, they can be easily integrated with a spiral inductor without adding the 

complexities of fabrication process.  

High precision, high aspect ratio structures are needed for a variety of 

microelectromechanical systems (MEMS) applications. For most MEMS applications, such 

structures are typically 50 microns to several hundred microns tall, and have pattern resolutions 

of a few microns. These can be used to form structural or electromechanical components for 

microsystems. Currently, there are only a few processes available to the MEMS designer for 

producing deep etches. These include LIGA, photostructurable glass such as Fotorun, 

photostructurable polymers such as SU-8 and PSR. The most common technology for producing 

high aspect ratio structures for MEMS is deep reactive ion etching (DRIE), sometimes referred 

to as the “Bosch” process, which uses a high energy plasma process to perform deep vertical 

etches in silicon. 

Despite the successes of the DRIE process for MEMS applications, it has several 

significant shortcomings which limit its adoption for many microstructure applications. Although 

efforts have been made to use DRIE for etching glass and sapphire structures, DRIE is primarily 

useful for etching structures in silicon, making it unlikely to be used for non-silicon applications 

or for applications requiring low cost materials. The DRIE process is expensive and time 

consuming, requiring expensive dedicated etching equipment, use of corrosive gasses, including 

SF6 and C4F6, produces non-uniform etches across a wafer, and requires many minutes, 

sometimes even hours, of etch time on the tool. 
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Other technologies, such as LIGA and SU-8 are highly specialized, and while they can be 

used for making simple structures, they are generally not useful for producing MEMS-like 

structures, which require additional materials, and sacrificial etches or undercut etches. Both 

produce only extruded structures (2.5D) of a single material. LIGA is specialized for producing 

simple mold inserts for precision injection molding, while SU-8 is useful primarily for making 

simple plastic structures. 

Since AAO templates are highly anisotropic and can be prepared at various thicknesses, 

they can be used in producing high aspect ratio structures for MEMS applications. When AAO 

templates are etched in a simple wet etchant, they result in deep etch structures that have very 

high aspect ratios. The relatively low cost for the material, combined with low cost of etchant 

and ease of processing, make this an attractive alternative to expensive, complex processes such 

as DRIE. AAO can be processed to include other films, such as metals, to produce complex 

structures. In addition to use the AAO templates as a sacrificial layer, they can be used as a 

structure material and a mold for electroforming. Indeed, aluminum oxide is a mechanically 

strong material and has excellent dielectric properties, making this a compelling alternative to 

silicon for producing MEMS structures. 

This dissertation is organized into five chapters. Chapter 1 gives an overview of porous 

anodic aluminum oxide templates, discusses anodization process and mechanism and stages of 

pore formation, and demonstrates the fabrication of highly-ordered open-through porous AAO 

templates. Chapter 2 gives an overview of electrodeposition methods, magnetism and magnetic 

material classifications, magnetic anisotropy, and discusses the magnetic properties of nickel 

nanowire arrays electrodeposited in AAO templates. Chapter 3 gives an overview of spiral 

inductors and TRL calibration, and discusses the spiral inductor fabrication with nickel 
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electroplated AAO templates as a magnetic core. Chapter 4 focuses on the applications of AAO 

templates as a structure material, a mold for electroforming, and a sacrificial layer for MEMS 

applications. Finally, Chapter 5 concludes this dissertation with a summary of the work done and 

suggests future works.    
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CHAPTER 1 

POROUS ANODIC ALUMINUM OXIDE (AAO) 

 

Porous anodic aluminum oxide (AAO) templates have attracted much research interest in 

recent years due to their potential applications in electronics, magnetics, photonics, 

electrochemistry, and nanotechnology [1-10]. AAO is a self-ordered nanoporous template that 

consists of a hexagonal array of cells with uniform and parallel straight cylindrical nanopores 

perpendicular to the template surface [11-16]. AAO templates can be obtained by a two-step 

anodization process of aluminum in some electrolytes [17]. After the first anodization, AAO 

template is removed and hexagonal texture is obtained on aluminum substrate to serve as a    

self-assembled mask for the second anodization. The anodization time of the first step has a 

considerable effect on the ordering of nanopores. As the anodization time of the first step 

increases, cells of the nanopores are rearranged and defect-free regions are obtained in large 

domains [2]. Therefore, after the long period of first anodization step, the second anodization 

step is sufficient to obtain highly ordered AAO templates. Anodization of aluminum is a low cost 

process for the fabrication of large arrays of nanostructures with a very large aspect ratio      

(pore depth divided by pore diameter), which is not possible with standard lithographic 

techniques [18]. AAO provides desirable features such as uniform pore sizes (5 to 400 nm), high 

pore densities (108-1011 /cm2), and high aspect ratios [19-20]. These features of AAO templates 

can be controlled by optimizing anodization conditions such as electrolyte, voltage, temperature, 

and time.  
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1.1. Anodization of Aluminum  

Anodization process is an electrochemical oxidation of aluminum foil at constant dc 

voltages in weak acidic electrolytes. Anodization of aluminum forms porous anodic aluminum 

oxide layer that consists of a hexagonal array of cells with uniform and cylindrical nanopores. 

During this process, a hemispherical continuous and insulating alumina layer is also formed 

between the bottom of the pore and the aluminum substrate; and is called barrier layer [20, 21]. 

Schematic diagram of a porous anodic alumina (AAO) template is shown in Figure 1.1. 

 

Figure 1.1. Schematic diagram of a porous AAO template. 

 

The structural features of AAO templates, including pore diameter, cell size, barrier layer 

thickness, and AAO thickness can be controlled by adjusting anodization conditions such as type 

and concentration of electrolyte, applied voltage, temperature, and anodization time. The major 

acid electrolytes used in anodization process are sulfuric acid (H2SO4) [15, 23, 24], oxalic acid 

(H2C2O4) [12, 19-22], and phosphoric acid (H3PO4) [25-27] solutions. In order to obtain uniform 
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and cylindrical pore distribution, type and concentration of electrolyte needs to be determined 

properly for a given anodization voltage. The specific anodization voltage for self-ordering of 

nanopores is 25V for sulfuric acid, 40V for oxalic acid, and 195V for phosphoric acid [28]. The 

type and concentration of electrolyte has an effect on pore diameter. Small, medium, and large 

pore diameters are formed by using sulfuric, oxalic, and phosphoric acid solutions, respectively. 

Applied voltage is one of the most important anodization conditions and has significant effect on 

cell size, pore diameter, barrier layer thickness, and oxide growth rate. The interpore distance 

(center to center distance between neighboring pores) is equal to the hexagonal cell size and it is 

proportional to the applied voltage (2.5 nm/V) [13, 28, 29].  The pore diameter is also 

proportional to the applied voltage (0.9 nm/V) under mild anodization conditions [28]. The 

thickness of the barrier layer is also proportional to the anodization voltage (1.3 nm/V) as well as 

interpore distance and pore diameter [28].   Higher applied voltages accelerate the anodization 

process and therefore oxide growth rate increases. Temperature has also considerable effect on 

pore formation. In general, temperature of the electrolyte is kept as low as 0oC ~ 2oC to prevent 

dissolution of formed oxide layer in acidic electrolyte and to avoid a local heating at pore 

bottoms. The local heat causes inhomogeneous electric field distribution at pore bottoms and 

leads breakdown of the oxide layer. In order to prevent effect of the heat, electrolytes are also 

stirred vigorously. Agitation is also an important treatment to maintain the stable growth of oxide 

layer [25]. Moreover, oxide growth rate is affected by the temperature. Lower temperatures 

decelerates the oxide growth rate, however, provides uniform pore formation. The thickness of 

the oxide layer has a linear relationship with anodization time. Thicker AAO templates can be 

obtained by long period of anodization. Major acidic electrolytes and optimum anodization 

conditions for self-ordered AAA templates are shown in Table 1.1. 
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Table 1.1. Major acidic electrolytes and optimum anodization conditions  

Electrolyte 
Concentration 

(M) 
Voltage 

(V) 
Cell Size 

(nm) 
Temperature 

(oC) 
Pore Density 
(pores/cm2) 

Sulfuric acid 0.3 25 63 0 ± 2 ~1011 

Oxalic acid 0.3 40 100 0 ± 2 ~1010 

Phosphoric acid 0.3 195 500 0 ± 2 ~109 

 

The degree of hexagonal ordering decreases when the anodization process is performed 

outside the self-ordering regimes [28, 30]. In a given electrolyte, applied voltages higher than the 

optimum value results in ‘breakdown’ or ‘burning’ of the formed oxide layer caused by 

catastrophic flow of electric current on the aluminum substrate [31].   

 

1.2. Mechanisms of Pore Formation 

One of the proposed and most commonly accepted mechanisms for pore formation is the 

mechanical stress model [14]. Based on this model, the mechanical stress coming from volume 

expansion of aluminum during oxide formation at the oxide/metal interface is proposed to cause 

repulsive forces between neighboring pores. These repulsive forces lead the formation of        

self-ordered pores in anodization process. The volume expansion of aluminum depends on 

applied voltage. Moderate anodization voltages result in moderate volume expansion, therefore, 

are most suitable to obtain self-ordered pore arrays. In case of high anodization voltages, no 

repulsive forces are expected between neighboring pores, therefore, large volume expansion 

takes place and results irregular pore formation.  

The self-ordered pore arrays in anodic aluminum oxide forms from electric field assisted 

oxide dissolution at the electrolyte/oxide interface and oxide growth at the oxide/metal interface 
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[14]. When external voltage is applied, aluminum dissolves into Al�� cations at anode and 

hydrogen ions are reduced to produce hydrogen gas at cathode. 

 

 Al(s)  → Al��(aq) +  3e� (1) 

 

 6H�(aq) +  6e�  → 3H�(g) (2) 

 

Some of aluminum cations migrate through the barrier oxide layer and are ejected into the 

electrolyte at the electrolyte/oxide interface. Some of them react with oxygen containing ions 

(O�� or OH�) within the barrier layer and forms aluminum oxide. The dissolution of some 

aluminum cations leads porous oxide growth. In addition, the hydration reaction of the oxide 

layer takes place at electrolyte/oxide interface leading to dissolution and thinning of aluminum 

oxide [15]. Dissolution reaction of aluminum oxide can be written as 

 

  Al�O�(s) +  6H+(aq) → 2Al3+(aq) +  3H2O(�) (3) 
 

Oxygen anions react with aluminum at oxide/metal interface and forms aluminum oxide.  

 

 2Al(s) +  3O��(aq)  →  Al�O�(s) +  6e� (4) 

 
 
The overall chemical reaction for aluminum oxidation can be written as 
 
 

 2Al(s) + 3H�O(�) →  Al�O�(s) +  6H�(aq) +  6e− (5) 

 
 
Since oxidation of aluminum takes place at the entire pore bottom simultaneously, the oxide 

layer can only expand in the vertical direction. Under steady state regime, field-enhanced oxide 

dissolution and oxide growth rates are in equilibrium; therefore, each pore grows perpendicular 
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to the aluminum surface with a constant thickness of barrier layer. Schematic diagram of pore 

formation in an acidic electrolyte is shown in Figure 1.2. 

 

  
 

Figure 1.2. Schematic diagram of pore formation based on mechanical strength model. 

 

The atomic density of aluminum in aluminum oxide is by a factor of two lower than in 

metallic aluminum [14, 15]. This volumetric expansion factor arises from the difference in the 

density of aluminum in aluminum oxide (3.2 g/cm3) and that of metallic aluminum (2.7 g/cm3). 

Based on this, two times of volume expansion of aluminum oxide is expected according to the 

original volume of aluminum. However, the volumetric expansion factor is less than two under 

normal experimental conditions [15]. This is due to the ejection of some of the Al�� cations into 

the electrolyte and dissolution of aluminum oxide at electrolyte/oxide interface. The volume 



12 
 

expansion of aluminum oxide is strongly depends on anodization conditions such as applied 

voltage, electrolyte concentration, and electric field created by applied voltage. Therefore, the 

experimental volume expansion factor can range from 0.8 to 1.6 [14] which can be determined 

by the Pilling-Bedworth ratio (R��) [32, 33]. Pilling-Bedworth ratio is defined as the ratio of the 

molecular volume of oxide to the molecular volume of metal where the oxide is created; and is 

expressed as 

 

 R�� =  Molecular volume of oxideMolecular volume of metal =  Moxide ρoxide⁄n Mmetal ρmetal⁄  (6) 

 

where M+,-./ and M0/123 refer to the molecular weights of oxide and metal, and ρ+,-./  and  

ρ0/123  refer to the densities of oxide and metal, and n is the number of metal atoms per one 

oxide molecule. The Pilling-Bedworth ratio can be written for aluminum and aluminum oxide as 

 

 R�� =  MAl2O3 ρAl2O34n MAl ρAl⁄  (7) 

 

In general, if the  R��  is less than 1, tensile stress arises in the oxide, oxide film is too thin and 

provides no protective effect. If the  R��  is greater than 2, large compressive stress arises, oxide 

film chips off and provides no protective effect. If the  R��  is greater than 1 but less than 2, 

moderate compressive stress arises, oxide film is passivating and provides a protective effect 

against further surface oxidation. The reported  R��  values such as 1.23 [26] and 1.4 [15] under 

optimal anodization conditions indicate the moderate mechanical stress in the oxide layer which 

leads ordered pore growth.  

Another proposed mechanism to explain the generation and self-ordering of the pores and 

the formation of the hemispherical pore bottom is equifield strength model [34, 35]. Based on 
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this model, there is equilibrium between dissolution of oxide at electrolyte/oxide interface and 

oxidation of aluminum at oxide/metal interface. The dissolution reaction of oxide is expressed as   

 

 Al�O� +  nH�O → 2Al�� + (3 + n − x)O�� + xOH� + (2n − x)H� (8) 

 

where n is the ratio of the dissociation rate of water to the dissolution rate of oxide, and x 

indicates the ratio of O�� and OH� anions. The oxidation reactions of aluminum by oxygen 

containing anions (O�� and  OH�) which are produced from dissociation of water are expressed 

as 

 

 2Al + 3O��  →  Al�O� +  6e� (9) 

 

 2Al + 3OH�  →  Al�O� + 3H� +  6e� (10) 

 

The thickness of the barrier oxide layer (d�), dissolution rate, oxidation rate, and electric filed 

strength (E�) across the barrier oxide layer are all constant at a steady state under certain 

anodization conditions. Pore initiation and pore growth mechanism based on equifield strength 

model is shown in Figure 1.3. The electrolyte/oxide interface is represented by ABC and 

oxide/metal interface is represented by A’B’C’. A thin layer of barrier oxide is formed 

immediately when anodization voltage is applied. At the early stage of anodization, dissolution 

of oxide layer leads to pit growth due to the point defects in the oxide film. The thickness of 

oxide layer at BB’ is smaller than at AA’ and CC’ after pit formation and causes relatively 

higher oxidation rate at B’. As a result of high electric strength at BB’, the shape of the ABC 

surface is replicated at the oxide/metal interface. As anodization continues, a single pore moves 

down and penetrates the aluminum by leading a hemispherical pore bottom. At steady state 
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regime, uniform field strength is achieved at the whole electrolyte/oxide interface (DABCE) and 

oxide/metal interface (D’A’B’C’E’). Therefore, pore growth continues with a constant barrier 

oxide layer thickness of d�.  

  
(a) (b) 

  
(c) (d) 

 
Figure 1.3. Schematic diagram of pore formation based on equifield strength model. 
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According to the equifield strength model, the oxide layer can move not only downwards 

but also sideways since electric field strength along DD’ and EE’ in the pore wall is the same as 

that at the pore bottom [34]. The self-adjustment of pores during anodization is depicted in 

Figure 1.4 by using a two-pore model. When two pores are separated as shown in Figure 1.4(a), 

they will expand and the neighboring walls of these two pores will move towards each other until 

two walls merge with a thickness of 2d� (Figure 1.4(b)). Both pore bottoms are still 

hemispherical at this stage. The oxidation rate at joined position (B) is much higher than at any 

other position due to the migration of oxygen anions from both sides. Therefore, the joined 

position (B) will move down to a lower position (D) as shown in Figure 1.4(c). The dissolution 

rate of oxide at positions A and C will be faster than the oxidation rate at position D. As a result, 

oxide layer thickness will decrease and the wall thickness between pores become 2d6 which is 

smaller than 2d�. Therefore, pore bottoms are not perfectly hemispherical at this final stage. 

 

   
 

(a) 
 

(b) 
 

(c) 
 
Figure 1.4. Schematic diagram of self-adjustment of pores. 
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1.3. Current Transient and Stages of Pore Formation in Anodization Process 

Pore formation in anodic aluminum oxide consists of four stages that are detectable by 

monitoring the current transient [36, 37]. The current density curve as a function of time during 

anodization process is shown in Figure 1.5. In the first stage, a barrier oxide layer starts to form 

as the anodization potential is applied to the aluminum substrate. During the growth of the 

barrier layer, resistance of the substrate increases considerably and current density decreases 

sharply. In the second stage, the barrier oxide layer reaches a certain thickness when the current 

density curve shows a minimum value. In the third stage, pore nuclei formation and pore growth 

take place by local dissolution of the barrier layer due to the applied electric field. During the 

dissolution of the barrier layer, surface area increases and resistance of the substrate decreases, 

therefore, current density curve starts to increase. In the fourth stage, surface area reaches a 

constant value resulting in a stable current density curve. At this final stage, pores grow 

continuously with a constant thickness of barrier layer since oxide dissolution and formation 

rates are in equilibrium. 

 
 
Figure 1.5. Current density curve as a function of time. 
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1.4. Two-step Anodization Process 

Pore formation in anodic aluminum oxide templates initiates randomly on aluminum 

substrate and the degree of pore ordering is very low in the initial stage of anodization process. 

As anodization progress under appropriate conditions, self-organization process takes place and 

highly-ordered pore arrangement is obtained. The pore arrangement at oxide/metal interface is 

ordered and the pore arrangement at electrolyte/oxide interface is not ordered and reflects the 

initial pore nucleation sites that were produced at the early stages of anodization process [15].    

In order to obtain highly-ordered pore arrangement at electrolyte/oxide interface, a special 

technique called two-step anodization is applied [12, 38]. In the first step, a long period of 

anodization is performed to form highly-ordered pore arrangement at oxide/metal interface. As 

the duration of the first step increases, domains in the bottom of porous oxide layer form on 

larger areas and more uniform pore distribution is obtained. After the first step, anodic aluminum 

oxide layer is selectively removed by wet chemical etching. After AAO removal, the surface of 

the aluminum substrate keeps the hexagonal texture of the pore tips which serves as a                 

self-assembled mask for the second anodization step. Then, the second step is performed under 

same anodization conditions. Since highly-ordered concave pattern on aluminum substrate acts 

as initiation sites for pore formation in the second step, densely packed, uniform, straight, and 

parallel pore channels are obtained throughout the entire AAO layer [39]. Schematic diagram of    

two-step anodization process is shown in Figure 1.6.      
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(a) 
 

(b) 
 

  
 

(c) 
 

(d) 
 
Figure 1.6. Schematic diagram of two-step anodization process. 

 

1.5. Pore Density and Porosity in Anodic Aluminum Oxides  

The pore density is defined as number of pores per unit area of AAO templates and 

expressed as [28, 40]  

 

 ρ =  2√3D-91�  x 10<=    pores/cm� (11) 

 

where D-91 is the interpore distance. According to the equation above, the pore density is 

inversely proportional to the square of the interpore distance. As mentioned earlier, the interpore 

distance is proportional to the applied voltage. Under optimum anodization conditions, 
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approximate pore densities of 10<<, 10<@, and 10A are obtained in sulfuric, oxalic, and 

phosphoric acid electrolytes respectively.  

The porosity is defined as the ratio of the volume of the pores (voids) to the total volume 

of the mass and expressed as a percentage [26, 28, 40].  

 

 P(%) =  π2√3 E DFD-91 G� x 100 (12) 

 

where DF is the pore diameter. According to the expression, the porosity is mainly determined by 

the ratio of the pore diameter to the interpore distance. This ratio (DF/D-91) is controlled by the 

electric field strength (EHHI) at the barrier oxide layer and decreases with increasing EHHI during 

anodization [31]. In addition to the effect of EHHI on porosity, the porosity of AAO templates is 

directly governed by the relative dissociation rate of water at the electrolyte/oxide interface     

[34, 35], and can be obtained as 

 

 P =  3n + 3 (13) 

 

where n is the ratio of the dissociation rate of water to the dissolution rate of aluminum oxide. 

The n value is dependent on the electric field strength. In a steady state regime, the electric field 

strength is constant according to the proposed equifield strength model, and the n value and, 

therefore, the porosity are constant. However, under a stronger electric field, the dissociation rate 

of water will increase which results an increase of the n value, therefore, the porosity will 

decrease. The variation of the porosity of AAO as a function of n is shown in Figure 1.7 [34, 35]. 

As reported in [31], the porosity decreased with increasing anodization voltage from ~35% at 5V 

to ~10% at 40V when aluminum was anodized in 0.3M oxalic acid electrolyte. According to the 
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Figure 1.7, this decrease of porosity can be explained with an increase of the n value from 5.6 to 

27. 

 

Figure 1.7. Porosity of AAO as a function of n. 

 

The porosity of AAO templates is also determined by pore-filling method [41, 42]. In this 

method, aluminum is first anodized in an acid electrolyte to form porous-type anodic oxide layer 

and subsequently re-anodized in a neutral electrolyte to form barrier-type oxide layer under a 

constant current condition. New oxide layer gradually forms simultaneously within the pores and 

underneath the barrier layer of the pre-formed porous AAO since both O�� anions and Al�� 

cations contribute to the oxide formation at the oxide/metal interface and electrolyte/oxide 

interface, respectively. Voltage-time transient is monitored during re-anodization process. The 

movement of  O�� and  Al�� ions and voltage-time transient during re-anodization process is 

shown in Figure 1.8 [41, 42]. The non-zero value of voltage at t = 0 is due to the original barrier 

layer of pre-formed porous AAO.  
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(a) (b) 

 
Figure 1.8. Schematic diagrams of (a) ion movement and (b) voltage-time transient during        
re-anodization process. 

 

The complete pore-filling is accompanied by the change of the slope at the time tF due to the 

sudden increase of the electrolyte/oxide interfacial area. For the time t J  tF,  

 

 ρ KP dh�dt +  dh�dt M =  jMnFk (14) 

 

where ρ(= 2.95 g/cm�) is the density of oxide, P is the porosity of porous AAO, dh� dt⁄   and 

dh� dt⁄   are the rates of the increase of the barrier oxide thickness at the electrolyte/oxide and 

oxide/electrolyte interfaces, respectively, j is the current density, M is the atomic weight of 

aluminum, n(=3) is the number of electrons associated with the oxide formation, F is the 

Faraday’s constant, and k(=0.505) is the weight fraction of aluminum in the oxide. The transport 

number of Al�� cations is defined by the ratio of the weight of new oxide formed in the pore per 

unit time to the total weight of new oxide formed per unit time and expressed as 
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 TZ3[\  =  ]P dh�dt ^ ]P dh�dt +  dh�dt ^_  (15) 

 

Similarly, the transport number of O�� anions is expressed as expressed as 

 

 T̀ ab  =  Edh�dt G ]P dh�dt + dh�dt ^_  (16) 

 

The slopes m< and m� of the voltage-time transient are given by 

 

 m<  =  1K ]dh�dt  +  dh�dt ^ (17) 

 

and 

 

 m�  =  1K ]P dh�dt  + dh�dt ^ (18) 

 

where K(nm/V) is the ratio of the barrier layer thickness to the voltage, and considered to be a 

constant. From equations 14-18, the porosity of porous AAO is given by   

 

 P =  TZ3[\  (m�/m<)1 − (1 −  TZ3[\)(m�/m<)  (19) 

 

As a result, the porosity of porous AAO can be determined by measuring m< and m� with known 

transport number of Al�� cations. 
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1.6. Fabrication of Highly-Ordered Open-Through Porous Anodic Aluminum Oxide 

Templates 

In order to fabricate nanostructures into the pores of AAO templates, demanding removal 

of the hemispherical barrier layer between pore bottom and aluminum substrate is needed. 

Different methods have been developed to remove the barrier layer completely.  

In the first method, the barrier layer is removed by cathodic polarization process in a 

neutral potassium chloride (KCl) solution [19, 20]. During this process, the barrier layer is 

dissolved by OH� ions generated at the pore bottom. However, this method has led to pore walls 

being dissolved as well as the barrier layer by these ions so that an increase in the pore diameter 

is typically observed. Cathodic polarization time to dissolve the barrier layer is dependent on the 

AAO template thickness, thus limiting the removal of the barrier layer in AAO templates thicker 

than 20 µm. Since dissolution of the barrier layer and the pore wall occurs simultaneously, a 

longer cathodic polarization time damages the AAO template. To alleviate this time sensitive 

process, additional process control in reducing anodization voltage is required to thin the barrier 

layer at the end of the anodization before performing cathodic polarization process.  

In the second method, the barrier layer is removed by electrochemical voltage pulse 

detachment process [37, 43-46]. During this process, a short voltage pulse of 5-10V higher than 

the anodization voltage is applied in perchloric acid (HClO=) containing solution to detach the 

AAO template from the aluminum substrate and freestanding AAO template is obtained. 

However AAO templates formed with high anodization voltage have relatively thick barrier 

layer and thus several times of voltage pulse is required for detachment of AAO template.           

It has been reported that the uniformity of the detached side of AAO template is quite low 

compared to the top surface, in challenging a reproducible process for uniform and open-through 
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AAO template [44]. In addition, perchloric acid may form explosive mixtures with organic 

compounds, implying a not very robust process [44]. 

In the third method, the barrier layer is removed by wet chemical etching solution such as 

phosphoric acid (H�PO=) or electrochemical etching solution such as KCl without the need to 

remove the AAO template from the substrate. During this process, a thin layer in the range of 

0.4-2 um of aluminum is evaporated on single layer or multilayer substrates such as Si [29], 

Si/Pt/Ti [47], Si/Au [48, 49], Si/SiO2/Ti/Pt, Si/Ti [50, 51], Glass/SiO2/ITO [52], Glass/ITO/Ti 

[53], Si/Ta [54], Glass/ITO [55], and Si/Ti/Au [56]. The barrier layer between the AAO template 

and these substrates has an inverted morphology with voids and is different from that of alumina 

templates grown on aluminum substrates.  

In the fourth method, the barrier layer is removed by the wet chemical etching of free 

standing AAO template in a phosphoric acid solution. During this process, aluminum substrate is 

removed in saturated solutions such as mercury(II) chloride (HgCl�) [12-15, 57, 58],        iodine-

methanol [59], stannic chloride (SnCl=) [60], or cupric chloride and hydrochloric acid       

(CuCl� ∙ HCl) [61, 62]. Subsequently, the barrier layer is removed and pores are widened by wet 

chemical etching in a phosphoric acid solution. 

In this work, we investigated the wet chemical etching removal process of the barrier 

layer in highly-ordered porous AAO templates fabricated by two anodization solutions of 

aluminum; one by oxalic acid and the other sulfuric acid electrolytes. The morphology of these 

templates were characterized and compared by scanning electron microscopy (SEM). The 

applicability of this method for two types of anodized templates was systematically studied and 

free-standing open-through AAO templates were obtained.  
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1.6.1. Experimental 

 

Figure 1.9. Schematic diagram of anodization setup 

 

High purity (99.99%) aluminum foils of 0.25 mm thickness were used for anodization 

process. These aluminum foils were ultrasonically degreased in acetone and isopropyl alcohol, 

and then rinsed in deionized water. Prior to anodization, native oxide layer on aluminum foils 

were removed in a mixture solution of H�PO= (6 wt %) and CrO� (2 wt %) at 65g for 10 min. 

The aluminum foil was used as the anode and a graphite plate was used as the cathode in 

anodization process. Schematic diagram of anodization setup is shown in Figure 1.9. The AAO 

templates were prepared by using a two-step anodization process in either oxalic or sulfuric acid 

solutions for different pore sizes. The solutions were stirred vigorously using a magnetic stirrer 

in order to accelerate the diffusion of the heat that evolved from samples. In the first anodization 

step, the aluminum foils were anodized either in a 0.3M oxalic acid (C�H�O=) solution at 60V 

and at 1g for 2 h, or in a 0.3M sulfuric acid (H�SO=) solution at 25V and o1 C for 2 h. After the 

first anodization, the alumina template was removed in a mixture solution of H�PO= (6 wt %) 
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and CrO� (2 wt %) at 65g for 40 min. After AAO removal, the surface of the aluminum 

substrate kept the hexagonal texture of the pore tips which served as a self-assembled mask for 

the second anodization process. The second anodization step was performed for 3 h for oxalic 

acid anodized samples and for 6 h for sulfuric acid anodized samples under the same process 

conditions as the first anodization step. At the end of second anodization, highly-ordered porous 

anodic aluminum oxide templates were obtained with pore size of 55 nm and 20 nm for oxalic 

acid and sulfuric acid solutions, respectively.  

After two-step anodization process, a 0.5 cm2 area was opened on the backside of the 

template by etching the aluminum substrate in an aqueous solution of CuCl� ∙ HCl at room 

temperature, and the surrounding aluminum was retained as a support. Then, the remaining 

alumina barrier layer at the bottom of the pores was removed in a 10 wt% phosphoric acid 

(H�PO=) solution at 30g for 36 min and 14 min for oxalic and sulfuric acid anodized templates, 

respectively. Photoresist was used to protect the top surface of the template from etching 

solutions. During this process, pore diameters increased slightly and open-through AAO 

templates were obtained. Figure 1.10 shows the schematic diagram of barrier layer removal 

process to obtain open-through porous AAO templates. The process steps are (a) fabrication of 

AAO template, (b) photoresist coating on top surface, (c) removal of aluminum foil,                  

(d) removal of barrier layer and pore widening, and (e) removal of photoresist and obtaining 

open-through AAO template, respectively. The morphologies and pore structures of porous AAO 

templates anodized in oxalic and sulfuric acid solutions were characterized by scanning electron 

microscope. 

 

 



27 
 

  
(a) (b) 

  
(c) (d) 

 
(e) 

 
Figure 1.10. Schematic diagram of barrier layer removal process. 

 

1.6.2. Results and Discussion 

The current density curves as a function of time for anodization processes in oxalic and 

sulfuric acid solutions are shown in Figure 1.11. According to the current density curves for both 

oxalic and sulfuric acid anodized samples, there are some important differences between first and 

second anodization processes. The time for reaching the lowest and constant current density for 

the second anodization process is shorter than this for the first anodization process. The reason is 

that porous structure is not yet formed at the beginning of the first anodization and therefore pore 

nucleation, pore growth, and reaching the steady-state regime takes longer time. However, it 

takes shorter time in the second anodization process due to the formation of pore patterning on 

aluminum substrate after the first anodization process. The observed value of the lowest and 
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constant current density is also higher in the second anodization process due to the large surface 

area on patterned aluminum substrate.  

 
(a) Oxalic acid anodized sample 

 

 
(b) Sulfuric acid anodized sample 

 
Figure 1.11. Current density curves as a function of time for anodization processes. 

 

According to the current density curves, it takes approximately 3.2 min to reach the maximum 

current density of 3.86 mA/cm� in the second anodization process in oxalic acid solution.           
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It takes approximately 1.5 min to reach the maximum current density of 2.3 mA/cm� in the 

second anodization process in sulfuric acid solution. The measured current density is 

approximately proportional to the anodization voltage under equilibrium conditions. As a result, 

current density is higher in oxalic acid anodized sample (60V anodization voltage) than sulfuric 

acid anodized sample (25V anodization voltage). Since large pore structures are formed in oxalic 

acid compared to sulfuric acid, longer times are required to reach the steady-state region in 

anodization process. 

The SEM images of the AAO templates anodized in oxalic and sulfuric acid solutions are 

shown in Fig. 1.12 (a)-(c) and (d)-(f), respectively. According to the Fig. 1.12 (a) and (c), the 

average pore diameter and interpore distance were measured to be 55 nm and 150 nm, 

respectively for oxalic and were measured to be 20 nm and 63 nm, respectively for sulfuric acid 

anodized templates. Both measured values were very well correlated with the applied 

anodization potential as mentioned earlier. The approximate thickness of the AAO templates in 

both electrolytes was measured to be 18 µm. The calculated pore densities were 

5.13x10A pores/cm� and 2.91x10<@ pores/cm� for oxalic and sulfuric acid anodized 

templates, respectively. Fig. 1.12 (b) and (e) show the bottom side of the templates after 

aluminum removal process for oxalic and sulfuric acid anodized templates, respectively. In both 

cases, hexagonally ordered barrier layers were observed at the bottom of the pores. Finally, the 

bottom side of the templates after barrier layer removal and pore widening processes are shown 

in Fig. 1.12 (c) and (f) in oxalic and sulfuric acid solutions. According to the SEM images, the 

average pore diameter increased to 70 nm in oxalic acid and 30 nm in sulfuric acid anodized 

samples due to the pore widening process. The calculated porosities after second anodization and 

pore widening processes were 12.19% and 19.75% for oxalic acid and 9.14% and 20.56% for 
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sulfuric acid anodized templates, respectively. The aspect ratios were calculated to be 257 and 

600 for oxalic and sulfuric acid anodized samples, respectively.  

  
(a) (d) 

  
(b) (e) 

  
(c) (f) 

 
Figure 1.12. SEM images of the AAO templates anodized in oxalic (a-c) and sulfuric (d-f) acid 
solutions. 
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The anodization conditions and morphological characteristics of AAO templates are 

shown in Table 1.2; where C is the concentration of the electrolytes, V is the applied voltage, T 

is the temperature, D-91  is the interpore distance, DF<  is the pore diameter after second 

anodization step, DF�  is the pore diameter after pore widening process, t<  is the first 

anodization time, t�  is the second anodization time, h  is the pore density, P<  is the porosity 

after second anodization step, and P�  is the porosity after pore widening process.  

 

 Table 1.2. Anodization conditions and morphological characteristics of AAO templates 

Electrolyte 
C 

(M) 
V 

(V) 
T 

(oC) 
ijkW 
(nm) 

iXU 

(nm) 

iXV 

(nm) 

WU 
(h) 

WV 
(h) 

l Xmnop/qTV 
rU 

(%) 
rV 

(%) 

Oxalic acid 0.3 60 0 ± 2 150 55 70 2 3 5.13x10A 12.19 19.75 

Sulfuric acid 0.3 25 0 ± 2 63 20 30 2 6 2.91x10<@ 9.14 20.56 

 

 

The pore diameter distributions of oxalic and sulfuric acid anodized templates were 

analyzed with ImageJ program. Figure 1.13 (a) shows the pore diameter distributions of top side 

of oxalic acid anodized template. The pore diameter distributions of bottom side (after barrier 

layer removal and pore widening processes) of oxalic acid anodized template are shown in   

Figure 1.13 (b). The average pore diameter of the top side is found to be 55 nm and bottom side 

is found to be 70 nm which confirms the measurement results from SEM images. The pore 

diameter distributions of top and bottom sides of sulfuric acid anodized template are shown in 

Figure 1.13 (c) and (d), respectively. The average pore diameter of the top side is found to be    

20 nm and bottom side is found to be 30 nm which is very well correlated with the measurement 

results from SEM images. 
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(a) Top side (b) Bottom side 

(c) Top side (d) Bottom side 
 
Figure 1.13. Pore diameter distributions of oxalic acid (a-b) and sulfuric acid (c-d) anodized 
templates. 

 
The cross-sectional SEM images of the AAO templates anodized in oxalic and sulfuric 

acid solutions are shown in Figure 1.14 (a)-(c) and (d)-(f), respectively. Figure 1.14 (a) and (d) 

show the cross-section of the AAO templates before the removal of aluminum substrate.   Figure 

1.14 (b) and (e) show the cross-section of the AAO templates after the removal of the aluminum 

substrate. Since aluminum etching solution does not attack the AAO template, the barrier layer 

thickness remained unchanged. The measured barrier layer thicknesses were 78 nm in oxalic and 

33 nm in sulfuric acid anodized samples which are correlated with anodization voltage [28]. 

Finally, Figure 1.14 (c) and (f) depict open-through AAO templates after complete removal of 
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the barrier layer. The increase of the pore diameter due to the thinning of the pore cell wall was 

also observed from the cross-sectional SEM images. 

  
(a) (d) 

  
(b) (e) 

  
(c) (f) 

 
Figure 1.14. Cross-sectional SEM images of the AAO templates anodized in oxalic (a-c) and 
sulfuric (d-f) acid solutions. 
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(a) (b) 

 
Figure 1.15. SEM images of the barrier layer grown in oxalic (a) and sulfuric (b) acid solutions. 

 

As seen from the SEM images in Figure 1.12 and Figure 1.14, the barrier layer of the 

AAO templates were removed successfully by wet chemical etching in phosphoric acid after 

aluminum substrate removal. Even though the barrier layers differ in thickness (Figure 1.15), 

barrier layer removal process was accomplished by adjusting the etching time. No damage 

occurred in the AAO templates by using this controllable method and hexagonal pore patterns of 

the AAO templates were preserved.  

 

1.6.3. Conclusions 

Highly ordered porous AAO templates were fabricated by two-step anodization process 

in oxalic and sulfuric acid electrolytes. The average pore diameter and interpore distance were 

measured to be 70 nm and 150 nm, respectively for oxalic acid and were measured to be 30 nm 

and 63 nm, respectively for sulfuric acid anodized templates. Pore diameter distributions were 

analyzed with ImageJ program and average pore diameters of oxalic and sulfuric acid anodized 

templates were confirmed. The approximate thickness of the AAO templates in both electrolytes 

was measured to be 18 µm. The calculated porosities after second anodization and pore widening 
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processes were 12.19% and 19.75% for oxalic acid and 9.14% and 20.56% for sulfuric acid 

anodized templates, respectively. The calculated aspect ratios were 257 and 600 and the 

measured barrier layer thicknesses were 78 nm and 33 nm in oxalic and sulfuric acid anodized 

samples. The proportionality of the interpore distance, pore diameter, and barrier layer thickness 

to the anodization voltage was observed. The calculated pore densities were 5.13x10A pores/
cm� and 2.91x10<@ pores/cm� for oxalic and sulfuric acid anodized templates, respectively. 

The pore arrangements showed polycrystalline structures. Open-through porous AAO templates 

were obtained after complete removal of the aluminum substrate and the barrier layer by wet 

chemical etching processes. As a result, the fabricated highly ordered open-through AAO 

templates can be used as a building block for growth of nanowires, nanorods, and nanotubes with 

unique electrical, magnetic, optical, and chemical properties. 
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CHAPTER 2 

FABRICATION OF NANOWIRE ARRAYS IN POROUS ANODIC 

ALUMINUM OXIDE TEMPLATES BY ELECTRODEPOSITION 

 

Fabrication of nanowire arrays has attracted great interest among researchers due to their 

promising applications in a large variety of fields such as high-density perpendicular magnetic 

memories [63-65], giant magnetoresistance (GMR) sensors [66, 67], surface-enhanced Raman 

scattering [68-72], negative index metamaterials [73-75], nano-optics and molecular electronics 

[76, 77], biological labeling [78, 79], field-emission electron emitters [80-83], and gas sensors 

[84-87]. Template-assisted fabrication of nanowire arrays by using porous anodic aluminum 

oxide is simple and cost-effective method and does not utilize time-consuming, expensive, and 

sophisticated processes as in electron beam lithography [58, 88, 89]. Porous AAO is an ideal 

template to synthesis of nanowire arrays due to its high pore density, high aspect ratio, 

controllable pore diameter and length, large surface area, good mechanical strength, and thermal 

stability [7, 58]. Nanowire arrays can be fabricated by filling the desirable materials into the 

nanopores of AAO template. The most straightforward and versatile method for fabrication of 

nanowire arrays into the AAO template is electrochemical deposition from an electrolyte        

[22, 88]. During electrochemical deposition, the growth of nanowire arrays starts at the pore 

bottom and continues to the pore opening. As a result, uniform, straight, parallel, and high aspect 

ratio nanowire arrays are obtained by this fast and well-controlled electrochemical deposition 

method for their promising applications.      
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2.1. Electrodeposition  

Electrodeposition is a process to reduce metal cations of a desired material from an 

electrolyte for producing a dense, uniform, and adherent metal coating on an electrode by using 

electrical current. The electrolytic cell is the main part of the electrodeposition process.            

An electrical current is passed through a cell containing electrolyte, the anode, and the cathode. 

Figure 2.1 shows a schematic diagram of electrolytic cell for copper electrodeposition from 

copper sulfate solution. 

 

Figure 2.1. Schematic diagram of electrolytic cell for copper electrodeposition. 

 

In an electrolytic cell, the anode is the electrode made of the metal to be deposited and 

the cathode is the electrode on which the electrodeposition is to be done. Electrodeposition 

solution called electrolyte contains ions of the metal to be deposited as well as other ions for 

electrical conductivity and completes an electrical circuit between two electrodes. Under 

application of electric current by power supply, positively charged copper ions in the electrolyte 
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move toward the cathode and negatively charged sulfate ions move toward the anode. This 

migration of ions constitutes the electric current in electrolyte. The migration of electrons 

between electrodes through power supply constitutes the electric current in the external circuit.  

When copper ions reach the cathode, they are reduced to metallic form and metal atoms are 

deposited onto the surface of cathode. At the same time, copper anode is oxidized and metal 

atoms are dissolved into the electrolyte. The rate of dissolution of anode is equal to the rate of 

deposition of cathode during electrodeposition process. Therefore, the ions in the electrolyte are 

continuously replenished by the anode. The chemical reaction at anode is called oxidation and 

given by 

 

 Cu →  Cu�� + 2e� (20) 
 

where copper is oxidized to Cu�� cations by losing two electrons. The Cu�� cations associate 

with the SO=��  anions to form copper sulfate (CuSO=) in the electrolyte. If a noble metals such as 

platinum is used as the anode, the overall chemical reaction at the anode is the oxidation of water 

and is given by   

 

 2H�O → 4H� +  O� +  4e� (21) 
 

The chemical reaction at the cathode is called reduction and given by    

 

 Cu�� +  2e�  → Cu (22) 
 

where Cu�� cations are reduced to metallic copper by gaining two electrons.  
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2.2. Electrodeposition Methods 

Three different electrodeposition methods can be used for fabrication of nanowire arrays 

in porous anodic aluminum oxide templates. These methods are shown in Figure 2.2. 

  
           Direct current electrodeposition             Alternating current electrodeposition 

 

 
            Pulsed electrodeposition 

 
Figure 2.2. Schematic diagram of electrodeposition methods.  

 

2.2.1. Direct Current Electrodeposition (DC) 

In order to fabricate nanowire arrays by using DC electrodeposition, free-standing    

open-thorough AAO templates need to be obtained. First, a sufficiently thick AAO is formed on 

the aluminum substrate. Second, the aluminum substrate and barrier layer are removed by wet 
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chemical etching process and free-standing open-through AAO template is obtained. After that, a 

thin metal film is deposited either by evaporation or sputtering techniques on one side of the 

AAO template surface to serve as a conductive layer for electrodeposition process. DC 

electrodeposition can then be performed using either two- or three-electrodes to fabricate 

nanowire arrays by applying constant voltage or current. Nanowires grow from bottom to top of 

the pores. Therefore, the length of nanowires can be controlled by deposition time and current 

density. The electrodeposition process is governed by the Faraday’s laws which take into account 

the AAO template parameters such as pore diameter, pore density, and porosity as well as filling 

efficiency [90]. It is possible to widen the pore diameter of AAO template by wet chemical 

etching in order to obtain different sizes of nanowires’ diameter. Several materials such as silver 

[91], palladium [58], nickel [48, 60, 61, 92, 93, 97], iron [93, 99], cobalt [93, 100], nickel-iron 

[94, 95, 96], and cobalt-copper [98] have been deposited in free-standing open-through porous 

AAO templates by DC electrodeposition. However, DC electrodeposition is very unstable and 

uniform filling of the pores cannot be achieved [88]. This is due to increment of pH at cathodic 

side which leads to partial removal of the barrier layer, hole formation in the barrier layer, and 

local deposition in this pore [88, 110]. In addition, preparation of AAO templates for DC 

electrodeposition is demanding and free-standing AAO templates need to be thick (>20 µm) and 

stable enough to be handled [88, 95].   

 

2.2.2. Alternating Current Electrodeposition (AC) 

In the case of AC electrodeposition, porous AAO template is kept on the aluminum 

substrate and barrier layer is thinned homogeneously by voltage reduction process. In order to 

thin barrier layer, applied voltage is reduced stepwise at the end of second anodization step      
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[88, 91]. In each voltage reduction step, barrier layer is thinned and dendrite pore formation 

occurs at the barrier layer. The thinning process leads to a considerable decrease in barrier layer 

thickness for the electrons to tunnel through the barrier layer during AC electrodeposition [88].              

The rectifying property of barrier layer allows the pores to be filled with desired material 

uniformly by AC electrodeposition. Under alternating voltage or current, barrier layer conducts 

preferentially and allows the reduction of ions in the pores during the cathodic half cycles 

without allowing reoxidation during the anodic half cycles [7]. Several materials such as copper 

[7, 101], cobalt [102, 107], iron [63, 103, 104, 105], gold [106], nickel [108], and bismuth [108] 

have been deposited in porous AAO templates by AC electrodeposition. Both thin and thick 

porous AAO templates can be used for AC electrodeposition and the process is relatively simpler 

compared to DC electrodeposition. However, a time consuming and sensitive barrier layer 

thinning process is required in AC electrodeposition.  Due to the existence of the thin barrier 

layer at the pore bottom, a high deposition voltage (~10-25V) and a high frequency (several 

hundred Hz) are used during AC electrodeposition which cause hydrogen evolution and therefore 

may inhibit the deposition [88, 108, 109]. Since material is deposited on barrier layer, it is not 

possible to obtain self-standing nanowire arrays on the aluminum substrate after the removal of 

AAO template. Another disadvantage of this method is that the pores cannot be widened to 

larger diameters since delimitation of the AAO template from the aluminum substrate takes 

place. Moreover, multilayer nanowires cannot be fabricated by AC electrodeposition method 

since it does not provide alternating deposition voltage or current pulses. As a result, AC 

electrodeposition method through the barrier layer is a complicated process since pore-filling 

efficiency (percentage of filled pores) is largely dependent on deposition conditions such as 
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deposition voltage, frequency, waveform (sine, square, and triangle), pulse polarity, and 

sequence [7]. 

 

2.2.3. Pulsed Electrodeposition (PED)  

Pulsed electrodeposition method was adopted in order to overcome the limitations of DC 

and AC electrodeposition [88]. This method can be applied to both free-standing open-through 

AAO templates and AAO templates that are formed on the aluminum or different kind of 

substrates. In contrast to alternating voltage pulses, current pulses are applied in PED which 

allow better control over the deposition parameters such as deposition rate and ion concentration 

at the deposition interface [88]. During electrodeposition, ion concentration decreases at the pore 

bottom which leads hydrogen evolution in the pores and inhibits the deposition. For this reason, 

in PED, a relatively long delay time (t+tt) is introduced between two successive deposition 

pulses in order to replenish the ion concentration at the pore bottom. Since deposition interfaces 

are supplied sufficiently with ions by introducing a delay time, hydrogen evolution is prevented; 

uniform and homogenous pore-filling is obtained during PED. Pulsed electrodeposition also 

eliminates the template damage which was observed in continuous deposition [7, 107].              

In addition, PED conditions are not affected by the depth of the pores; therefore, it can be 

applied to high aspect ratio AAO templates. In pulsed electrodeposition, the cathodic 

(deposition) pulse is followed by the anodic pulse [8, 88, 111].  The benefit of a short pulse of 

positive polarization after the deposition pulse is to discharge the capacitance of the barrier layer, 

to interrupt the electric field at the deposition interface immediately, and to deplete the 

impurities. The positive pulse also repairs discontinuities in the barrier layer. Several materials 
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such as silver [8], copper [7], nickel [10, 88, 113], iron [112], cobalt [111], and nickel-iron [113] 

have been deposited in porous AAO templates by pulsed electrodeposition. 

 

2.3. Magnetism 

2.3.1. The Origin of Magnetism 

In magnetic materials, a magnetic field is produced due to the movement of electrons 

within the material [114]. There are two kinds of electron movement such as orbital and spin, 

and each has a magnetic moment associated with it. The types of electron movement are shown 

in Figure 2.3. 

 

Figure 2.3. The movement of an electron around the nucleus in an orbit.   

 

The magnetic moment of an electron due to the orbital motion is given by 

 

 μ+vw-123 = (area of loop)(current) (23) 
 

therefore, μ+vw-123  in CGS unit system,  

 

 μ+vw-123 = −(πr�) x ev2πrcy =  − evr2c  (24) 
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where e is the charge of the electron, v is the velocity of the electron, r is the radius of the orbit, 

and c is the velocity of light. The negative sign indicates that the electrons are negatively charged 

particles. It is useful to express the magnetic moment of the electron in terms of its angular 

momentum. The angular momentum of an electron is given by 

 

 N = mrv (25) 
 

where m is the mass of the electron. Therefore, the magnetic moment of the electron in terms of 

its angular momentum is given by 

 

 μ+vw-123 =  − x e2mcy N (26) 

 

The constant of (e/2mc) is known as gyromagnetic ratio and is given by 

 

  γ =  e2mc =  μN (27) 

 

Therefore, gyromagnetic ratio is defined as the ratio of the magnitude of the magnetic moment to 

the magnitude of the angular momentum of any particle or system. Based on Bohr’s theory of the 

atom, the angular momentum of the electron is determined by the orbital quantum number l , 

 
 ℓ = 0, 1, 2, … , (n − 1) (28) 
 

where n is the principal quantum number of the electron. Therefore, the angular momentum of 

the electron associated with a particular value of ℓ is given by 

 
 N = ℓh/2π (29) 
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where h is the Planck’s constant. By using Equation (29) in (26), magnetic moment of the 

electron can be obtained as  

 

 μ+vw-123 =  − x e2mcy (ℓℎ/2�)  =  − ehℓ4πmc (30) 

 

As a result, electrons in an atom can only take certain specified values of magnetic moment 

depending on orbital quantum number ℓ. 

The magnetic moment of an electron due to the spin motion is given by 

 

 μ�F-9 =  −2 x e2mcy N�F-9  (31) 

 

where N�F-9 is the intrinsic angular momentum due to the spin of the electron and is defined by  

 

 N�F-9 = sh/2π (32) 
 

where s is the spin quantum number and its value is either +1/2 or -1/2. According to the 

Equation (31), a factor of 2 is introduced in the case of spin motion of the electron in comparison 

to a factor of 1 in the case of orbital motion of the electron in Equation (26). Therefore, this 

factor can be replaced by a symbol of g and magnetic moment can be written as 

 

 μ�F-9 =  −g x e2mcy Esh2πG  (33) 

 

where g is the Landé’s splitting factor or spectroscopic splitting factor and is given by 

 

 g =  1 + J(J + 1) + S(S + 1) − L(L + 1)2J(J + 1)  (34) 
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where J is the total angular momentum quantum number, S is the spin quantum number, and L is 

the orbital quantum number. For s =  |1/2| the magnetic moment of the electron due to the spin 

motion is obtained as 

 

 μ�F-9 =  − eh4πmc (35) 

 

The magnetic moment due to spin motion and that due to orbital motion in the first orbit are 

equal. This amount of magnetic moment is called Bohr magneton and is given by 

 

 Bohr magneton =  μ� =  eh 4πmc = 0.927⁄  x 10��@ erg/Oe  (CGS) (36) 
 

 μ� =  eh 4πm = 9.27⁄  x 10��= A/m� (SI) (37) 
 

 μ� =  μ@ eh 4πm = 1.17⁄  x 10��A Wb ∙ m  (SI) (38) 
 

The nucleus also has a small magnetic moment due to its intrinsic spin of protons. Since the 

nucleus has no orbital motion, it does not have orbital magnetic moment. The magnetic moment 

of nucleus is given by 

 

 μ9��3/�� =  eh4πmFc (39) 

 

where mF is the mass of proton. The unit of the magnetic moment of the proton is known as 

nuclear magneton. As the mass of proton is greater than that of electron, the magnetic moment of 

the nucleus is smaller by a factor of 1000. Since the magnetic moment of the nucleus is very 

small compared to that of the electrons, its influence on magnetic properties of materials can be 

neglected.   
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2.3.2. Classification of Magnetic Materials 

The magnetic materials are classified in terms of their magnetic behavior as diamagnetic, 

paramagnetic, ferromagnetic, antiferromagnetic, and ferrimagnetic. Different magnetic materials 

have different magnetic properties due to the interaction between the neighboring atomic 

magnetic dipole moments which may be zero, small, or large. In paramagnetic materials, 

permanent magnetic dipoles do not interact with each other and are randomly distributed in the 

absence of the magnetic field. In ferromagnetic materials, permanent magnetic dipoles interact 

with each other so heavily that they align in parallel. These materials have very large 

magnetization under applied magnetic field. In antiferromagnetic materials, the interactions 

between magnetic dipoles are such that they align antiparallel to each other.  Magnetization of 

these materials is zero since the magnitudes of the magnetic dipole moments are equal. In 

ferrimagnetic materials, the permanent magnetic dipoles interact with each other to align 

themselves antiparallel; however, the magnitudes of the magnetic dipole moments are not equal. 

Therefore, there is a large magnetization in these materials which is less than that of 

ferromagnetic materials. Diamagnetic materials have no permanent magnetic dipoles. Magnetic 

dipole orientations are shown in Figure 2.4.   

 
(a) Paramagnetic (b) Ferromagnetic (c) Antiferromagnetic (d) Ferrimagnetic 

 

Figure 2.4. Magnetic dipole orientations of magnetic materials. 
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2.3.2.1. Diamagnetism 

In diamagnetic materials, the atoms have no permanent magnetic moments when there is 

no external magnetic field. This is due to the fact that the vector sum of magnetic moments of 

electrons is zero. When an external magnetic field is applied, electrons move in the orbit around 

the nucleus, and therefore, a current is induced within the atom by Lenz’s law of electromagnetic 

induction. This induced current gives a magnetic moment to an atom in the opposite direction to 

that of the applied filed. As a result, the magnetic flux density B decreases and becomes less than 

the applied magnetic field H. The susceptibility of diamagnetic materials is small and negative, 

typically in the order of −10��, and  therefore, the relative permeability is slightly less than 1. 

Since the susceptibility of diamagnetic materials is determined by the electron structure, it does 

not depend on temperature and intensity of an external magnetic field. Consequently, materials 

having zero initial magnetic moment such as copper, gold, silver, silicon, bismuth, diamond, 

graphite, germanium are diamagnetic. 

 

2.3.2.2. Paramagnetism     

In paramagnetic materials, the atoms have permanent magnetic moments due to the 

unpaired electron spins when there is no external magnetic field. These magnetic moments are 

randomly distributed and do not interact with each other in the absence of external magnetic 

field. When an external magnetic field is applied, these magnetic moments have a tendency to 

align themselves in the same direction as the applied field. As a result, magnetic flux density 

becomes more than the applied field and the relative permeability is slightly greater than the 

unity. However, as the temperature increases, thermal agitation of the atoms opposes this 

tendency and tends to randomize the atomic magnetic moments. Hence paramagnetic materials 
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exhibit weak inherent magnetization and their susceptibility is small, positive and inversely 

proportional to the temperature. With increase in temperature, the susceptibility decreases and 

becomes negative at elevated temperatures. This behavior can be explained by Curie law and is 

expressed as 

 

 χ = C/T (40) 
 

where C is the Curie constant and T is the temperature in Kelvin. The magnetic moments of 

materials that obey this law are localized at the atomic or ionic sites and there is no interaction 

between neighboring magnetic moments. The more general expression for susceptibility of 

paramagnetic materials based on temperature is given by Curie-Weiss law as 

 

 χ = C/(T − θ) (41) 
 

where θ is the temperature constant which can either be positive, negative, or zero. When θ is 

nonzero, there is an interaction between neighboring magnetic moments, and the material is only 

paramagnetic above a certain transition temperature. If θ is positive, then the material is 

ferromagnetic below the transition temperature which corresponds to the Curie temperature. If θ 

is negative, then the material is antiferromagnetic below the transition temperature which 

corresponds to the Néel temperature. This equation is only valid when the material is in 

paramagnetic state. Platinum, aluminum, tin, manganese, titanium, and iridium are some of the 

paramagnetic elements. 
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2.3.2.3. Ferromagnetism  

In ferromagnetic materials, the atoms have permanent magnetic moments due to the 

unpaired electron spins as in paramagnetic materials. When an external magnetic field is applied, 

the magnetic moments line up in the same direction as that of the applied field. Ferromagnetic 

materials have very large relative permeability and their susceptibility is also very large and 

positive. Under applied field, a small change in the dimensions of ferromagnetic materials occurs 

which is known as magnetostriction. This effect is given by the magnetostriction coefficient 

which is the ratio of the change in dimension (Δℓ) to the original dimension(ℓ), and expressed 

as                             

 

 λ =  Δℓ ℓ⁄  (42) 
 

The most common ferromagnetic materials are iron, cobalt, and nickel. The susceptibility of 

ferromagnetic materials is sensitive to the temperature. The degree of alignment of the magnetic 

moments, and therefore, the value of susceptibility decreases as the temperature increases. 

Above a certain temperature, ferromagnetic materials become paramagnetic. This transition 

temperature is called the Curie temperature (T�). The Curie temperatures of iron, cobalt, and 

nickel are 1043°K, 1400°K, and 627°K, respectively. Ferromagnetic materials consist of a large 

number of small regions called magnetic domains. A magnetic domain is a region within a 

ferromagnetic material where the atomic magnetic moments are parallel and aligned with a 

particular direction. The domains are separated by domain walls. The magnetization within each 

magnetic domain points in a uniform direction; however, the magnetization of different magnetic 

domains may point in different directions. As a result, the resultant magnetization may be zero or 

very small. Figure 2.5 shows the schematic of a material divided into four magnetic domains 



51 
 

with the magnetization in different directions. According to the magnetic domain configuration 

in Figure 2.5, the net magnetization is zero since magnetization in each domain is same and 

opposite. 

 

 

Figure 2.5. Magnetic domain configuration in ferromagnetic materials. 

 

When an external magnetic field is applied in a particular direction, magnetic domains having 

magnetization in the same direction grow in size by the rotation of magnetization direction and 

the movement of the domain walls. As the external magnetic field increases, whole material 

becomes a single domain and saturation of the magnetization occurs. Domain wall motion and 

magnetization under applied external magnetic field is shown in Figure 2.6.  

 

 

H 
 

 

H 
 

 
 
Figure 2.6. Domain wall motion and magnetization under applied external magnetic field. 
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Ferromagnetic materials exhibit the phenomenon of magnetic hysteresis. The relationship 

between magnetic flux density (B) and applied magnetic field (H) depends on previous 

magnetization of a ferromagnetic material. A typical B-H curve of a ferromagnetic material is 

shown in Figure 2.7. We need to note that there is a nonlinear relationship between B and H.     

In addition, permeability (μ)  is given by the ration B H⁄  at any point on the curve. If we assume 

that the ferromagnetic material is initially unmagnetized, as H is increased, curve a-b is 

produced. This curve is referred to as the initial magnetization curve. At point b, all magnetic 

dipoles are aligned within the ferromagnetic material, and therefore, magnetization (M) saturates. 

After reaching saturation, H is decreased from its value at point b back to zero and curve b-c is 

produced. According to the figure, when H is reduced to zero, B does not follow the initial curve 

due to the irreversibility of the domain wall displacements and it lags behind H. This 

phenomenon of B lagging behind H is called magnetic hysteresis. At point c, magnetic field is 

zero but magnetic flux density is not zero and has a value due to the existence of magnetic 

domains still aligned in the original direction of the applied magnetic field. The value of B at 

point c is called residual or remanent flux density (Bv). The ferromagnetic material is now 

magnetized and can serve as a permanent magnet owing to the fact that a large fraction of its 

magnetic domains have remained aligned. Reversing the direction of magnetic field and 

increasing its intensity causes magnetic flux density to decrease from Bv at point c to zero at 

point d. The reverse magnetic field required to reduce the magnetic flux density from Bv to zero 

is called coercive field (H�). If the intensity of magnetic field is increased further in negative 

direction, curve d-e is produced and magnetization saturates at point e. Finally, magnetic field is 

reduced to zero and is then increased again in the positive direction, and curve e-b is produced. 

As a result, a closed loop of B-H curve which is also called hysteresis loop is obtained. The 
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hysteresis loop shows that the magnetization process in ferromagnetic materials depends not only 

on the external magnetic field H, but also on the magnetic history of the ferromagnetic material. 

The specific shape and extent of the hysteresis loop varies from one material to another. 

Materials characterized by narrow hysteresis loops are called soft ferromagnetic materials. These 

materials can be easily magnetized and demagnetized. Materials characterized by wide hysteresis 

loops are called hard ferromagnetic materials. These materials cannot be easily demagnetized by 

an external magnetic field since they have a large remanent magnetization. Therefore, hard 

ferromagnetic materials are used in the fabrication of permanent magnets. 

 

Figure 2.7. Hysteresis curve of a ferromagnetic material. 

 

The relationship between magnetic flux density, applied magnetic field, and magnetization is 

given by 

 

 B =  μ+(H + M) (43) 
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where μ+ is the permeability of free space (4π x 10�� H/m) and magnetization M is defined by 

the magnetic dipole moment per unit volume and is expressed as                          

 

 M =  lim��→@ �� m�
�

��< Δv_ � (44) 

 

where N is the number of atoms, Δv is the given volume, and m� is the magnetic moment of kth 

atom. The relationship in Equation (43) holds for all materials whether they are linear or not. For 

linear materials, magnetization is directly proportional to the applied magnetic field as 

 

 M =  χ0H (45) 
 

where χ0 is the magnetic susceptibility of the material and is a measure of how susceptible the 

material is to becoming magnetized. Substituting Equation (45) into Equation (43) yields                          

 

 B =  μ+(H + χ0H) = μ+(1 + χ0)H = μ+μvH = μH (46) 
 

where μ is the permeability of the material and μv is the relative permeability of the material and 

is given by                             

 

 μv = 1 + χ0 = μ/μ+ (47) 
 

When a ferromagnetic material is subjected to repeating cycles of magnetization, it results in 

hysteresis loss which is a power loss and appears in the form of heat. Hysteresis loss is equal to 

the energy consumed in magnetizing and demagnetizing a ferromagnetic material and is 

proportional to the area enclosed in the hysteresis loop, the frequency of the alternating current, 

and the volume of the material. Therefore, magnetic cores used in alternating magnetic fields 
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such as transformers are made from materials whose hysteresis loops are narrow in order to keep 

the hysteresis loss low. Hysteresis loss per unit volume is given by                          

 

 Hysteresis loss (cm��) =  BHAf4π   ergs/second (47) 

 

 

 Hysteresis loss (cm��) =  BHAf x 10−74π   Watts (48) 

 

where A is the area of the hysteresis loop, and f is the frequency of the alternating current. 

Hysteresis loss can also be expressed by using the Steinmetz formula as                             

 

 Hysteresis loss (cm��) =  ηBmax1.6 f x 10−7  Watss (49) 
 

where η is the hysteresis coefficient for the ferromagnetic material and B02, is the maximum 

flux density. 

 

 2.3.2.4. Antiferromagnetism  

In antiferromagnetic materials, magnetic moments of electrons are equal and oriented in 

opposite directions due to the exchange interaction between neighboring atoms. Therefore, the 

net magnetization of these materials is zero and they behave in the same way as paramagnetic 

materials. Similar to ferromagnetic materials, these materials become paramagnetic above a 

transition temperature which is known as the Néel temperature. Chromium is the only element in 

the periodic table that exhibits antiferromagnetism at room temperature and its Néel temperature 

is 310°K. Another example to antiferromagnetic materials is manganese oxide (MnO) in which 

Mn� ion has a magnetic moment. Unlike the susceptibility of ferromagnetic materials,             
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the susceptibility of antiferromagnetic materials increases as the temperature is increased. 

Antiferromagnetic materials are less common compared to the other materials and are mostly 

observed at low temperatures. 

 

2.3.2.5. Ferrimagnetism  

In ferrimagnetic materials, magnetic moments of electrons are aligned antiparallel and are 

not equal in magnitude.  The exchange interaction between neighboring atoms leads to parallel 

alignment in some of the crystal sites and antiparallel alignment of others. Therefore, these 

materials have a large magnetization which is less than that of ferromagnetic materials. 

Ferrimagnetic materials have magnetic domains and similar magnetic behavior as in 

ferromagnetic materials; however, they have lower saturation magnetization. Most ferrites such 

as barium ferrite (BaO ∙ 6Fe�O�), strontium ferrite (SrO ∙ 6Fe�O�), manganese ferrite (MnO ∙
6Fe�O�), and cobalt ferrite (CoO ∙ 6Fe�O�) which are the complex oxide compounds of various 

metals and oxygen are ferrimagnetic.  

 

2.4. Magnetic Anisotropy 

The dependence of magnetic properties of materials on a preferred direction is called 

magnetic anisotropy. In other words, the magnetic properties depend on the direction in which 

they are measured. Magnetic anisotropy strongly affects the shape of the hysteresis loops and 

controls the coercivity and remanence. Magnetically isotropic materials have no preferential 

direction for their magnetic moments in the absence of an external applied magnetic field. 

However, magnetically anisotropic materials align their magnetic moments in certain directions 
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without external magnetic field. There are several sources of magnetic anisotropy such as 

magnetocrystaline anisotropy, shape anisotropy, stress anisotropy, and exchange anisotropy. 

 

2.4.1. Magnetocrystalline Anisotropy 

Magnetocrystalline anisotropy depends on the crystallographic directions of the material. 

The direction of easy magnetization of a crystal is the direction of spontaneous magnetization of 

magnetic domains in the demagnetized state. Nickel has a face-centered cubic crystal structure 

and it is shown in Figure 2.8 (a). The easy and hard magnetization directions of nickel are �111  
and �100 , respectively. Iron has a body-centered cubic crystal structure and it is shown in 

Figure 2.8 (b). The easy and hard magnetization directions of iron are �100  and �111 , 
respectively. The difference between the easy and hard magnetization directions is that in order 

to produce the same saturation magnetization, stronger magnetic field is required in the hard 

magnetization direction than that in the easy magnetization direction. 

 

  
 

(a) Nickel 
 

(b) Iron 
 
Figure 2.8. Crystal structures of nickel and iron. 
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Magnetocrystalline anisotropy may also be regarded as a force which tends to hold the 

magnetization in certain crystallographic directions in a crystal. When an external magnetic field 

is applied to the material which is against the easy magnetization direction, energy is stored in 

the crystal. This energy is called magnetocrystalline anisotropy energy E. This energy can be 

expressed in terms of a series expansion of the direction cosines of saturation magnetization 

(M�) relative to the crystal axes. In a cubic crystal, assuming a, b, and c are the angles between 

saturation magnetization and the crystal axes, and α<, α�, and α� are the cosines of these angles 

which are called direction cosines, then magnetocrystalline anisotropy energy can be expressed 

as  

 

 E =  K@ + K<(α<�α�� + α��α�� + α��α<�) + K�(α<�α��α��) + ⋯ (50) 
 

where K@, K<, K�, … are magnetocrystalline anisotropy constants for a particular material at a 

particular temperature and expressed in erg/cm� (CGS) or J/m� (SI). K@ is independent of angle 

and usually ignored. Higher powers are not needed and sometimes K� is so small that it can be 

neglected. Therefore, K< is the dominant constant that determines the change in the energy when 

the saturation magnetization vector rotates one direction to another. The value of E based on the 

particular direction of M� is given in Table 2.1. 

 

Table 2.1. Magnetocrystalline anisotropy energies for particular directions in a cubic crystal 

Direction a b c £U £V £¤ E �100  0° 90° 90° 1 0 0 K@ �110  45° 45° 90° 1 √2⁄  1 √2⁄  0 K@ + K< 4⁄  �111  54.7° 54.7° 54.7° 1 √3⁄  1 √3⁄  1 √3⁄  K@ + K< 3 + K� 27⁄⁄  
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The sign of K< determines the direction of easy magnetization when K� is zero. If K< is positive, 

then E<@@ J E<<@ J E<<<, and  J 100 > is the easy magnetization direction since E is the 

minimum when saturation magnetization is in that direction. Therefore, iron and the cubic 

ferrites containing cobalt have positive values of K<. If K< is negative, then E<<< J E<<@ J E<@@, 

and J 111 > is the easy magnetization direction. Therefore, nickel and all cubic ferrites that 

contain little or no cobalt have negative values of K<. The easy magnetization direction depends 

on both K< and K� when K� is not zero. The magnetization directions in a cubic crystal based on 

K< and K� are given in Table 2.2. 

 

Table 2.2. Magnetization directions in a cubic crystal ¦U positive positive positive negative negative negative 

¦V +∞ to −9K<4  

−9K<4  to− 9K< 

−9K< to− ∞ 
−∞ to 9|K<|4  

9|K<|4  to 9|K<| 9|K<| to+ ∞ 

Easy �100  �100  �111  �111  �110  �110  
Medium �110  �111  �100  �110  �111  �100  

Hard �111  �110  �110  �100  �100  �111  
 

In addition to nickel and iron, the other most common ferromagnetic material is cobalt. Cobalt 

has a hexagonal close-packed crystal structure and it is shown in Figure 2.9. The easy 

magnetization direction is the hexagonal c axis �0001  and all directions in the basal plane     

(the plane perpendicular to the c axis) are hard magnetization direction. Therefore, the 

magnetocrystalline anisotropy energy depends on the angle (θ) between the saturation 

magnetization and the c axis and expressed as 

 

 E =  K@̈ + K<̈cos�θ + K�̈cos=θ + ⋯ (51) 
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The energy equation can be rewritten by putting cos�θ = 1 − sin�θ as below 

 
 E =  K@ + K<sin�θ + K�sin=θ + ⋯ (52) 
 

 
 

Figure 2.9. Crystal structure of cobalt. 

 

When K< and K� are both positive, energy is minimum for θ = 0° and the c axis is the easy 

magnetization axis. A crystal with a single easy magnetization axis is called uniaxial crystal. 

When K< and K� are both negative, energy is minimum for θ = 90° and easy magnetization axis 

is perpendicular to the c axis. When  K< and K� have opposite signs, the situation is more 

complicated. When K< > 0 and K� > −K<, the c axis is an easy axis. When K< > 0 and  K� J
−K<,  the basal plane is an easy plane. When K< J 0  and K� J − K< 2⁄ ,  the basal plane is an 

easy plane. When −2K� J K< J 0,  there is an easy cone of magnetization. The 

magnetocrystalline anisotropy constants of several magnetic materials at room temperature are 

shown in Table 2.3.  
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 Table 2.3. Magnetocrystalline anisotropy constants 

Material Crystal Structure ¦U(U©ª on«/qT¤) ¦V(U©ª on«/qT¤) 

Ni Cubic -0.5 -0.2 

Fe Cubic 4.8 ±0.5 NiO ∙ Fe�O� Cubic -0.62 --- FeO ∙ Fe�O� Cubic -1.1 --- CoO ∙ Fe�O� Cubic 20 --- MnO ∙ Fe�O� Cubic -0.3 --- MgO ∙ Fe�O� Cubic -0.25 --- 

Co Hexagonal 45 15 BaO ∙ 6Fe�O� Hexagonal 33 --- SrO ∙ 6Fe�O� Hexagonal 35 14 

MnBi Hexagonal 89 27 YCo­ Hexagonal 550 --- 

 
 

2.4.2. Shape Anisotropy 

If a particle is perfectly spherical in shape, the external applied magnetic field will 

magnetize it to the same extent in any direction. If a particle is not perfectly spherical, then 

magnetization of the particle along the long axis will be easier than along the short axis; since the 

demagnetizing field will not be equal for all directions. The magnetic field within a magnetic 

material produced by the magnetic moments of the magnetic material is called demagnetizing 

field. The demagnetizing field along a short axis is stronger than along a long axis; therefore, 

shape of a magnetic particle is another source of magnetic anisotropy. Shape anisotropy is 

associated with the magnetostatic energy which originates from the interactions among magnetic 

dipoles. The magnetostatic energy is also called the demagnetizing energy of the particle and is 

expressed as 

 

 E0� = 12 H.M (53) 
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where H. is the demagnetizing field and M is the magnetization. The demagnetizing field is 

expressed as 

 

 H. = N.M (54) 
 

where N. is the demagnetizing factor. Therefore, magnetostatic energy equation can be written 

in terms of N. as 

 

 E0� = 12 N.M�   erg/cm�   (CGS)  (55) 

 
 

 E0� = 12 μ@N.M�   J/m�   (SI)  (56) 

 

In rod-like specimens, the demagnetizing energy is much less along the long axis than along the 

short axis due to the demagnetizing field strength along these axes. Figure 2.10 shows a prolate 

spheroid as an example of rod-like specimen. According to the figure, the short axis is defined as 

‘a’ (a = b), the long axis is defined as ‘c’, and the angle between magnetization and long axis is 

defined as‘θ’. The magnetostatic energy for a prolate ellipsoid is given as 

 

 E0� = 12 �(Mcosθ)�N� + (Msinθ)�N2  (57) 

 

where N� and N2 are demagnetizing factors along c and a, respectively. The energy equation can 

be rewritten by putting cos�θ = 1 − sin�θ as below 

 

 E0� = 12 M�N� + 12 (N2−N�)M�sin�θ (58) 
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Figure 2.10. Prolate spheroid. 

 

The long axis of the specimen behaves as same as the easy axis of the crystal and the shape 

anisotropy constant (K�) is given by 

 

 K� = 12 (N2 − N�)M�   erg/cm3   (CGS) (59) 

 

 K� = 12 μ@(N2 − N�)M�   J/m3   (SI) (60) 

 

As a result, magnetization in prolate spheroid (a = b and c > ®) is easy along the c axis and hard 

along any axis normal to c. In oblate spheroid (disk), a J ¯ and b = c; therefore, magnetization 

is hard along the shot axis a and is easy along the long axis c. In spherical specimens, a = b = c, 

N2 = N�, and K� = 0; therefore, shape anisotropy disappears. According to the Equation (59), 

the strength of the shape anisotropy depends both on the axial ratio (c a⁄ ) of the specimen which 

determines (N2 − N�) and the value of the magnetization. Figure 2.11 shows the value of the 

shape anisotropy constant K� as a function of the axial ratio for a prolate spheroid of 

polycrystalline cobalt which has saturation magnetization (M�) of  1422  emu/cm� [115]. 
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Figure 2.11. Shape anisotropy constant as a function of axial ratio of a prolate spheroid. 

 

Shape anisotropy constant is about 45x10­ erg/cm� for the axial ratio of 3.5; which is equal to 

the value of the first magnetocrystalline anisotropy constant (K<) of cobalt. Therefore, we can 

conclude that a prolate spheroid of saturated cobalt with axial ratio of 3.5 and without any crystal 

anisotropy has the same uniaxial anisotropy as a spherical cobalt crystal.  

 

2.4.3. Stress Anisotropy 

Mechanical stress which is another source of magnetic anisotropy can change the domain 

structure, therefore, magnetic properties of magnetic materials. Two types of mechanical stresses 

such as compressive and tensile stress can be applied to the material. These stresses can increase 

or decrease the low-field magnetic properties such as permeability and remanence. For example, 

the magnetostriction of nickel is negative; therefore, a compressive stress increases the 

permeability and a tensile stress decreases the permeability. The magnetostriction of iron is 
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positive at low magnetic fields, then zero, and then negative at high magnetic fields. As a result, 

its magnetic behavior varies under stress [116]. There is a relation between the magnetostriction 

(λ) of a magnetic material and its magnetic behavior under stress. The effect of stress on 

magnetization is called the magnetomechanical effect. For instance, if a material has positive 

magnetostriction, applied tensile stress which tends to elongate the materials will increase the 

magnetization and applied compressive stress will decrease the magnetization. Figure 2.12 

shows the effect of mechanical stress on magnetization curve of a material with positive 

magnetostriction. Material has a magnetization of ‘a’ at H2FF under zero stress. When a stress 

(+σ) is applied, magnetization raises to ‘b’ at constant magnetic field, and the remanent 

magnetization which is ‘c’ under zero stress increases to ‘d’. However, no magnetization is 

produced when a stress is applied to a demagnetized specimen. Magnetization curves starts at 

origin with or without the application of stress in demagnetized state of the material.  

 

Figure 2.12. Effect of mechanical stress on magnetization curve of a material with positive 
magnetostriction (blue line: zero stress, green line: under stress). 
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The direction of saturation magnetization (M�) within a magnetic domain is controlled by 

magnetocrystalline anisotropy which is characterized by the first anisotropy constant (K<) in the 

absence of stress. When a stress is applied to the material, the direction of M� is controlled by 

both K< and σ. Therefore, the energy equation for cubic crystals can be expressed as 

 

 E0� = K<(α<�α�� + α��α�� + α��α<�) − 32 λ100σ±α12γ12 + α22γ22 + α32γ32² 

     -3λ<<<σ(³<³�´<´� + ³�³�´�´� + ³�³<´�´<) 
(61) 

 

where α<, α�, α� are the direction cosines of saturation magnetization, γ<, γ�, γ� are the direction 

cosines of stress, and λ<@@, λ<<< are the saturation magnetostrictions in  the directions of [100] 

and [111], respectively when the crystal is magnetized. The fist term of Equation (61) is the 

magnetocrystalline anisotropy energy. The next two terms which combine magnetostriction and 

stress form the magnetoelastic energy (E0/).  Based on the equation, the direction of  M� is 

controlled by magnetocrystalline anisotropy when K< is much larger than λ100σ  and λ111σ. In 

the case of opposite situation, the direction of M� is controlled by the stress. If the 

magnetostriction is isotropic, λ100 = λ111 = λ� and the magnetoelastic energy is simplified as 

 

 E0/ = − 32 λ�σcos�θ (62) 

 

where θ is the angle between M� and σ. The magnetoelastic energy equation can be rewritten by 

putting cos�θ = 1 − sin�θ as below 

 

 E0/ = 32 λ�σsin�θ (63) 

 



67 
 

The effect of stress on magnetic behavior of a material can be determined by these equations. In 

addition, the response of a material to the stress depends on the sign of the product of 

magnetostriction and stress. For instance, a material with positive magnetostriction under tensile 

stress behaves like one with negative magnetostriction under compressive stress. According to 

the Equation (63), the magnetoelastic energy is zero when M� and σ are parallel since θ = 0∘ and 

it has a maximum value of 3 2⁄ λ�σ when they are right angles and λ�σ is positive. It has a 

minimum value when they are right angles and λ�σ is negative.  

In summary, stress by itself can cause domain wall motion under a zero external 

magnetic field. Furthermore, it can create an easy axis of magnetization. Therefore, when stress 

exists, stress anisotropy should be considered along with other anisotropies such as 

magnetocrystalline and shape. All of these three anisotropies are in the same form of                 

E = K�sin�θ. The magnetoelastic energy equation can be rewritten as  

 

 E0/ = K¶sin�θ (64) 
 

where K¶ is the stress anisotropy constant which is given by 3 2⁄ λ�σ. If the product of λ�σ is 

positive, the axis of stress is an easy axis. If this product is negative, the axis of the stress is a 

hard axis.  All three anisotropies are summarized in Table 2.4 in terms of uniaxial anisotropy 

constants (K�). 

 

 Table 2.4. Comparison of uniaxial anisotropy constants 

Source of Anisotropy Anisotropy Constant 

Magnetocrystalline K� = K< 

Shape K� = K� = 1 2⁄ (N2 − N�)M� 

Stress K� = K¶ = 3 2⁄ λ�σ 
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2.4.4. Exchange Anisotropy 

Exchange anisotropy occurs in multilayers of ferromagnetic and antiferromagnetic 

materials. Due to the exchange coupling between those materials, the magnetization curve of 

ferromagnetic material shifts. Exchange anisotropy was discovered in 1956 [117]. Single-domain 

particles of cobalt were taken and partially oxidized to form cobalt oxide layer. The combination 

of Co and CoO particles were then cooled down to 77°K under strong external magnetic field of 

10 kOe, and its magnetization curve was measured at that temperature. As a result, 

magnetization curve of oxide-coated cobalt particles was shifted to the left under applied 

magnetic field. If no magnetic field is applied during cooling, magnetization curve is 

symmetrical and normal. Another example of exchange anisotropy is the disordered            

nickel-manganese (Ni�Mn) alloy [118]. When the composition of Ni�Mn was cooled from 

300°K to 4.2°K in 5 kOe applied external magnetic field, the magnetization curve was shifted to 

the left with positive remanence. Since both Co-CoO particles and Ni�Mn alloy show 

unidirectional anisotropy rather than uniaxial anisotropy, the anisotropy energy is proportional to 

the firs power of the cosine and expressed as 

 

 E = −Kcosθ (65) 
 

where K is the anisotropy constant and θ is the angle between M� and applied magnetic field. 

The unusual shifted magnetization curve of Co-CoO particles is due to the exchange 

coupling between the spins of ferromagnetic Co and antiferromagnetic CoO at the interface 

between them. When a strong magnetic field is applied, the cobalt is magnetically saturated but 

the cobalt oxide is weakly influenced. However, the spins of the first layer of cobalt in the oxide 

are aligned parallel to the spins in the metal due to the exchange force between the spins of 



69 
 

adjacent cobalt atoms. When the particles are cooled in external magnetic field, the direction of 

the spins changes, the symmetry breaks, and domains form in the oxide. If a strong magnetic 

field is applied in negative direction, the direction of spins in the cobalt reverses, and the 

exchange coupling at the interface forces to reverse the direction of spin in the oxide. Due to the 

strong magnetocrystalline anisotropy of the antiferromagnet, partial rotation of a few spins 

occurs at the interface. When the applied magnetic field is removed, the up spins in the oxide at 

the interface force the spins in the metal to rotate up and therefore the initial state is restored with 

a positive remanence. This behavior is shown in Figure 2.13. 

 

 

 

 
Figure 2.13. Mechanisms of the shifted magnetization curve in Co-CoO particles. Red arrows 
represent spins on cobalt atoms and blue circles represent oxygen atoms. 

 

In summary, three conditions should be satisfied for exchange anisotropy. The first one is 

the cooling through Néel temperature in the presence of an applied magnetic field. The second 

one is the intimate contact between ferromagnet and antiferromagnet for exchange coupling at 

the interface. The third one is the strong magnetocrystalline anisotropy in antiferromagnet.     
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The importance of magnetic field assisted cooling is to provide a single easy magnetization 

direction to the particles. If the particles are cooled in the absence of magnetic field, the 

exchange coupling occurs at all interfaces which leads normal magnetization curve with zero 

remanence. In addition, exchange anisotropy can be seen not only in a two-phase system such as 

Co-CoO but also it can be seen in a single-phase system such as Ni�Mn due to the 

inhomogeneity of the composition.  

 

2.5. Magnetic Properties of Nickel Nanowire Arrays Electrodeposited in Anodic Aluminum 

Oxide Templates  

Highly-ordered porous anodic aluminum oxide templates are suitable and inexpensive for 

large scale fabrication of magnetic nanowire arrays with desired magnetic properties by 

electrodeposition. Since porous AAO templates provide high pore density, high aspect ratio, and 

controllable pore diameter and length, magnetic properties of nanowire arrays can be enhanced 

and differ significantly from their bulk counterparts. Magnetic nanowires such as nickel [93, 97, 

119, 120], iron [93, 99, 103, 104], and cobalt [93, 121, 122] were electrodeposited in AAO 

templates and their static and dynamic magnetic properties were studied. Magnetic nanowire 

arrays have high saturation magnetization, high effective anisotropy field, high permeability, 

high ferromagnetic resonance frequency and low eddy current loss due to the high aspect ratio of 

nanowires [123, 124, 125]. Moreover, the magnetic properties of magnetic nanowires can be 

tuned by applying an external DC magnetic field. As a result, electrochemical synthesis of 

magnetic nanowires in AAO templates is very interesting and promising for potential 

technological applications. 
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In this work, nickel nanowire arrays were fabricated in two types of AAO templates with 

different pore diameters and the effect of pore diameter on magnetic properties of nanowire 

arrays was studied. 

 

2.5.1. Experimental 

Two types of highly-ordered AAO templates were prepared by using a two-step 

anodization process in either oxalic or sulfuric acid solutions for different pore diameters. After 

two-step anodization process, a 2 cm2 area was opened on the back side of the template by 

etching the aluminum substrate in an aqueous solution of CuCl� ∙ HCl at room temperature, and 

the surrounding aluminum was retained as a support. Then, the remaining alumina barrier layer 

at the bottom of the pores was removed in a 10 wt% phosphoric acid solution at 30g for 36 min 

and 14 min for oxalic and sulfuric acid anodized templates, respectively. Photoresist was used to 

protect the top surface of the template from etching solutions. During this process, pore 

diameters increased slightly due to the pore widening and open-through AAO templates were 

obtained. Finally, a 200 nm Au layer was coated onto one side of the template by             

electron-beam evaporation to serve as the working electrode in a two-electrode cell. A nickel 

anode was used as the counter electrode. 

The electrodeposition process was carried out in a commercial Ni bath (Techni Nickel 

HT-2, Technic Inc.) by pulsed electrodeposition method. Nickel was electrodeposited by 

applying constant current pulses of 8 mA/cm2 for 200 ms. Consequently, a delay time of 600 ms 

was inserted between two successive deposition pulses to recover the concentration of metal ions 

at the deposition interface. This delay time is very important to improve the homogeneity of the 

electrodeposition and to limit the hydrogen evolution [88]. During the electrodeposition process, 
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the Ni solution was magnetically stirred at 400 rpm and kept at a constant temperature of 45oC. 

The pH of the solution was maintained at 4.0. Figure 2.14 shows the schematic diagram of 

electrodeposition process. 

  

(a) 
(b) 

 

  

(c) 
(d) 

 

  

(e) 
(f) 

 

 
(g) 

 
Figure 2.14. Schematic diagram of electrodeposition process. 

 

The process steps are (a) fabrication of AAO template, (b) photoresist coating on top 

surface, (c) removal of aluminum foil, (d) removal of barrier layer and pore widening,              
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(e) removal of photoresist and obtaining open-through AAO template, (f) Au evaporation on one 

side of the AAO template, and (g) Ni electrodeposition into nanopores, respectively.  

 The morphology of Ni nanowire arrays was investigated by scanning electron 

microscopy (FEI Magellan 400 XHR SEM) and focused ion beam milling (FEI Quanta 3D FEG 

FIB). The elemental analysis of the Ni nanowires was examined by energy dispersive X-ray 

spectroscopy (EDS, Oxford Instruments) attached to SEM.  The structural characterization of the 

Ni nanowires was performed by X-ray diffraction (Rigaku Smartlab XRD) with Cu Kα radiation 

in the range of 40° ≤ 2θ ≤ 100°. The magnetic measurements of Ni nanowire arrays were 

carried out at room temperature using a superconducting quantum interference device vibrating 

sample magnetometer (Quantum Design SQUID VSM) with the magnetic field applied parallel 

and perpendicular to the nanowires. The angle-dependent ferromagnetic resonance (FMR) 

measurements were performed in a resonant cavity at a constant frequency of 9.7 GHz  (X band) 

using a spectrometer (Bruker EMX Spectrometer). 

 

2.5.2. Results and Discussion 

The SEM images of Ni electrodeposited AAO templates anodized in oxalic acid solution 

is shown in Figure 2.15. Almost 100% of nanopores of AAO template were filled with nickel. 

Figure 2.15 (a) shows the top side of the AAO template after focus ion-milling by about 2 µm. 

The average nanowire diameter was measured to be 70 nm which was very well correlated with 

initial average pore diameter. Figure 2.15 (b) shows the cross-sectional SEM image of nanowire 

arrays. Figure 2.15 (c) and (d) show the Ni nanowires after dissolving the AAO template in 0.5M 

sodium hydroxide (NaOH) solution at room temperature. The average nanowire length was 

measured to be 15 µm.  
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(a) (b) 

  

(c) (d) 

 
Figure 2.15. SEM images of Ni electrodeposited AAO templates anodized in oxalic acid 
solution. 

 

The SEM images of Ni electrodeposited AAO templates anodized in sulfuric acid 

solution is shown in Figure 2.16. Most of the nanopores of the AAO template were successfully 

electrodeposited with Ni. Figure 2.16 (a) shows the top side of the AAO template after focus  

ion-milling by about 2 µm. The average Ni nanowire diameter was measured to be 30 nm. Figure 

2.16 (b) shows the Ni nanowires after dissolving the AAO template in 0.5M NaOH solution at 

room temperature. The average nanowire length was measured to be 15 µm.  
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(a) (b) 

 
Figure 2.16. SEM images of Ni electrodeposited AAO templates anodized in sulfuric acid 
solution. 

 

 
Figure 2.17. EDX spectra of Ni nanowires. 

 

Figure 2.17 shows the EDX spectra of Ni nanowires after dissolving the AAO template 

partially. The EDX spectra clearly show the presence of Ni along with Al and O and confirm the 

electrodeposition of pure (100 wt%) Ni nanowires. Al and O have come from the AAO template. 
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From the EDX spectra, X-ray emission lines of Ni are Lα, Kα, and Kβ which have peaks at 

0.851, 7.478, and 8.265 keV, respectively. Al has a Kα peak at 1.487 keV and O has a Kα peak 

at 0.525 keV.    

Figure 2.18 shows the XRD pattern of Ni nanowires electrodeposited in AAO template. 

The diffraction peaks of Ni at the angles of 2θ = 44.487°, 51.844°, 76.350°, 92.904°, and 

98.431° corresponds to (111), (200), (220), (311), and (222) reflection planes of the face 

centered cubic (fcc) Ni crystal structure, respectively. The peak corresponds to (111) plane with 

high intensity shows the preferential growth plane of Ni. The different peaks observed from the 

XRD pattern inferred that Ni nanowires are not single crystals but consist of polycrystalline fcc 

arrangement. Furthermore, additional Au and Al�O� peaks were observed. The Au peaks arise 

from the consucting layer deposited on one side of the AAO template for electrodeposition.  

 

 
Figure 2.18. XRD pattern of Ni nanowires. 
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Figure 2.19. Hysteresis curves of Ni nanowire arrays of oxalic acid anodized sample with the 
applied field parallel (blue line) and perpendicular (red line) to the nanowires.  

 

Figure 2.19 shows the hysteresis curves of Ni nanowire arrays of oxalic acid anodized 

sample with the magnetic field applied parallel (θ = 0°, θ being the angle between the applied 

magnetic field and nanowire axis) and perpendicular (θ = 90°) to the nanowires. Measurements 

were performed at room temperature. The normalized hysteresis curves were obtained by 

dividing the measured magnetic moments by the high field magnetic moment. From the 

hysteresis curves, when the field was applied parallel to the nanowires, hysteresis curve 

exhibited a large coercivity (H�), a large remanent magnetization (Mv), large squareness (s), and 

and a small saturation field (i.e., the field necessary to reach the saturation magnetization, M� ). 

In contrast, when the field was applied perpendicular to the nanowires, hysteresis curve exhibited 

a small coercivity, remanent magnetization and squareness, and large saturation field. Therefore, 

this indicates that the easy axis of the sample is parallel to the nanowires and the hard axis of the 

sample is perpendicular to the nanowires. The coercivity of nanowire arrays were measured to be 

240 and 90 Oe for applied magnetic field parallel and perpendicular to the nanowire arrays, 
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respectively. The squareness (Mv M�⁄ ) values were measured to be 0.3 and 0.1 for easy and hard 

axis, respectively.  

 

 
Figure 2.20. Hysteresis curves of Ni nanowire arrays of sulfuric acid anodized sample with the 
applied field parallel (blue line) and perpendicular (red line) to the nanowires.  

 

Figure 2.20 shows the hysteresis curves of Ni nanowire arrays of sulfuric acid anodized 

sample with the magnetic field applied parallel and perpendicular to the nanowires. Based on the 

hysteresis curves, the easy axis of the sample is parallel to the nanowires and the hard axis of the 

sample is perpendicular to the nanowires. The coercivity of nanowire arrays were measured to be 

499 and 252 Oe for applied magnetic field parallel and perpendicular to the nanowire arrays, 

respectively. The squareness values were measured to be 0.8 and 0.17 for easy and hard axis, 

respectively. As a comparison, sulfuric acid anodized sample has enhanced coercivity and 

squareness for both easy and hard axes than the oxalic acid anodized sample due to the high 

aspect ratio. Therefore, it is important to note that coercivity and squareness depend on the 

aspect ratio of the Ni nanowires. 
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Conventional ferromagnetic resonance (FMR) technique was used to study the dynamic 

behavior of the Ni nanowire arrays. In the room temperature FMR measurements, the microwave 

pumping field (hvt) had a frequency of 9.7 GHz (X band) and was always oriented perpendicular 

to the applied magnetic field (H+) and to the nanowire axis. The FMR derivative spectra of each 

sample were measured for varying angles of applied magnetic field from 0° to 180o in steps of 

30o. Figure 2.21 shows the schematic representation of FMR measurements. 

 
  
 
 
 
 
 
 
 
                                                   (a)                                                (b) 
 
Figure 2.21. Schematic representation of FMR measurements. (a) Ni nanowires electrodeposited 
in AAO template. (b) Orientation of applied magnetic field and microwave pumping field. 

 

A theoretical model has been used to explain the angular dependence of resonance field. 

The nanowires are considered to be close to an infinite cylinder due to their high aspect ratio. 

The FMR condition of nanowire arrays can be obtained from the total free energy density of an 

infinite cylinder [125],  

 

 E = K/ttsin�θ − M�H+�sinθsinθ¹ cos(ϕ − ϕ¹) + cosθcosθ¹  (66) 
 

where the first term represents effective anisotropy energy and the second term represents the 

Zeeman energy of the nanowire array. (θ, ϕ) and (θ¹,  ϕ¹) are the polar and azimuthal angles of 

rfh

oH ||

oH ⊥
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the magnetization (M) and the applied magnetic field (H+), respectively. The coordinate system 

used for the theoretical model is shown in Figure 2.22. 

 

 
 
Figure 2.22. The coordinate system for the theoretical model. 

 

The effective uniaxial anisotropy parameter is, 

 

 K/tt = πM��(1 − 3P) + K� (67) 
 

where the first term represents the shape demagnetization energy of the nanowire array and the 

second term represents the additional second-order uniaxial anisotropy with the symmetry axis 

along the nanowire direction [123, 125, 126]. P is the porosity (packing density) of the nanowires 

and is defined in Equation (12) as P = (π/2√3)(DF D-91)⁄ �. 

The ferromagnetic resonance condition is obtained from the second derivatives of the 

total free energy density by the formalism of Smith and Beljers [127] as 
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 Eωγ G� = (E¼¼E½½ − E¼½�(M�sinθ)� ¾¼�¼¿,½�½¿  (68) 

 

Therefore, the FMR dispersion relation is obtained as [119, 121, 125] 

 

 Eωγ G� = �H/ttcos2θ@ + H@cos (θ@ − θ¹) �H/ttcos�θ@ + H@cos (θ@ − θ¹)  (69) 

 

where ω = 2πf, f is the microwave frequency, γ = gμ� ℏ⁄  is the gyromagnetic ratio, g is the 

Landé factor, μ� is the Bohr magneton, and ℏ is the reduced Planck constant. The angle θ@ 

corresponds to the equilibrium angle of the magnetization and is determined from the 

minimization of the total free energy density with respect to θ for each H@ and θ¹. Energy 

minimization is defined as [120] 

 

 E¼ = dEdθÁ¼�¼¿ = 0 (70) 

 
 

  

 dE dθ⁄ = M�H/ttsinθ@cosθ@ + M�H@ sin(θ@ − θ¹) = 0 (71) 
 

 H/ttsinθ@cosθ@ + H@ sin(θ@ − θ¹) = 0 (72) 
 

Equations (69) and (72) are solved iteratively to obtain effective anisotropy field (H/tt) and g.  

At θ¹ = 0+ (parallel) or θ¹ = 90+ (perpendicular), the equality θ¹ = θ@ in Equation (69) leads 

to two relatively simple ferromagnetic resonance conditions, which may be used to evaluate the 

H/tt and g. H/tt�  can be neglected in Equation (69) at resonance at high frequencies                 

since H/tt� ≪ H@� and θ¹ ≅ θ@. By using the trigonometric identity of cos2θ¹ + cos�θ¹ =
3cos�θ¹ − 1, Equation (69) is simplified to [120] 
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 H@ ≅ ωγ + H/tt(1 − 3cos�θ¹)2  (73) 

 

In Equation (73), when cos�θ¹ = 1/3  (θ¹ ≅ 55+), the second term vanishes so that the 

resonance field (H@) is independent of the effective anisotropy field. Therefore, gyromagnetic 

ratio (γ) can be obtained. The effective anisotropy field (H/tt) in Equation (69) is mainly 

determined by following three contributions: the shape anisotropy field H�Ä2F/ (which can 

develop magnetization easy axis parallel to the nanowire axis), the dipolar interaction field 

H.-F+32v (which can develop magnetization easy axis perpendicular to the nanowire axis), and an 

additional second order uniaxial anisotropy field H�. The shape anisotropy field is defined as 

H�Ä2F/ = 2πM� (where M� is the saturation magnetization). The dipolar interaction field is 

defined as  H.-F+32v = 6πM�P. The dipolar interaction field has two components: 2πM�P (due to 

the charges on the lateral surface) and 4πM�P (due to the charges on the top and the bottom 

surfaces). The second order uniaxial anisotropy field is defined as H� = 2K� M�⁄  (where K� is 

the second order uniaxial anisotropy constant) and it might be positive or negative depending on 

the orientation of the anisotropy field towards the nanowire axis [128]. It is positive for parallel 

orientation and negative for perpendicular orientation. Therefore, the effective anisotropy field is 

defined as [128, 129] 

 

 H/tt = H�Ä2F/ − H.-F+32v ± H� (74) 

 
 

  

 H/tt = 2πM� − 6πM�P ± (2K� M�⁄ ) (75) 
 

 H/tt = 2πM�(1 − 3P) ± (2K� M�⁄ ) (76) 
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In addition, P = 0 for an isolated nanowire and P = 1 for a continuous film. 

A typical sequence of FMR derivative spectra measured at 9.7 GHz as a function of θ¹ is 

shown in Figure 2.23 for Ni nanowire arrays with a diameter of 70 nm and a length of 15 µm.    

In all cases, the resonance field (H@) of the absorption peak increases by changing the angle 

from parallel (0+) to perpendicular (90@) to the nanowire axis that is in accordance with the 

nanowire axis being the easy axis.  

 

 
Figure 2.23. FMR derivative spectra of Ni nanowire arrays with a diameter of 70 nm. 

 

The angular dependence of the resonance field is shown in Figure 2.24. According to the 

Equation (73), the calculated H/tt and g values were 1.48 kOe and 2.98, respectively. The 

amplitude (H@,02, − H@,0-9) and the plot shape of the H@ versus θ¹ are directly related to the 

amplitude and sign of the effective anisotropy field. The bell shape of the angular dependence of 

the resonance field curve indicates a positive effective anisotropy field.  
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Figure 2.24. Angular dependence of resonance field for Ni nanowires with a diameter of 70 nm. 

 

 
Figure 2.25. FMR derivative spectra of Ni nanowire arrays with a diameter of 30 nm. 

 

Figure 2.25 shows the FMR derivative spectra measured at 9.7 GHz as a function of θ¹ 

for Ni nanowire arrays with a diameter of 30 nm and a length of 15 µm. In this sample, the 

general bell shape of the angular dependence of the resonance field is a signature of a positive 

effective anisotropy field, that is, an easy axis parallel to the nanowires. The angular dependence 
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of the resonance field is shown in Figure 2.26. According to the Equation (73), the calculated 

H/tt and g values were 0.819 kOe and 2.27, respectively. The variation of resonance field for 

both samples was usually observed and reported for Ni nanowire arrays [92, 120, 124, 125, 130]. 

 

 
Figure 2.26. Angular dependence of resonance field for Ni nanowires with a diameter of 30 nm. 

 

In addition to conventional FMR, vector network analyzer (VNA) FMR is used to study 

the dynamic behavior of nanowire arrays and extract the H/tt and g factor. In VNA FMR, 

frequency is swept at constant applied magnetic field and resonance frequency as a function of 

applied magnetic field is obtained. The FMR dispersion relation defined in Equation (69) can be 

reduced for the particular cases for the magnetic field applied parallel and perpendicular to the 

nanowire axis [123]. 

For H/tt > 0 and H@ is parallel to the nanowire axis, 

 

 Eωγ G∥ = (H/tt + H@) (77) 
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For H@ J H/tt and H@ is perpendicular to the nanowire axis, 

 

 Eωγ GÇ
� = (H/tt� − H@�) (78) 

 
For H@ > H/tt and H@ is perpendicular to the nanowire axis, 

 

 Eωγ GÇ
� = (H@ − H/tt)H@ (79) 

 

 
Figure 2.27. Resonance frequencies as a function of applied magnetic field for an isolated Ni 
nanowire. 

 

As shown in Figure 2.27, when the magnetic field is applied parallel to the nanowire axis 

(easy axis), the resonance frequency varies linearly with the magnetic field intensity. The slope is 

given by γ and the zero field frequency is given by γH/tt. In contrast, when the magnetic field is 

applied perpendicular to the nanowire axis (hard axis), the resonance frequency goes off (ω = 0) 

corresponds to the effective anisotropy field. Finally, the dashed line Figure 2.27 corresponds to 

an isotropic medium. 
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2.5.3. Conclusions 

Two types of highly-ordered AAO templates were fabricated by using a two-step 

anodization process in either oxalic or sulfuric acid solutions for different pore diameters. Ni 

nanowires were deposited into the nanopores of AAO templates by pulsed electrodeposition. 

Most of the nanopores of the AAO templates were filled with nickel.  In oxalic acid anodized 

AAO templates, the average nanowire diameter and length were measured to be 70 nm and 15 

µm, respectively. In sulfuric acid anodized AAO templates, the average nanowire diameter and 

length were measured to be 30 nm and 15 µm, respectively. The presence and purity (100 wt %) 

of deposited Ni nanowires were examined and confirmed by EDX spectra. The XRD pattern 

showed that Ni nanowires are not single crystals but consist of polycrystalline fcc arrangement. 

The preferential growth plane of Ni nanowires was (111) due to the high intensity in XRD 

pattern. Based on the hysteresis curves of Ni nanowire arrays (70 nm and 30 nm in diameter), the 

easy axis of magnetization was parallel to the nanowires and the hard axis of magnetization was 

perpendicular to the nanowires. The coercivity and squareness of nanowire arrays with 70 nm 

diameter were measured to be 240 and 90 Oe, 0.3 and 0.1 for easy and hard axis, respectively. 

The coercivity and squareness of nanowire arrays with 30 nm diameter were measured to be 499 

and 252 Oe, 0.8 and 0.17 for easy and hard axis, respectively. The nanowire arrays with 30 nm 

diameter have enhanced coercivity and squareness for both easy and hard axes than the nanowire 

arrays with 70 nm diameter due to the high aspect ratio. Therefore, we can conclude that 

coercivity and squareness depend on the aspect ratio of the nanowires. The FMR derivate spectra 

of both nanowire arrays showed similar dynamic behavior which confirms that easy 

magnetization axis is along the nanowire axis. Both Ni nanowire arrays have positive effective 

anisotropy filed due to the bell shape of the angular dependence of the resonance field.            
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The calculated effective anisotropy field and g value were 1.48 kOe and 2.98 for Ni nanowires 

with 70 nm diameter. The calculated effective anisotropy field and g value were 0.819 kOe and 

2.27 for Ni nanowires with 30 nm diameter. Consequently, nanowires fabricated by the 

integration of magnetic materials into the AAO templates with different pore diameters are very 

useful to tune the magnetic properties of the magnetic materials and are strong candidates for 

advanced data storage and microwave applications.   
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CHAPTER 3 

FABRICATION OF SPIRAL INDUCTORS WITH MAGNETIC CORES 

 

There is a strong demand for high quality and performance integrated RF components 

such as, transformers, filters, oscillators, regulators, and matching networks for radio frequency 

integrated circuits (RFIC). One of the fundamental passive elements for implementation of those 

components into RFIC is inductors. Among various means in integrating inductors into RFIC, 

spiral inductors have attracted most attention owing to its compact design and small form factor. 

However, inductance and quality factor of the spiral inductors do not scale efficiently with the 

number of turns, leading to excessive area consumption and limited operating frequency [131]. 

Thus, it is essential to increase inductance and quality factor at high operating frequency and 

compact size of spiral inductors for realization of RFIC. 

To further miniaturize the size, lower the cost, improve the performance, and increase the 

operating frequency of spiral inductors for RFIC, integration of ferromagnetic materials into an 

air core inductor has attracted much research interest. Ferromagnetic materials act as the        

flux-amplifying components in spiral inductors and correspondingly, inductance (L) and quality 

factor (Q) enhancement and area occupation reduction can be achieved in these inductors [132]. 

Different combinations of ferrites and soft magnetic metal-alloy films have been reported for 

integration into spiral inductors attributed to their magnetic and electrical properties such as high 

saturation magnetization, controllable anisotropy, single domain state, and high resistivity    

[131, 133-138]. However, spiral inductors with ferromagnetic cores suffer from poor 

performance at high frequencies due to ferromagnetic resonance (FMR) effect and Eddy current 
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loss occurrence in the layer of ferromagnetic materials [139]. These two shortcomings of 

ferromagnetic materials need to be addressed properly in order to use them in spiral inductors. 

The first drawback of the magnetic materials (ferromagnetic resonance frequency) can be 

solved by patterning the magnetic film into small segments since pattering the magnetic film 

increases FMR frequency by increasing the anisotropy field [134, 135, 137, 138]. The second 

drawback of the magnetic materials (Eddy current loss) can be solved by laminating the 

magnetic film into multiple layers with dielectric interlayer since laminating the magnetic film 

suppresses the Eddy current loss [134, 135, 138, 140]. Considering that the most efficient way of 

concentrating magnetic flux in spiral inductors is to have magnetic materials fully surround the 

spiral inductors, the use of patterning and laminating film for fabricating the inductor is a very 

complex and challenging process. 

The electroplating of a ferromagnetic material into AAO template is known to be the 

most simple and cost effective method to enhance the FMR frequency and suppress the Eddy 

current loss. Ferromagnetic nanowires have high saturation magnetization, high effective 

anisotropy field, high permeability, high FMR frequency and low Eddy current loss due to the 

high aspect ratio of nanowires [123-125]. Moreover, the magnetic properties of ferromagnetic 

nanowires can be tuned by applying an external DC magnetic field. Since AAO templates are 

self-laminated and patterned, they can be easily integrated with a spiral inductor without adding 

the complexities of fabrication process.  
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3.1. Design Parameters for Planar Spiral Inductors 

Figure 3.1 shows the layouts of planar spiral inductors. The layout design parameters that 

characterize the spiral inductor geometry are the inner diameter (D-9), the outer diameter (D+�1), 
the width of the conductor (w), the spacing between adjacent conductors (s), the number of turns 

(n), the average diameter (D2�È), the inductor length (�), and the inductor area (A). 

  

(a) (b) 

  

(c) (d) 

 
Figure 3.1. Planar spiral inductor layouts. (a) square, (b) hexagonal, (c) octagonal, and              
(d) circular. 
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The outer diameter, the average diameter, and the fill ratio of the spiral inductor are defined as 

[141], 

 D+�1 = D-9 + 2nw + 2(n − 1)s (80) 

   

 D2�È = (D+�1 + D-9) 2⁄  (81) 

   

 ρ = (D+�1 − D-9) (D+�1 + D-9)⁄  (82) 
 

The length [141] and the area [142, 143] of the spiral inductor are defined as, 

 

 � = N�-./ D2�È n tan(π/N�-./) (83) 

   

 A = (D+�1)� (84) 
 

where N�-./ is the number of sides of the spiral inductor polygonal shape. 

 

3.2. DC Inductance Expressions for Planar Spiral Inductors 

Figure 3.2 shows the equivalent circuit model of the spiral inductor. In this model, L is 

the series inductance, R is the series resistance, and C is the series capacitance of the spiral 

inductor. 

 
 
Figure 3.2. Equivalent circuit model of the spiral inductor. 
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The series resistance of the spiral inductor is expressed as [141, 143, 144], 

 

 R� = ρ �w δ (1 − e�1/Ë) =  �σ w δ (1 − e�1/Ë) (85) 

 
 
Where ρ is the resistivity of the conductor, l is the total length of the conductor, w is the width of 

the conductor, δ is the conductor skin depth, σ is the conductivity of the conductor, and t is the 

thickness of the conductor. The skin depth is a measure of how closely electric current flows into 

the surface of a conductor and is a function of frequency. The skin depth is defined as [144], 

 

 δ = Ì2 ρω μ = Ì ρπ μ f (86) 

 

where μ = μ+μv  is the permeability (μ+ = 4π10�� H/m, permeability of free space; μv: relative 

permeability of a material), and f is the frequency.  

The series capacitance of the spiral inductor is mainly due to the overlap capacitances 

between the spiral conductors and the under-pass conductor which connects the input port to the 

output port. The series capacitance is expressed as [141, 143, 144], 

 

 C� = n� w�  ε+,t+,,Î<�Î� (87) 

 

where n�  is the number of overlaps, ε+, = ε+εv  is the permittivity of the oxide                     

(ε+ = 8.854x10�<� F/m, permittivity of free space; εv: relative permittivity of a material)  and 

t+,,Î<�Î�  is the thickness of oxide between spiral and the under-pass.  

Several accurate expressions for series inductance of spiral inductors have been 

developed. These expressions were summarized below. 
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3.2.1. Modified Wheeler Expression 

Modified Wheeler formula was developed with a simple modification of the original 

Wheeler formula and is expressed as [145],  

 

 L0Ï = K< μ n� D2�È1 + K� ρ (88) 

 

where ρ is the fill ratio, D2�È is the average diameter, and are defined previously. The 

coefficients of K< and K� are layout dependent and are shown in Table 3.1 for different spiral 

inductor layouts. The fill ratio represents how hollow the spiral inductor is. If the fill ratio is 

small, the spiral inductor is hollow (D+�1 ≈ D-9). If the fill ratio is large, the spiral inductor is full 

(D+�1 ≫ D-9). Two inductors with the same average diameter but different fill ratios have 

different inductor values. The full inductor has a smaller inductance value since its inner turns 

are closer to the center of the spiral and therefore contribute less positive mutual inductance and 

more negative mutual inductance [145]. 

 

Table 3.1. Coefficients for modified Wheeler formula 

Layout ¦U ¦V 

Square 2.34 2.75 

Hexagonal 2.33 3.82 

Octagonal 2.25 3.55 

 

3.2.2. Current Sheet Expression 

Current sheet expression was obtained by approximating the sides of the spirals by 

symmetrical current sheets of equivalent current densities [145]. For instance, four identical 
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current sheets are obtained in the case of square spiral inductors. The current sheets on opposite 

sides are parallel to each other; however the current sheets on the same sides are orthogonal. The 

sheets with orthogonal current sheets have zero mutual inductance; therefore the total inductance 

is obtained by evaluating the self inductance of one sheet and the mutual inductance between 

opposite current sheets. The self and mutual inductances are evaluated by using the concepts of 

geometric mean distance (GMD), arithmetic mean distance (AMD), and arithmetic mean square 

distance (AMSD). The current sheet expression is defined as [145], 

 

 LÈ0. = μ n� D2�È c<2  Eln c�ρ + c� ρ + c= ρ�G (89) 

 

where the coefficients of c-  are layout dependent and are shown in Table 3.2.  

 

Table 3.2. Coefficients for current sheet expression 

Layout qU qV q¤ qÒ 

Square 1.27 2.07 0.18 0.13 

Hexagonal 1.09 2.23 0.00 0.17 

Octagonal 1.07 2.29 0.00 0.19 

Circle 1.00 2.46 0.00 0.20 

 

3.2.3. Data Fitted Monomial Expression 

Date fitted monomial expression is expressed as [145], 

 

 L0+9 = β D+�1ÔÕ  wÔa  D2�ÈÔ[  nÔÖ sÔ× (90) 
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where the coefficients β and α- are layout dependent and are shown in Table 3.3. The 

coefficients in the monomial expression were obtained by various regression and data-fitting 

techniques. The monomial expression is useful like the other expressions since it is simple, 

accurate, and can be used for optimal design of planar spiral inductors with geometric 

programming which uses monomial models [143]. 

 

Table 3.3. Coefficients for data fitted monomial expression 

Layout Ø ÙU ÙV Ù¤ ÙÒ Ùª 

Square 1.62Ú10�� -1.21 -0.147 2.40 1.78 -0.03 

Hexagonal 1.28Ú10�� -1.24 -0.174 2.47 1.77 -0.049 

Octagonal 1.33Ú10�� -1.21 -0.163 2.43 1.75 -0.049 

 

3.2.4. Jenei’s Expression 

Jenei et al. [146] have developed an accurate physics-based closed-form expression for 

the inductance as a function of geometrical parameters. Since this expression is physics-based, it 

is scalable. Based on this expression, spiral inductor is divided into segments and the total length 

of the spiral inductor is expressed as, 

 

 �1+123 = (4n + 1)D-9 + (4N- + 1)N-(w + s) (91) 
 

where n is the number of turns, N- is the integer part of n, w is the metal width, and s is the 

spacing between segments. Therefore, the lateral structure of a spiral inductor is determined by 

n, w, s, and D-9 or �1+123. The total inductance of a spiral inductor consists of the inductor        

self-inductance (L�/3t), total negative mutual inductance (M�), and total positive mutual 
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inductance (M�). The self-inductance of a straight segment (L�/3t,�/È) with a length of ��/È is 

defined as, 

 

 L�/3t,�/È = μ+2π ��/È ]ln 2��/Èw + t + 0.5^ (92) 

 

The self-inductance of a square spiral inductor is expressed as the sum of 4n self-inductance of 

segments with the average length of �ZÛ,�/È,�Ü�2v/ = �/4n, 

 

 L�/3t = μ+2π � Eln �n(w + t) − 0.2G (93) 

 

Anti-parallel segments of a square inductor contribute to the negative mutual inductance. The 

sum of all interactions between segments can be approximated by an equivalent of 2n�. Since the 

average distance between segments on the opposite sides of a square spiral inductor is equal to 

the average segment length, the total negative mutual inductance is expressed as a very simple 

function of the total length (l) and number of turns (n) as, 

 

 M� = 2 ∙ 2 ∙ n� Eμ+2π �4n  0.47G = 0.47 μ+2π  � n (94) 

 

The last constitutive factor of the total inductance is the total positive mutual inductance which 

contributes interactions between parallel segments on the same side of a square inductor. The 

average distance (d�) for the constituting factor of positive mutual inductance can be calculated 

by closed formula as 

 

 d� = (w + s) (3n − 2N- − 1)(N- + 1)3(2n − N- − 1)  (95) 
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The total positive mutual inductance is 

 

 M� = μ+2π �(n − 1) Ýln ÞÌ1 + E �4nd�G� + �4nd�ß − Ì1 + E4nd�� G� + 4nd�� à (96) 

 

Therefore, the total inductance of a square spiral inductor (L�Ü�2v/) is expressed as, 

 

 L�Ü�2v/ = L�/3t − M� + M� (97) 
 
 

 L�Ü�2v/ = μ+2π � Eln �n(w + t) − 0.2G − 0.47 μ+2π  � n 

(98) 

 + μ+2π �(n − 1) Ýln ÞÌ1 + E �4nd�G� + �4nd�ß − Ì1 + E4nd�� G� + 4nd�� à 

 

In this expression, there are no unphysical fitting factors and all of the parameters are only 

geometry parameters of the spiral inductor as mentioned earlier. Therefore, this expression is a 

closed-form equation for the total inductance. 

 

3.2.5. Greenhouse’s Expression 

Greenhouse [147] has derived an inductance expression for thin-film planar inductors 

with rectangular cross-sections based on the inductance calculations of Grover [148]. The        

self –inductance of a straight conductor with a rectangular cross-section is expressed as, 

 

 L�/3t,�+9.��1+v = 2� Eln 2�w + t + 0.50049 + w + t3� G (99) 
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where l is the wire length in cm, w is the conductor width in cm, t is the conductor thickness in 

cm, and L�/3t is the inductance in nH. In the case of rectangular planar inductors, the mutual 

inductances between parallel conductor segments contribute to the total inductance of the 

inductor. Parallel conductor segments in which current flow is in the same direction have 

positive mutual inductance. On the other hand, parallel conductor segments in which current 

flow is opposite in direction have negative mutual inductance. Therefore, the general inductance 

expression for a rectangular inductor is given as, 

 

 Lá = L@ + M� − M� (100) 
 

where Lá is the total inductance, L@ is the sum of the self-inductances of all the straight 

segments, M� is the sum of the positive mutual inductances, and M� is the sum of the negative 

mutual inductances. The mutual inductance between two parallel conductors is a function of the 

length and of the geometric mean distance (GMD) between them. The mutual inductance is 

defined as, 

 

 M = 2�Q (101) 
 

where l is the length in cm and Q is the mutual inductance parameter which can be computed as, 

 

 Q = ln Ý �GMD + Ì1 + E �GMDG�à − Ì1 + EGMD� G� + GMD�  (102) 

 

Geometric mean distance between the two conductors which is approximately equal to the pitch 

of the conductors is given as, 
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ln GMD = ln d − ã 112(d/w)� + 160(d/w)= + 1168(d/w)� + 1360(d/w)ä+ 1660(d/w)<@ + ∙ ∙ ∙å (103) 

 

where w is the width of the conductor and d is the pitch of the conductors. 

 

3.2.6. Bryan’s Expression 

Bryan’s expression for the inductance of a planar square coil is given as [149], 

 

 L�Ü�2v/ = 0.141 a n­/� log  �8(a/c)  (104) 
 

where the inductance is in µH and dimensions are in inches. In terms of dimensions in cm and 

natural logarithms, the expression is defined as, 

 

 L�Ü�2v/ = 0.0241 a n­/� ln  �8(a/c)  (105) 
 

where a = (D+�1 + D-9)/4, c = (D+�1 − D-9)/2, and n is the number of turns. 

 

3.2.7. Asgaran’s Expression 

Similar to Jenei [146], Asgaran [150], has developed a new accurate physics-based 

closed-form expression for the inductance of square and polygonal spiral inductors. As in 

Greenhouse’s expression [147], the total self inductance, positive mutual inductance, and 

negative mutual inductance values are calculated to obtain total inductance as below,  

 

 L1+1 = L�,1+1 + M1+1� − M1+1�  (106) 
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Figure 3.3. Trapezoidal current sheet. 

 

In this expression, the thickness of the conductor is neglected and conductor is approximated as a 

current-carrying sheet since the thickness of the conductor is usually much smaller than its 

width. The self-inductance of a trapezoidal current sheet which is shown in Figure 3.3 is 

expressed as [151], 

 

 L�,- = μ@d-2π ãln E2diw G + 0.5 + w3di x√2 − ln±1 + √2²yå (107) 

 

where d- = ±d+�1,�Ä//1 + d-9.�Ä//1²/2  is the average length and w is the width of the sheet. For a 

square spiral inductor with n turns, there are 4n trapezoidal current carrying sheets with average 

lengths varying from d< to d9, where d- = d< + 2(i − 1)(w + s) and d< = d-9 + w. The total 

self-inductance is the sum of self-inductances of 4n current sheets each and is expressed as, 

  

 L�,1+1 = 4 � L�,- = 2μ@nπ  9
-�< æd2�È  �0.5 + ln ]2d2�Èw ^� + 0.178 wç (108) 

 

where d2�È = (d< + d9)/2 = (d-9 + d+�1)/2. 
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The negative mutual inductance is the sum of mutual inductances between parallel conductors on 

the opposite sides since the direction of current flow is opposite. The total negative mutual 

inductance is defined as, 

 

 M1+1� = 2μ@π ±ln±1 + √2² + 1 − √2²n�d2�È = 2μ@π  (0.47)n�d2�È (109) 

 

The positive mutual inductance is the sum of mutual inductances between parallel conductors of 

on the same sides since the direction of current flow is the same. The total positive mutual 

inductance is defined as, 

 

 

M1+1� = 2μ@π KN(2n − N − 1)d� Eln E 2d�w + sG − 1G
− 2d�(ln(P) + (n − N) ln(N!))
+ √2 − ln±1 + √2²3 N(N + 1)(3n − 2N − 1)(w + s)M 

(110) 

 

where N is the integer part of n, d� = d2�È + (w/2), and P = 1! 2! … (N − 1)! The expressions 

for the total self-inductance, negative mutual inductance, and positive mutual inductance have 

derived for square inductors and can be applied to polygonal inductors such as octagonal [150]. 

The total inductance is then calculated by inserting all inductance values into Equation (106). 

 

3.3. TRL Calibration 

Vector network analyzer (VNA) is used to determine the scattering parameters of 

microwave devices in desired frequency band. A VNA measures both the magnitude and phase 

information of the scattering parameters (S-parameters). Microwave devices without coaxial 
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connectors cannot be connected directly to the coaxial ports of the VNA. Therefore, the device 

under test (DUT) can be characterized by using some test fixtures for in-fixture measurements or 

high frequency probes for on-wafer measurements. However, every measurement system exist 

some imperfections that cause measurement errors.  

Typical VNA measurement errors can be analyzed in three categories such as systematic, 

random, and drift errors. Systematic errors are the most significant source of measurement 

uncertainty and are caused by imperfections in the test equipment (VNA) and test setup 

components such as cables, probes, and fixtures. These systematic errors can be characterized 

through calibration and removed during measurement process. There are six types of systematic 

errors: directivity and crosstalk errors relating to signal leakage, source and load impedance 

mismatches relating to reflections, frequency response errors caused by reflection, and 

transmission tracking within the test receivers. Random errors vary as a function of time and are 

not predictable; therefore, they cannot be removed through calibration. Random errors are caused 

by instrument noise, switch repeatability, and connector repeatability. However, these errors can 

be reduced by increasing the source power, narrowing the intermediate (IF) bandwidth, and 

using the trace averaging. Drift errors occur when the measurement system’s performance 

changes after a calibration. These errors are caused by temperature variation and can be removed 

by additional calibration. Drift errors can be minimized by constructing a measurement 

environment with stable ambient temperature.  

In order to obtain accurate S-parameter measurements, all of the systematic errors due to 

the imperfections such as internal VNA, cable, and probe errors up to the DUT have to be 

removed. Figure 3.4 shows the reference planes for on-wafer measurements.  
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Figure 3.4. Reference planes for on-wafer measurements. 

 
 

The effects of systematic errors on DUT are repeatable and can be measured by VNA in a 

stable measurement environment. The process of determining these errors and removing them is 

called measurement calibration. During measurement calibration, different known devices 

(calibration standards) are used. The number and type of the calibration standards depend on the 

calibration technique and the systematic errors are determined based on the difference between 

known and measured responses of the calibration standards. Once the systematic errors are 

determined, these errors are mathematically removed that is called error-correction. As 

mentioned earlier, there are six measurement errors in forward and reverse directions, yielding a 

total of 12 errors for two-port measurements. The 12-term error model is one of the fundamental 

error models for VNAs and is shown if Figure 3.5 for two-port measurements. The error terms in 

the model are Eéê (forward directivity), Eëê (forward source match), Eìê (forward reflection 

tracking), Eíê (forward load match), Eáê (forward transmission tracking), Eîê (forward 

isolation), Eéì (reverse directivity), Eëì (reverse source match), Eìì (reverse reflection 

tracking), Eíì (reverse load match), Eáì (reverse transmission tracking), Eîì (reverse isolation).  
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(a) 

 

(b) 

 
Figure 3.5. 12-term error model for two-port measurements. (a) Forward direction. (b) Reverse 
direction. 

 

These twelve error terms are determined by the calibration algorithms. The most 

frequently used calibration techniques are SOLT (short-open-load-thru) and TRL (thru-reflect-

line). Generally SOLT calibration is used for coaxial measurements and is performed by 

measuring four different standards. In SOLT calibration, each standard has to be precisely 

known. Any imperfections in calibration standards affect the measurements. Therefore this 
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calibration technique is usually limited to lower frequencies (less than 10 GHz). In SOLT 

calibration, the twelve error terms of the model are determined independently for each port. Six 

unknowns in the forward direction are determined by measuring the short, open, and load on the 

first port and a thru between the first and second ports. Six unknowns in the reverse direction are 

determined by the same process for the second port. However, it is more difficult to implement 

SOLT calibration for non-coaxial measurements. Therefore, TRL calibration [152] is used 

instead of SOLT calibration. TRL calibration technique relies on transmission lines rather than 

precisely known standards as in SOLT. Since TRL calibration is based on transmission lines, it 

has some advantages over SOLT. Transmission lines have been used and are understood very 

well. In addition, transmission lines are the simplest elements to analyze in non-coaxial 

measurements. Moreover, their impedance can be determined accurately from physical 

dimensions and material properties. TRL calibration uses only three standards to completely 

determine the error model. Thru is a connection of port 1 and port 2 directly or with a short 

length of transmission line. Reflect is a connection of identical one-port high reflection 

coefficient devices (open or short) to each port. Line is a connection of port 1 and port 2 with a 

transmission line which is quarter wavelength longer than the thru at the center frequency.         

In TRL calibration, the reflection coefficient of the reflect standard and the propagation constant 

of the line are not need to be known exactly. These parameters can be obtained through the 

calibration process. Therefore TRL calibration offers better accuracy than SOLT calibration even 

at high frequencies. TRL calibration is basically an error box removal process and its error model 

is fixed. The 8-term error model of TRL calibration is shown in Figure 3.6.  
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Figure 3.6. 8-term error model of TRL calibration. 

 

Although TRL error model is slightly different than 12-term error model, the traditional 

error terms can be derived as follows:    

 
 E�<Z ∙ E<�Z = Eìê E�<� ∙ E<�� = Eìê 

(111) 
 E<<Z = Eéê E<<� = Eéì 

 E��Z = Eëê , Eíì E��� = Eëì , Eíê 

 E�<Z ∙ E�<� = Eáê E<�Z ∙ E<�� = Eáì 

 
 

In order to derive TRL calibration and de-embed the DUT, error boxes will be 

represented by their transfer parameters. Figure 3.7 shows the simplified error model of TRL 

calibration. The transfer matrixes of the error boxes are defined as,     

 

 ãb1a1å = 1E21  ãE<�E�< − E<<E�� E11−E22 1 å ïa2b2ð = TA,B ïa2b2ð (112) 
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where a and b represent the incident and reflected waves, respectively. Error terms are 

determined by obtaining the transfer matrices of the error boxes.  

 

 
 

Figure 3.7. Simplified 8-term error model of TRL calibration. 

 

The basic TRL calibration process is shown in Figure 3.8. Before we derive the TRL 

calibration, calibration steps can be explained briefly. For the thru calibration step, reference 

planes of port 1 and port 2 are connected and transmission frequency response and port match 

are measured in both directions. Four measurements are obtained in this step. For the reflect 

calibration step, the same reflective standard (short or open) is connected to each test port and its 

reflection coefficient is measured. Two measurements are obtained in this step. For the line 

calibration step, a transmission line is inserted between two ports and frequency response and 

port match are measured in each direction. Four measurements are obtained in this step. Ten 

measurements are obtained in total, resulting ten equations.  
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(a) 

 

(b) 

 

(c) 

 
Figure 3.8. TRL calibration process (a) Thru. (b) Reflect. (c) Line. 
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However, TRL error model has only eight unknowns. Since there are more measurements 

than unknowns, two important characteristics can also be determined. These characteristics are 

the complex reflection coefficient (Γ) of the reflect and the propagation constant (γ) of the line. 

This is important because these characteristics do not have to be specified for the TRL 

calibration technique. In other calibration techniques, the accuracy of the measurements is 

dependent on the specified calibration standards. The only standard that needs to be known for 

the TRL calibration is the characteristic impedance of the line. In order to complete calibration, 

forward and reverse isolation are measured as the leakage from port 1 to port 2 and vice versa 

with each port terminated. As a result, all twelve terms of the two-port error model are 

determined. 

The measured transfer matrices of the thru and line connections are  

 R1 = TZT1T� (113) 

 Rò = TZTòT� (114) 

 T1 = ï1 00 1ð (115) 

 Tò = ãe�óò 00 eóòå (116) 

 

where T1 and Tò are the transfer matrices of the thru and line connections, respectively, and γ is 

the complex propagation constant of the line. TZ and T� are the transfer matrixes of the error 

boxes; and raw measurements are represented by R1 and Rò. Based on Eq. (113) and Eq. (114), 

we can obtain, 

 M ∙ TZ = TZTò (117) 

 M = RòR1�< (118) 
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In Eq. (117), the only unknown is the transfer matrix of the error box A. The M matrix is 

obtained from the measured raw quantities. The following equations are obtained from the 

matrix multiplication in Eq. (117), 

 

  m<<t<<Z + m<�t�<Z = t<<Ze�óò (119) 

 m�<t<<Z + m��t�<Z = t�<Ze�óò (120) 

 m<<t<�Z + m<�t��Z = t<�Ze�óò (121) 

 m�<t<�Z + m��t��Z = t��Ze�óò (122) 

 

When we divide the Eq. (119) by the Eq. (120) and the Eq. (121) by the Eq. (122), we obtain 

 

 
m<<t<<Z + m<�t�<Zm�<t<<Z + m��t�<Z = t<<Zt�<Z (123) 

 
m<<t<�Z + m<�t��Zm�<t<�Z + m��t��Z = t<�Zt��Z (124) 

 
 
Then, we can obtain the following equations for the ratios of t<<Z t�<Z⁄  and t<�Z t��Z⁄ , 
 
  

 m�< Et<<Zt�<ZG� + (m�� − m<<) t<<Zt�<Z − m<� = 0 (125) 

 m�< Et<�Zt��ZG� + (m�� − m<<) t<�Zt��Z − m<� = 0 (126) 

 

By solving the above equations, we can obtain the ratios of t<<Z t�<Z⁄  and t<�Z t��Z⁄  as, 
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 t<<Zt�<Z = −(m�� − m<<) ± ô(m�� − m<<)� + 4m�<m<�2m�<  (127) 

 t<�Zt��Z = −(m�� − m<<) ± ô(m�� − m<<)� + 4m�<m<�2m�<  (128) 

 

Based on the roots of the quadratic equations, we can obtain the propagation constant of the line 

from, 

  e��óò = m�<(t<<Z/t�<Z) + m��m�<(t<�Z/t��Z) + m�� (129) 

 

By inserting Eq. (127) and Eq. (128) into the Eq. (129), we obtain 

 

 e��óò = m<< + m�� ± Rm<< + m�� ∓ R (130) 

 

where 

 R = ô(m�� − m<<)� + 4m�<m<� (131) 

 

The solutions of Eq. (130) are reciprocal to each other. This is the direct result of selecting 

distinct roots for  t<<Z t�<Z⁄   and  t<�Z t��Z⁄ . The selection of the correct sign in Eq. (130) is 

important. The sign can be selected so that the real part of γ is less than unity since the solutions 

of e��óò are reciprocal.  

As a result, transfer parameter ratios of  t<<Z t�<Z⁄   and  t<�Z t��Z⁄  have been determined 

using the thru and line measurements. In order to characterize the error box A, we need to 

determine the ratio of  t<<Z t��Z⁄ . If we multiply the both sides of Eq. (113) with the inverse of 

TZ, resulting 
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1t<<Zt��Z − t<�Zt�<Z ï t��Z −t<�Z−t�<Z t<<Z ð ïr<<1 r<�1r�<1 r��1ð = ït<<� t<��t�<� t���ð (132) 

 

The following ratios can be obtained from Eq. (132), 

 

 
t<��t<<� = r<�1 − (t<�Z t��Z)r��1⁄r<<1 − (t<�Z t��Z)r�<1⁄  (133) 

 
t�<�t��� = (t<<Z t�<Z)r�<1 − r<<1⁄(t<<Z t�<Z)r��1 − r<�1⁄  (134) 

 
t<<�t���  t<<Zt��Z = (t<�Z t��Z)r�<1 − r<<1⁄(t�<Z t<<Z)r<�1 − r��1⁄  (135) 

 

In order to determine t<<Z t��Z⁄ , one more equation which is obtained from reflect measurement 

is needed.  From reflect measurements, we obtain two equations as, 

 

 
t<<Zt��Z = S<<0 − (t<�Z t��Z)⁄Γí(1 − S<<0(t�<Z t<<Z⁄ )) (136) 

 
t<<�t��� = S��0 + (t�<� t���)⁄Γí(1 + S��0(t<�� t<<�⁄ )) (137) 

 

If we write the reflection coefficient in Eq. (137) into the Eq. (136), we obtain the following 

relation as, 

 

 
t<<Zt��Z

t���t<<� = xS<<0 − t<�Zt��Zy x1 + S��0 t<��t<<�yx1 − S<<0 t�<Zt<<Zy xS��0 + t�<�t���y (138) 

 

By using the Eq. (135) and Eq. (138), the ratio of t<<Z t��Z⁄  is obtained as, 
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t<<Zt��Z = ±öxt<�Zt��Z r�<1 − r<<1y xS<<0 − t<�Zt��Zy x1 + S��0 t<��t<<�yxt�<Zt<<Z r<�1 − r��1y x1 − S<<0 t�<Zt<<Zy xS��0 + t�<�t���y (139) 

 

The nominal value of the reflect standard (open or short) is used in Eq. (134) and the sign of 

t<<Z t��Z⁄  is determined in Eq. (139). By using Eq. (127), Eq. (128), and Eq. (139), all three 

transfer parameters ratios are determined in order to characterize the error box A. The transfer 

parameter ratios of t<<� t�<�⁄  and t<�� t���⁄  of error box B can be determined using Eq. (133) 

and Eq. (134). After we determine all the ratios of t<<Z t�<Z⁄ , t<�Z t��Z⁄ , 

t<<Z t��Z⁄ , t<<� t�<�⁄ , t<�� t���⁄ , and t<<� t���⁄ , the error boxes can be de-embedded from the 

DUT measurements. We also determine reflection coefficient of the reflect standard and 

propagation constant of the line standard in TRL calibration. 

 

3.4. Spiral Inductor Fabrication with Ni-AAO Magnetic Core 

Fabrication and characterization of high performance spiral inductors with a magnetic 

core on glass substrates were demonstrated. The porous anodic aluminum oxide (AAO) 

templates with average pore diameter of 70 nm and thickness of 18 µm were fabricated and 

electroplated with Ni to serve as a magnetic core for spiral inductors. The 3.5 turns spiral 

inductors were fabricated on Ni-AAO templates by using standard photolithography and Cu 

electroplating processes. The fabricated spiral inductors has a dimension of 1370 µm x 1010 µm 

with 5µm thickness, 15 µm trace width, 15 µm spacing, 400 µm outer diameter, and 220 µm 

inner diameter. The RF characterization of spiral inductors was performed over a frequency 

range of 1 - 20 GHz. The inductance of spiral inductors with a magnetic core was measured to be 

10.12 nH and enhanced 21% at 5 GHz compared to an air core of the same coil size. The quality 
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factor of 14.48 was obtained at 5 GHz. The AAO template with ferromagnetic nanowires 

promises a great potential in serving as a magnetic core for fabrication of high performance 

spiral inductors for RFIC. 

 

3.4.1. Experimental 

High purity (99.99%, 0.25 mm thick) aluminum foils were used for AAO template 

fabrication. Aluminum foils were ultrasonically degreased in acetone and isopropyl alcohol, and 

then rinsed in deionized water. Native oxide layer on aluminum foils were removed in a mixture 

solution of H3PO4 (6 wt %) and CrO3 (2 wt %) at 65oC for 10 min prior to anodization. AAO 

templates were prepared by using a two-step anodization process. In the first anodization step, 

aluminum foils were anodized in 0.3M oxalic acid solution at 60V and at 1oC for 2 h. After the 

first anodization, the AAO template was chemically etched. The second anodization step was 

performed for 3 h under the same conditions. Highly-ordered porous AAO templates were 

obtained at the end of second anodization step. After two-step anodization process, a rectangle 

with 4 cm2 area was opened on the back side of the template by etching the aluminum substrate 

in an aqueous solution of CuCl2∙HCl at room temperature. Then, the remaining barrier layer at 

the pore bottoms was removed in a 10wt% H3PO4 solution at 30oC for 35 min. Finally,          

open-through porous AAO templates were obtained. The average pore diameter and interpore 

distance (center to center distance between neighboring pores) were measured to be 70 nm and 

150 nm, respectively. The thickness of the AAO templates was measured to be 18 µm and the 

calculated pore density was 5.13x109 pores/cm2.  

The electroplating process was carried out in a commercial Ni bath (Techni Nickel HT-2, 

Technic Inc.) at 45oC using a two-electrode cell. A 200 nm Au layer was coated onto one side of 
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the porous AAO template by electron-beam evaporation to serve as the working electrode and a 

Ni anode was used as the counter electrode. Ni nanowires were grown in nanopores of AAO 

templates by constant current pulses (8 mA/cm2).  

The spiral inductors of 3.5 turns were fabricated on Ni electroplated AAO templates and 

have a dimension of 1370 µm x 1010 µm with 5µm thickness, 15 µm trace width, 15 µm 

spacing, 400 µm outer diameter, and 220 µm inner diameter. After Ni electroplating process, Au 

layer was removed by wet chemical etching. A 1 µm thick SU-8 negative photoresist layer was 

spin coated to serve a permanent electrical insulating layer between the magnetic core and the 

spiral inductor. After that Cr/Cu (30 nm/300 nm) were deposited by electron-beam evaporation 

to serve as an adhesion and a seed layer, respectively. A 7 µm thick AZ4620 positive photoresist 

was spin coated and patterned by photolithography process. 5.5 µm thick Cu was electroplated to 

form the coil, signal pads, and ground pads of the spiral inductor. After that, 10 µm photoresist 

was spin coated and via holes were patterned and electroplated with Cu. A 200 nm Cu seed layer 

was deposited to serve a seed layer for air bridge electroplating. 10 µm photoresist was spin 

coated and air bridges were patterned. 5 µm thick Cu was electroplated to form the air bridge. 

After that, positive photoresist was removed, Cr and Cu layers were etched and fabrication of 

spiral inductors was completed. Finally, fabricated spiral inductors on Ni-AAO magnetic core 

was attached on a glass substrate. Figure 3.9 shows the schematic diagram of spiral inductor 

fabrication process on Ni-AAO magnetic core. ((a) Ni electroplating into the nanopores. (b) 

Removal of gold seed layer. (c) Negative resist spin coating, Cr/Cu adhesion/seed layer 

deposition, and positive resist spin coating. (d) Photolithography, patterning, and first layer (coil) 

Cu electroplating. (e) Positive resist spin coating, photolithography, patterning, second layer (via 

hole) Cu electroplating. (f) Cu seed layer deposition and positive resist spin coating. (g) Positive 
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resist spin coating, photolithography, patterning, and third layer (air bridge) Cu electroplating. 

(h) Positive photoresist and Cr/Cu adhesion/seed layer removal.) The RF characterization of 

spiral inductors was performed using a vector network analyzer (HP 8510C).   

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

 
Figure 3.9. Schematic diagram of spiral inductor fabrication process.  
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3.4.2. Results and Discussion 

The SEM images of fabricated 3.5 turn spiral inductors on Ni-AAO magnetic core are 

shown in Figure 3.10. ((a) top view of the spiral inductor. (b) top view of the coil part. (c) top 

view of the air bridge. (d) tilted view of the air bridge.) The design parameters of spiral inductors 

are as follows: 5µm thickness, 15 µm trace width, 15 µm spacing, 220 µm inner diameter, 400 

µm outer diameter, and 1370 µm x 1010 µm in dimension. 

 

  
(a) (b) 

  
(c) (d) 

 
Figure 3.10. SEM images of fabricated spiral inductors. 



119 
 

The RF characterization of spiral inductors was performed using a vector network 

analyzer (HP 8510C) and air coplanar probes (ACP40-W-GSG-200, Cascade Microtech). The     

two-port de-embedded S-parameters were measured by using thru-reflect-line (TRL) calibration 

technique over a frequency range of 1 to 20 GHz. The two-port de-embedded S-parameters are 

then transformed into Y-parameters. From Y-parameters, inductance (L), and quality factor (Q) 

of spiral inductors were extracted as follows [139, 153-154]: 

 

 L = Im (1 / Y<<)2 π f  (140) 

 Q = Im (1 / Y<<)Re (1 / Y<<) (141) 

 

Figure 3.11 shows the measured inductance data of fabricated spiral inductors over a 

frequency range of 1 to 12 GHz with (magnetic core) and without (air core) the integration of 

nickel into the nanopores of AAO templates.  

 
Figure 3.11. Measured inductance data of spiral inductors. 
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Figure 3.12 shows the measured quality factor data of fabricated spiral inductors over a 

frequency range of 1 to 12 GHz with (magnetic core) and without (air core) the integration of 

nickel into the nanopores of AAO templates. 

 
Figure 3.12. Measured quality factor data of spiral inductors. 

 

According to Figure 3.11, the inductance values were measured to be 8.39 nH and    

10.12 nH at 5 GHz for air core and magnetic core spiral inductors, respectively. The inductance 

enhancement of 21% was obtained with magnetic core over an air core. The resonance 

frequencies were 10.92 and 10.24 GHz for air core and magnetic core inductors, respectively. 

Based on Figure 3.12, the maximum quality factor values were measured to be 16.22 and 14.48 

at 5 GHz for air core and magnetic core spiral inductors, respectively. Quality factor of magnetic 

core spiral inductors decreased 10.72% at 5 GHz. The reduction in quality factor is due to the 

higher coil resistance of magnetic core inductors. The resistance of the spiral inductors can also 

be extracted from Y-parameters as following [155]: 

 R = Re (1 / Y<<) (142) 
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Figure 3.13. Measured resistance data of spiral inductors. 

 

Figure 3.13 shows the measured resistance data of air core and magnetic core spiral 

inductors for the whole frequency range (1 to 20 GHz). Magnetic core spiral inductors exhibits 

higher coil resistance up to the resonant frequency. The coil resistance values were measured to 

be 16.22 and 21.91 Ω at 5 GHz for air core and magnetic core inductors, respectively. The 

quality factor at 5 GHz was calculated and confirmed by the following expression: 

 

 Q = (2 π f)(L / R) (143) 
 

Inductance, quality factor, resistance values at 5 GHz and resonant frequency values of 

air core and magnetic core spiral inductors were summarized in Table 3.4. 

 
Table 3.4. High frequency electrical characteristics of spiral inductors 

Design L (nH) Q R (Ω) fR (GHz) 

Air core 8.39 16.22 16.22 10.92 

Magnetic core 10.12 14.48 21.91 10.24 
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3.4.3. Conclusions 

The 3.5 turns spiral inductors were fabricated on porous anodic aluminum oxide (AAO) 

templates. High frequency RF characterizations of spiral inductors were studied with and without 

the integration of ferromagnetic material. The inductance enhancement of 21% was achieved 

with magnetic core inductors at 5 GHz. The maximum quality factor value of magnetic core 

inductors was measured to be 14.48 at 5 GHz. The resonance frequency of 10.26 GHz was 

obtained for magnetic core inductors. Since porous AAO templates are self-laminated and 

patterned, they have potential application for spiral inductor fabrication by eliminating all the 

complexities of fabrication processes to overcome the FMR effect and Eddy current loss. 
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CHAPTER 4 

DEEP, HIGH ASPECT RATIO ETCHES IN POROUS ANODIC 

ALUMINUM OXIDE TEMPLATES FOR MEMS APPLICATIONS 

 

High precision, high aspect ratio structures are needed for a variety of 

microelectromechanical systems (MEMS) applications. For most MEMS applications, such 

structures are typically 50 microns to several hundred microns tall, and have pattern resolutions 

of a few microns. These can be used to form structural or electromechanical components for 

microsystems. Currently, there are only a few processes available to the MEMS designer for 

producing deep etches. These include LIGA [156], photostructurable glass such as Fotorun 

[157], photostructurable polymers such as SU-8 [158] and PSR [159]. The most common 

technology for producing high aspect ratio structures for MEMS is deep reactive ion etching 

(DRIE), sometimes referred to as the “Bosch” process, which uses a high energy plasma process 

to perform deep vertical etches in silicon [160]. 

Despite the successes of the DRIE process for MEMS applications, it has several 

significant shortcomings which limit its adoption for many microstructure applications. Although 

efforts have been made to use DRIE for etching glass and sapphire structures [161], DRIE is 

primarily useful for etching structures in silicon, making it unlikely to be used for non-silicon 

applications or for applications requiring low cost materials. The DRIE process is expensive and 

time consuming, requiring expensive dedicated etching equipment, use of corrosive gasses, 

including SF6 and C4F6 (which are regulated), produces non-uniform etches across a wafer, and 

requires many minutes, sometimes even hours, of etch time on the tool [162]. 
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Other technologies, such as LIGA and SU-8 are highly specialized, and while they can be 

used for making simple structures, they are generally not useful for producing MEMS-like 

structures, which require additional materials, and sacrificial etches or undercut etches. Both 

produce only extruded structures (2.5D) of a single material. LIGA is specialized for producing 

simple mold inserts for precision injection molding, while SU-8 is useful primarily for making 

simple plastic structures. 

We have explored anodic aluminum oxide (AAO) films for use in producing high aspect 

ratio structures that can be used for MEMS applications. We have found that under certain 

conditions, this material can be manufactured with highly anisotropic structure, resulting in 

corresponding highly anisotropic etch properties. When etched in a simple wet etchant, this film 

results in deep etch structures that have very high aspect ratios. The resulting AAO structures 

have surprisingly high aspect ratios and can be produced with high resolution. The relatively low 

cost for the material, combined with low cost of etchant and ease of processing, make this an 

attractive alternative to expensive, complex processes such as DRIE. AAO can be processed to 

include other films, such as metals, to produce complex structures. Indeed, aluminum oxide is a 

mechanically strong material and has excellent dielectric properties, making this a compelling 

alternative to silicon for producing MEMS structures. 

 

4.1. Experimental 

4.1.1. AAO Template Fabrication 

High purity (99.99%, 0.25 mm thick, Alfa Aesar) aluminum foils were used for the 

fabrication of nanoporous AAO templates. Aluminum foils were ultrasonically degreased in 

acetone and isopropyl alcohol, and then rinsed in deionized water. The native oxide layer on 
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aluminum foils were removed in an aqueous solution of phosphoric acid (6 wt %) and chromic 

acid (2 wt %) at 70+C for 15 minutes prior to anodization. Alumina templates were prepared by 

using a two-step hard anodization process [28, 163]. In the first anodization step, aluminum foils 

were anodized in 0.3M oxalic acid solution at 60V and at 1+C for 15 minutes. After the first 

anodization, the AAO template was chemically etched in the same H3PO4 and CrO3 mixture 

solution at 70+C for 20 minutes. In the second anodization step, aluminum foils were anodized 

for 10 minutes under the same conditions as in the first step to create a thin (~1.5 µm) layer of 

AAO on aluminum surface before performing the hard anodization. This thin oxide layer 

protects the aluminum foil from breakdown effects and provide uniform oxide growth at high 

voltages [8]. After 10 minutes of anodization at 60V, the anodization voltage was gradually 

increased from 60V to 90V for hard anodization at a rate of 0.5V/s. The hard anodization process 

was performed at 90V for 6 hours. At the end of second anodization step, thick porous AAO 

templates were fabricated.   

 

4.1.2. Etch Mask Deposition and Patterning 

After the fabrication of thick porous AAO templates, two types of experiments were 

performed. In both experiments, a thin layer of Cu (300 nm) was deposited on fabricated AAO 

templates by electron-beam evaporation to serve as a seed layer for the Cu and Ni electroplating 

processes. In the first experiment, 6 µm thick AZ-5214 positive photoresist was spin coated and 

patterned by photolithography process. A 4.5 µm thick Cu layer was electroplated to form an 

etch mask for etching of MEMS structures. After that, positive photoresist was removed with 

acetone and Cu seed layer was chemically etched. In the second experiment, 5 µm thick Shipley-

1827 positive photoresist was spin coated and patterned by photolithography process. A 5 µm 
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thick Ni layer was electroplated to form an etch mask for etching of MEMS structures, and in 

some cases, for use as a structural element of the final device. After Ni electroplating process, 

photoresist was dissolved in acetone and un-patterned Cu seed layer was selectively etched in Cu 

etchant 49-1 solution (Transene, Danvers, MA). 

 

4.1.3. Deep Etch of AAO Templates 

After metal electroplating, prepared porous AAO templates were chemically etched to 

fabricate various types of posts, holes, and MEMS structures. Acidic and basic wet chemicals 

have been widely used in order to etch alumina templates such as H3PO4 [22, 61, 164] and 

NaOH [48, 60, 95, 97]. In our work, AAO templates were immersed in 0.5M NaOH solution to 

etch unprotected regions. After this final process, deep and high aspect ratio etches were 

obtained in AAO templates. Schematic diagrams of fabrication processes for both experiments 

are shown in Figure 4.1 ((a)Two-step anodization process. (b) Cu seed layer deposition process. 

(c) Photoresist spin coating process. (d) Photolithography and patterning processes.                    

(e) Cu electroplating process. (f) Removal of photoresist. (g) Etching of Cu seed layer.              

(h) Etching of AAO template.) and Figure 4.2 ((a) Anodization of aluminum foils.                  (b) 

Deposition of Cu seed layer. (c) Spin coating of photoresist. (d) Photolithography and mask 

pattern transfer. (e) Ni electroplating. (f) Photoresist removal. (g) Selective etching of Cu seed 

layer. (h) Wet chemical etching of porous alumina templates.) Morphological characterizations 

of porous AAO templates were performed by scanning electron microscopy (FEI Quanta 3D 

FEG SEM). 
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(a) (b) 

  

(c) (d) 

  

(e) (f) 

  

(g) (h) 

 

Figure 4.1. Schematic diagram of fabrication processes in case of Cu etch mask.  
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(a) (b) 

  

(c) (d) 

  

(e) (f) 

  

(g) (h) 

 
Figure 4.2. Schematic diagram of fabrication processes in case of Ni etch mask.  
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4.2. Results and Discussion 

Figure 4.3 shows the SEM images of thick porous AAO templates anodized in 0.3M 

oxalic acid solution. ((a) Top view. (b) Cross-section view closer to the top surface. (c) Full              

cross-section view.) The average pore diameter and interpore distance (center to center distance 

between neighboring pores) were measured to be 55 nm and 150 nm, respectively. The thickness 

of the AAO templates was measured to be 100 µm. 

  

(a) (b) 

 

(c) 

 
Figure 4.3. SEM images of thick AAO templates. 
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(a) 

  

(b) (c) 

 
Figure 4.4. Etching mechanism of AAO templates. 

 

Figure 4.4 shows the illustration of a possible etching mechanism of AAO templates and 

SEM pictures of a square pattern after 30 minutes of etch. ((a) Illustration of AAO etching 

mechanism. (b) SEM image of etched patterned after 30 minutes. (c) Closer view of etched 

region.) In this mechanism, the etching solution enters the nanopores of exposed AAO templates 

and etches away the sidewalls of the pores (Figure 4.4(a)). The etching occurs equally and 
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laterally at all depths in the AAO material and all exposed pores are etched simultaneously, 

allowing for quick removal of the material [165, 166] Since etching takes place throughout the 

nanopores, unprotected regions are etched quickly and etching is not affected by the area and the 

thickness of the etch region. In the protected regions, the etchant must etch through many layers 

to make progress, meaning that etch in the lateral direction is slow. Thus, due to the vertical 

porous nature of AAO templates, the regions exposed to the etching solution are etched much 

faster than the unexposed regions. The difference in etch rates results the formation of vertical 

sidewalls after the etching process. 

Figure 4.5 shows the SEM images of AAO templates after etching process in 0.5M 

NaOH solution. In Figure 4.5(a), a thin layer of Cu (300 nm) deposited by e-beam was used as 

an etch mask. In Figure 4.5(b), a thick layer of Cu (4.5 µm) deposited by electroplating was used 

as an etch mask. Vertical sidewalls with minimum undercut were obtained in both experiments. 

Figure 4.5(c) shows the SEM image of a cylindrical pattern. In this case, AAO templates were 

exposed to etching solution long period of time to understand the effect of the etchant to the 

alumina. In order to provide more protection during this long etch, a 4.5 µm thick electroplated 

Cu was used as an etch mask. Initial diameter of the full cylinder was 100 µm. After obtaining 

the 100 µm thick full cylinder, etching process was performed longer and more undercut was 

observed. The measured undercut from top to bottom was in the range of 28 µm to 35 µm, 

resulting sloped sidewalls with 86º angle. This image shows that after removing the alumina, the 

etching solution then begins to attack the aluminum base and etches it much faster than the 

horizontal etch of the AAO. The etched portion of aluminum base was measured to be 34 µm in 

depth. Thus, bottom of the nanopores become unprotected and was attacked by the etchant, 

yielding more undercut at the bottom of the alumina. 
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(a) (b) 

 

(c) 

 
Figure 4.5. SEM images of AAO templates after wet chemical etching process. 

 

Figure 4.6 shows the SEM images of etched 100 µm thick rectangle post arrays with a 

thin layer of Cu as an etch mask. The widths of the arrays are 25, 50, 100, and 150 µm, 

respectively. The lengths of the arrays are 500 µm. Figure 4.7 shows the SEM images of etched 

100 µm thick square arrays with a thin layer of Cu as an etch mask. The widths of the arrays are 

50, 100, and 150 µm, respectively. Figure 4.8 shows the SEM images of etched 100 µm thick 

circle arrays with a thin layer of Cu as an etch mask. The diameters of the arrays are 20, 50, and 

100 µm, respectively. 
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(a) (b) 

  

(c) (d) 

 
Figure 4.6. SEM images of etched rectangle post arrays. 

 

  

(a) (b) 

 

(c) 

 
Figure 4.7. SEM images of etched square post arrays. 
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(a) (b) 

 

(c) 

 
Figure 4.8. SEM images of etched circle post arrays. 

 

Figure 4.9 shows the SEM images of etched 100 µm deep square hole arrays with a thick 

layer of Cu as an etch mask. The widths of the arrays are 20, 30, 40, 50, 60, and 80 µm, 

respectively. Figure 4.10 shows the SEM images of etched 100 µm deep circle hole arrays with a 

thick layer of Cu as an etch mask. The diameters of the arrays are 45, 65, and 80 µm, 

respectively.  
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(a) (b) 

  

(c) (d) 

  

(e) (f) 

 
Figure 4.9. SEM images of etched square hole arrays. 
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(a) (b) 

 

(c) 

 
Figure 4.10. SEM images of etched circle hole arrays. 

 
Figure 4.11 (a) shows the SEM images of etched 100 µm thick rectangle posts separated 

with a 45o angle and a circle post in the middle. The rectangle posts have a dimension of 50 µm x 

200 µm, and the diameter of the circle post is 100 µm. Figure 4.11 (b) shows rectangle holes 

separated with a 45o angle and a circle hole in the middle. Figure 4.11 (c) shows etched posts 

patterned by letters. Figure 4.11 (d) shows etched holes patterned by letters. The thickness of the 

posts and the depth of the holes were measured to be 100 µm.  Based on the results in Figure 

4.11, we see that the wet chemical etching of AAO templates is not dependent on the mask 

geometry and any type of pattern with any geometry can be fabricated with desired thickness or 

depth.  
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(a) (b) 

  

(c) (d) 

 
Figure 4.11. SEM images of etched posts and holes with desired geometry. 

 

Figure 4.12(a) shows the SEM image of a traditional micro-gear structure made out of 

porous aluminum oxide. The fabricated 12-tooth gear has 160 µm inner diameter, 400 µm outer 

diameter, 60 µm tooth width, 62 µm tooth length, and 100 µm thickness. As seen in SEM image, 

wet chemical etch resulted vertical sidewalls with minimum undercut (~5 µm) demonstrating the 

ability to fabricate arbitrary geometries. An aluminum etch would release this micro-gear 

structure. 



138 
 

Figure 4.12(b) shows the SEM image of a mold to fabricate micro-gears. As seen in this 

image, AAO films can also be used as a mold material to fabricate MEMS structures by 

electroforming of desired metals (such as nickel and copper) in the nonconducting AAO mold. 

For this purpose, the metal etch mask should be removed before electroforming or                  

non-conductive materials such as silicon dioxide or silicon nitride can be used as an etch mask. 

After electroforming of desired metal, alumina template and etch mask can be removed to 

release fabricated MEMS structure in metal. 

 

  

(a) (b) 

 
Figure 4.12. SEM images of MEMS structures for micro-gear applications. 

 

Figure 4.13 shows the SEM and microscope images of another version of micro-gear 

structure made out of 100 µm thick porous aluminum oxide. Three different types of micro-gears 

were fabricated. The first type of micro-gear has 30-tooth, 60 µm tooth length, 400 µm inner 

diameter, and 865 µm outer diameter. The second type of micro-gear has 20-tooth, 60 µm tooth 

length, 300 µm inner diameter, and 700 µm outer diameter. The third type of micro-gear has      

16-tooth, 60 µm tooth length, 200 µm inner diameter, and 500 µm outer diameter.  
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(a) (b) 

  

(c) (d) 

 

(e) 

 
Figure 4.13. SEM and microscope images of AAO micro-gears.  
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(a) (b) 

 

(c) 

 
Figure 4.14. Process flow for fabrication of metal micro-gears.  

 

Figure 4.14 shows the process flow for fabrication of metal micro-gears by using AAO 

templates as a mold material. After transferring the gear patterns by photolithography, AAO 

templates were etched in 0.5M NaOH solution. A 5 µm thick electroplated copper were used as 

an etch mask during wet chemical etching process (Figure 4.14 (a)). Before electroplating the 

desired metal into the etched regions, copper etch mask was removed (Figure 4.14 (b)). After 

removal of copper etch mask, electroplating of copper and nickel was performed into the etched 
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regions of AAO templates and on aluminum substrate. (Figure 4.14 (c)). Finally, aluminum 

substrate and AAO templates were etched and metal micro-gears were released.  

 

  

(a) (b) 

  

(c) (d) 

 
Figure 4.15. Microscope and SEM images of copper micro-gears. 

 

Figure 4.15 shows the microscope and SEM images of micro-gears made out of copper 

by using AAO templates as a mold material. The first type of micro-gear has 30-tooth, 60 µm 

tooth length, 375 µm inner diameter, and 950 µm outer diameter. The second type of micro-gear 
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has 20-tooth, 60 µm tooth length, 275 µm inner diameter, and 750 µm outer diameter. The third 

type of micro-gear has 16-tooth, 60 µm tooth length, 175 µm inner diameter, and 555 µm outer 

diameter. The thickness of copper micro-gears was measured to be 92 µm.  

Figure 4.16 shows the microscope images of micro-gears made out of nickel by using 

AAO templates as a mold material. All type of nickel micro-gears has same inner and outer 

diameters and tooth length as in copper micro-gears. The thickness of nickel micro-gears was 

measured to be 60 µm. 

 

  

(a) (b) 

 
Figure 4.16. Microscope images of nickel micro-gears. 

 

Figure 4.17 and Figure 4.18 show the SEM images of common MEMS structures. These 

structures were fabricated by the processes described in Figure 4.2. Electroplated Ni (5 µm) was 

used as a structural material. Figure 4.17(a) shows the SEM image (tilted view) of a cantilever 

structure with 190 µm beam length, 24 µm beam width, 300 µm x 300 µm pad size, 14 µm pad 

hole diameter, 40 µm beam spacing, and 585 µm x 480 µm cavity size. Figure 4.17(b) shows the 

top view of the cantilever. Figure 4.17(c) shows the SEM image (tilted view) of a floating 
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membrane structure with 24 µm tether width, 128 µm tether length, 410 µm x 410 µm pad size, 

14 µm pad hole diameter, and 600 µm x 600 µm cavity size. Figure 4.17(d) shows the top view 

of the floating membrane.     

 

  

(a) (b) 

  

(c) (d) 

 
Figure 4.17. SEM images of MEMS structures: cantilever and floating membrane. 
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(a) (b) 

  

(c) (d) 

 
Figure 4.18. SEM images of MEMS structures: spring pad and torsional. 

 

Figure 4.18(a) shows the SEM image (tilted view) of a spring pad structure with 18 µm 

flexure width, 325 µm x 325 µm pad size, 26 µm pad hole diameter, and 530 µm x 530 µm 

cavity size. Figure 4.18(b) shows the top view of the spring pad. Figure 4.18(c) shows the SEM 

image (tilted view) of a torsional structure with 25 µm torsional beam width, 250 µm torsional 

beam length, 290 µm x 290 µm pad size, 20 µm pad hole diameter, and 485 µm x 790 µm cavity 
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size. Figure 4.18(d) shows the top view of the torsional. The depth of the cavities for all 

structures was measured to be 100 µm.  

Figure 4.19 shows the SEM image of another version of MEMS cantilever structure. In 

this design, three rectangular cantilever beams were fabricated next to each other. Electroplated 

nickel was used as a structural material. Each cantilever structure has a dimension of 100 µm in 

width, 595 µm in length, 35 µm in pad hole diameter, 5 µm in thickness, and 920 µm x 1220 µm 

in cavity size.   

 

 
 

Figure 4.19. SEM image of rectangular cantilever beams. 

 

In these fabrication processes, we demonstrated that AAO templates can also be used as a 

sacrificial layer material in addition to using them as a structure and a mold material. A variety 

of common MEMS devices can be built using this approach. 

The dynamic behavior of rectangular cantilever beams in Figure 4.19 was studied by 

laser Doppler vibrometer (Polytech MSA-500 Micro System Analyzer) in order to extract the 

natural resonance frequencies and the vibration mode shapes of cantilever beams. A laser 

Doppler vibrometer (LDV) is a precision optical transducer that is used to make non-contact 
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vibration velocity and displacement measurement of a target surface. In laser Doppler 

vibrometer, the beam from the laser with a frequency of f+, is divided into a reference beam and 

a test beam with a beam splitter. Then, the test beam passes through the Bragg cell which adds a 

frequency shift of fw to the reference beam. Then, the test beam with a shifted frequency of f++fw 

is directed to the target surface. The motion of the target surface adds a Doppler shift (f.) to the 

test beam. The Doppler frequency shift is described as  

 

 f. = 2v(t)cos (α) / λ (144) 
 
 
where v(t) is the velocity of the target as a function of time, α is the angle between the laser 

beam and the velocity vector, and λ is the wavelength of the light. Some portion of the scattered 

light from the target surface is collected by the LDV and is reflected by the beam splitter to the 

photodetector. This scattered light with a frequency of  f++fw+f.  is combined with the reference 

beam at the photodetector. The photodetector measures the intensity of the combined light of 

which the beat frequency is equal to the difference frequency between the reference beam and 

the scattered beam. The output of the photodetector is a standard frequency modulated signal 

with the Brag cell frequency as the carrier frequency and the Doppler shift as the modulation 

frequency. This signal is then demodulated by the demodulator inside the instrument controller 

to derive the velocity versus time of the vibrating target. Figure 4.20 shows the schematic 

diagram of a typical laser Doppler vibrometer.  
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Figure 4.20. Schematic diagram of a laser Doppler vibrometer. 

 

In this experiment, rectangular cantilever beam array was actuated by a piezoelectric 

actuator which is capable of excitation frequencies in the MHz range. The cantilever beams were 

placed on piezoelectric actuator and piezoelectric actuator was vibrated by a periodic chirp 

waveform, a signal in which the frequency increases with time. After that, natural resonance 

frequencies and corresponding vibration mode shapes of cantilever beams were extracted by 

laser Doppler vibrometer. Figure 4.21 shows the frequency spectrum of velocity (velocity as a 

function of excitation frequency) of a fabricated rectangular cantilever beam array in air. Figure 

4.22 shows the frequency spectrum of displacement (displacement as a function of excitation 

frequency) of a fabricated rectangular cantilever beam array in air. Since our cantilever beam 

array system is undamped, resonance peaks appear at forcing frequencies which are equal to the 

natural frequencies of the system. In other words, when the externally applied forces are absent, 

free vibration takes place and the system oscillates at its natural frequencies. At resonance 

frequencies, vibration amplitudes of velocity and displacement of the system increase steadily, 

tending towards infinity. Natural resonance frequency is dependent on the spring constant and 

the mass of a vibrating body.    
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Figure 4.21. Frequency spectrum of velocity of a fabricated cantilever beam array in air. 

 

 
 Figure 4.22. Frequency spectrum of displacement of a fabricated cantilever beam array in air. 

 

Based on the measurements of frequency spectrum of velocity and displacement of a 

fabricated cantilever array, the first, second, third, fourth, fifth, and sixth natural resonance 

frequencies are 5 kHz, 30.97 kHz, 86.81 kHz, 168.84 kHz, 175.18 kHz, and 188.59 kHz, 

respectively. Figure 4.23 shows the vibration mode shapes (deformation patterns) of cantilever 
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beams associated with natural resonance frequencies. Cantilever array show torsional vibration 

mode shapes at frequencies of 175.18 kHz and 188.59 kHz. 

 

  

(a) Mode1 (f9< = 5 kHz) (b) Mode2 (f9� = 30.97 kHz) 

  

(c) Mode3 (f9� = 86.81 kHz) (d)Mode4 (f9= = 168.84 kHz) 

  

(e) Mode5 (f9­ = 175.18 kHz) (f) Mode6 (f9� = 188.59 kHz) 

 

Figure 4.23. Vibration mode shapes of cantilever beams associated with natural resonance 
frequencies. 
 

 

 



150 
 

The natural resonance frequency of a cantilever beam for each vibration mode is defined 

as, 

 f9 = (α9)�2π Ì EIρAL= (145) 

 

where E, h, I, A, L, and ³ø are the Young’s modulus and density of the nickel, moment of 

inertia, cross-section area, and length of the cantilever beam, and constant, respectively. The 

constants α9 for the six normal modes of vibration are 1.8751, 4.6941, 7.8547, 10.9955, 14.1372, 

and 17.2787, respectively. The moment of inertia and cross-section area for the cantilever beam 

are defined as, I = (wt�)/12 and A = wt, respectively. When we substitute I and A into         

Eq. (145), we obtain the natural resonance frequency as, 

 

 f9 = (α9)�2π ÌE(wt�/12)ρ(wt)L= = (α9)�2π Ì Et212ρL= (146) 

 
According to the Eq. (146), the calculated natural resonance frequencies for the four normal 

modes of vibrations are 4.9728 kHz, 31.164 KHz, 87.258 KHz, and 170.99 KHz, respectively. 

The calculated values are in good agreement with measured ones. 

 The general solution for the vibration mode shapes is defined as, 

 

 
X(x) = C<�cos(β9x) + cosh(β9x)  + C��cos(β9x) − cosh(β9x)  
            +C�úsin (βnx) + sinh(β9x)û + C=�sin(β9x) − sinh (β9x)  (147) 

 
where C<, C�, C�, and C= are constants. 
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Using the first boundary condition, C< may be found as, 

 

 X(0) = 0 = C<(2)   →    C< = 0 (148) 

 
Taking the first derivative of Eq. (147) and using the second boundary condition, C� may be 

found as, 

 

 

dX(x)dx = 0 = C��− sin(β9x) − sinh (β9x)  + C��cos(β9x) + cosh (β9x) 
+ C=�cos(β9x) − cosh (β9x)  = C�(2)   →    C� = 0 

(149) 

 
The second and third derivates of Eq. (147) and remaining boundary conditions result 

 

 d�X(L)dx� = C��− cos(β9L) − cosh (β9L)  + C=�− sin(β9L) − sinh (β9L)  = 0 (150) 

 

 d�X(L)dx� = C��sin(β9L) − sinh (β9L)  + C=�− cos(β9L) − cosh (β9L)  = 0 (151) 

 

When we combine Eq. (150) and eq. (151), we obtain 

 

 C= = C� − cos(β9L) − cosh (β9L)sin(β9L) − sinh (β9L)  (152) 

 
Therefore, for a cantilever beam with a free end Eq. (147) reduces to 

 

 

X9(x) = C� ü�cos(β9x) − cosh (β9x) 
+ K− cos(β9L) − cosh (β9L)sin(β9L) − sinh (β9L) M �sin(β9x) − sinh (β9x) ý 

(153) 
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In order for the dynamic solution for the displacement to be equal to the static solution (at time 

t = 0), C� should be equal to 0.5. With this value for C�, X9(0) = 0 and X9(L) = 1. By inserting 

Eq. (152) into either Eq. (150) or Eq. (151), the frequency equation for a cantilever beam can be 

obtained as, 

 

 cos(β9L) cosh(β9L) = −1 (154) 

 
The solutions for β9L can be found by solving the Eq. (154). The solutions for β9L for the six 

normal modes of vibration are 1.8751, 4.6941, 7.8547, 10.9955, 14.1372, and 17.2787, 

respectively and are equal to α9 in Eq. (145). The first four normal modes of vibration of 

fabricated cantilever beams based on the Eq. (153) are shown in Figure 4.24. 

 

 
Figure 4.24. The first four modes of vibration of fabricated cantilever beams. 

 

The fabricated cantilever beam array can also be actuated by an external magnetic field 

since they were made out of nickel and can be used as a MEMS switch. Figure 4.25 shows the 
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magnetic actuation of the cantilever beam array without an external magnetic field (a) and with 

an external magnetic field (b). 

 

  

(a) (b) 

 
Figure 4.25. Magnetic actuation of the cantilever beam array. 

 

Another promising application of AAO templates is to laminate them with a PCB and 

perform the wet chemical etching afterwards. For this purpose, AAO templates patterned with 

cantilever beam array were laminated on a 6-layer PCB with a 5-turn octagonal coil in each layer 

by using epoxy, and then wet chemical etching of AAO templates with 0.5M NaOH solution was 

carried out. Since NaOH solution does not attack PCB layer, this wet chemical etching process 

can be performed after lamination process. Figure 4.25(a) shows the microscope image of 

fabricated coil on PCB and Figure 4.25(b) shows the microscope image of the laminated AAO 

template on PCB layer after wet chemical etching process. Hybrid integration of AAO templates 

with PCB allows us to combine different manufacturing processes together. Figure 4.25 (c) and 

(d) show the cross-section view of hybrid integration and etching processes. 
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(a) (b) 

  

(c) (d) 

 
Figure 4.26. Hybrid integration of an AAO template with a PCB layer. 

 

4.3. Conclusions 

In this study we have demonstrated that under correct process conditions, anodic 

aluminum oxide (AAO) templates can be prepared to be thick (~100 microns) and highly 

anisotropic, containing a high density of vertical nanopores. Since the AAO growth process is 

electrochemical in nature, the templates can in principle be produced inexpensively over large 

areas. Using a simple metal protective layer which covers the AAO surface, one can selectively 

etch AAO using a simple wet etch in sodium hydroxide. Etching with this chemical resulted in 
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highly vertical etch structures, indicating a highly anisotropic etch mechanism. Our belief is that 

the etch is enhanced by the vertical nanopores, allowing etchant to enter the long vertical tubes 

and destroy the AAO material from within the pores, and allowing the etch to occur equally 

along the length of the pores. Images of the material during etch suggest that this is generally the 

mechanism. 

The vertical structures in AAO could be produced as both isolated structures as well as 

deep holes for cavities. We were able to demonstrate structures as small as 20 microns in 

dimension, suggesting a 5:1 aspect ratio at minimum, although the near vertical sidewall slopes 

indicate much higher aspect ratios are possible. The slow rate of etching in the lateral direction is 

beneficial for producing deep etches, however, this means that undercut etch is difficult to 

perform in the same etch. For our MEMS structures, we performed 1 to 2 hour etch to remove 

enough material from under the metal structure to produce freestanding structures. 

Each step of the process utilizes wet chemistry (anodization, electroplating, etch), which 

means that this process can be low cost. It is relatively easy to integrate other materials such as 

metals and polymers into this process, since AAO is structurally able to support deposition 

processes on its surface and since the processes are performed at moderate temperature and do 

not require high vacuum. Indeed, we anticipate that a host of exotic and specialty materials can 

be integrated into this process, including biological materials and nanostructures. 

We have demonstrated that AAO templates can make excellent substrates for producing 

MEMS structures using low cost and facile processes. The ability to integrate a wide variety of 

secondary materials (such as nickel or copper in our examples) is also very exciting. Wet 

chemical etching can be used to etch deep vertical structures in the AAO material, which can 

then be used as a structural part of the MEMS device, and undercut can be performed to produce 
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freestanding structures. In addition, AAO templates can be used as a structure material to 

fabricate microstructures. Furthermore, the AAO material may be used as a mold for 

micromolding polymer parts or electroforming structures in metal. AAO is an excellent 

structural material and dielectric, making this an exciting candidate non-silicon replacement 

material for many MEMS applications requiring vertical microstructures. 
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CHAPTER 5 

SUMMARY, CONCLUSIONS AND FUTURE WORKS 

 

In this dissertation, highly anisotropic nature of porous anodic aluminum oxide templates 

has been explored for electronic and MEMS applications.  

In the first part of the dissertation, porous AAO templates integrated with ferromagnetic 

material were studied for spiral inductors as a magnetic core. For this purpose, AAO templates 

with average pore diameter of 70 nm and thickness of 18 µm were fabricated and electroplated 

with Ni to serve as a magnetic core for spiral inductors. The 3.5 turns spiral inductors were 

fabricated on Ni-AAO templates by using standard photolithography and Cu electroplating 

processes. The fabricated spiral inductors has a dimension of 1370 µm x 1010 µm with 5µm 

thickness, 15 µm trace width, 15 µm spacing, 400 µm outer diameter, and 220 µm inner 

diameter. The high frequency RF characterization of spiral inductors was performed over a 

frequency range of 1 - 20 GHz with and without the integration of ferromagnetic material. The 

inductance of spiral inductors with a magnetic core was measured to be 10.12 nH and enhanced 

21% at 5 GHz compared to an air core of the same coil size. The maximum quality factor value 

of 14.48 was obtained at 5 GHz. The resonance frequency of 10.24 GHz was obtained for 

magnetic core inductors. Since porous AAO templates are self-laminated and patterned, they 

have potential application as a magnetic core for spiral inductor fabrication by eliminating all the 

complexities of fabrication processes to overcome the FMR effect and Eddy current loss. 

In the second part of the dissertation, the applications of porous AAO templates as a 

structure material, a mold material for electroforming, and a sacrificial layer material for MEMS 

applications were demonstrated. First of all, wet chemical etching mechanism of porous AAO 
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templates was explained in detail. After that, deep, high aspect ratio structures such as rectangle, 

square and cylindrical posts and holes with vertical side walls were fabricated by wet chemical 

etching of 100 µm thick porous AAO templates in 0.5M NaOH solution. Based on the initial 

etch studies, we showed that the wet chemical etching of AAO templates is not dependent on the 

mask geometry and any type of pattern with any geometry can be fabricated with desired 

thickness or depth. In order to use porous AAO templates as a structure material, three different 

types of micro-gears made out of aluminum oxide with a thickness of 100 µm were fabricated.  

In order to demonstrate the usage of porous AAO templates as a mold material, AAO templates 

were etched and then desired metals such as copper and nickel were electroplated into etched 

regions. By using this technique, three different types of copper and nickel micro-gears were 

fabricated. The thicknesses of the fabricated copper micro-gears were measured to be 92 µm and 

nickel micro-gears were measured to be 60 µm. Another application area of porous AAO 

templates is to use them as a sacrificial layer material. For this purpose, various types of MEMS 

devices such as cantilever, floating membrane, spring pad, and torsional were fabricated by 

nickel electroplating process on porous AAO templates, and then cavities under these structures 

were created by wet chemical etching of AAO templates. Finally, hybrid integration of porous 

AAO templates with PCB layers by using epoxy was demonstrated. Since porous AAO 

templates are highly anisotropic and can be prepared at various thicknesses, desired MEMS 

structures can be fabricated by a straightforward and low cost wet etching process of AAO 

templates. In addition, the relatively low cost for the material, combined with low cost of etchant 

and ease of processing, make this attractive alternative to expensive, complex processes such as 

DRIE. Furthermore, porous AAO templates are mechanically strong material and have excellent 
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dielectric properties, making them a compelling alternative to silicon for producing MEMS 

structures and devices. 

 

  

(a) (b) 

 

(c) 

 
Figure 5.1. Integration way of spiral inductors into the AAO templates. 
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In order to increase the performance of spiral inductors, ferromagnetic materials with 

higher permeability such as iron, cobalt, and their alloys with nickel can be electroplated into the 

nanoporous of AAO templates. In addition to the electroplating of high permeability 

ferromagnetic materials, spiral inductors can be embedded into the AAO templates to create a 

close loop for magnetic flux to increase its performance. By integration of spiral inductors into 

the AAO templates enables the magnetic flux to concentrate into the ferromagnetic material and 

will increase the magnetic flux intensity, and therefore, will enhance the inductance of spiral 

inductors. These two approaches may be the possible future works to fabricate high performance 

spiral inductors. Figure 4.27 shows the possible integration way of spiral inductor into the AAO 

template. Figure 4.27(a) shows single magnetic core application which was studied in this 

dissertation. Figure 4.27(b) shows the laminated magnetic core application. Figure 4.27(c) shows 

the wet chemically etched AAO template for the integration of spiral inductors. The wet 

chemical etch capability of AAO templates also provides to fabricate thick spiral inductors for 

high power inductor applications.  

Another possible future work might be the integration of different materials and 

processes by using AAO templates. Figure 4.28 shows the integration of a polymer type material 

into the patterned micrometer size holes in AAO template and metallization process for 

fabrication of flexible devices. This kind of integration is hard to perform in conventional 

MEMS technology. For this purpose, the circular pattern is transferred into the AAO template by 

wet chemical etching. Then, polymer filling process and successive metallization process on 

polymer material are performed. Finally, AAO template is etched by wet chemical and fabricated 

flexible device is released.  
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(a) (b) 

  

(c) (d) 

 
Figure 5.2. Hybrid integration of a polymer material into the AAO templates. 

 

AAO templates can also be used to fabricate laterally movable platform for switching 

applications in MEMS. For this purpose, the pattern is transferred into the AAO template by wet 

chemical etching. Then, desired metals are electroplated into the etched regions. In this 

approach, two types of metal can be electroplated. The former one will be used as a sacrificial 

layer and be etched away and the latter one will be used a structural material and be anchored to 

the AAO template. Then, the protective mask will be removed and second lithography process 

will be performed to protect AAO template that will serve as an anchor. After that, AAO 
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template is etched away by wet chemical. Finally, protective mask is removed, electroplated 

metal sacrificial layer is etched away and laterally movable platform is released. Figure 4.29 

shows the fabrication steps of laterally movable platform based on AAO templates. 

 

  

(a) (b) 

  

(c) (d) 

  

(e) (f) 

 
Figure 5.3. Fabrication process of laterally movable platform based on AAO templates. 
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In this design, the platform can be actuated parallel (in-plane mode) to the substrate by an 

electromagnetic force. For this purpose, a permanent magnet is attached at the bottom of the 

substrate which provides an external magnetic field perpendicular to the substrate. When a 

current flows through the platform, the Lorentz force is generated and provides the deflection of 

the platform which is parallel to the substrate. The direction of the deflection depends on the 

current flow direction. Figure 4.30 shows the working principle of the laterally movable 

platform. 

 

 
 
Figure 5.4. Working principle of the laterally movable platform. 

 

The Lorentz force exerted on a moving charged particle in the presence of an external 

magnetic field is defined as, 

  

 FHI = qυHI x BHHI (155) 
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where q is the charge on the particle, � is the velocity of the particle, and B is the magnetic flux 

density. The Lorentz force can also be expressed in the form of a current flowing through a 

conductor interacting with an external magnetic field as, 

 

 F = B I L sin(θ) (156) 

 

where I is the current and θ is the angle between the current and the magnetic field.  

 
 
Figure 5.5. Clamped-clamped beam with a concentrated force at the center. 

 

The lateral deflection can be determined by the following equations for the clamped-

clamped beam with a concentrated force at the center (Figure 4.31) as, 

 

 y = F x12 E I ]3 L�4 − x�^   for  0 J Ú J L2 (157) 

 

where F, L, E and I are the applied force, length of the beam, Young’s modulus of the beam 

material, and moment of inertia, respectively. The maximum deflection at the center of the load 

(x = L/2) is defined as, 
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 y02, = F L�48 E I (158) 

 

Figure 4.32 shows the representation of the deformation shape of a clamped-clamped beam with 

a concentrated force at the center. Since concentrated force is applied at the center of the beam, 

maximum deflection occurs at the center of the beam. 

 
Figure 5.6. Deformation shape of a clamped-clamped beam. 
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