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Abstract

Ecoclimate: Variations, Interactions, and Teleconnections

by

Abigail Lynn Segal Swann

Doctor of Philosophy in Earth and Planetary Science

University of California, Berkeley

Professor Inez Y. Fung, Chair

Ecosystems are an integral part of climate, interacting with the atmosphere by modify-
ing fluxes of energy, water, momentum, and carbon—processes whose importance varies
spatially. This dissertation focuses on the study of ecoclimate – unraveling the complex in-
teractions between ecosystems and climate using a variety of tools including simple models,
global scale carbon-climate models, and direct analysis of site-level data.

Using a global climate model we show that transpired water vapor from expanded veg-
etation in the Arctic contributes greenhouse warming with a magnitude of forcing larger
than that from the associated changes in albedo. This mechanism has not been considered
in previous studies and here we suggest that it may negate the negative climate feedbacks
expected from the surface latent cooling associated with the expansion of deciduous forest.

Additionally we find that large-scale expansion of low albedo mid latitude forests in the
model has the ability to increase Northern Hemisphere temperatures, moving the thermal
equator northward and thus modifying global circulation patterns. We observe a northward
shift of the intertropical convergence zone over Africa suggesting that extratropical vegetation
may be partly responsible for the maintenance of precipitation over the Sahara inferred from
proxy records of vegetation from ∼6000 Years Ago. The ability of vegetation to effect remote
circulation has implications for the role that plants may play in the current climate as well
as in climates of the past and the future.

In an analysis of nighttime respiration across the eddy covariance Ameriflux tower net-
work we find a residual signal in respiration resembing seasonal variations in substrate mass
after accounting for the effects of temperature and moisture. The prevalence of a mass signal
indicates that allowing temperature sensitivity to change over time unphysically attributes
variations in mass and moisture to changes in temperature. Using a simple carbon cycle
model we show that ecosystems with long turnover times are most sensitive to long period
forcing and therefore it will be harder to detect or attribute changes in these systems. This
suggests that it may be easier to detect and attribute changes in the Tropics compared to
the Boreal forest.
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Chapter 1

Introduction to Ecoclimate

1.1 An introduction to Ecoclimate

Ecosystems are an integral part of climate. Changes in ecosystem distributions around
the globe, due to either natural or anthropogenic land use and land cover change, directly
effect climate. Vegetation interacts with the atmosphere by modifying fluxes of energy,
water, momentum, and carbon—processes whose importance varies spatially. In order to
understand when, where, and how ecosystems influence climate, this dissertation focuses on
unraveling these complex interactions. We use a variety of tools including simple models,
global scale carbon-climate models, and direct analysis of site-level data.

This dissertation concerns the study of ecoclimate: the influence of ecosystems on climate
and climate on ecosystems. Ecological climatology [Bonan, 2002] is the study of ecoclimate,
much the way that climatology is the study of climate. Ecoclimate describes the state of the
larger ecosystem-climate system, and through the description of the climate state, the hy-
drological state as well. As a parallel, hydroclimate refers to the interaction between climate
and water over land [Langbein, 1967], or the interaction between climate and hydrology. An
ecosystem is defined as a system of living organisms and their physical environment. This
includes the vegetation, soil, animals, and atmosphere. Although the definition of ecosystem
includes the physical state of the atmosphere, the actual application of the term is generally
restricted to a local environment. Ecoclimate is, in the definition used here, the study of
larger scale processes, from regional to global. Plants effect not only their local environment,
but the global climate through fluxes of water, energy, momentum, and carbon. This com-
munication with a broader atmosphere extends to the teleconnections discussed, for example,
in Chapter 4.
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Figure 1.1. Ecosystem Surface Energy Budget: Diagram showing energy fluxes between
an ecosystem and the atmosphere. Three fluxes of water are shown as contributing to
the latent heat flux: transpiration from the vegetation, evaporation from the canopy, and
evaporation from the ground surface.

1.2 Interactions Between Ecosystems and Climate

Ecosystems interact with climate through modifications of the energy budget, water
budget, and through fluxes of momentum. Net radiation coming into the surface (short
wave + long wave) is balanced by sensible and latent heat fluxes (Figure 1.1). Both are
sensitive to changes in turbulence, but sensible heat fluxes are ultimately controlled by the
gradient in temperature between the surface and the atmosphere while latent heat fluxes
are controlled by the gradient in water vapor. There is additionally interplay between fluxes
of energy and water. Conversion from high density to low density vegetation (as in the
conversion from forest to crop) not only brightens the surface (decreasing the absorption of
short wave energy) but also reduces transpiration, shifting the dominant return of energy to
the atmosphere from latent to sensible heat. Transpiration is also intimately linked to the
uptake of carbon as the same biological process controls both fluxes.

1.2.1 Fluxes of Water and Carbon

Plants require water for photosynthesis, thus the ability to control fluxes of water is of
fundamental importance to the plant. This biotic control of water fluxes has implications
for the atmosphere. Both the uptake of carbon by plants through photosynthesis and the
transpiration, or release, of water by plants are controlled by small valves on leaves called
stomata. The ecological modeling community has, through small-scale laboratory study
as well as field campaigns, derived an empirical set of equations to model the behavior of
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stomata. Many ecosystem and climate models represent the stomatal opening and closing
process as a resistance or conductance, as in electrical theory. These equations, the Ball-
Berry-Farquhar-Collatz equations [Ball et al., 1987; Collatz et al., 1991, 1992; Farquhar et al.,
1980], determine the conductance as the minimum of three processes causing the stomata to
close: water limitation, radiation limitation, and the limitation of the rate of regeneration of
rubisco (an essential enzyme used as a catalyst in the photosynthetic chemical cycle). The
first two limits are controlled directly by climate and hydrology, while the third is controlled
by nitrogen dynamics and chemical rates. The opening and closing of stomata is a direct link
between ecosystems and climate, determining both the water loss and the carbon uptake of
a plant. The modeling of this process is therefore the main way in which carbon and water
fluxes from vegetation interact with climate in global climate models.

1.2.2 Fluxes of Energy and Momentum

Energy is exchanged between ecosystems and climate through the absorption of short
wave energy, the emission and absorption of long wave energy, and fluxes of sensible and
latent heat (Figure 1.1). The measure of the fraction of short-wave radiation absorbed by
the surface is described by (1−α), with α representing the fraction of the short wave energy
that is reflected. Dark surfaces, such as those of needleleaf trees, have an albedo of ∼0.08
indicating a surface where 92% of the incident solar energy is absorbed. Ice, on the other
hand, has a bright surface with an albedo of ∼0.9 indicating that only 10% of the incident
solar energy is absorbed. The albedo of ecosystems varies with vegetation type. Important
to this work is the fact that needleleaf evergreen trees tend to be darker (α ∼ 0.08) than
deciduous broadleaf trees (α ∼ 0.10) as can be seen in Figure 1.2. The total albedo of the
surface is a function of both the type of tree and the area covered by leaves as compared to
bare ground. Thus the albedo varies seasonally as deciduous trees expose the atmosphere
to the underlying ground surface in the winter. Despite the loss of leaves in the winter, we
find in Chapter 5, that the addition of deciduous trees reduces springtime albedo before the
spring leaf-out as stems cover a bright snowy surface.

Sensible heat fluxes are controlled by the gradient in temperature between the surface and
the atmosphere and latent heat fluxes are controlled by the gradient in water vapor. Fluxes
of sensible and latent heat are removed from the surface by turbulent mixing. The roughness
of the surface is in turn controlled by vegetation characteristics including height. With the
addition of trees in the mid latitudes in Chapter 4 we see a large increase in sensible heat
fluxes to compensate for an increase in absorbed short wave radiation associated with the
darker albedo. Latent heat fluxes originate from three sources in the canopy: transpiration
from leaves, evaporation directly from the canopy, and evaporation from the ground surface.
Transpiration fluxes are controlled by vegetation and modeled using stomatal conductance
(Section 1.2.1).
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Figure 1.2. Arctic Landscape: Photo showing an Arctic landscape in Denali National
Park (63.5◦N) containing both needleleaf evergreen trees (dark, with low albedo), deciduous
broadleaf shrubs and trees (brighter, higher albedo), and tundra vegetation cover.

1.2.3 Competition Between Processes and Teleconnections

Nemani et al. [2003] create a map of the spatial distribution of the limitations of temper-
ature, radiation, and water on carbon uptake by plants. This approach neatly encompasses
the control of climate on photosynthesis but the job is not so simple for quantifying the role
of ecosystems in climate. This complicates the study of ecoclimate as the influence of cli-
mate on ecosystems is local, but the influence of ecosystems on climate operates on multiple
scales simultaneously and can have remote impacts. For the case of photosynthesis (as in
Nemani et al. [2003]) and respiration (as in Chapter 3), the influence of water, temperature,
and radiation is inherently a local control although changes in these local controls may be
dictated by larger scale climate variations. In the other extreme, local fluxes of carbon are
well mixed throughout the atmosphere so that changes in carbon fluxes have a global impact.
We investigate the sensitivity of the response of the carbon cycle to climate in Chapter 2.

An additional scale of influence exists in the teleconnections between local variations in
energy, water, and momentum fluxes and global climate. Changes in surface temperatures
and humidity resulting from local atmosphere-ecosystem changes can, for example, modify
surface gradients in pressure resulting in large scale circulation changes and subsequent
changes in the distribution of temperature and water vapor. Large-scale changes in Arctic
vegetation in a global climate model modify not only the local absorption of solar radiation
through changes in albedo, but increase the temperature across the Arctic through long wave
radiation from transpired water vapor resulting in feedbacks from the ocean from melting
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sea ice (Chapter 5). A large-scale expansion of mid latitude forests is capable of modifying
the general circulation of the atmosphere by changing only local surface conditions in a
global climate model (Chapter 4). Warming caused by changes in local albedo results in the
movement of the “center of energy” northward leading to a shift of precipitation patterns.
These teleconnections change local precipitation rates and thus have consequences for the
ecosystems in a remote region from the original perturbation.

1.3 Tools for Studying Ecoclimate

1.3.1 Global-scale Coupled Carbon-Climate Models

In Chapters 4 and 5, we show results from climate model experiments run using the
community climate model from the National Center for Atmospheric Research (NCAR). The
results are from the atmosphere-land-carbon coupled model with either a simplified ocean
(mixed layer) or an ocean with fixed surface temperatures (fixed ocean). The atmospheric
module attempts to represent the physics of circulation, clouds, rain and the transfer of
radiation through the atmosphere. The land model represents soils, vegetation, lakes, glaciers
and bare ground as well as keeping track of river runoff. The simplified ocean keeps the depth
of the mixed layer and horizontal heat fluxes fixed while allowing the surface temperatures
to change. The carbon cycle model tracks carbon as it moves through the live biosphere and
the decay pools before it is returned eventually to the atmosphere.

In our simulations the carbon cycle is not fully interactive, that is the CO2 emitted by the
biosphere is treated as an inert tracer and does not contribute to changes in radiative forcing
in the atmospheric model. With the full radiative carbon coupling turned off, the climate
response to plant productivity is limited only to the biophysical feedbacks. The primary role
of the non-radiatively coupled carbon cycle is to predict leaf area so that albedo, surface
roughness and transpiration respond to climate. Although vegetation type is fixed in any
location, this allows for some dynamic response of the biosphere to changes in climate and
hydrology.

This dissertation treats climate models as an experimental tool. The work is theoretical
and the climate model is used for experiments to assess the effects of various large-scale
changes in vegetation—something not possible in a real life experiment. There are draw backs
and uncertainties in using climate models this way, but by focusing on the processes which
control the response in the model we gain valuable insight into where to focus our observations
in the real world and what we should consider as important influences for ecoclimate. The
reader should keep in mind the limitations of climate model simulations when interpreting
the results of experiments presented in the following chapters. Some aspects of the model are
known to be biased and give a poor representation of the Earth when present day conditions
are simulated. For example, the version of the climate model used in this dissertation is too
wet in the Middle East and Australia. In some early experiments, we added grasses across
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the entire globe and, sure enough, grasses grew very well in Saudi Arabia. This is obviously
not a realistic representation, but within the model it is self-consistent—if the model is
wet enough, the plants will grow. We have avoided adding vegetation to these regions in
any of the experiments shown in this dissertation as the present day representations of the
ecoclimate are clearly unrealistic. These regions are easy to identify as the current day
climate conditions do not match well with observations and we exclude experiments that
highlight truly non-realistic responses of the model. That being said, both the control and
experiment contain the same biases so unless vegetation is added in a region with a very
large bias, the anomalous response (experiment-control) should not be greatly effected by
the inherent biases of the model.

1.3.2 Simple Carbon Cycle Models

We use a simple model of the carbon cycle to quantify the dependence of carbon inven-
tories and fluxes on cyclic climate oscillations. In order to correctly estimate the biologically
controlled flux of water from the vegetation to the atmosphere, the land model estimates
stomatal conductance (described above). The carbon cycle model (either as a stand-alone
simple model or as a component of the full global climate model) takes this estimate of car-
bon uptake (controlled by stomatal conductance and atmospheric CO2 concentration) and
allocates this carbon to three pools of live carbon: roots, leaves and wood. These live pools
have turnover times modulated by temperature, moisture, and plant type, and eventually
decay into a series of soil carbon pools which have turnover times ranging from less than
one year up to several hundred years. This description holds for both the model presented
in Chapter 2 as well as the CASA′ carbon model integrated into the NCAR climate model
used in Chapters 4 and 5. The exercise of writing the simplified model in Chapter 2 was an
excellent intuition building tool as preparation for understanding the role of CASA′ in the
fully coupled climate model. More complicated models of the carbon cycle, such as those
explicitly including nitrogen dynamics exist, but they are largely untested and it is not yet
clear if their response make sense compared to observations (c.f. Bonan and Levis [2010]).
We employ the simple, intuitively understandable, and well tested approach of the CASA′

model and find it well suited for experiments such as those in this dissertation.

1.3.3 Flux Tower Data Network

The FLUXNET network of eddy covariance towers [Baldocchi et al., 2001] is globally dis-
tributed and covers a range of ecosystems making it a potentially good test-bed for choosing
functional forms and parameters to calculate carbon fluxes in models. We ask the question:
How can measurements from the Fluxnet network be used for validating global scale carbon
cycle models? Our focus is on identifying the factors controlling total ecosystem respiration
(Reco) as well as the spatial variability in factors controlling the individual respiratory fluxes.
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1.4 Dissertation Structure

Chapter 2 focuses on the temporal memory of the carbon cycle and how it may interact
with cyclic climate variations. The decay time of different pools of carbon ranges across the
globe from one year to several hundred years. The memory of a carbon pool with a turnover
time of 100 years is significantly longer than most observations we have of carbon pool sizes.
How then do we detect and attribute observed changes in carbon pools to anthropogenic
signals? To begin answering this question we investigate the sensitivity of carbon pools
to forcing at different frequencies. We have developed a multi-box model of the terrestrial
carbon cycle, the toy carbon model (TCM), forced by climate perturbations on net primary
production and turnover times for each carbon pool. With this new tool we can assess the
memory of different carbon pools and discuss implications for measurement and detection
of carbon pool size changes.

In Chapter 3, we examine the formulation of equations used to estimate ecosystem res-
piration (autotrophic & heterotropic) and compare modeled respiration to carbon flux mea-
surements from the Ameriflux eddy covariance flux tower network. The net flux of carbon
from the biosphere is a balance between photosynthesis, autotrophic respiration by the living
biomass, and heterotropic respiration from decomposition of soil carbon by microbes. Tem-
perature, moisture, mass of decomposable material, plant type, and microbial community
dynamics are all expected to control the rate of ecosystem respiration but the relative impor-
tance of each factor varies geographically. We use Empirical Orthogonal Function analysis to
identify spatial teleconnections and relationships between sites with similar controls on car-
bon flux. We find a residual signal in respiration resembing seasonal variations in substrate
mass after accounting for the effects of temperature and moisture on nighttime respiration.
The prevalence of a mass signal indicates that allowing temperature sensitivity to change
over time unphysically attributes variations in mass and moisture to changes in temperature.

In Chapter 4, we turn to the ecoclimate of mid latitudes. Large-scale expansion of low-
albedo mid latitude forests in a global climate model have the ability to increase Northern
Hemisphere temperatures, moving the thermal equator northward and thus modifying global
circulation patterns. This effects both the local and global climate and carbon cycle. With
the resulting shift of the tropical rain belt northward over South America, precipitation over
the Amazon decreases resulting in a warming and drying. Furthermore, a northward shift of
the tropical rain belt over Africa associated with afforestation in mid latitudes suggests that
extratropical vegetation may be partly responsible for the maintenance of precipitation over
the Sahara inferred from proxy records of vegetation from ∼6000 Years Ago. The ability
of vegetation to effect remote circulation has implications for the role that ecosystems may
play in the current climate as well as in climates of the past and the future.

In Chapter 5, we investigate the ecoclimate at high latitudes where the treeline is already
moving northward in response to warming and climate feedbacks are expected to be large.
While land surface albedo change is considered to be the dominant mechanism by which
trees directly modify climate at high-latitudes, our findings suggest that the transpired water
vapor from expanded vegetation contributes additional greenhouse warming which is further
magnified by melting sea ice and additional evaporation from the ocean. In fact, the forcing
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from the transpired water vapor is larger than that from changes in albedo. This mechanism
has not been considered in previous studies but our work suggests that it may negate the
negative climate feedbacks expected from the surface latent cooling associated with the
expansion of deciduous forest.

1.5 Future Work

The scope of investigating variations, interactions, and teleconnections of ecoclimate is
larger than one dissertation. We will turn first to the Tropics to continue the investigation
of the sensitivity of the ecoclimate at different latitudes. The Amazon basin has been shown
to exhibit two stable vegetation states in a coupled carbon-climate model with dynamic
vegetation [Oyama and Nobre, 2003]. Is deforestation capable of pushing the ecoclimate
across a threshold where the forest and adjacent agriculture are no longer sustainable? This
work will have implications for both scientific goals of understanding the relationship between
ecology and climate in the Tropics as well as for societal decision making on the how much
deforestation can progress before the remaining agricultural land is no longer viable.

In Chapter 4 we formulate the hypothesis that mid latitude forests may have played a
remote role in the relatively wet conditions observed in the Sahel region of Africa ∼6000 years
ago. Inferred vegetation distributions from the observation of pollen are not inconsistent with
a greater deciduous forest cover in Europe ∼6000 years ago. To test the hypothesis more
directly we will run simulations of both vegetation change and orbital changes consistent with
that time period. In doing so we can investigate the sensitivity of Tropical precipitation to
the extent and location of forest expansion or contraction in mid latitudes.

Pollen records show that deciduous vegetation at high-latitudes expanded rapidly in the
wake of retreating ice sheets at the end of the last glacial maximum. Is there a threshold
climate at which deciduous vegetation can rapidly expand at high latitudes thus contributing
to abrupt warming behavior out of smooth orbital forcing? On what time scale can ecosys-
tems modify the climate? Based on the findings from Chapter 5, namely that deciduous
vegetation is able to increase the temperature both through a decrease in albedo and an
increase in transpiration derived greenhouse warming, we expect that the vegetation could
cause a positive feedback that would help bring Earths climate out of the last ice age. This
work will address the role of ecosystems in longer-term climate changes and could help to
identify feedback processes which play a role in glacial-interglacial cycles.

Much remains to be explained about the role of ecosystems in climate. For example,
the oft-overlooked result from the fourth assessment report of the Inter-governmental Panel
on Climate Change (e.g. working group 1 Figure 10.20) showing that for the same CO2

trajectory the warming is greater in models that have interactive photosynthesis. This
implies that some aspect of the interactive vegetation other than carbon flux is amplifying
the warming from greenhouse gasses. We continue to be intrigued by the interaction between
ecosystems and climate and will work towards understanding how that interaction varies in
space and time.
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Chapter 2

Sensitivity of Carbon Inventories to

Climate Cycles

2.1 Abstract

The terrestrial carbon cycle is forced by climate through changes in temperature, pre-
cipitation, and radiation. Climate forcing comes through natural cycles such as El Niño but
also through anthropogenic forcing from increasing greenhouse gasses in the atmosphere.
Considering that carbon pools carry memories of climate variations and other perturbations
for time scales of seasons to centuries, how do we detect an anthropogenic signal in carbon
storage? To begin answering this question we investigate the sensitivity of carbon pools
to forcing at different frequencies. We have developed a multi-box model of the terrestrial
carbon cycle, the toy carbon model (TCM), forced by climate perturbations on net primary
production (NPP) and turnover times for each carbon pool. The model is used to explore the
background variability of carbon fluxes under “natural” conditions—variability which must
be constrained in order to detect any changes in the carbon cycle induced by global warming.
We calculate the response function of the TCM to cyclic perturbations and find that carbon
pools with long turnover times have a greater sensitivity to perturbations at low frequencies
relative to high frequencies. Outside the Tropics, the wood pool has 10x greater amplitude
of response to a forcing at 50 years compared to a forcing at 5 years. In the Boreal forest,
where the turnover time of carbon is long, the sensitivity to oscillatory forcing is larger than
in mid latitude deciduous forests or Tropical forests. This work suggests that the detection
of anthropogenically forced changes in the carbon cycle will be difficult in ecosystems with
long memory, such as the Boreal forest, but may be possible with long-term measurements
in ecosystems such as the Tropical forest.
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2.2 Introduction

Natural climate forcing exists on many time scales and, through changes in temperature,
precipitation and radiation, has the ability to modulate the net productivity of the biosphere.
Anthropogenic climate change due to increases in greenhouse gasses forces climate over long
time scales and with a temporal pattern more closely resembling a linear increase. Natural
climate forcings such as El Niño or decadal oscillations also influence the biosphere. Anthro-
pogenically forced trends in productivity are occurring in conjunction with the response to
all these background variations, and detection of such a trend is complicated by our lack
of knowledge of the forcing in the past. This chapter investigates the expected background
variability of the biosphere and the sensitivity of the carbon cycle to climate forcing at differ-
ent frequencies. Constraining the background variability is the first step towards quantifying
our ability to detect trends in carbon pools from observations.

2.2.1 Detecting changes in the carbon cycle

The problem of detecting changes in carbon storage, such as the woody biomass of a
forest, is analogous to the problem of attributing changes in the atmospheric CO2 concen-
tration to a particular carbon source or sink. The fluxes into and out of each carbon pool
are large compared to the net change in pool size. Currently, carbon inventory of various
pools are estimated from several types of measurements. Estimates of leaf density are made
from satellite measurements of the absorption bands of chlorophyll through indices such as
NDVI [Tucker , 1979]. Field measurements of biomass include collecting samples of mass
and extrapolating to footprint level scales. Airborne and ground based Lidar is also used to
estimate the physical size, and thus the woody biomass of trees [Dubayah and Drake, 2000].

These measurements are challenging and frequently require upscaling to obtain global or
even regional biomass estimates. Many of the measurements are also limited in time. Ideally,
we need long time series of biomass estimates in order to detect and attribute changes in
pool size to any particular cause. In this chapter we additionally look at how the record of
any pool, i.e. woody biomass, may be obscured by the timescales internal to the terrestrial
carbon system.

2.2.2 Cyclic Climate Forcing

Climate oscillations exist on a variety of time scales, from annual to interannual, decadal
and multidecadal. Beyond annual variations, we see variability in carbon flux and mass
forced by interannual climate modes such as El Niño [Woodward et al., 2008], the North
Atlantic Oscillation (NAO, D’Arrigo et al. [2003]), Northern Annular Mode (NAM, Russell
and Wallace [2004]) etc. Decadal oscillations in climate exist (e.g Pacific Decadal Oscillation)
and also effect the productivity of the biosphere [Woodward et al., 2008]. Tree ring records in
Labrador show oscillations in density associated with the NAO, El Niño, and a multidecadal
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oscillation at 40-60 years [D’Arrigo et al., 2003]. Beyond even decadal scales, extended
periods (decades to centuries) of prolonged drought have been found in the paleo-record
for North America [Cook et al., 2004; Woodhouse and Overpeck , 1998]. We know that the
turnover time of long-lived carbon pools such as wood, woody debris, and soil range from
a few years up to hundreds of years (e.g. Parton et al. [1987]). We expect then that the
memory of climate oscillations are carried forward in time by the carbon cycle, but how are
signals of the past retained by carbon pools in the present? The current mass of carbon
is an integral representation of the carbon system in the past. Therefore, the background
memory and variability of the carbon cycle must be constrained before we can detect and
attribute any changes in carbon mass to current anthropogenic causes.

To investigate the memory of the carbon system we have developed a simple model of
the carbon cycle. We force the model with oscillatory forcing at different frequencies and
estimate the response of the carbon cycle. This tool can be thought of as a simple way
to estimate the feasibility of the detection and attribution of measurements of cycles or
trends in carbon pools. It is also an excellent intuition building tool for understanding this
formulation of carbon cycle models similar to the formulation in some global climate models
(i.e CASA′, Doney et al. [2006]).

2.3 Model description

We have developed a simple box model of the terrestrial carbon cycle, the toy carbon
model (TCM) with three live (leaves, roots, wood) and three decay (leaves/roots, wood, soil)
pools (Figure 2.1). Carbon flow is allocated to the live pools each year as a fraction α of net
primary productivity (NPP) and decays out of the live pools over the turnover time τ . Mass
decaying from the leaves and roots moves to the fast turnover litter pool (M2) and mass
decaying from the wood pool moves to the slower turnover time woody biomass pool (M3).
The M2 and M3 pools also loose mass over a turnover time τ , a fraction of which returns to
the atmosphere and the remainder moves to the soil pool. The soil pool is the final stop for
carbon which is eventually returned to the atmosphere over turnover time τ4.

NPP is calculated interactively as a function of leaf mass with an added term to mimic
climate-like variations. The decay pools of carbon are a simplified version of the representa-
tion of the CASA [Potter et al., 1993] and thus CENTURY model [Parton et al., 1987, 1988].
NPP calculations are based on the light use efficiency model of primary productivity [Mon-
teith, 1972, 1977] where:

NPP = ε · APAR (2.1)

APAR is the absorbed radiation in the photosynthetically active wavelengths (PAR) in
units of MJPAR

m2·yr and ε represents the efficiency of converting light into fixed carbon in units

of gC
MJPAR

. APAR can be further broken into components of incident PAR, and the fraction

of total PAR (S) absorbed as a function of leaf area index (LAI) in units of m2leaves
m2ground

.
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Figure 2.1. Schematic of the Toy Carbon Model (TCM): Arrows represent the flow
of carbon between pools in the TCM. Three live pools (leaves, roots, and wood) and three
decay pools (leaf litter, woody debris, and soil) are represented.
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SLA alphan epsilon S NPPmean

 (m2/gC) (MJ PAR)  (gC/m2/yr)
Tropical 0.025 0.0683 0.50 2500 1.83E+10
Mid Lat Decid. 0.030 0.1047 0.50 2500 4.93E+09
Boreal 0.010 0.1164 0.50 2500 1.49E+09

Table 2.1. Parameter Values: Parameters used in the TCM for three ecosystem types.

APAR = S · (1− e−LAI) (2.2)

Leaf area is calculated as a function of the mass of leaves available in the leaf pool (ML) and

the specific leaf area (SLA) which converts mass of leaves to area of leaves in units of m2leaf
gC

LAI = ML · SLA (2.3)

Combining Equations 2.1-2.3 we have a formulation for NPP as a dynamical term that is
a function of the mass of the leaf pool and a climate term that scales between 0 and the
magnitude of NPP :

NPP = ε · S · (1− eML·SLA) · (1 + αn ·Rn) (2.4)

The final term (Rn) simulates the effect of climate variations on NPP directly and will be
investigated in this work as

Rn = sin(ωt) (2.5)

with maximum amplitude αn fraction of the dynamical term. αn represents the scale of
variability in NPP. In the model experiments described here, αn is set by the scale of variance
in NPP compared to the mean NPP in the 1000 year coupled carbon cycle climate model run
of Doney et al. [2006]. αn could also be varied to investigate the dependence of the carbon
cycle on the magnitude of variance, but we leave this branch of experiments for later work.
As the climate forcing is specified, the ε term can be considered as a maximum efficiency
reached only when the climate conditions are best for photosynthesis.

Several parameters are fixed throughout the calculations including light use efficiency (ε =
0.5 gC

MJPAR
), total incident PAR (S = 2500MJPAR

m2yr
), and specific leaf area (SLA) (Table 2.1).

The values for SLA are derived from Dickinson et al. [1998]. The 1000 year coupled carbon
cycle climate model run of Doney et al. [2006] is used to find the characteristics of NPP for
different plant types. The area weighted global mean NPP time series is calculated for each
plant type in the model and then used to find the mean value, variance, range and spectra.
The initial NPP value is set as the mean from the 1000 year run, and αn is set to the range
of NPP for each plant type represented (Table 2.1).
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Leaves Roots Wood Litter Woody Debris Soil
Tropical 2 2 5 2 20 10
Mid Lat Decid. 2 2 30 2 20 50
Boreal 2 2 100 5 20 100

Table 2.2. Turnover Times: Turnover time in years used for each carbon pool in the TCM
for three ecosystem types.

NPP is allocated evenly among the three live pools with a constant fraction at each time
step (α) [Running and Coughlan, 1988]. Mortality of live pools and turnover times of decay
pools are represented by a turnover time (τ , Table 2.2). Turnover time values for the soil pool
are calculated from a weighted mean estimate of the values reported for the CASA model
[Potter et al., 1993]. τ4 is calculated as the weighted mean of turnover times from three soil
pools by 10% OLD organic matter 80% SLOW organic matter and 10% soil microbes SM.
These values are consistent with estimates from the parameters in the CENTURY model
[Parton et al., 1987; Schimel et al., 1994]. τ2 used directly from the CASA model Metabolic
Litter turnover time. τ3 is set as a constant value for all three ecosystems represented to
aid in comparison. τ3 should be relatively shorter in tropical ecosystems and relatively loner
in Boreal ecosystems—perturbations which will be left to future work on the subject. Live
carbon mortality rates are set at 2 years for leaves and roots in all ecosystems and as 5 years,
10 years, and 100 years for Tropical forest, mid latitude deciduous forest, and Boreal forest
respectively (Table 2.2).

Mass leaving the leaf and root pools move into the leaf litter pool (pool 2) while live
wood moves into the woody debris pool (pool 3) (c.f. Figure 2.1). Decay from the leaf litter
and woody debris pools is partitioned so that a fraction (γ) is emitted to the atmosphere
and the remaining fraction (1− γ) is moved to the soil pool (pool 4) over time τ . Parameter
α can be adjusted to allocate NPP between the three live pools but is set as 1/3 for these
experiments. Parameter γ can be adjusted to direct more or less of the carbon emission from
above ground decay pools to the atmosphere and is set as a default at 0.3. As the M2 pool
accumulates the decay from both the root and leaf pools, an γ2 of 0.3 can be thought of as
directing 70% of leaf and root litter decay to the atmosphere while an γ2 of 0.15 will direct
70% of root litter decay and 100% of leaf litter decay to the atmosphere. This leaves the
differential equations for each pool as:

∂ML

∂t
= αL ·NPP −

ML

τL
(2.6)

∂MW

∂t
= αW ·NPP − MW

τW
(2.7)

∂M2

∂t
=
ML +MR

τL
− γ2 ·

M2

τ2
− (1− γ2) ·

M2

τ2
(2.8)
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∂M3

∂t
=
MW

τW
− γ3 ·

M3

τ3
− (1− γ3) ·

M3

τ3
(2.9)

∂M4

∂t
= γ2 ·

M2

τ2
+ γ3 ·

M3

τ3
− M4

τ4
(2.10)

The initial values of each live pool are set to the steady state value which depends on the
turnover time of leaves, allocation to the leaf pool, and the initial NPP so that for leaves:

ML0 = αL ·NPP0 · τL (2.11)

The initial value NPP0 is set to the global mean value of that plant type from the 1000
year coupled carbon cycle climate model run of Doney et al. [2006] shown in Table 2.1.

The TCM can represent any global ecosystem by adjusting the turnover times of each
pool as well as the αn representing the range in NPP compared to the mean, SLA, incident
solar radiation (S) and the initial NPP. In this chapter we simulate 3 ecosystems: Tropical
forests, mid latitude deciduous forests, and Boreal forests. The values chosen for the above
parameters are listed in Table 2.1.

We calculate response curves to assess the sensitivity of the carbon cycle to cyclic forcing
at a variety of frequencies. Each value in the response curve is calculated by running the
model with an oscillatory climate term (Rn, Equation 2.5) at a particular frequency. The
model is run for 1000 years with 400 time steps per year and the first 400 years are discarded
as spin-up. The remaining 600 years are used to calculate the Fourier transform and find
the amplitude response of the model at that forcing frequency.

2.4 Model Response to Cyclic Forcing

The response of the TCM to a single forcing frequency is characterized by a low back-
ground spectrum and a large peak at the forcing frequency (Figure 2.2). The broad back-
ground spectrum (Figure 2.2b) has more power in the decay pools (i.e. soil) as opposed to the
live pools (i.e. wood) as the downstream pools accumulate memory from all timescales in the
pools upstream. The background spectrum is constant between simulations with different
forcing frequencies save for the peak at the forcing frequency (Figure 2.2c). This implies
that the shape of the response is a function of the parameters and setup of the model as
opposed to the input forcing.

If we consider the amplitude of the peak at the forcing frequency, the magnitude of the
response for any pool is a function of the turnover time of that pool and the aggregated
memory from the turnover time of the pools upstream. If we plot the response amplitude as
a function of forcing frequency at the forcing frequency only (Figure 2.3), we see that farther
downstream in the carbon cycle (i.e. soil, red line Figure 2.3) the response is relatively larger
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500 250 100 50 25 10 5 2.5 2
10−2

10−1

100

101

102

Forcing Period (Years)

Am
pl

itu
de

Soil Pool Frequency Sepctrum − Mid latitude Deciduous Forest

(c) Spectrum at all Forcing Frequencies

Figure 2.2. Frequency Response to Forcing. Frequency spectra of the response of (a)
the soil carbon pool and (b) all carbon pools in the TCM to a cyclic forcing at a period of
10 years. The red line in (a) is equivalent to the red line in (b). (c) Frequency spectra of
the soil pool to forcing at a range of frequencies showing that the red background variability
is constant while only the peak at the forcing period moves between experiments.
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to long period (low frequency) variations in forcing and less sensitive to short period (high
frequency) variations. This means that a recent perturbation in carbon flux will be harder
to identify in pools that have greater sensitivity to low frequency forcing.

In comparing our three forest types, Tropical forest, mid latitude deciduous forest and
Boreal forest, the main difference is in the turnover time and memory of the carbon pools.
From the observations of the TCM above, this suggests that the Boreal forest will be more
sensitive to long period (low frequency) forcing than the other ecosystems represented. In
fact, live, dead and total carbon all show the highest sensitivity to forcing at any frequency in
the Boreal forest with both elevated sensitivity at low frequencies and a diminished damping
at high frequencies (Figure 2.4). This is not the only difference between the forests in our
model, but it is likely the most important for the sensitivity of the response.

The amplitude of the response of live, dead, and total carbon increases with longer
period forcing to the edge of our calculation regime (Figure 2.4). In the live carbon pool,
we see that the sensitivity begins to flatten at longer periods, particularly for the Tropical
forest (Figure 2.4a, green solid line). The leaf pool has the shortest turnover time and,
therefore, the least memory of past variations in carbon assimilation. The response of the
leaf pool with a turnover time of two years (Figure 2.5a) begins to flatten out at about 10
years forcing period – or about 5 times the turnover time. In contrast, the live wood pool
(Figure 2.5b) shows an increasing response to long period oscillations (at least up to the
limit of our response function calculation) for mid latitude deciduous forests (τW = 30) and
Boreal forests (τW = 100) but just begins to flatten out for Tropical forest (τW = 5) at
about 25 years, or 5x the turnover time. This suggests that the wood pool is more sensitive
to longer period forcing variability than the leaves. If we consider the turnover time as the
timescale of memory for a given carbon pool, it makes sense that the wood pool, which is
longer lived than leaves, would be more sensitive to variations at lower frequencies. And
yet, the idea that wood is relatively more sensitive to centennial or even decadal oscillations
than El Niño scale oscillations is not entirely obvious.

The sensitivity of a live carbon pool to long period forcing is limited to about 5 times the
residence time of that pool. Up to that timescale however, the sensitivity to forcing at these
long periods increases. For example, the response amplitude of the wood pool is 5 times larger
at 25 years forcing period compared to 5 years forcing period for mid latitude deciduous and
Boreal forests (Table 2.3). At 50 years forcing period the response is 10 times larger than at
5 years. For Tropical forests, the response is 4x larger at 25 years and 5.75x larger at 50 years
forcing period compared to 5 years. We have limited understanding of climate oscillations
and forcing on NPP at these long time scales but the TCM implies that oscillations at long
periods are substantially more important to the carbon pool dynamics that those at shorter
time scales, particularly if the ecosystem has long turnover times associated with it.

If we go farther downstream into the carbon cycle, the woody debris pool, or M3, is
fed by the live wood pool as it decays. The woody debris pool shows a steep dependence
on all periods calculated with very low sensitivity to short period forcing (Figure 2.6b).
The damping of sensitivity to high frequency forcing is reduced in the Boreal forest case
despite the turnover time of M3 being equal in all three ecosystems. This suggests that
some frequency dependence is carried from the live wood pool into the woody debris pool,
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Figure 2.3. Amplitude Response Function in Different Ecosystems. The relationship
between the response amplitude at the forcing frequency and the forcing frequency for each
carbon pool in the TCM as well as the aggregated measures of live carbon, dead carbon and
total carbon. The relationship is shown for (a) Tropical forest, (b) mid latitude deciduous
forest, and (c) Boreal forest.

Forcing Period 
(years)

50 25 16.67 12.5 10 8.33 7.14 6.25 5.56 5

Tropical 5.75 4.22 3.17 2.49 2.03 1.70 1.46 1.27 1.12 1.00
Mid Lat Decid. 10.33 5.29 3.53 2.64 2.10 1.74 1.48 1.28 1.13 1.00
Boreal 10.66 5.33 3.54 2.65 2.10 1.74 1.48 1.28 1.13 1.00

Table 2.3. Relative Amplitude Response: The relative amplitude response to forcing at
various periods compared to the response to a forcing at 5 years.
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Figure 2.4. Amplitude Response Function for Live, Decay and Total Carbon. (a)
The relationship between the response amplitude at the forcing frequency and the forcing
frequency for the aggregated live (green) and dead (black) carbon pools in the TCM shown
for the Tropical forest (solid line), mid latitude deciduous forest (dashed line) and Boreal
forest (dashed-dot line). (b) The same as (a) for the aggregated pool of total carbon.
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Figure 2.5. Amplitude Response Function for Live Carbon Pools. The same as
Figure 2.4b for (a) the leaf pool and (b) the wood pool.
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and therefore the turnover times of all pools will influence the sensitivity of carbon storage
downstream to variations in input.

2.4.1 Expected Maximum Forcing Timescale

We have established that ecosystems with long turnover times such as the Boreal forest
are relatively more sensitive to long period forcing than ecosystems with short turnover times,
but the actual response of the earth is a convolution of the sensitivity of a system and the
forcing it experiences. What forcing timescale do we expect in each of our model ecosystems?
As a first guess we look at the spectrum of NPP as calculated by the coupled climate-carbon
cycle model from Doney et al. [2006] for plant functional types representing each of our
ecosystems (Figure 2.7). The spectrum is calculated for the first and second 500 year periods
separately and averaged together in frequency space. What we see in the spectrum of NPP
is a red profile, with greater amplitude at lower frequencies. The decorrelation frequency,
the frequency at which amplitude stops increasing towards lower frequencies, is defined by
the break in the slope of the frequency spectrum. This decorrelation frequency is not well
constrained numerically, but qualitatively we see the highest amplitudes at lower frequencies
in the Boreal Needleleaf Evergreen (at least 100 years), Temperate Broadleaf Deciduous (∼20
years) and Tropical Broadleaf Evergreen (∼10years) plant types respectively. The TCM is
driven by NPP as an input, so if the spectrum of NPP from the global climate model is
correct, the Boreal forest is being forced at lower frequencies than the other ecosystems in
addition to having greater sensitivity to these frequencies. This suggests that the problem
of detection is compounded and attributing changes to anthropogenic signals as outside of
the forcing from natural variability is even more difficult than suggested by the TCM.

2.5 Implications

Our model finds that carbon pools are generally more sensitive to long period forcing
relative to short period forcing up to periods several times the turnover time. Pools with
short turnover times (i.e. leaves) will therefore not be sensitive to long period forcing but
wood, dead wood, and soil will be. It is therefore generally easier to detect changes in
upstream pools rather than downstream pools. Soil carbon has a red background spectrum
as it accumulates the timescales and oscillations in all of the upstream carbon pools. This
analysis suggests that carbon pools with long turnover times and pools that are fed by long
turnover time pools are most sensitive to long period forcing and less sensitive to short
period forcing. There is probably an upper limit to this timescale of sensitivity, saturating
at about 5x the longest turnover time. Although we expect that variations on time scales
longer than 100 years are smaller than those at shorter time scales, this model implies that
forcing at these long time scales results in larger response amplitudes so that the response to
a forcing at 50 years is up to 10x larger than the response to a forcing at 5 years. Ecosystems
with longer turnover times are more sensitive to long period forcing and suggesting that it
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Figure 2.6. Amplitude Response Function for Decay Carbon Pools. The same as
Figure 2.4b for (a) the leaf litter pool (M2), (b) the woody debris pool (M3), and (c) the
soil pool (M4).
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Figure 2.7. Frequency Spectrum of NPP. Frequency spectrum of NPP as calculated by
the coupled climate-carbon cycle model from Doney et al. [2006] for plant functional types
representing each of our ecosystems: (a) Tropical Broadleaf Evergreen (Tropical forest), (b)
Temperate Broadleaf Deciduous (mid latitude deciduous forest), and (c) Boreal Needleleaf
Evergreen (Boreal forest). The spectrum is calculated from a 1000 year model run for the
first and second 500 year periods separately and averaged together in frequency space.
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will be easier to detect and attribute changes in the Tropics where turnover times are short
compared to other global ecosystems. In contrast, it will be difficult to detect and attribute
changes in the Boreal forest carbon cycle as the system is very sensitive to long timescale
variations.
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Chapter 3

Coherent Variability Across the

Ameriflux Carbon Flux Tower

Network

3.1 Abstract

Modeling of the terrestrial carbon cycle is a key component to understanding the future
trajectory of atmospheric CO2. Processes controlling the rate of carbon fluxes through pho-
tosynthesis and respiration vary spatially across the globe. Temperature, moisture, mass of
decomposable material, plant type, and microbial community dynamics are all expected to
control the rate of ecosystem respiration, but the relative importance of each factor varies ge-
ographically. Here we analyze nighttime carbon fluxes measured from the Ameriflux network
of eddy covariance flux towers in order to asses the use of this data for validating model for-
mulations and parameterizations of ecosystem respiration. Empirical Orthogonal Function
analysis is used to assess the coherence between sites, identify outliers, and objectively assess
the factors controlling this spatial variability. The effect of normalization on the information
provided by this method is discussed. Across the network we find that after accounting for
temperature and moisture in nighttime respiration a seasonal variation remains unaccounted
for. We suggest that the remaining signal is due to changes in the mass available for decom-
position. Our analysis finds that a single functional form common in ecosystem models is
inadequate to explain observations even with spatially varying parameters.
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3.2 Introduction

Since the industrial revolution, atmospheric concentrations of carbon dioxide have been
rising at an unprecedented rate to levels not observed anytime in the past four glacial-
interglacial cycles, and have created a large potential for climate change [Solomon et al.,
2008]. Future concentrations of greenhouse gases are dependent not only on anthropogenic
outputs but also on the response of the biosphere and oceans to changing climate and atmo-
spheric composition [Cox et al., 2000; Friedlingstein et al., 2006]. Carbon cycle models have
been developed to represent the cycling of carbon through the atmosphere, the terrestrial
biosphere, the soil, and the ocean so that ultimately we may understand the fate of these
reservoirs in response to changes in anthropogenic fluxes of carbon. Terrestrial carbon cycle
models represent the uptake of carbon by vegetation through photosynthesis and the release
of carbon through autotrophic respiration from vegetation and heterotrophic respiration
from soil. Equations in these models are based largely on functional relationships empiri-
cally determined from observations of plants and ecosystems. Many of these measurements
are made at small spatial and temporal scales but must be scaled up to the site level or even
the global climate model grid size to understand the global cycling of carbon. Validation of
carbon cycle models is further hampered by a lack of large-scale data for comparison.

Carbon fluxes from the terrestrial biosphere consist of uptake by the surface through
photosynthesis and release of carbon by plants as they grow and maintain living biomass
(autotrophic) and by microbes as the digest carbon in the soil through decomposition (het-
erotrophic). These opposing fluxes are much larger than the difference between them, making
it a difficult task to track changes in the net flux. The total net flux of carbon from the
land surface is called net ecosystem exchange (NEE). We can therefore represent NEE as
the balance between the uptake and release of carbon as:

NEE = Rh +Ra − P (3.1)

where Rh represents heterotrophic respiration from the soil, Ra represents autotrophic res-
piration from living plant tissues, and P represents uptake by photosynthesis. NEE is the
net effect of the terrestrial role in atmospheric carbon dioxide concentrations. The amount
of carbon fixed by vegetation through photosynthesis will be referred to in the form of gross
primary productivity (GPP) and is the photosynthetic flux corrected by autotrophic respi-
ration:

GPP = Ra − P (3.2)

or, alternatively we can solve for GPP as:

GPP = NEE −Rh (3.3)

where the sign of carbon flux is positive into the atmosphere for all terms. Photosynthesis is
the chemical reaction in which chloroplasts in the leaves of plants absorb light in both blue
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and red wavelengths to drive a chemical cycle which takes up carbon from the atmosphere
and returns oxygen. Except for some very specialized forms present in only a few plant
types, photosynthesis only functions while there is sufficient daylight to drive the reactions.
At night P goes to zero so that:

NEEnight = Rh +Ra = Reco (3.4)

The NEE at night is therefore equivalent to the sum of the two respiration terms, also called
the total ecosystem respiration (Reco). Process-based models treat the carbon flux terms
(Rh, Ra, P ) separately, but measurements of whole ecosystems cannot differentiate between
them. In order to formulate parameters or test process-based models using measurements
from scales larger than small chambers, estimates must be made for these fluxes (Rh, Ra,
P ) in order to separate the measured signal into its process-based parts. For the remainder
of this chapter, all references to NEE will refer to nighttime NEE when NEE ∼ Reco unless
specified otherwise.

In this chapter, we focus on carbon fluxes measured by a network of towers across the
globe. The FLUXNET network of eddy covariance towers [Baldocchi et al., 2001] is globally
distributed and covers a range of ecosystems making it a potentially good test-bed for choos-
ing functional forms and parameters to calculate carbon fluxes in models. In this chapter we
ask the question: How can measurements from the FLUXNET network be used for validating
global scale carbon cycle models? To begin answering this question we investigate the vari-
ability represented by the spatial distribution of sites available in a subset of the FLUXNET
network, the Ameriflux network (http://public.ornl.gov/ameriflux/). To characterize the
network we objectively determine the coherent modes of variability in different fields using
an empirical orthogonal function (EOF) analysis. In a parameter study, we test a common
functional formulation used to represent respiration in carbon cycle models against measured
fluxes of carbon. We use data processing methods that mimic the process-based approach of
models. Our focus is on identifying the factors controlling total ecosystem respiration (Reco)
as well as the spatial variability in factors controlling the individual respiratory fluxes.

3.2.1 Modeling Perspective

From a modeling perspective, it is essential to identify process-based equations and pa-
rameters that can be used to estimate carbon fluxes based on the factors controlling them.
Without a process-based approach, models are unable to simulate conditions outside the
range of observations. If the functional form and parameters for those equations are deter-
mined for present day conditions, it is assumed that some of these properties will be kept
constant as climate change progresses and, by changing the driving variables, we can predict
fluxes in the future. In addition to the assumptions of constancy in time, large-scale models
must make assumptions about the spatial distribution of both the functional forms and pa-
rameters necessary to model the carbon cycle. Models that are applicable over large-scales
will most likely hold functional forms for respiration and photosynthesis constant in space
while allowing only the parameters driving those equations to change. Identifying both the
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appropriate functional forms and spatial variations in parameters to drive carbon flux equa-
tions is essential to estimating these fluxes over large spatial scales and into the past and
future.

Most regional or global models of heterotrophic respiration (e.g. CENTURY or its deriva-
tive, CASA (Parton et al. [1987]; Potter et al. [1993])) adopt a formulation that partitions
soil carbon into multiple pools according to their biogeochemical properties, with fluxes de-
termined by the pool size M and a mean decomposition rate k modulated by temperature
and moisture. The temperature and moisture functions f(T ) and g(S) are normalized to
vary between 0 and 1. We adopt a similar formulation with a single set of functional forms
and rates where

F = M(t) · k · f(T ) · g(S) (3.5)

Equation 3.5 can be readily generalized to include autotrophic respiration where M is the
living biomass and k is the corresponding maximum respiration rate. To apply this model
across the globe, the spatial distribution of both the functional forms and the parameters
to drive each equation are required. In this chapter we will investigate using the Ameriflux
network of carbon flux measurements to find parameters and assess the ability of datasets
like this in determining parameters to drive models of respiration across the globe.

3.3 Introduction to FLUXNET

The Ameriflux network is a subset of the global FLUXNET network—a collection of tower
sites measuring net carbon flux using the eddy covariance method as well as meteorological
variables [Baldocchi et al., 2001]. The sites are run by independent groups with a loose
protocol for measurement technique and strategy. Access to the full global FLUXNET
database is restricted to principal investigators for most sites although sites are increasingly
being made available to the public (http://www.fluxdata.org/). Ameriflux data is publically
available through Oak Ridge National Laboratory (http://public.ornl.gov/ameriflux/). The
publicly available data files for the Ameriflux network are generally updated when errors are
discovered, but the files were not identified by version numbers until recently. This makes it
difficult to reproduce results unless the exact version of the data is known. The data used in
this analysis was downloaded from the Ameriflux database at Oak Ridge on October 29th,
2009. There were 59 sites with sufficient data to analyze in the version we obtained. Site
names, basic site information, and the version number of the data (if one was provided in
the dataset) are shown in Table 3.1, sites are mapped in Figure 3.1, and a map of plant
types is shown in Figure 3.2.

The eddy covariance method involves measuring the concentration of a gas at high fre-
quency time intervals as well as the three-dimensional wind speed in order to calculate the
covariance of vertical wind speed and concentration to determine the flux. The method as-
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Figure 3.1. Map of Site Numbers: A map of Ameriflux sites used in this analysis is shown
with a number corresponding to each site as listed in Table 3.1.
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Figure 3.2. Map of Plant Types: A map of Ameriflux sites used in this analysis is shown
with the plant type at each site signified by the color of the marker.
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sumes that the mean vertical velocity wind speed is zero on time scales longer than turbulent
eddies (∼30 min). The flux of a species (in our case CO2) is then calculated as

F = ρa · ω′c′ (3.6)

where primes denote fluctuations from mean over timescales longer than the eddies, c is
concentration, ω is vertical velocity, ρa is the mass of air, and F is the resulting flux [Baldocchi
et al., 1988].

The eddy covariance method observes the net exchange of carbon between the land
surface and the atmosphere at scales up to ∼1km. On a footprint scale, these towers provide
carbon, water, and energy flux measurements which can be used to study the ecosystem local
to the tower, or in aggregate, ecosystems in general. Ecosystem carbon flux measurements
are difficult to make and are often made on very small spatial and temporal scale (i.e. leaf
chambers). Eddy covariance flux towers integrate over a slightly larger area and timescale.
As the network is globally distributed, the data could be used for comparison with global
scale ecosystem models. In this chapter we investigate the potential for using carbon flux
measurements from these towers to validate ecosystem models.

The eddy covariance method relies on the assumption of turbulent mixing, and so, under
low wind conditions, the presence of a stably stratified atmospheric boundary layer (often
at night) traps the air below the sensors leading to an underestimation of the fluxes. Lateral
advection, especially episodic downslope flow in the presence of topography, can also alter
nighttime fluxes and affect the interpretation of the tower measurements in the context of
one-dimensional budgets. Lateral advection cannot be directly detected from the tower data
itself, however stable stratification can be inferred. Turbulent velocities (u*), are used as a
proxy for still, stratified air and values of u* below a threshold are excluded [Aubinet et al.,
2000]. Gaps in the data are filled when the time period of the gap is short and is estimated
for the missing values using averages made from neighboring time periods (see Reichstein
et al. [2005]).

Due to the global distribution of eddy flux tower sites, the FLUXNET network is poten-
tially useful for validating global models (e.g. Jung et al. [2009]). The Ameriflux network
reports both NEE and GPP at each tower site, the former is a direct measurement while
the later is a calculated product. The estimation of GPP from measured fluxes is calculated
from equation 3.3 and requires empirical estimates of Rh and Ra during daytime hours. The
daytime Rh and Ra fluxes are calculated using an Arrhenius-type equation (Equation 3.12)
with a different temperature sensitivity calculated for each day on a running window of 30
days [Reichstein et al., 2003]. This allows the temperature sensitivity to change over time
to account for non-temperature related effects. This approach is empirically-based rather
than process-based as the temperature sensitivity itself is thought to be at least relatively
constant [Davidson and Janssens , 2006], making the estimate of respiration and, by equa-
tion 3.3, GPP, less useful for evaluating process-based models.

The Ameriflux dataset has many gaps in the time series of data at each site. Small
gaps are filled during pre-processing by the procedures described in Reichstein et al. [2005],
but larger gaps still remain. In any given year, only a small subset of the network has
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concurrent data available. Our main focus is on the general variability across the network,
so we will focus primarily on the climatology at each site. Although many site-years exist in
the dataset, the number of sites with sufficient data available in any given year is limited,
and many site time series are discontinuous. We make the best estimate of climatology at
each site from all available data. Before averaging into climatology, the data was smoothed
with a 10 day running mean to downplay the influence of any given synoptic scale variation.

3.4 Understanding Spatial Variability: EOF Analysis

3.4.1 Time Variability and Seasonality of Temperature and Reco

Although the seasonality of temperature is similar in shape and character across most
sites (c.f. Figure 3.3b), the annual march of Reco varies widely. Reco is controlled by temper-
ature, moisture and mass of substrate—factors that vary temporally at a given site. Reco is
also influenced by spatially varying characteristics that may vary more between sites than in
time. Spatially varying controls on Reco include plant type, soil type, microbial community,
moisture limitation, radiation limitation, and GPP.

If we look at the seasonal cycle in nighttime NEE, the direct measurement of Reco, at
several sites (Figure 3.3a) we see that the climatological seasonality is drastically different.
In a Tropical forest in Brazil (USBR1, blue), the seasonality is minimal, while at a managed
cropland in Indiana (USBo1, red) the seasonal cycle is clear and well defined. At a California
grassland (USVar, magenta), the seasonality is nearly reversed, with virtually no nighttime
NEE in the summer when the soil is very dry. Harvard forest in Massachusetts (USHa1)
shows similar seasonality to the cropland site in Indiana but with a longer growing season.
Temperature, on the other hand, is characteristically similar at three of the four sites shown
in Figure 3.3b, only showing a drastically different seasonality in Brazil.

In addition to differences in temperature and NEE separately, the relationship between
temperature and NEE varies between sites. Notably, at USVar the climatological NEE and
temperature are anti-correlated. In both Brazil and California, NEE is elevated during the
cool season, suggesting that a theoretical increase in respiration rate with increasing temper-
ature is unlikely to represent the observations at these locations. How should we characterize
these sites objectively so that we may accurately represent the processes important at each
site? Empirical orthogonal function analysis is well suited to characterize sites that have
similar patterns of variability, and we use it to help identify variability across the network.

To characterize the variability of NEE and its control factors across the Ameriflux Net-
work, and to identify similarities across sites in the yearly cycles of temperature and respi-
ration, we used Empirical Orthogonal Function (EOF) analysis [Lorenz , 1956] to examine
all sites simultaneously. The decomposition of data A(x, t) can be written symbolically as
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Figure 3.3. Time Series of NEE and T: Time series of climatological nighttime NEE
(in gC/m2/s) and Temperature (in ◦C) at 4 sites from the Ameriflux network illustrate the
large variation in seasonality across sites. Santarem (BRSa1), a tropical forest site in Brazil
is shown in blue, Bondville (USBo1), a cropland site in Illinois is shown in red, Harvard
forest (USHa1), a deciduous broadleaf forest is shown in black, and Varia Ranch (USVar), a
California grassland, is shown in pink.
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A(x, t) =
∑
k

PCA
k (t) · EOFA

k (x) (3.7)

where PCA
k and EOFA

k are the orthogonal functions in each dimension of A. The eigen-
vectors EOFA

k (x), EOFs in the spatial domain, and PCA
k (t), principal components in the

time domain, are ordered according to the variance captured by each component. A linear
combination of the first few vectors can often explain the majority of the variance in the
data. For temperature, with a strong annual fluctuation, more than 85% of variation can
be represented with the first EOF/PC. The three normalizations highlight different types of
variability in the data, where

A = A(x, t) (3.8)

< A >= A(x, t)− A(x) (3.9)

Â =
A(x, t)− A(x)

σ(x)
(3.10)

A represents a time series, < A > the time series with local annual means A(x) removed, and

Â the time series normalized by the local variance σ(x). When the variable A is normalized

to Â by removing the mean and dividing by the standard deviation, the EOF values corre-
spond to the correlation between the time series at each site and the corresponding principal
component (PC). Low EOF values indicate that the time series at that site differs in shape
or phase from the general pattern of the rest of the network and is a good indication of an
outlier. EOFs are orthogonal, ensuring that each represents separate variability, and ordered
by variance, making it possible to reconstruct data products with a mode removed or to use
just a few modes for analysis.

3.4.2 Variability as Illuminated by Normalization

EOF/PCs are frequently calculated on data that has been normalized in some way,
usually with the mean removed (< A >, equation 3.8). Depending on the signal of interest,
various normalizations, or no normalization at all, may yield the most illustrative results
as the meaning of the spatial map changes with different initial normalizations. The most
important factors controlling air temperature across the globe are relatively well understood,
and thus it makes a good case for illustrating the EOF/PC method. Using nightly mean
climatological air temperature measured at each tower (T ) as an example, if we calculate the
EOF/PCs with no normalization (T ) the spatial pattern of EOF1 primarily represents the
distribution of mean temperatures (Figure 3.4a) with the highest values closest to the equator
and the lowest values at high latitudes. The spatial distribution is primarily a function of
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geographic location on the globe and depends on solar insolation. The time series of PC1

looks very similar to the timeseries of PCs calculated with other normalizations except that
it has a non-zero mean. The non-zero mean has consequences for the remaining modes and
the variability they will be required to represent.

If we then remove the annual mean value at each site before calculating the EOF/PC
we find that PC1 of < T > is almost identical to PC1 of T , but now the spatial pattern
EOF1 represents the amplitude of the seasonal cycle in temperature (Figure 3.4b) with
large amplitudes at high latitudes and in continental interiors and smaller amplitudes at low
latitudes and near the coast. The degree of continentality of a site is well represented by its
EOF1 of < T >.

When the temperature is normalized at each site by removing the mean and dividing by
the standard deviation (T̂ , Equation 3.10) the spatial pattern shows very similar values at all
sites but the most equatorward (in Brazil) (Figure 3.4c) where the seasonal cycle is different
from the yearly progression of higher latitudes (c.f. Figure 3.3). The lack of a range in EOF
values is a result of the difference between the tropics and higher latitudes being larger than
the difference between the higher latitude sites. The EOF1 of T̂ represents the seasonality,
so sites with little seasonality, such as the tropical sites, will therefore be described only by
higher order EOF/PCs. If our network were more globally distributed, like the FLUXNET
network is, this analysis would identify clusters of sites with similar seasonality rather than
isolating the tropical sites as outliers.

Climatological temperature across the network is almost entirely explained by EOF/PC
1, and the PC time series is very similar in shape for all normalizations. Much of the variance
is explained by the first mode (90% and 84% for < T > and T̂ respectively). If we look at

the second modes (Figure 3.5) we see that the PC2 of < T > and T̂ are similar in character
but have slightly different time series. Both EOFs are dominated by only a few sites. EOF2

of T̂ is dominated by Brazil and the two have similar values in Arizona and in Montana
(Figures 3.5b, 3.5c). The main difference in the PC2 between these two normalizations is
that the < T > timeseries has a peak in late August and values above zero in February. As
these characteristics of PC2 are missing in the time series for T̂ , we can assume that they
are diminished by accounting for the standard deviation.

The PC2 of T on the other hand has a time series similar in shape but opposite in sign
from PC1 of T (Figure 3.5a). Without removing the mean before calculating the EOF/PCs,
PC1 will have a non-zero mean (as we see in Figure 3.4a). If we think of adding the first
two modes of T together (Figures 3.4a, 3.5a) we see that in Brazil the seasonality would be
reduced but retain a high mean value, while in Alaska the seasonality would be amplified
but the mean value would stay low. This breakdown of the variability is less intuitive, and
so the mean is usually removed from time varying fields before calculating EOF/PCs.

For any site, the original time series can be recovered by summing all of the EOF/PC
products (Equation 3.7). A benefit of the EOF/PC analysis is that the modes are ordered
by the variance they explain. This means that often only a few modes are needed to capture
almost all of the variability in a field. To reconstruct up to 93% percent of the variance in
< T > requires only the first two modes. For temperature, where the first mode explains
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Figure 3.4. EOF/PC 1 of Temperature: EOF/PC 1 for three different normalizations of

climatological temperature: (a) T , (b) < T > , and (c) T̂ (Equations 3.8- 3.10). The map
in each panel shows the spatial values of the EOF and the time series shows the associated
PC. The variance represented by each mode is indicated in the title of the time series plot.
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such a large percent of the variance, this is not as obviously useful, but for the other fields
we examine several modes will contribute to the variability. This analysis of climatological
temperature confirms our understanding of what controls temperature across the network
and thus gives us confidence in our ability to apply the method to fields where we have less
understanding of the underlying controls on variability.

3.4.3 Spatial Variability in Reco

Climatological nighttime NEE varies dramatically in both mean value and seasonality
across space as was illustrated in Figure 3.3a. If we repeat the EOF/PC analysis on the
multiple normalizations of nighttime NEE we find that the first mode represents the typical
mid-latitude seasonal cycle seen at the sites in Indiana and Massachusetts (Figure 3.3a).
The PC1 of NEE for all normalizations are similar with peak values in northern summer.
The EOF1 of NEE is largest in Brazil, where the mean value of NEE is largest even though
the seasonal cycle in Brazil does not show a June-July-August (JJA) peak (c.f. Figures 3.3a,

3.6a). The EOF1 of < NEE > and N̂EE (Figures 3.6b, 3.6c) have similar sites with low
values indicating that these sites (i.e. Brazil, central California) do not correspond to the

annual cycle represented by the principal component. If we use EOF1 of N̂EE as a mask
for sites with different seasonality, EOF1 of < NEE > for the remaining sites shows the
distribution of amplitude in climatological NEE as the NEE was not standardized before
computing the EOFs. If the network was distributed more widely over the globe we expect
that several modes would show seasonality as it varies across space, with multiple clusters
of sites sharing similar seasonal behavior.

The second mode (EOF/PC 2) shows shifts to earlier or later seasons for N̂EE (Fig-
ure 3.7c). The PC2 of NEE is opposite in phase to PC1 in the same way as for T and
emphasizes the difference in seasonal cycle between the Brazilian and Californian sites from

the “typical” JJA maximum in PC1 (Figure 3.7a). The PC2 of < NEE > and N̂EE are
somewhat similar but opposite in sign and show a phase shift in the seasonal cycle from the
typical summer max in PC1. The effect of adding PC1 and PC2 (weighted at each site by
EOF1 and EOF2) is to shift the seasonal cycle later (earlier) for positive (negative) values
of EOF2. EOF2 of < NEE > (Figure 3.7b) shows carbon fluxes peaking later in the Rocky
Mountains at Niwot Ridge (USNR1, blue dot in central USA) and coming early (∼June) a
grassland in Kansas (USWlr, red dot in central USA). The phase shift at these sites is not
evident when NEE is normalized by the standard deviation at each site (Figure 3.7c). PC2

of N̂EE shows a desert site in Arizona, a grassland in South Dakota and an agricultural site
in Nebraska as having a shift towards later seasons. A cropland site in Oklahoma, and an
evergreen needleaf site in Florida show strong shifts to earlier seasons. The third mode of
NEE (not shown) shows an almost identical pattern to the second mode of < NEE > but
explains only a small percent of the variance. This indicates that without normalization, the
modes will often account for these aspects of variability (i.e. distribution of mean values and
seasonal amplitude) first before showing higher order variations.

37



 150° W  120° W   90° W   60° W   30° W 

  0°

 15° N 

 30° N 

 45° N 

 60° N 

 75° N 

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
-40

0
40
80

Tclim EOF/PC 2 −56 sites − var=23%

(a) EOF/PC 2 of T

 150° W  120° W   90° W   60° W   30° W 

  0°

 15° N 

 30° N 

 45° N 

 60° N 

 75° N 

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
−10

0
10

Tclim EOF/PC 2 −56 sites − var=3%

(b) EOF/PC 2 of < T >

 150° W  120° W   90° W   60° W   30° W 

  0°

 15° N 

 30° N 

 45° N 

 60° N 

 75° N 

−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
−2

0
2

Tclim EOF/PC 2 −56 sites − var=5%

(c) EOF/PC 2 of T̂

Figure 3.5. EOF/PC 2 of Temperature: The same as Figure 3.4 for EOF/PC 2 of
climatological temperature.
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(b) EOF/PC 1 of < NEE >
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(c) EOF/PC 1 of N̂EE

Figure 3.6. EOF/PC 1 of NEE: The same as Figure 3.4 for EOF/PC 1 of climatological
nighttime NEE.
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(b) EOF/PC 2 of < NEE >
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Figure 3.7. EOF/PC 2 of NEE: The same as Figure 3.4 for EOF/PC 2 of climatological
nighttime NEE.
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3.4.4 Interannual Variability of Reco

The climatological NEE is broken down into modes of variability (Figures 3.6, 3.7) but
this seasonality also varies in time. Ideally, we could compute the EOF/PCs for each year
at every site, but the data coverage is not uniform. Even with the gap filled data some
stations have discontinuous time series. To look at the interannual variability we compute
the EOF/PCs for each year separately for all available sites in any given year. Despite using a

discontinuous network, the general character of the first two modes of 5-day smoothed N̂EE
is robust (Figure 3.8). As expected, PC1 is similar across years. Although PC2 also shows
a consistent temporal pattern across years representing a phase shift, the spatial pattern of
EOF2 varies from year to year so that some sites show both positive and negative values
depending on the year.

The interannual variability in the seasonality of NEE is shown by looking at a single site
across several years. We reconstruct nighttime NEE for 2001-2006 as a weighted sum of the
first two EOF/PC modes (EOF1(x) ·PC1(x) +EOF2(x) ·PC2(x), Figure 3.9). The seasonal
cycle in NEE is relatively uniform across 2001-2006 at Bondville (USBo1, Figure 3.9a) as
expected as it is a managed cropland. Varia Ranch (USVar, Figure 3.9b) also has a consistent
pattern, but one showing the opposite seasonality compared to USBo1 as expected from the
climatology of temperature and NEE (Figure 3.3). We note that though the seasonal pattern
is relatively constant there is interannual variability in NEE. We defer the analysis of the
causes of this interannual variability in NEE until we have better understood the controls
on nighttime respiration.

3.4.5 Soil Moisture Variability

The variability in the seasonality of temperature may seem too simple a field to require
EOF/PC analysis to interpret, but it illustrates the thought process of interpreting other
fields with less obvious patterns of variability. The negative values and near-zero of EOF1

of N̂EE at some sites shows that they have a phase opposite or uncorrelated to that of
temperature (BRSa1, BrSa2, USSO3, USSO4, USVar) and indicates that temperature is not
the dominant factor controlling NEE. Moisture is far more variable across space as a function
of storm paths, topography and soil type and likely plays a significant role at some sites in
the Ameriflux network.

The first EOF/PC of climatological soil moisture from NCEP (SNCEP ) shows that the
mean value is similar across the entire network (Figure 3.10a). EOF1 of < SNCEP > (Fig-
ure 3.10b) shows that the seasonal range is dominated by west coast stations with wet winters
and very dry summers. The first two modes of < SNCEP > are dominated by stations in

one geographical location. The corresponding modes using normalized data (ŜNCEP ) show
similar PC time series but contain more information across the stations as they are not
dominated by the variance at a particular location. For example, the seasonal pattern in

PC1 of < SNCEP > is similar to that of the first mode of ŜNCEP (Figure 3.10c) but when
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(a) PC1 1999-2006 (b) PC2 1999-2006

Figure 3.8. Principal Components over Time: The PC1 (a) and PC2 (b) of N̂EE over
the years 2001-2006. The EOF/PC for each year is calculated with data from all available
sites in a given year (Table 3.2). Colors represent the value of the PC and can be thought of
as the time series as viewed from above. This representation aids in comparing time series
across years or sites.

(a) Bondville(USBo1) (b) Varia Ranch (USVar)

Figure 3.9. Reconstructed NEE: N̂EE from years 2001-2006 reconstructed in standard-
ized units for two sites using the first two modes from the EOF analysis for (a) Bondville
(USBo1) and (b) and Varia Ranch (USVar). The plot is as in Figure 3.8, with the colors
representing the value of the time series at each site.
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(b) EOF/PC 1 of <SNCEP >
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(c) EOF/PC 1 of ŜNCEP

Figure 3.10. EOF/PC 1 of SNCEP : The same as Figure 3.4 for EOF/PC 1 of climatological
soil moisture from NCEP.
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the seasonal range is accounted for the signal is no longer overwhelmed by stations in the
Pacific Northwest.

EOF1 of SNCEP represents 99% of the variability and shows primarily the mean value
across the network. Despite the low variance, the second mode of SNCEP (Figure 3.11a)
is almost identical to the first mode of < SNCEP > and the third model of SNCEP is very
similar to the second mode of < SNCEP >. The standard deviation is the second largest
mode of variability supporting the idea that when the mean and standard deviation dominate
the variability, low numbered modes must represent this variability first if the field is not
normalized before calculating the EOFs and PCs.

The first two modes of ŜNCEP (Figures 3.10c, 3.11c) explain similar amounts of vari-
ance. This suggests that the modes may be mixed (according to Norths rule, North et al.
[1982]). Although the signal between the two modes may be mixed, taken together they still
help group the stations by their moisture seasonality. Wet winter-dry summer sites have
large positive EOF2 values (Southern California), sites dominated by wet springs have large
negative values of EOF2 (central USA, Canadian sites), wet summer-dry spring sites have
positive values for EOF1 (Florida, Alaska), and wet fall-dry spring sites have positive values
for both EOF1 and EOF2 (Arizona).

EOF/PC analysis identifies patterns of variability both in time and space. By breaking
down the variability in carbon fluxes, moisture, and temperature with this method we can
objectively determine the similarity between sites. The analysis presented here is limited by
the spatial extent of sites in the network. If our network were more globally distributed we
would expect to find multiple groupings showing variability of different character—more like
in the case for moisture, where one character of seasonality does not dominate. However, even
for NEE, which is dominated by one general form of seasonality in our network, the method
provides an objective way of classifying sites without making prior assumptions about the
factors controlling variability. In particular, the analysis can be performed on any field in
space and time. In the following section we will use EOF/PC analysis to characterize the
variability in the residuals of nighttime NEE after accounting for temperature and moisture.

3.5 Parameter Study: Respiration and Nighttime

NEE

Respiration is one of the fundamental processes that returns biospheric carbon to the
atmosphere and is hence a major control on atmospheric carbon dioxide abundance. Accel-
eration of respiration due to global warming is a hypothesized positive feedback on climate
change [Friedlingstein et al., 2003] that has been shown to exist in coupled carbon-climate
models [Friedlingstein et al., 2006]. Despite its importance, respiration remains poorly con-
strained and insufficiently represented in ecosystem models. There are no remote sensing
methods or direct global field measurements of respiration, and estimations of respiratory
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(b) EOF/PC 2 of <SNCEP >
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(c) EOF/PC 2 of ŜNCEP

Figure 3.11. EOF/PC 2 of SNCEP : The same as Figure 3.4 for EOF/PC 2 of climatological
soil moisture from NCEP.
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(a) EOF/PC 3 of SNCEP

 150° W  120° W   90° W   60° W   30° W 

  0°

 15° N 

 30° N 

 45° N 

 60° N 

 75° N 

−0.25

−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

0.2

0.25

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
  −.05

0
  .05

SNCEPclim EOF/PC 3 −59 sites − var=5%

(b) EOF/PC 3 of <SNCEP >
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Figure 3.12. EOF/PC 3 of SNCEP : The same as Figure 3.4 for EOF/PC 3 of climatological
soil moisture from NCEP.
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EOF1 EOF2 EOF1 EOF2 EOF1 EOF2 EOF1 EOF2

# Variance (%) 92.1 3.8 77.2 9.6 33.4 30.5 37.6 18.9
1 BRSa1 0.03 0.64 -0.07 -0.28 0.16 0.15 -0.04 0.06
2 BRSa3 0.05 0.63 -0.08 -0.26 0.16 0.15 -0.13 -0.12
3 CANS1 0.14 -0.03 0.17 0.04 -0.04 0.21 -0.11 0.16
4 CANS2 0.14 0.01 0.16 0.10 -0.04 0.21 0.06 0.22
5 CANS3 0.14 0.00 0.16 0.11 -0.04 0.21 0.20 0.17
6 CANS4 0.13 0.04 0.17 0.06 -0.04 0.21 0.07 0.15
7 CANS5 0.14 0.00 0.17 0.06 -0.04 0.21 0.13 0.21
8 CANS6 0.14 0.00 0.16 0.12 -0.04 0.21 0.02 0.29
9 CANS7 0.14 0.02 0.16 0.09 -0.04 0.21 0.05 0.28
10 USARM 0.14 -0.06 0.10 -0.35 -0.09 0.17 0.01 -0.28
11 USARb 0.13 -0.10 0.15 -0.09 -0.03 0.15 0.14 -0.13
12 USARc 0.13 -0.11 0.15 -0.14 -0.03 0.15 0.15 -0.18
13 USAtq -0.11 0.08
14 USAud 0.14 -0.06 0.13 0.23 -0.15 -0.10 0.09 0.10
15 USBkg 0.14 -0.08 0.15 -0.18 0.02 0.11 0.19 -0.17
16 USBo1 0.14 -0.05 0.16 0.07 0.00 0.09 0.22 0.07
17 USBrw -0.11 0.08
18 USDix 0.13 0.01 0.14 0.03 -0.02 -0.04 0.00 0.13
19 USFPe 0.14 -0.07 0.15 -0.18 0.15 0.03 0.19 -0.15
20 USGoo 0.14 -0.07 0.16 -0.09 -0.12 -0.01 0.20 -0.13
21 USHa1 0.14 0.03 0.16 -0.05 0.19 -0.03 -0.12 0.07
22 USHa2 0.19 -0.03
23 USHo2 0.14 0.03 0.17 0.05 0.19 0.01 0.12 -0.04
24 USIvo 0.13 0.15 0.11 0.27 -0.16 0.10 0.13 0.14
25 USKS1 -0.20 -0.03
26 USKS2 0.13 0.01 -0.20 -0.03
27 USLPH 0.14 0.03 0.16 -0.03 0.19 -0.03 -0.01 -0.03
28 USLos 0.14 0.07 0.10 0.16
29 USMMS 0.14 -0.01 0.16 -0.07 0.12 0.03 0.05 -0.14
30 USMOz 0.14 -0.08 0.16 -0.14 0.04 0.15 0.13 -0.18
31 USMe1 0.22 0.02
32 USMe2 0.13 0.03 0.16 -0.12 0.22 0.02 0.16 -0.22
33 USMe3 0.13 -0.05 0.15 -0.21 0.22 0.02 0.15 -0.21
35 USMe5 0.13 -0.02 0.15 -0.17 0.22 0.02 0.15 -0.19
35 USNC2 -0.15 -0.02
36 USNR1 0.14 0.00 0.17 0.01 0.10 0.14 0.23 -0.01
37 USNe1 0.14 -0.05 0.16 0.09 -0.09 0.18 0.20 0.15
38 USNe2 0.14 -0.07 0.16 0.12 -0.09 0.18 0.20 0.15
39 USNe3 0.14 -0.05 0.16 0.11 -0.09 0.18 0.20 0.12
40 USOho 0.11 0.06
41 USRo1 0.14 -0.07 0.16 0.13 0.01 0.18 0.21 0.12
42 USRo3 0.14 -0.07 0.17 0.06 0.01 0.18 0.23 0.06
43 USSO3 0.13 0.12 0.01 -0.37 0.10 -0.19 -0.18 -0.12
44 USSO4 0.13 0.10 0.05 -0.24 0.10 -0.19 -0.08 -0.18
45 USSP1 0.14 -0.01 0.14 0.02 -0.17 -0.05 0.01 -0.10
46 USSP2 0.14 -0.03 0.15 -0.05 -0.17 -0.05 -0.05 0.10
47 USSP3 0.14 0.01 0.13 -0.09 -0.17 -0.05 -0.16 -0.12
48 USSP4 -0.17 -0.05
49 USSRM 0.14 -0.07 -0.15 -0.10
50 USSyv 0.14 0.00 0.17 0.05 0.10 0.16 0.22 0.07
51 USUMB 0.14 0.04 0.17 0.00 -0.03 0.15 0.19 0.03
52 USVar 0.14 0.03 -0.13 -0.19 0.22 -0.03 -0.01 -0.02
53 USWBW 0.14 -0.04 0.16 -0.07 -0.08 -0.04 0.21 -0.14
54 USWCr 0.14 -0.02 0.16 -0.03 0.10 0.16 0.17 -0.08
55 USWi4 0.00 0.19
56 USWi9 0.00 0.19
57 USWkg 0.14 -0.06 -0.15 -0.10
58 USWlr 0.14 -0.05 0.16 -0.14 -0.09 0.17 0.14 0.06
59 USWrc 0.14 0.01 0.16 -0.07 0.22 -0.01 0.19 -0.12

F2T NEE SNCEP

Table 3.2. EOF Values: Values of EOF1 and EOF2 for T̂ , N̂EE, ̂SNCEPclim, and Φ̂2. The
first row shows the variance represented by a mode. Sites are listed alphabetically and site
numbers are provided for cross referencing.
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fluxes are based on local empirical relationships to climate [Valentini et al., 2000]. Esti-
mates of carbon fluxes are currently being made on several scales using data acquired on
platforms ranging from balloons to towers and satellites, each with its own set of constraints
and problems. For this analysis we have used data from the Ameriflux tower network; site
information is listed in Table 3.1.

Flux towers can measure only the net exchange of carbon between an ecosystem and
the surrounding atmosphere (Equation 3.1), which is the difference between photosynthesis
(uptake of carbon by plants) and respiration (the release of carbon by plants and soil), but
cannot differentiate between the two. Accurate modeling of respiration is the first step to-
wards estimating photosynthesis from flux tower data [Falge et al., 2001] as the respiration
signal must be removed from daytime measurements to estimate GPP (Equation 3.3). Accu-
rate estimates of GPP can contribute to the calibration of remote sensing systems, improved
assessment of global carbon exchange, and validation of global carbon cycle models.

The current method used to calculate respiration and GPP for the FLUXNET network is
to use a running mean window of 30 days to calculate the temperature sensitivity of nighttime
NEE as it varies over time [Reichstein et al., 2005]. The temperature sensitivity for each
day is then used to predict the daytime respiration and calculate GPP by Equation 3.3.
Although this method may give a useful first estimate of respiration, the approach gives
little insight into the physical and chemical dynamics controlling respiration as the true
temperature sensitivity is not expected to vary [Davidson and Janssens , 2006]. Without a
process-based understanding we do not have the ability to model respiration accurately in
large spatial scale models or into the future. An understanding of carbon exchange is needed
across varying ecosystems, latitudes, and climates to accurately assess the global carbon
budget and predict the reaction of the biosphere to climate forcing.

3.5.1 Historical Background for Respiration Temperature Rela-

tionship

It has long been known that respiration is a temperature-dependent process, and attempts
have been made to model the relationship using several different simple empirical equations
[Tjoelker et al., 2001; Reichstein et al., 2005]. Vant Hoffs exponential equation [Van’t Hoff ,
1898] is often referenced, particularly in the form:

F = Fb ·Q
T−Tb

10
10 (3.11)

where F is the respiration fluxe at temperature T ; and Fb and Tb are corresponding baseline
values. Q10 represents the amplification factor of the respiration flux for every 10◦C increase
in temperature above Tb. Q10 is frequently assumed to be constant despite the poor fit with
some data [Davidson and Janssens , 2006].

Atkin et al. [2000] developed a temperature-dependent Q10 in an attempt to describe
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more of the variability in the root respiration process, but Lloyd and Taylor [1994] point out
that attempting to fix the problem by allowing Q10 to be temperature-dependent ignores
the underlying discrepancy; namely that respiration cannot be represented by a simple ex-
ponential dependence on temperature within a normal temperature range for ecosystems.
They suggest an alternative method for fitting respiration using a modified Arrhenius-type
equation [Arrhenius , 1889] with a temperature dependent activation energy E:

F = Fb · e
−E

T−Tb (3.12)

where Fb, E and Tb are parameters determined empirically. This equation had an unbiased
fit to the data Lloyd and Taylor analyzed, but was found to underestimate the temperature
sensitivity of soil respiration at other sites [Janssens and Pilegaard , 2003].

The Q10 derived from observations using any of the formulations described above is
unique for each site, and not readily generalizable across ecosystems. Also, it assumes that
respiration from leaves, trees, roots, and soil microbes have the same temperature sensitivity
and that all controls of respiration can be captured because they co-vary with temperature.
The overall temperature response of ecosystem respiration appears to be exponential but
variable and driven by factors such as moisture and substrate availability interacting with
microbial community dynamics [Holland et al., 2000; Davidson and Janssens , 2006].

In addition to the relatively subtle problems of the exact form of exponential equation
that should be used to model respiration flux as a function of temperature there is the larger
question: does the exponential relationship even hold across all sites in the network? As
is suggested by the range of correlation and anti-correlation in Figure 3.3, the assumption
that the functional form of either Equations 3.11 or 3.12 can be used at all sites is not well
justified. Figure 3.13 shows the relationship between nighttime NEE and temperature at four
stations. The assumption of an exponential relationship between T and NEE appears to
hold at two mid latitude stations, Harvard Forest (USHa1) and Bondville (USBo1), but does
very poorly at the tropical station Santaram (BRSa1) and the California grassland, Varia
Ranch (USVar). When using monthly mean nighttime values the relationship at BRSa1
looks like a negative linear relationship and nothing like an exponential (Figure 3.14). It is
not surprising that in both the Tropics and in dry Mediterranean climates temperature does
not appear to be the dominant control, however this complicates the ability to represent the
entire network with a model using a single functional form.

Falge et al. [2002] (and later Reichstein et al. [2005]) describe a method to predict day-
time respiration fluxes in order to calculate GPP from FLUXNET data (Equation 3.3). The
method chooses a variation of Equation 3.12 to estimate a daily Q10 and other parameters
from nighttime measurements of NEE using the best-fit regression for a running window of
30 days. The variation in the values of the daily parameters ranges considerably over the year
with much of the variability remaining in the Fb term. By using daily effective parameters,
this method implicitly accounts for other causes of respiration variation, such as changes
in available moisture, the size of the carbon pool available for respiration, or the microbial
community dynamics. Wrapping these different factors into the temperature sensitivity and
allowing it to vary over time is unphysical. In addition, the form of equation 3.12 is not
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Figure 3.13. T vs. NEE: Nighttime Temperature (◦C) plotted against nighttime NEE
(gC/m2/s) for all available data at each of four sites: (a) Santaram (BRSa1), (b) Bondville
(USBo1), (c) Harvard forest (USHa1), and (d) Varia Ranch (USVar). The relationship is
expected to be exponential (c.f. Equations 3.11 and 3.12).
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Figure 3.14. T vs. NEE Monthly Mean: Monthly mean nighttime Temperature (◦C)
plotted against monthly mean nighttime NEE (gC/m2/s) for all available data at Santaram
(BRSa1). The relationship is expected to be exponential (c.f. Equations 3.11 and 3.12).

necessarily the correct functional form for factors other than temperature, so that extrapo-
lating an equation determined from nighttime values into the daytime is likely incorrect. The
validity of the empirical fit when extended to higher temperatures is potentially problematic
(the difference between average daytime and nighttime temperature is as large as 18◦C).

Equations 3.11 and 3.12 are useful for describing the temporal evolution of respiration
(or, more accurately, Rh) at a single site over the measurement time period; however, these
methods are unable to assist in predicting fluxes on larger spatial scales or over time periods
not captured by the measurements. As the separation of measured daytime NEE into the
component fluxes of Ra + Rh and P (e.g. Equation 3.3) does not follow a process-based
approach, the GPP fluxes derived in this manner are likely not appropriate for use validating
large-scale, process-based ecosystem models. Although it may be the best estimate that can
be made with the data available from all sites, it is far from a complete representation of
total Reco and therefore GPP. Estimates of GPP made in this way should be viewed with an
understanding of the limitations to the prediction and removal of daytime respiration.

More recent work has recognized that, particularly during winter, the direct measure-
ments of respiration cannot be modeled well with temperature, even with time-varying pa-
rameters [Reichstein et al., 2003]. The solution proposed by Reichstein et al. [2005] is to
use summertime leaf area index as an additional factor in the empirical regression equation
used to predict respiration. The physical implication of this formulation is that wintertime
respiration is a function of the summertime growth. Although it is not labeled as such, the
success of this approach shows that respiration is a function of the mass of substrate available
for decomposition. Additionally, Goulden et al. [1998] find that midsummer soil respiration
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rates in a boreal forest are larger than could be expected from changes in temperature. They
suggest instead that the resipiration rate is controlled by the volume of thawed soil which
increases in the summer as the active layer deepens. We hypothesize that changes in the
mass of substrate available for decomposition influence the respiration signal measured at
flux tower stations.

A model of ecosystem respiration must use a variety of predictors for variations on dif-
ferent time scales and take into account effects of temperature, moisture, amount of living
tissue, atmospheric turbulence, and litter quantity and quality. However, not all of these
variables were measured at each site or have not been reported in the Ameriflux dataset. In
addition, the flux signal of any gas measured at the tower can be influenced by boundary
layer turbulence, and other meteorological and abiotic processes at the tower site, so that
measurements of carbon flux may not be representative of the true respiration of the local
ecosystem. Soil moisture measurements can also be highly spatially variable depending on
the substrate. These confounding factors make the problem of estimating Reco and GPP
difficult.

Webster et al. [2009] test several formulations for modeling respiration and find that
including both moisture and soil carbon quantity and quality in addition to temperature
improve their statistical representation of soil respiration. Hibbard et al. [2005] also find that
local empirical relationships between temperature and respiration may not be appropriate to
apply over larger spatial and temporal scales and suggest that data on the seasonality and
availability of litter and root substrate are necessary to accurately predict respiration. In this
chapter, we seek to evaluate the success of Equation 3.5 for modeling the seasonal variation
of respiration using the nighttime NEE data from the Ameriflux network of eddy covariance
towers and understand the potential use of Ameriflux data for validating ecosystem models.

3.5.2 Analysis

This analysis on the controls of respiration was approached from a modeling perspective
and attempts to put the individual site analyses in the context of large-scale models. Though
the network is inhomogeneous in many ways, common patterns and relationships can be
identified and used as the basis for a larger scale model. We use Equation 3.5 to analyze
the data across the network as a whole. We use air temperature measured at the towers and
soil moisture data converted to saturation (S) as the principal control factors for nighttime
respiration. Our analysis of the control factors will be sequential, first with temperature,
then saturation, and finally, the residual. Respiration flux (F0) is assumed to be a function of
many variables including temperature, soil moisture, microbial community dynamics, and the
mass available for decomposition (Equation 3.5). Our model will only address temperature
and soil moisture directly and infer changes in the others, namely, mass of the decomposition
pool.

Our analysis will focus on modeling Reco. NEE measured directly by the tower consists
only of respiration fluxes at night when photosynthesis is zero (c.f. Equation 3.5). We define
nighttime as the half-hours with radiation reported as zero. All other times are considered
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daytime. This is an imperfect measure of the radiation level at which photosynthesis begins,
but should be sufficient for our analysis as we normalize by time rather than summing over
the night. For our analysis of the carbon fluxes we use half-hourly measurements averaged
into nighttime values. These carbon fluxes are averages over the night, not cumulative values,
and are reported in units of gC/m2/s.

Respiration is represented using an exponential relationship with temperature (Equa-
tion 3.11) where Q10 represents the amplification factor of respiration flux for every 10◦C
increase in temperature. Equation 3.11 is used to calculate a Q10 temperature function at
each site of the form

F0 = Φ1 · e
T
10
·ln(Q10) (3.13)

F0 is the measured nightly NEE, Φ1 is the nightly flux after removal of temperature effects,
and T is the measured temperature in degrees Celsius. Equation 3.13 is identical to equation
3.11 except that the constant Tb/10 has been absorbed into Φ1 and will not be calculated.
We employ four approaches to calculating Equation 3.13. The first approach is commonly
employed in site analysis of flux data: Q10 was estimated at each site as the best-fit regression
parameter between the daily F0 and T as

F 1
0 = Φeff · e

T
10
·ln(Q10eff ) (3.14)

We will call this parameter the effective Q10, Q10eff , as it attributes all variability in respi-
ration to temperature, and does not explicitly capture the contributions of other factors to
NEE variability. This Q10eff could over-or underestimate the true functional effect of tem-
perature on respiration by attributing changes in other variables correlated with temperature
as a temperature dependence. Second, we estimate a companion Q10, Q10low, as

F 2
0 = Φlow · e

Tlow
10
·ln(Q10low) (3.15)

using the monthly mean time series of both temperature and nighttime NEE to assess the
realism of NEE estimation if only monthly averaged temperatures were available. Third, we
calculate Q10clim, as

F 3
0 = Φclim · e

Tclim
10
·ln(Q10clim) (3.16)

from climatological estimates of temperature and NEE. The fourth approach follows that in
global models (e.g. Parton et al. [1987]; Potter et al. [1993]), and specifies Q10, as Q10fixed,
as

F 4
0 = Φfixed · e

T
10
·ln(Q10fixed) (3.17)

where Q10fixed = 2. The values of Q10eff , Q10low, and Q10clim are shown in Table 3.3 and
interannually varying calculations of Q10eff are shown in Figure 3.16. The regression was
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computed as a least squares regression in natural log space. Significance of r2 values are
reported in p-values where a p-value of 0.05 corresponds to 95% confidence that the r2 is
different than zero. P-values are determined by using a monte carlo approach to estimate
the sample distribution rather than assuming the data is normally distributed. The percent
of variance explained by a statistical prediction is represented by r2.

Our model requires a representation of the saturation of soil (S). We will derive S
from various measures of soil wetness. Precipitation and soil moisture are both measured
at most of the Ameriflux sites. Precipitation is a highly non-linear measure and does not
capture the characteristics of water available for plants and microbes as it is a measure of
rate rather than storage. Soil moisture is preferable to precipitation as a predictive variable
because it accounts for storage and accumulation of water in the soil, important factors for
modulating respiration. Representative measurements of soil moisture are difficult to make
and validate. Local measurements of soil moisture at the tower stations are problematic as
the data coverage is limited—only about 60% of sites with sufficient NEE data also have soil
moisture data reported. In addition, the methodology of measurements across sites and the
heterogeneity of the actual soil moisture at the site is not necessarily captured.

In addition to analyzing the local soil moisture measurements available at some sites, we
analyze the soil moisture product (SW ) for 0-10 cm depth from NCEP-DOE Reanalysis II
[Kanamitsu et al., 2002]. While there are inherent uncertainties associated with any model
prediction of soil moisture, due partly to uncaptured spatial inhomogeneities within the
large NCEP model grid, the lack of consistent and reliable direct measurements compels
us to assume the NCEP analysis products to be representative of the seasonal variations,
though not of the absolute magnitudes, at each site. Because the analysis products are
anchored to all available meteorological observations, the favorable comparison of NCEP
reanalysis soil moisture variations with the Ameriflux precipitation data measured at each
site (e.g. USVar, Figure3.15) argues that temporal variabilities in local soil moisture are well
captured in the coarse-grid product. This is not surprising due to the large spatial scale
(∼250 km) of weather systems. Even though we are unable to quantify our confidence in the
absolute magnitude of soil moisture values, we feel confident using the pattern of variation
as a predictive variable.

For our analysis, we have converted both estimates of soil moisture (local and NCEP) to
a non-dimensional saturation index varying between zero and one. The absolute magnitude
of soil moisture is less important for calculating respiration than knowing how close the
environment is to saturation. Saturation (S) at each site is derived from SW as

Sx =
SWx − SWx

6 · σSWx

+ 0.5 (3.18)

where first a standardized soil moisture anomaly is calculated by removing the mean and
dividing by the standard deviation at each site. Then the standardized anomaly is normalized
to vary between 0 and 1 by dividing by 6 (the full range of standard deviations capturing
99.7% of the measurements) and adding 0.5 to bring the range between 0 and 1. Saturation
is the parameter used in many ecosystem models to account for effects of soil moisture
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Figure 3.15. Water Variables at Varia Ranch (USVar): Three representations of
moisture are shown for Varia Ranch (USVar). The lower red line represents the precipitation
as measured at the site in mm/day. The blue line represents the soil moisture as estimated by
NCEP reanalysis converted to saturation (by equation 3.18). Locally measured soil moisture
converted to saturation (by equation 3.18) is shown in black. Values greater than 1 indicate
a measurement outside of 3 standard deviations from the mean.
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as it more closely represents the actual water availability to vegetation and the microbial
population. We calculate S for both the local SW reported in the Ameriflux database as well
as for the NCEP soil moisture. For the NCEP soil moisture we additionally apply a four-
day running mean. A four-day window was chosen to eliminate high frequency day-to-day
variations but retain synoptic scale (e.g. storm systems) variations.

To estimate the moisture dependence, the temperature function (with Q10fixed = 2) is
estimated from Equation 3.17 and removed by division

Φfixed =
F0

e
T
10
·ln(Q10fixed)

(3.19)

This intermediate product is then regressed against saturation S to determine α and β:

Φfixed = Φ2 · (α · S + β) (3.20)

The regression was computed by the least squares method. To elucidate other factors con-
trolling nighttime respiration, a second residual, Φ2, was derived in the same manner as
Φfixed (Equation 3.19) as

Φ2 =
Φfixed

(α · S + β)
(3.21)

The Φ2 residual is analyzed using Empirical Orthogonal Function analysis to see if it corre-
sponds with temporal changes substrate in Section 3.5.4. This leaves our final equation in
the form of equation 3.5 as

F ∗0 = Φ2 · (α · S + β) · e
T
10
·ln(Q10fixed) (3.22)

where F ∗0 is the estimated nighttime NEE.

3.5.3 Nighttime Respiration

We calculate Q10eff (Equation3.14) on interannual (Figure 3.16) and longer timescales
(Table 3.3). By choosing multiple timescales over which to fit the Q10eff parameter, we can
see the difference in attributing all variations in respiration at these timescales to tempera-
ture. Interannual variations in Q10eff at a given site are modest compared to the range in
values among sites (Figure 3.16). Harvard Forest (USHa1) shows a consistent value of Q10eff

between 1.35 and 2.06 across years 1992 to 2006. However, many sites show values of Q10eff

closer to 3 and even larger. Audubon Research Ranch (USAud), a grassland in Arizona,
shows values larger than 3.5 for all years available and Bondville (USBo1), a managed crop
site in Illinois, shows values above 3 for all years except for 2000. These two sites are char-
acterized by a large fraction of bare ground which may increase the temperature sensitivity
by increasing the exposure of soil to the atmosphere. The Brazilian sites (BRSa1, BRSa3)
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both show very low Q10eff , values close to 0.5 as does Varia Ranch (USVar). These sites are
characterized by a poor fit between R and NEE as seen in Figures 3.13 and 3.14.

We also calculate a single Q10eff at each site using all available data across years (Ta-
ble 3.3) at any given site. Deviations of Q10eff from the expected value of 2 supports the
idea that influences such as soil moisture, microbial community dynamics, and changes in
autotrophic respiration for growth or reproductive development all influence the Q10eff pa-
rameter calculated by fitting the full Reco (as measured by nighttime NEE) to temperature.
Some sites do not appear to have an exponential relationship between temperature and NEE
(Figure 3.13) and yet the fit for Q10eff is still statistically signficant. The Brazilian sites
have fits which are significant and explain a large percent of the variance in NEE but do not
follow the theory as intended (c.f. Figures 3.13 and 3.14).

The timescale on which data is used to calculate the Q10 parameter will effect the fit as
processes other than temperature controlling Reco will be included only in regressions over
relevant time scales. We calculate a low frequency Q10, Q10low (Equation 3.15), from the
monthly mean values of temperature and nighttime NEE (as calculated from the half hourly
nighttime data). At many sites the values of Q10low and Q10eff are qualitatively similar
(although not identical), and at others the value of Q10low is unrealistically high. At a few
sites (e.g. USHa2, USNe1, USRo1, USWBW, and USMe5) the values of Q10low (calculated
from monthly values) are systematically higher than the values of Q10eff (calculated from
nightly values), suggesting significant nighttime respiration during high frequency (weather)
events when moisture effects may dominate. Several sites give unrealistically large values for
Φlow and Q10low but not for Q10eff or Q10clim. The analysis at several sites was being strongly
influenced by a few monthly mean values with very low NEE. We have removed outlier values
(NEE < 1gC/m2/s) before solving Equation 3.15 at the following sites: USArb, USGoo,
USNR1, and USWrc.

Some values of Φlow and Q10low are inconsistent with Q10 ∼ 2 expectation. Many of the
large outlier values in Table 3.3 can be explained by a poor fit of NEE with an exponential
temperature relationship. This can be seen as low amounts of variance explained by the fit
(r2) and failure of the significance test (p-value<threshold). Exceptions remain, including
the Brazilian sites where low Q10low values and very high Φlow values give a significant fit
which explains 93% of the variance at USBr1. This surprising fit is due to the lack of
exponential relationship between temperature and NEE at these Tropical sites and even a
negative correlation between T and NEE on monthly time scales (Figures 3.13a and 3.14).
It is not clear at what value a Q10 parameter becomes physically unreasonable. Several sites
show values in the range of 3 to 8 for Q10low with significant variance explained (e.g. USAud,
USHa2, and USRo1) yet may be considered very high.

We also calculate Q10 from climatological T and NEE, Q10clim (Equation 3.16). Many
estimates of Q10clim are within the expected range between 1 and 3, but the values differ from
those calculated on other timescales. The lack of consistency between calculations of Q10

made on different timescales further suggests that it is problematic to use fit values of Q10 to
predict the process response of respiration to changes in temperature (Table 3.3). The direct
fit of nighttime NEE with air temperature is sensitive both to timescale of the averaging
as well as the time range over which measurements are included. This strongly indicates
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Figure 3.16. Values of Q10eff : Q10eff calculated from all data available at a given site in
each year. The value of Q10eff is shown in color and sites are listed alphabetically.
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that processes other than temperature are distorting the expected response to temperature.
Due to this blurring of processes controlling the NEE/temperature relationship we set the
value of Q10, as Q10fixed = 2 for the remainder of our analysis. By setting the temperature
response to a median accepted value we can focus on analyzing other processes we expect to
effect Reco.

After removing the effect of temperature on respiration as represented by a Q10fixed = 2,
the next variable we expect to control the rate of respiration is moisture. We compare
three estimates of soil moisture, represented by saturation (S), to the residual Φ1 as in
equation 3.20 (Table 3.4). Both SNCEP and Slocal explain a significant fraction of the variance
at a few sites (shown in bold), but across the network as a whole the success of saturation at
predicting measured NEE fluxes is poor. SNCEPclim explains some of the variance at a few
more sites, however the confidence in these fits being significant is lower due to the limited
number of values (366 for the climatology). Slocal explains more than 50% of the variance at
USWkg (70%), USSRM (67%), and USVar (50%)—two grassland and one woody savanna
site. Climatological S calculated from NCEP (SNCEPclim) explains more than 50% of the
variance at the same three sites as well as 5 more (BRSa1, BRSa3, USAud, USHo2, USWlr),
two more grassland sites and two tropical evergreen forested sites. In subtropical non-forested
sites we expect moisture to play a dominant role, but it appears that our skill outside of
these sites is limited with the datasets we have used.

The success of using a climatological approach for S as compared to a time varying fit
suggests that the noise in soil moisture variations is not well captured by the measured carbon
fluxes or that the variance in soil moisture on synoptic time scales is poorly represented by
NCEP. We project the carbon fluxes as they depend on soil saturation from SNCEPclim for all
sites with p-values less than 0.15, or 85% confidence that the r2 value is different than zero.
For sites without a significant fit to saturation, we use only the temperature equation with
a Q10fixed = 2. We use this lower bar for confidence due to the limited number of samples
available in the climatological fit. On visual examination, the Φ1 residual and SNCEPclim
seem highly correlated at the sites chosen by this method.

In a fit between temperature and respiration where Q10eff is allowed to vary over time, the
variations in temperature sensitivity are actually representing changes in moisture, substrate
mass, and substrate quality. This representation leads to a problem of scale, particularly
for moisture. The high frequency oscillations in temperature and moisture can be either
correlated or anti-correlated at a single site depending on the storm track. This leads to a
problem of statistical representation of one by the other. Storms can be either warm-wet
(positive correlation between the anomalies) or cold-wet (negative correlation between the
anomalies), allowing the sign of the correlation to change on synoptic time scales. The high-
frequency variations in normalized soil moisture and temperature are shown for Harvard
Forest (USHa1) and Santarem (BRSa1) in Figure 3.17. Storm scale variations show both
positive and negative correlations suggesting that the representation of the effects of soil
moisture through the proxy of temperature (as is done by allowing Q10eff to vary over time)
is unlikely to capture the true response of respiration to moisture changes.
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# Site ID eff Q10eff r2 p-val n low Q10low r2 p-val n clim Q10clim r2 p-val n
1 BRSa1 46.99 0.48 0.17 0.00 865 414 0.19 0.93 0.00 60 180.20 0.32 0.59 0.04 366
2 BRSa3 93.05 0.33 0.16 0.00 1283 76662 0.02 0.51 0.00 78 1550.65 0.14 0.83 0.00 366
3 CANS1 1.04 1.73 0.74 0.00 1152 1.54 1.74 0.97 0.00 55 1.20 1.70 0.96 0.00 366
4 CANS2 0.61 2.01 0.70 0.00 990 1.14 1.22 0.21 0.05 72 0.68 1.99 0.93 0.02 366
5 CANS3 1.02 2.35 0.74 0.00 1369 2.72 3.90 0.72 0.00 72 1.26 2.36 0.92 0.01 366
6 CANS4 0.81 1.87 0.71 0.00 499 1.78 3.98 0.65 0.00 48 0.96 1.96 0.92 0.03 366
7 CANS5 0.98 2.26 0.75 0.00 1332 1.88 2.43 0.47 0.01 65 1.23 2.09 0.96 0.00 366
8 CANS6 0.75 1.93 0.74 0.00 1411 1.44 3.19 0.97 0.00 72 0.89 1.88 0.92 0.02 366
9 CANS7 0.91 1.93 0.78 0.00 881 1.49 1.53 0.93 0.00 55 1.03 1.91 0.95 0.00 366
10 USARM 0.25 1.94 0.28 0.00 1121 0.33 2.08 0.69 0.00 48 0.20 2.28 0.36 0.50 366
11 USARb 0.49 2.11 0.35 0.03 381 0.47 3.17 0.80 0.00 20 0.43 2.43 0.34 0.06 366
12 USARc 0.71 2.14 0.56 0.02 541 0.77 2.71 0.83 0.00 22 0.54 2.50 0.72 0.12 366
13 USAtq 0.23 1.65 0.15 0.00 109 0.48 1.70 0.08 0.59 56 0.19 6.34 0.56 0.07 64
14 USAud 0.02 5.54 0.33 0.00 827 0.02 6.47 0.60 0.00 54 0.00 15.07 0.15 0.74 210
15 USBkg 0.49 3.02 0.61 0.00 875 1.08 3.84 0.91 0.00 36 0.37 4.15 0.71 0.11 345
16 USBo1 0.42 2.70 0.51 0.00 3290 0.61 3.07 0.53 0.00 125 0.25 3.80 0.93 0.02 332
17 USBrw 0.41 1.62 0.27 0.02 24 0.38 3.03 0.87 0.00 32 0.06 0.76 0.15 0.22 45
18 USDix 0.86 1.75 0.48 0.00 183 1.42 1.46 0.71 0.01 24 0.36 3.02 0.74 0.00 332
19 USFPe 0.33 2.10 0.29 0.00 1491 0.25 5.78 0.29 0.00 82 0.18 3.12 0.68 0.26 246
20 USGoo 0.48 2.69 0.53 0.00 1517 0.68 2.46 0.47 0.00 56 0.26 3.74 0.85 0.07 366
21 USHa1 1.64 1.79 0.59 0.00 5245 2.18 1.63 0.30 0.01 150 2.00 1.70 0.93 0.03 366
22 USHa2 0.74 3.39 0.89 0.00 200 0.47 7.19 0.85 0.00 36 0.68 3.53 0.95 0.00 210
23 USHo2 1.08 2.61 0.77 0.00 2186 1.46 3.64 0.95 0.00 96 1.22 2.56 0.97 0.00 366
24 USIvo 0.31 1.59 0.21 0.00 397 0.24 5.04 0.04 0.69 14 0.15 1.69 0.40 0.31 153
25 USKS1 1.24 1.70 0.71 0.00 295 0.72 2.22 0.87 0.00 42 0.82 1.99 0.88 0.00 317
26 USKS2 1.37 1.56 0.33 0.00 307 4.83 0.86 0.01 0.93 60 0.50 2.48 0.36 0.00 329
27 USLPH 1.08 1.97 0.76 0.00 883 0.80 4.26 0.27 0.11 48 1.18 1.97 0.89 0.03 366
28 USLos 0.85 2.16 0.59 0.00 1089 1.41 2.76 0.60 0.00 71 0.90 2.50 0.94 0.00 313
29 USMMS 0.92 1.90 0.68 0.00 2298 0.97 2.25 0.81 0.00 96 0.99 1.92 0.95 0.01 366
30 USMOz 0.85 2.15 0.60 0.00 909 0.40 4.63 0.59 0.02 36 0.85 2.25 0.87 0.03 366
31 USMe1 0.28 3.07 0.35 0.00 204 0.35 3.69 0.94 0.00 36 0.24 6.09 0.87 0.00 224
32 USMe2 1.03 2.35 0.50 0.00 1363 1.22 3.08 0.84 0.00 60 0.96 2.77 0.73 0.08 366
33 USMe3 0.58 2.88 0.44 0.00 598 0.50 6.64 0.86 0.00 34 0.51 3.67 0.59 0.12 340
35 USMe5 0.55 2.98 0.56 0.00 604 0.57 5.04 0.72 0.00 64 0.53 3.48 0.75 0.05 366
35 USNC2 1.14 2.07 0.54 0.00 74 0.94 3.65 0.87 0.00 24 0.28 17.28 0.47 0.00 260
36 USNR1 1.22 2.26 0.69 0.00 2204 1.57 2.49 0.56 0.00 90 1.35 2.50 0.98 0.00 366
37 USNe1 0.70 2.53 0.72 0.00 1543 0.83 4.08 0.99 0.00 72 0.76 2.54 0.91 0.01 366
38 USNe2 0.63 2.51 0.71 0.00 1473 1.25 2.78 0.34 0.00 67 0.71 2.49 0.88 0.00 366
39 USNe3 0.57 2.50 0.68 0.00 1519 0.89 2.87 0.88 0.00 67 0.60 2.55 0.85 0.02 366
40 USOho 0.86 1.85 0.48 0.02 21 0.59 5.18 0.91 0.00 21 0.10 117.37 0.81 0.00 139
41 USRo1 0.39 3.30 0.73 0.00 1004 0.57 6.32 0.95 0.00 34 0.41 3.32 0.81 0.04 366
42 USRo3 0.54 3.16 0.77 0.00 1027 0.80 4.88 0.98 0.00 36 0.59 3.06 0.89 0.02 366
43 USSO3 0.69 0.88 0.01 0.57 757 0.97 0.88 0.02 0.48 61 0.85 0.92 0.01 0.87 366
44 USSO4 0.37 0.91 0.00 0.56 793 0.26 1.62 0.26 0.09 36 0.31 1.00 0.03 0.79 362
45 USSP1 0.73 1.76 0.11 0.00 1441 0.19 4.42 0.10 0.02 72 0.57 2.08 0.73 0.04 366
46 USSP2 2.16 1.60 0.44 0.00 1950 2.89 1.37 0.56 0.00 108 2.12 1.67 0.89 0.03 366
47 USSP3 1.27 1.63 0.27 0.00 1892 0.29 4.05 0.68 0.00 96 1.46 1.60 0.75 0.00 366
48 USSP4 2.64 1.27 0.60 0.00 172 2.36 1.39 0.99 0.00 37 1.80 1.60 0.68 0.00 192
49 USSRM 0.09 2.87 0.42 0.19 242 0.00 2.49E+06 0.82 0.11 12 0.05 3.40 0.41 0.42 253
50 USSyv 0.93 2.99 0.66 0.00 1712 1.78 3.05 0.93 0.00 72 1.13 2.84 0.98 0.00 366
51 USUMB 1.20 2.19 0.84 0.00 1716 1.30 2.97 0.59 0.00 94 1.27 2.23 0.96 0.00 366
52 USVar 6.00 0.19 0.35 0.28 2093 3.82 0.50 0.41 0.00 72 18.23 0.12 0.27 0.57 366
53 USWBW 0.20 3.14 0.53 0.00 1610 0.07 8.78 0.65 0.00 88 0.14 3.81 0.92 0.00 338
54 USWCr 1.02 2.08 0.74 0.00 2347 1.51 2.07 0.91 0.00 95 1.13 2.15 0.94 0.00 366
55 USWi4 6.72 0.56 0.18 0.62 4 2.43 0.98 0.10 0.00 32 0.00 10.94 0.30 0.25 31
56 USWi9 0.77 1.76 0.11 0.00 115 0.08 2.45 0.07 0.56 6 0.25 2.37 0.10 0.36 94
57 USWkg 0.09 1.69 0.05 0.83 238 30.73 0.03 0.04 0.85 12 0.02 3.59 0.01 0.95 171
58 USWlr 0.37 2.91 0.68 0.00 1096 1.02 1.78 0.65 0.00 65 0.32 3.27 0.83 0.07 366
59 USWrc 0.85 2.73 0.44 0.00 2268 1.60 1.82 0.21 0.05 103 0.91 2.86 0.86 0.04 366

Effective Low Climatology

Table 3.3. Regression Coefficients for Temperature: Table of fit coefficients for each
site from an analysis with temperature following Equations 3.14-3.16. r2 values show the
percent of variance explained, p-value indicates significance, and n represents the number
of values used in each calculation with a maximum n of 5479 for Q10eff ,180 for Q10low, and
366 for Q10clim. Italics indicate an r2 that is not significantly different than zero at 90%
confidence climatological calculations and 95% confidence for time varying calculations.
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# Site ID r2 p-val n r2 p-val n r2 p-val n
1 BRSa1 -0.63 5.82 0.72 0.07 366 1.04 0.95 0.27 0.00 865 0.00 1.51 0.00 0.97 865
2 BRSa3 -1.39 6.95 0.79 0.13 366 0.98 0.54 0.23 0.00 1283 1.10 0.53 0.23 0.00 1281
3 CANS1 3.78 -8.06 0.28 0.29 366 -0.99 1.88 0.03 0.22 1152 -1.05 1.75 0.04 0.41 1028
4 CANS2 1.38 -2.12 0.04 0.27 366 -0.42 1.00 0.00 0.67 990 -0.03 0.67 0.01 0.47 591
5 CANS3 0.87 1.30 0.01 0.93 366 0.84 0.63 0.05 0.30 1369 1.47 0.52 0.10 0.27 936
6 CANS4 2.54 -4.92 0.19 0.01 366 -0.80 1.50 0.03 0.24 499 0.36 0.80 0.02 0.38 483
7 CANS5 1.59 -1.06 0.01 0.72 366 0.52 0.80 0.01 0.40 1332 1.38 0.56 0.09 0.05 967
8 CANS6 2.72 -5.65 0.15 0.19 366 -0.36 1.13 0.01 0.59 1411 -0.30 1.08 0.00 0.73 1051
9 CANS7 2.29 -3.89 0.13 0.20 366 -0.22 1.19 0.00 0.57 881 0.05 0.99 0.00 0.94 656
10 USARM -1.55 6.43 0.15 0.42 366 0.09 0.30 0.00 0.72 1121 0.23 0.24 0.02 0.44 787
11 USARb -4.61 18.29 0.17 0.14 366 0.78 0.25 0.05 0.05 381 0.76 0.33 0.06 0.16 378
12 USARc -4.06 16.93 0.19 0.16 366 0.80 0.44 0.06 0.11 541 1.17 0.32 0.19 0.01 539
13 USAtq -11.91 35.72 0.22 0.19 366 -1.45 1.47 0.08 0.38 109 0.00 0.47 0.00 0.98 109
14 USAud -1.49 5.68 0.58 0.09 366 0.43 -0.09 0.17 0.02 827 0.08 0.13 0.01 0.52 802
15 USBkg 0.63 0.38 0.00 0.94 366 0.75 0.40 0.04 0.33 875 0.92 0.40 0.16 0.05 868
16 USBo1 -2.08 8.85 0.02 0.80 366 -0.10 0.86 0.00 0.56 3288 -0.95 1.29 0.01 0.37 2696
17 USBrw 0.64 -1.97 0.03 0.29 366 0.83 0.75 0.01 0.63 24 0.00 1.09 0.00 0.99 24
18 USDix -3.92 14.64 0.06 0.42 366 0.87 0.42 0.01 0.62 182 0.00 1.01 0.00 0.96 182
19 USFPe 1.63 -5.39 0.10 0.65 366 0.40 0.36 0.00 0.93 1491 -0.71 1.16 0.05 0.06 918
20 USGoo 0.96 -0.58 0.00 0.93 366 -0.12 0.97 0.01 0.45 1515 0.41 0.70 0.03 0.33 1381
21 USHa1 -1.07 8.88 0.13 0.59 366 -0.36 1.95 0.00 0.35 5242 0.00 1.73 0.00 0.94 5242
22 USHa2 11.77 -33.93 0.45 0.36 366 -0.58 1.75 0.02 0.02 200 0.00 1.38 0.00 0.00 200
23 USHo2 8.92 -23.53 0.58 0.08 366 -1.06 2.14 0.09 0.29 2186 0.00 1.41 0.00 0.99 2186
24 USIvo -6.59 16.99 0.21 0.20 366 -1.51 1.72 0.04 0.05 397 0.00 0.78 0.00 0.96 397
25 USKS1 0.35 1.13 0.01 0.76 366 -0.05 0.91 0.00 0.74 295 -0.09 0.92 0.01 0.65 250
26 USKS2 2.40 -5.36 0.16 0.30 366 0.46 0.72 0.04 0.18 307 0.40 0.76 0.05 0.08 281
27 USLPH 2.50 -4.04 0.06 0.10 366 -0.41 1.44 0.03 0.10 883 0.00 1.15 0.00 0.97 883
28 USLos 1.71 -2.55 0.01 0.85 366 -0.52 1.40 0.03 0.12 1089 0.00 1.04 0.00 0.97 1089
29 USMMS 0.66 0.88 0.01 0.88 366 0.09 0.88 0.00 0.59 2298 0.26 0.76 0.01 0.20 723
30 USMOz -3.38 14.53 0.22 0.08 366 0.09 1.00 0.00 0.73 907 0.21 0.94 0.00 0.62 905
31 USMe1 -0.34 1.62 0.25 0.21 366 -0.03 0.39 0.00 0.91 204 0.25 0.23 0.02 0.61 178
32 USMe2 2.04 -2.14 0.09 0.70 366 -0.19 1.45 0.02 0.78 1361 -0.40 1.54 0.04 0.78 1363
33 USMe3 1.66 -2.41 0.08 0.77 366 -0.07 1.01 0.02 0.82 598 0.08 0.93 0.02 0.78 595
35 USMe5 1.33 -1.52 0.09 0.79 366 -0.09 0.88 0.00 0.85 604 -0.27 0.96 0.01 0.86 604
35 USNC2 2.92 -8.02 0.03 0.18 366 0.29 1.14 0.00 0.99 74 -0.40 1.40 0.01 0.88 63
36 USNR1 0.96 1.55 0.01 0.88 366 0.56 1.04 0.03 0.04 2202 0.53 1.07 0.03 0.19 1185
37 USNe1 -3.14 14.46 0.17 0.60 366 0.44 0.75 0.01 0.36 1543 -0.39 1.25 0.00 0.68 1536
38 USNe2 -2.09 10.44 0.14 0.65 366 0.35 0.72 0.01 0.22 1473 -0.71 1.32 0.04 0.07 1460
39 USNe3 -2.65 11.96 0.20 0.54 366 0.25 0.69 0.02 0.21 1519 -0.92 1.31 0.08 0.06 1513
40 USOho 2.45 -7.58 0.09 0.31 366 0.65 0.53 0.05 0.30 21 -0.42 1.08 0.02 0.44 20
41 USRo1 -0.34 3.66 0.02 0.86 366 -0.08 0.84 0.00 0.99 1002 0.00 0.79 0.00 0.99 1002
42 USRo3 0.04 3.07 0.01 0.87 366 0.15 0.88 0.00 0.92 1025 0.00 0.98 0.00 0.99 1025
43 USSO3 -0.09 1.87 0.08 0.78 366 0.04 0.37 0.00 0.88 755 0.59 -0.03 0.21 0.00 363
44 USSO4 0.29 -0.55 0.02 0.81 366 0.18 0.13 0.03 0.18 793 0.31 0.09 0.10 0.01 782
45 USSP1 0.93 -0.93 0.02 0.53 366 0.09 0.69 0.01 0.36 1439 0.00 0.74 0.00 0.96 1439
46 USSP2 3.78 -7.11 0.39 0.14 366 -0.07 1.65 0.00 0.74 1950 0.00 1.61 0.00 0.94 1950
47 USSP3 2.49 -4.82 0.32 0.18 366 -0.10 1.05 0.00 0.72 1892 0.00 0.99 0.00 0.97 1892
48 USSP4 5.90 -16.60 0.24 0.40 366 0.72 0.92 0.06 0.54 172 0.00 1.37 0.00 0.99 172
49 USSRM -1.67 6.78 0.60 0.01 366 0.59 -0.13 0.32 0.11 240 0.99 -0.24 0.67 0.00 242
50 USSyv 5.29 -12.25 0.15 0.61 366 -1.49 2.45 0.07 0.01 1710 -1.51 2.27 0.04 0.22 1637
51 USUMB 1.19 0.67 0.00 0.99 366 -0.51 1.70 0.03 0.12 1716 0.00 1.35 0.00 0.95 1716
52 USVar -2.74 12.69 0.83 0.08 366 2.70 -0.59 0.38 0.04 2091 3.31 -0.85 0.50 0.05 2046
53 USWBW 0.66 -0.75 0.00 0.80 366 0.18 0.39 0.00 0.85 1610 0.00 0.50 0.00 0.97 1610
54 USWCr 1.83 -2.01 0.04 0.61 366 -0.27 1.31 0.01 0.17 2347 -0.04 1.14 0.00 0.76 2265
55 USWi4 -0.03 0.14 0.01 0.72 366 0.04 0.60 0.00 0.96 4 -5.46 2.88 0.27 0.63 4
56 USWi9 -1.59 4.99 0.02 0.42 366 -1.20 1.62 0.05 0.03 115 0.00 0.78 0.00 1.00 115
57 USWkg -1.26 4.91 0.66 0.04 366 0.50 -0.19 0.35 0.02 236 0.56 -0.18 0.70 0.00 238
58 USWlr -7.33 27.99 0.74 0.00 366 0.46 0.41 0.02 0.13 1096 -0.48 0.95 0.07 0.47 1092
59 USWrc 2.42 -3.25 0.29 0.60 366 -0.74 1.81 0.04 0.09 2268 -0.45 1.55 0.01 0.26 1888

SNCEP SlocalSNCEPclim

Table 3.4. Regression Coefficients for Saturation: Table of fit coefficients for each
site for a regression between Φ1 and saturation from Equation 3.20 using climatological
soil moisture derived from NCEP (SNCEPclim), time-varying NCEP derived soil moisture
(SNCEP ), and locally measured soil moisture (Slocal). r

2 values show the percent of variance
explained, p-value indicates significance, and n represents the number of values used in
each calculation with a maximum n 366 for SNCEPclim, and 5479 for SNCEP and Slocal. Bold
values indicate an r2 that is significantly different than zero at 85% confidence climatological
calculations and 95% confidence for time varying calculations.
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Figure 3.17. High Frequency Temperature and Saturation: High frequency standard-
ized temperature (red) and soil moisture (blue) for (a) Harvard Forest (USHa1) and (b)
Santarem (BRSa1). High frequency variations are calculated as anomalies from climatology
by removing the climatological T or S from the full time-varying signal.
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3.5.4 Model Residuals: Time Varying Substrate?

As we have captured the effects of temperature and soil moisture, we can now analyze the
Φ2 residual (Equation 3.21) with respect to other processes that remain un-captured by our
analysis. We expect that the remaining processes controlling nighttime NEE will depend on
the mass of leaf and fine root litter available for decomposition. We calculate the EOF/PCs

of the Φ̂2 residual using SNCEPclim as our saturation dataset (Table 3.2). The PC1 time
series (representing 37% of the variance) has a seasonal cycle with a peak in mid August

(Figure 3.18a). The EOF1 of Φ̂2 shows positive values in the central US, as well as in Oregon,
Alaska, Arizona, and one site each in the Northeast USA and Canada. Southern California
grasslands show a negative EOF1 value as do the stations in Florida and USHa1. PC2 of
Φ̂2 (Figure 3.18b) has a strong peak in late January and a low peak in mid August with
large EOF2 values at the Canadian sites. This suggests that these sites experience a pulse of
respiratory fluxes during winter. The negative EOF2 amplitudes in the Pacific Northwest,
Southeast USA and Southern California suggest high respiratory fluxes in the late spring,
possibly from respiratory fluxes associated with construction of new plant material. EOFs
3 and 4 show shorter time-scale pulses of respiration.

High EOF1 values indicate that seasonal respiration fluxes with a peak in late summer-
early fall are unaccounted for. We suggest that the remaining residual may be due to
seasonal variations in mass of material available for decomposition. Mass of the substrate
also changes throughout the year due to changes in above ground leaf litter, below ground
root mass, and variations in autotrophic respiration. The PC1 of Φ̂2 can therefore be though
of as a mass function at sites where EOF1 is positive. We note that Reichstein et al. [2003]
find a time varying signal with similar seasonality in Fb from Equation 3.12 when they allow
the parameters to vary over time although they do not identify it as a seasonal variation in
substrate mass.

Whatever processes control the remaining variance in nighttime NEE vary over time
and space. The annual and interannual fluxes in substrate available for decomposition are
not considered in the operational approach estimating fluxes of respiration (c.f. Falge et al.
[2002]) but the effects are wrapped into the Q10eff term. In a process-based approach,
the mass should be considered independently. In addition to mass there are likely other
processes controlling respiration fluxes including changes in substrate quality and microbial
community dynamics over time. Accurate modeling of respiration, and thus GPP, will likely
require observations of the temporal variation of these additional factors.

3.6 Conclusions

Modeling ecosystem respiration is no easy task. Several processes with spatial and tempo-
ral variability control the rate of soil respiration and direct measurements for the validation
of models are unavailable at large-scales. The partitioning of carbon flux measurements
from eddy covariance flux towers into photosynthesis and ecosystem respiration is further
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Figure 3.18. EOF/PCs of Φ̂2: EOF/PCs 1-4 (a-d) of Φ̂2. The map in each panel shows
the spatial values of the EOF and the time series shows the associated PC. The variance
represented by each mode is indicated in the title of the time series plot.
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complicated by the fact that the measured signal includes respiration fluxes from the entire
ecosystem. Despite the difficulty of the problem, respiration must be estimated both in
ecosystem models to obtain a net carbon flux from the surface, and from measurements of
net carbon flux at eddy covariance flux towers to estimate photosynthetic fluxes. Models of
the global carbon cycle represent these fluxes with process-based empirical formulations. Pa-
rameters for these formulations are usually found from small-scale observational data. With
its extensive spatial coverage the Ameriflux carbon flux data has the potential for validating
parameters to be used in global scale ecosystem models.

We expect the temperature sensitivity of biogeochemical processes to be relatively con-
stant. Allowing the temperature sensitivity (as represented by Q10) of the respiration-
temperature relationship to change over time implicitly assigns variability from other pro-
cesses controlling the rate of respiration to a temperature dependence. Our analysis shows
that the fit parameter Q10eff depends on both the timescale of variation as well as the time
range over which we calculate the parameter. This strongly suggests that Q10eff is capturing
the effects of processes other than temperature. These other processes implicitly captured
by Q10eff do not necessarily scale with temperature when daytime respiration fluxes are
extrapolated from nighttime parameters.

By fixing the temperature sensitivity we analyzed the effects of other variables on the
rate of respiratory fluxes. Moisture, as measured by a saturation index, is able to explain a
significant percent of the variability at a few sites, but overall across the network the skill of
moisture for explaining variability in respiration is poor. Sites showing a strong relationship
with moisture are subtropical grasslands and shrublands—ecosystems that are water limited.

Ecosystem respiration is modulated not only by temperature and moisture, but also by
the availability of substrate and fluctuations in mass available for decomposition should
follow a seasonal pattern. The Φ2 residuals of our respiration flux after accounting for tem-
perature and moisture show that substrate seasonality is an important factor for respiration.
We hypothesize that the remaining signal represents seasonal variations in substrate mass,
probably from changes in fine root decomposition as well as leaf litter.

The Ameriflux data network is potentially useful for gaining insight into the range of
relationships possible for respiration and photosynthesis but much work is needed to develop
a more successful representation of respiration before the published estimates of GPP can be
trusted for use in the validation of large-scale models. Temporal information on soil moisture
conditions, soil organic matter mass, and leaf litter mass at site locations will be necessary in
order to estimate respiration, and thus GPP, defensibly on a large-scale. Although much can
be learned from the global Ameriflux network, the GPP product should be viewed cautiously,
especially when used to validate large-scale carbon-cycle climate models.
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Chapter 4

Remote Effects of Mid Latitude

Afforestation

4.1 Abstract

We find that large scale increases in mid latitude forests have the ability to modify
northern hemisphere temperatures and global circulation patterns resulting in effects on
both the local and global climate and carbon cycle. A northward shift of the intertropical
convergence zone over Africa associated with afforestation in mid latitudes suggests that
extratropical vegetation may be partly responsible for the maintenance of precipitation over
the Sahara observed in proxy records of vegetation from the Mid Holocene. The ability of
vegetation to effect remote circulation has implications for the role that plants may play in
the current climate as well as in climates of the past.

4.2 Introduction

The local impact of forests on climate at both low and high latitudes is relatively well
understood. In the northern high latitudes, trees create warming due to low albedo (e.g.
Bonan et al. [1992]), particularly when leaves cover snow, and increases in water vapor due to
transpiration [Swann et al., 2010]. In the tropics, trees increase evapotranspiration from the
surface keeping temperatures cool and precipitation rates high by recycling water through
the surface back to the atmosphere. The local impact of trees in mid latitudes is less well
constrained. Changes in both albedo and transpiration compete to control the local surface
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temperature response and models disagree on the net effect of adding tree cover in mid
latitudes [Bonan, 2008].

Changes in land cover have both biophysical and biochemical effects, modifying energy,
water, carbon and momentum fluxes from the surface. In general, vegetation is thought to
have primarily local effects on climate by modifying local energy balances. Changes in carbon
fluxes associated with changes in vegetation cover, on the other hand, are long-lived and
therefore transported throughout the atmosphere to modify the global CO2 concentration.
While small compared to the radiative forcing from fossil fuel emissions, the carbon emitted
by the land surface has global radiative forcing effects.

Afforestation, the re-growth of trees on non-forested land, is one of the proposed actions
for climate change mitigation as it is assumed that the growth of forests will take up and
store carbon from the atmosphere. Carbon stocks of forests may be included in a market
for trading carbon credits worldwide. The expansion of forest crops for conversion to biofuel
is also a real possibility, one that is proposed as potential land cover for representative
concentration pathways specified in the IPCC AR5 protocol [Moss et al., 2010].

In this study we investigate the impact of large-scale changes in mid latitude deciduous
tree cover and identify processes that control the interaction between ecosystems and climate.
We find that large increases in tree cover at mid latitudes decreases albedo across the northern
hemisphere leading to widespread warming and a shift of the general circulation. As the
intertropcial convergence zone (ITCZ) moves northward, precipitation totals rise over the
Sahel and Sahara regions in Africa and decrease over parts of the Amazon basin. This results
in a drop in productivity over the Amazon and creates conditions for the growth of plants in
the Sahara. We suggest the hypothesis that mid latitude tree cover may be partly responsible
for supporting sufficient precipitation to maintain green vegetation over the Sahel and lower
Sahara region ∼6000 years ago during the Mid Holocene.

4.3 The 6Kya problem

The Sahel and lower Sahara region in Africa are thought to have been far wetter 6Kya.
These regions lie on the edge of the Tropics but are currently dry and, in the case of the
Sahara, home to little vegetation. Paleo-vegetation proxies in Africa indicate that at 6Kya
grassland steppe was found as far north as 23◦ and desert vegetation was not found south of
20◦ [Jolly et al., 1998]. Paleo proxies also indicate that lakes were more widespread in Africa
[Street-Perrott et al., 1989]. Two mechanisms have been invoked for how the Sahara was
capable of maintaining sufficient precipitation for vegetation in the past despite its current
state as desert. First, the orbital forcing at 6Kya was such that the earth was slightly closer
to the sun in the summer and farther in the winter compared to present day. This leads
to an increase in the seasonality of temperature in the Northern Hemisphere with warmer
summers and cooler winters [Braconnot et al., 2007a].

Charney et al. [1975] (as well as Charney [1975]) introduced a second mechanism as a
theory for why the Sahara is maintained as a desert. The contrast in albedo between a bright
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desert and a dark ocean surface maintains an east-west circulation cycle with updraft over the
ocean and enhanced downwelling of hot, dry air over the desert. This east-west circulation
couples with the north-south circulation associated with the Hadley cell to reinforce the hot,
dry conditions in the Sahara desert. If the desert is instead vegetated, the surface is darker
and provides less of an albedo contrast to the adjacent ocean reducing the zonal circulation.
By removing the east-west circulation component of the downwelling of hot, dry air the
Sahara is allowed to get wetter. The Charney hypothesis does not explain how the earth
may move from one state (desert) to the other (vegetated) but does provide the concept
of multiple stable states and suggests that if the Sahara were somehow vegetated, it may
maintain its own precipitation by decreasing the downwelling of hot, dry air relative to the
desert state.

Modeling work has been done attempting to incorporate and evaluate the effects of
orbital forcing, local vegetation changes and changes in ocean surface temperatures (e.g.
Joussaume et al. [1995]; Braconnot et al. [2000]) to explain the difference in vegetation
distribution between 6Kya and today in the Sahara/Sahel region. A northward shift in the
ITCZ is observed in the model experiments of the second phase of the paleo model inter-
comparison project (PMIP2) due simply to the change in orbital forcing. The vegetation
in PMIP2 experiments is specified as present day vegetation (as is represented by each
participating modeling group). Some of the model runs in the project also include dynamic
vegetation, an interactive calculation of what vegetation type is best suited for the conditions
allowing for changing vegetation distributions. Within the PMIP2 project, none of the model
experiments, either with dynamic vegetation or not, are able to reproduce a shift in the
ITCZ far enough north to sustain sufficient precipitation to support the observed changes in
vegetation Braconnot et al. [2007a].

Additional modeling work outside of the PMIP projects have had greater success (i.e.
Claussen and Gayler [1997]; Claussen et al. [1999]; Levis et al. [2004]; Zeng et al. [1999]).
Bonfils et al. [2001] find that the initial albedo value of the hot desert in a model determines
the change in albedo when vegetation establishes and thus the initial albedo controls the
potential for response to changes in vegetation cover. Levis et al. [2004] show a sufficient
increase in precipitation for 6Kya using the CCSM2 climate model. The increase in pre-
cipitation is found to depend on the albedo of the bare soil within northern Africa, so that
changes in soil texture and color due to moistening have a large impact on the shift of the
ITCZ northward. The response is also partly due to ocean feedbacks, but primarily they en-
list local land surface feedbacks to explain changes in precipitation. In contrast, we propose
that an additional forcing, from the remote effects of mid-latitude vegetation changes, could
also play a role in the shift of precipitation patterns at 6Kya as compared to today.

Vegetation distributions from 6Kya show that deciduous forests were widespread in mid
latitudes, especially in Europe [Prentice et al., 1998]. The distribution of grasslands in
Eurasia was diminished and replaced by deciduous trees [Tarasov et al., 1998] consistent with
the conversion of vegetation we impose in our experiments. The conversion of cultivated land
to trees over North America is defensible as a realistic representation of prior vegetation,
however the natural grasslands of North America appear to have retained their distributions
from 6Kya to present [Prentice et al., 1998]. Our conversion of cultivated land and C3
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Figure 4.1. Map of New Trees: Map of area of new deciduous trees in V-FO and V-IO
in units of 104km2. The area is occupied by C3 grasslands and cultivated land in C-FO and
C-IO. The total area converted is 2.1 x 107km2. New vegetation is added between 30◦ and
60◦ both north and south.

grassland to deciduous trees is qualitatively consistent with the published maps of vegetation
cover reconstruction over Europe and eastern North America [Prentice et al., 2000]. We
suggest that this study provides a maximum estimate of the effect of deciduous trees in mid
latitudes on remote circulation and precipitation patterns.

4.4 Methods

To investigate the role of vegetation changes in mid latitudes, we use the National Center
for Atmospheric Research (NCAR) Community Atmosphere and Land models with an in-
teractive carbon cycle (CAM 3.0-CLM 3.5-CASA’) [Collins et al., 2006; Doney et al., 2006;
Kiehl et al., 2006]. All mid latitude area in the map of present day vegetation between 30◦

and 60◦ currently occupied by either C3 grasses or agriculture is converted to broad-leaf de-
ciduous trees and all previously designated vegetation is left unmodified, as are glaciers and
lakes. The converted area totals 21,000,000 km2. This particular conversion (from grass and
crops to forest) is used to simulate the re-forestation of current grasslands. The area of forest
represented by the vegetation experiments is qualitatively consistent with the distribution of
vegetation inferred from proxy records of 6Kya (see Section 4.3). The exact distribution of
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vegetation used in these simulations is extreme and should be viewed as a maximum effect
of afforestation in mid latitudes.

The model control (C, standard land cover) and experiment (V, modified land cover) are
each run with two representations of the ocean: an interactive slab ocean model (IO) with
thermodynamic sea-ice [Oleson et al., 2008], and a fixed ocean (FO) wherein sea surface
temperature and sea-ice are set to the monthly-mean conditions in the C-IO control run.
The four model runs are integrated for 30 years, and the results presented are averages of
the last 20 years. The spin-up time of 10 years is sufficient to bring climate variables into
equilibrium. The spatial resolution of the model is T42 which corresponds to approximately
2.8◦ by 2.8◦ gridcells. Values in Tables 4.1-4.3 are reported as the mean over three months
(June, July, and August - JJA, and December, January, and February - DJF) or the annual
mean over either the land or ocean area in the averaging region. Water import is calculated
as the flux into the averaging region. Significance is calculated using an estimated 10 degrees
of freedom for each 20-year period and reported as p-values where a p-value of 0.05 indicates
that we reject the null hypothesis that the anomaly is zero with 95% confidence (shown in
bold).

Due to the mass fixer in the non-conservative semi-lagrangian transport scheme we cannot
calculate the actual model transport of water vapor [Rasch and Williamson, 1990]. We
are able to estimate model transport but using this estimate we cannot close the water
budget, even on annual time scales, indicating that the estimated transport is far from the
actual transport experienced in the model. As the true model transport is unknown and
the turnover time of water in the atmosphere is assumed to be of order 10 days, we infer an
effective transport for each month as the residual of P-E (including transpiration, canopy
evaporation, ground evaporation and ocean evaporation). This effective import is used in
Tables 4.1, 4.2, and 4.3.

Fields from our equilibrium climate model experiments will be reported as anomalies,
represented by ∆φ, and are calculated as the difference in climate variable φ simulated by
the experiments with expanded forest cover and present day vegetation distribution with the
same ocean module (either ∆V-IO or ∆V-FO). The vegetation interacts with climate through
changing stomatal conductance, leaf area, and mass and hence albedo and transpiration. The
∆V-FO anomalies are an approximation of the response to direct forcing from vegetation
expansion as any feedbacks associated with changes in ocean temperature or sea ice-cover
are damped. The ∆V-IO anomalies can be considered as the whole earth system response
including the response both to direct forcing and any associated feedbacks. The difference
between the two anomalies, δ∆φ = ∆φ (∆V-IO) - ∆φ (∆V-FO), represents the additional
feedback (from both land and ocean) experienced when the ocean and sea ice are allowed to
adjust. Average anomalies and control values are calculated over the mid-latitudes defined
by the region between 30◦ and 60◦ both north (Table 4.1) and south (Table 4.2) and also as
the northern hemisphere mid and high latitude mean calculated as the mean over the region
north of 30◦ N (Table 4.3).
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4.5 Results and Discussion

4.5.1 Climate Effects of Afforestation

The addition of trees at mid latitudes results in the warming (∆T) of the northern
hemisphere (Figure 4.2). Local warming over land is seen in ∆V-FO and hemispheric-wide
warming is seen in ∆V-IO. The mid latitude land warms by 1.5 (0.46) ◦C in the annual mean
and 1.7 (1.1) ◦C in summer for IO (FO) (see Table 4.1). In high latitudes, the fraction of
snow cover decreases in ∆V-IO with the addition of mid latitude trees during winter and
spring months (Table 4.1, DJF; Figure 4.3, MAM).

Notably, the ITCZ appears to move northward in both ∆V-IO and ∆V-FO (Figure 4.5)
by up to 2◦ globally in ∆V-IO (Figure 4.17). The shift happens globally, but over Africa
precipitation reaches into the Sahel and lower Sahara desert. In a latitudinal transect of
Africa, precipitation increases by more than 200 mm/yr north of 20◦N in IO and up to 150
mm/yr in FO (Figure 4.4). The precipitation increase in ∆V-IO is consistent with predic-
tions of the necessary excess precipitation needed to maintain steppe vegetation observed to
inhabit the region at 6Kya [Joussaume et al., 1999].

Surface albedo decreases in the mid-latitudes with the addition of trees (Figure 4.6) and
is the primary cause of the warming by causing an increase in absorbed solar radiation at
the surface. The albedo difference is evident in all seasons, indicating that the modeled
representation of deciduous forest albedo is darker than that of grasses and the change in
albedo is not entirely due to snow masking by trees. Figure 4.7 shows that the largest ∆ of
absorbed solar radiation at the surface in mid latitudes occurs during the summer and fall.
In addition to the albedo changes over land, there are albedo changes over ocean in both the
high northern and southern latitudes associated with a decrease in sea ice area (Figure 4.8,
also Figure 4.7).

4.5.2 Water Fluxes

The flux of water from the surface by transpiration increases with the addition of trees
as compared to grasses (Figure 4.10). The net change in latent heat flux is mostly near zero
as the increase in transpiration flux is largely balanced by a decrease in ground evaporation
flux (Figure 4.11). As the net change in latent heat flux is small, sensible heat fluxes balance
almost all of the additional absorbed solar radiation (Figure 4.13). As albedo decreases with
the expansion of trees, the additional absorbed solar radiation is primarily transferred out
of the surface as sensible heat at an almost one to one ratio in Wm−2 (Figure 4.14).

Though the net latent heat flux is small, the compensating fluxes in transpiration and
ground evaporation are not. At first consideration, trees shelter the ground from the at-
mosphere and so ground evaporation fluxes are expected to be lower under trees due to
a decrease in radiation reaching the surface. This would lead to the expectation that the
decrease in ground evaporation is a direct consequence of the increase in leaf area (measured
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(a) ∆V-IO Temperature (Kelvin)

(b) ∆V-FO Temperature (Kelvin)

Figure 4.2. Annual Mean ∆Temperature: The anomaly in near surface temperature
(∆T) in Kelvin for a model experiment where trees are introduced on C3 grasslands and
cultivated land with (a) an interactive ocean (∆V-IO) and (b) a fixed ocean (∆V-FO).
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(a) ∆V-IO Snow Cover (Fraction)

(b) ∆V-FO Snow Cover (Fraction)

Figure 4.3. Annual Mean ∆Snow Cover (Fraction): The same as Figure 4.2 for ∆
fractional snow cover.
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Figure 4.4. Precipitation over Africa (20◦W to 30◦E): Zonal precipitation transects
averaged over Africa (20◦W to 30◦E) for (a) total precipitation in mm/yr for C-IO (blue)
and C-FO (red) as well as the +/- 1 σ error bars (dotted lines). (b) the ∆precipitation in
mm/yr for ∆V-IO (blue) and ∆V-FO (red) as well as the +/- 1 σ error bars (dotted lines).
Excess precipitation needed to maintain steppe vegetation observed to inhabit the region at
6Kya as in Joussaume et al. [1999].
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(a) ∆V-IO Precipitation (mm/day)

(b) ∆V-FO Precipitation (mm/day)

Figure 4.5. Annual Mean ∆Precipitation (mm/day): The same as Figure 4.2 for ∆
precipitation in mm/day.
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(a) ∆V-IO Albedo

(b) ∆V-FO Albedo

Figure 4.6. Annual Mean ∆Albedo: The same as Figure 4.2 for ∆ surface albedo.
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Figure 4.7. Zonal ∆SW Absorbed: A zonally averaged profile of ∆ absorbed short wave
radiation in Wm−2 for ∆V-IO due to the change in albedo seen in Figure 4.6a.

Figure 4.8. ∆Sea Ice Cover (Fraction): The anomaly in sea ice cover in fraction for ∆V-
IO. The ∆V-FO run has no change in sea ice due to the fixed ocean boundary conditions.
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(a) ∆V-IO Total Latent Heat Flux (Wm−2)

(b) ∆V-FO Total Latent Heat Flux (Wm−2)

Figure 4.9. ∆Latent Heat Flux (Wm−2): The same as Figure 4.2 for ∆total surface
latent heat flux over both land and ocean in units of Wm−2.
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(a) ∆V-IO Transpirtion Flux (Wm−2)

(b) ∆V-FO Transpiration Flux (Wm−2)

Figure 4.10. ∆Transpiration Flux (Wm−2): The same as Figure 4.2 for ∆ transpiration
flux in units of Wm−2.
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(a) ∆V-IO Ground Evaporation Flux (Wm−2)

(b) ∆V-FO Ground Evaporation Flux (Wm−2)

Figure 4.11. ∆Ground Evaporation Flux (Wm−2): The same as Figure 4.2 for ∆ ground
evaporation flux in units of Wm−2.
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(a) ∆V-IO Canopy Evaporation Flux (Wm−2)

(b) ∆V-FO Canopy Evaporation Flux (Wm−2)

Figure 4.12. ∆Canopy Evaporation Flux (Wm−2): The same as Figure 4.2 for ∆ canopy
evaporation flux in units of Wm−2.
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as leaf area index; LAI). The spatial maps of ∆LAI (Figure 4.15), new vegetation area (Fig-
ure 4.1), and ∆ground evaporation (Figure 4.11) match in some regions, such as Europe and
the Mediterranean, but do not match well in others such as central North America. In a
few regions, the ∆LAI actually decreases with the addition of trees, meaning that the trees
in our experiment are not able to support as many leaves as the grasses in the control run.
One small region of ∆LAI decrease is just south of the great lakes in the United States. The
drop in LAI is not explained by water limitation as soil moisture in that region increases or
stays constant (Figure 4.16).

Transpiration does not uniformly increase after the conversion from grass to trees. ∆LAI
is not larger everywhere with the addition of trees. Observations of maximum canopy con-
ductance over various plant types indicate that grasses and deciduous trees may not have
substantially different conductance values when water and light are not limiting [Kelliher
et al., 1995]. Although counter-intuitive, the lack of a uniform increase in transpiration with
the conversion from grass to trees is perhaps not unexpected.

In contrast to the northern hemisphere, the southern hemisphere cools (Figure 4.2, Ta-
ble 4.2). Trees were also added in the southern hemisphere mid latitudes, but unlike the
northern hemisphere, productivity and transpiration increase uniformly with the shift from
grass to trees. In this case the increase in transpiration is not balanced by a decrease in
ground evaporation leading to a net latent heat flux from the surface to the atmosphere
(Figures 4.10, 4.11, 4.9). The area of converted land is far less in the southern hemisphere,
and the local cooling from latent heat flux overpowers any warming associated with a de-
crease in albedo. Interestingly, the cooler and wetter conditions are associated with an
increase in productivity (Figure 4.23)

4.5.3 Changes in General Circulation

The ITCZ shifts northward with the addition of trees as is evident in the map of
∆precipitation (Figure 4.5). The shift is global, and regionally quite large (i.e. the East
Pacific). The location of the peak in the ITCZ is calculated following Equtation 4 from
Lintner et al. [2004] as the precipitation maximum weighted latitude

ITCZ(t) =

∫ φ2

φ1
λmax(φ, t)pptmax(φ, t)dφ∫ φ2

φ1
pptmax(φ, t)dφ

(4.1)

where pptmax represents the maximum precipitation between 15◦ north and south, λmax rep-
resents the latitude of the occurrence of maximum precipitation, and φ represents longitude.
The movement of the peak of the ITCZ is on the order of 1◦ in most locations and up to
6◦ in the East Pacific region. The global average climatological ITCZ location is plotted
in Figure 4.17. Over Africa (20◦W to 30◦E), the peak ITCZ location reaches its maximum
northward extent at 10 ◦N in the C-IO and about 11 ◦N in V-IO (Figure 4.18).

The main increase in precipitation associated with the addition of mid latitude trees
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(a) ∆V-IO Sensible Heat Flux (Wm−2)

(b) ∆V-FO Sensible Heat Flux (Wm−2)

Figure 4.13. ∆Sensible Heat Fluxes (Wm−2): The same as Figure 4.2 for ∆ sensible
heat flux in units of Wm−2.

86



−10 −5 0 5 10 15 20 25

−5

0

5

10

15

20

25

30

Δ Solar Absorbed at the Surface (Wm−2)

Δ
 S

en
si

bl
e 

H
ea

t F
lu

x 
(W

m
−2

)

(a) ∆V-IO Absorbed Solar vs. Sensible Heat Flux
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(b) ∆V-FO Absorbed Solar vs. Sensible Heat Flux

Figure 4.14. ∆Sensible Heat Flux vs. ∆Absorbed Solar Radiation: The anomaly in
∆ absorbed solar radiation at the surface (due to the change in albedo) plotted against ∆
sensible heat flux both in Wm−2 for (a) ∆V-IO and (d) ∆V-FO.
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(a) ∆V-IO Leaf Area Index (m2m−2)

(b) ∆V-FO Leaf Area Index (m2m−2)

Figure 4.15. ∆Leaf Area Index (m2m−2): The same as Figure 4.2 for ∆ leaf area index
in units of m2m−2.
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(a) ∆V-IO Volumetric Soil Moisture (m3m−3)

(b) ∆V-FO Volumetric Soil Moisture (m3m−3)

Figure 4.16. ∆Volumetric Soil Moisture (m3m−3): The same as Figure 4.2 for ∆ soil
moisture averaged in the top 30 cm of soil in units of m3m−3.
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(b) Anomalous Global ITCZ Location

Figure 4.17. Climatology of Global ITCZ location: Climatology of the Globally aver-
aged ITCZ as defined by Equation 4.1 is shown for (a) C-IO (blue) and C-FO (red) and (b)
∆V-IO (blue) and ∆V-FO (red). The +/- 1 σ error bars are shown as dotted lines.
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(a) ITCZ Location over Africa
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(b) Anomalous ITCZ Location over Africa

Figure 4.18. ITCZ Location over Africa (20◦W to 30◦E): Climatology of the ITCZ
location over Africa (20◦W to 30◦E) as defined by Equation 4.1 is shown for (a) C-IO (blue)
and C-FO (red) and (b) ∆V-IO (blue) and ∆V-FO (red). The +/- 1 σ error bars are shown
as dotted lines.
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occurs north of about 18 ◦N and cannot be explained by shifts on order of 1◦ from the
peak ITCZ location of ∼10 ◦N (Figures 4.4, 4.18). To understand the changes in this
northern region of Africa we need to look at the northern edge of the ITCZ rather than
its central location. Following Braconnot et al. [2007b], we calculate the northern weighted
ITCZ location, ITCZN , which calculates the precipitation weighted latitude north of the
precipitation maximum. We use Equation 1 from Braconnot et al. [2007b]

ITCZN(lon) =
Σ30 degN
y=lat(prmax)pr(y)lat(y)

Σ30 degN
y=lat(prmax)pr(y)

(4.2)

with the additional assumption that the precipitation maximum referred to occurs between
15◦ North and South (as is consistent with Lintner et al. [2004]). Using this northern location
of the ITCZ, the climatological ITCZN reaches 15◦ North in C-IO and 17◦ North in ∆V-IO
(Figure 4.19). Taking into account the variance in ITCZN (represented by the dotted lines
in Figure 4.19) our results show that at times the ITCZN reaches sufficiently far north as
to push precipitation into the Sahara.

In addition to changes in the location of the ITCZ, we see changes in the strength of
circulation associated with an increase in mid latitude vegetation. The anomaly in vertical
velocity (∆ω, Figure 4.20) shows downward anomalies in the core of the initial ITCZ location
as well as upward anomalies in the location of the initial descending branch of the Hadley
cell. This could be interpreted as a shift in the ITCZ (as it likely is over the eastern Pacific
ocean) but could also indicate a decrease in the strength of the Hadley cell in the northern
hemisphere. In fact, over Africa (20◦W-30◦E) the vertical velocity in the downwelling branch
of the Hadley cell decreases in strength (Figure 4.21). This decrease in downwelling would
likely be sufficient to allow for limited precipitation over the Sahara and Sahel region as
shown by Figure 4.4. In the fixed ocean experiments, precipitation over Africa still increases
(Figure 4.4) while the location of the ITCZN does not change (Figure 4.18). Changes in
vertical velocity are, however, consistent with the idea that decreases in the downwelling
branch could allow for increases in precipitation (Figure 4.21).

As the ascending branch of the Hadley cell moves northwards towards the warmer and
darker hemisphere and possibly also decelerates, precipitation reaches into the treeless Sa-
hara region. Teasing apart the influence of the location of the ITCZ and the strength of
circulation is difficult. In our experiments the primary forcing on climate is through the
additional solar radiation absorbed by the surface due to the darkening associated with the
expansion of trees in the mid latitudes. Previous studies have shown that large-scale changes
in planetary albedo have the ability to modify general circulation. Chiang and Bitz [2005]
show that glaciation in the Northern Hemisphere as in the Last Glacial Maximum causes the
ITCZ to move southward—consistent with idea that the ITCZ moves towards the warmer
hemisphere. Their hypothesis holds that the decrease in absorbed solar radiation in the
Northern Hemisphere requires a greater transport of energy from South to North. A sim-
plified mixed layer ocean has, by definition, fixed heat fluxes resulting in the atmosphere
transporting all of the additional energy. In order to do so, the winter cell of the Hadley
circulation moves towards the warmer hemisphere resulting in a shift of the ITCZ.
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Figure 4.19. ITCZN over Africa (20◦W to 30◦E): Climatology of the northern weighted
ITCZ location, ITCZN , over Africa (20◦W to 30◦E) as defined by Equation 4.2 is shown
for (a) C-IO (blue) and C-FO (red) and (b) ∆V-IO (blue) and ∆V-FO (red). The +/- 1 σ
error bars are shown as dotted lines.
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Figure 4.20. ∆Zonal Mean Vertical Velocity (m/s): The anomaly in annual mean
zonally averaged vertical velocity (ω) in units of m/s for (a) ∆V-IO and (b) ∆V-FO. ∆ω is
plotted with latitude on the x axis and pressure in mb on the y axis. Positive values indicate
downward anomalies in vertical velocity and negative values represent upward anomalies in
vertical velocity.
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(b) V-FO Zonal Mean Vertical Velocity over Africa
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Figure 4.21. Zonally Averaged Vertical Velocity over Africa (20◦W to 30◦E): The
zonally averaged vertical velocity (ω) over Africa (20◦W to 30◦E) in units of m/s for (a) C-
IO, (b) V-IO and (c) ∆V-IO. ω and ∆ω are plotted with latitude on the x axis and pressure
in mb on the y axis. Positive values indicate downward anomalies in vertical velocity and
negative values represent upward anomalies in vertical velocity.
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We suggest that the hypothesis of Chiang and Bitz [2005] holds in this experiment as
well. We further propose that, in this context, the ITCZ is following the “center of energy” of
the atmosphere-ocean system and that this center can be quantified by examining the energy
budget of the two hemispheres (e.g. Kang et al. [2008]). We calculate the Thermal Ratio
(TR) as the ratio between mean annual Northern and Southern Hemisphere temperature as

TR =
TNH

TSH
(4.3)

where values above 1 indicate that the center of energy is in the Northern Hemisphere and
values below 1 indicate that it is in the Southern Hemisphere. The climatology of the TR
as well as the climatology of ∆TR are shown in Figure 4.22. The seasonal cycle of the TR
indicates that the center of energy is in the Northern Hemisphere more than half of the
year crossing northward in April and southward in late October. This is consistent with
the placement of the ITCZ in the North more than half of the year (e.g. Figure 4.17). The
∆TR shows that with the addition of trees in the mid latitudes, the center of energy moves
northward in all months in V-IO and most months in V-FO. This is consistent with our
observation of the movement of the ITCZ northward (Figures 4.5, 4.17) and supports the
hypothesis of Chiang and Bitz [2005].

4.5.4 Carbon Cycle Balance

The addition of trees in mid latitudes effects the local carbon balance by increasing pro-
ductivity and, in response to widespread increases in temperature, increasing heterotrophic
decomposition (Figures 4.23, 4.24). In addition to changes to the local carbon balance, the
addition of mid latitude trees modifies the distribution of precipitation across the globe and
thus influences remote carbon cycling as well. Over Africa, the increase in precipitation over
the Sahara and upper Sahel regions does not result in an increase in productivity as no plants
are assigned to grow there in the model. The water is instead released directly as ground
evaporation, and no change in the carbon balance is observed (Figure 4.11). Over the South
America, the ITCZ also shifts northward, decreasing precipitation over the Amazon forest
causing a decrease in productivity (Figures 4.23, 4.5). The soil respiration also decreases,
but total soil respiration rates are one order of magnitude smaller than carbon uptake rates
by NPP so the net balance is a loss of carbon to the atmosphere. In our model experiments,
extratropical changes in vegetation distribution are able to effect tropical carbon cycling in
addition to global circulation.

4.6 Conclusions and Implications for 6Kya

An expansion of mid latitude forests creates a darker, warmer northern hemisphere. The
increase in absorbed solar radiation associated with expanded tree cover is released from the
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Figure 4.22. Thermal Ratio: Climatology of the Thermal Ratio, TR, as defined by Equa-
tion 4.3 is shown for (a) total TR and (b) ∆TR. The +/- 1 σ error bars are shown as dotted
lines. The TR is calculated as the ratio between average Northern Hemisphere and Southern
Hemisphere surface temperatures and represents the location of the center of energy relative
to the equator.
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(a) ∆V-IO Net Primary Production (gCm−2s−1)

(b) ∆V-FO Net Primary Production (gCm−2s−1)

Figure 4.23. ∆Net Primary Production (gCm−2s−1): The same as Figure 4.2 for ∆ net
primary production in units of gCm−2s−1.
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(a) ∆V-IO Soil Respiration (gCm−2s−1)

(b) ∆V-FO Soil Respiration (gCm−2s−1)

Figure 4.24. ∆Soil Respiration (gCm−2s−1): The same as Figure 4.2 for ∆ soil respiration
in units of gCm−2s−1.
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surface as sensible heat flux as the latent heat fluxes are mostly balanced between increases in
transpiration and decreases in ground evaporation. In response to the widespread warming,
the Northern Hemisphere is required to transport more energy to the Southern Hemisphere
to maintain energy balance. In order to transport this energy through the atmosphere,
the winter cell of the Hadley circulation moves northward to increase southward transport,
pushing the ITCZ North. Resulting changes in tropical precipitation decrease productivity in
the Amazon and increase precipitation over Africa. Our results suggest that remote forcing
of tropical precipitation by mid latitude vegetation increases precipitation rates over north
Africa and decreases precipitation rates, and thus productivity, over the Amazon forest.

Our work suggests the following hypothesis: mid latitude changes in tree cover are par-
tially responsible for the tropical shifts in precipitation observed in the Mid Holocene. The
remote effects of mid latitude vegetation are unlikely to be the sole cause of changes in Mid
Holocene vegetation, but they could help initiate the growth of local vegetation and force
precipitation to be higher than local changes in vegetation and albedo can support. Mid
latitude tree cover has changed substantially in the last 6000 years, particularly in Europe,
and our work suggests that these changes in vegetation cover could force changes in circu-
lation and tropical precipitation. The idea of mid latitude vegetation playing a role in Mid
Holocene precipitation over Africa has not been suggested previously and although our work
suggests that the mechanism is plausible, we have not directly tested this hypothesis. We
plan to run simulations to test the hypothesis more directly in future work.
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Chapter 5

Sensitivity of Climate to Changes in

Arctic Vegetation

5.1 Abstract

Arctic climate is projected to change dramatically in the next 100 years and increases
in temperature will likely lead to changes in the distribution and makeup of the Arctic
biosphere. A largely deciduous ecosystem has been suggested as a possible landscape for
future Arctic vegetation and is seen in paleo-records of warm times in the past. Here we use
a global climate model with an interactive terrestrial biosphere to investigate the effects of
adding deciduous trees on bare ground at high northern latitudes. We find that the top-of-
atmosphere radiative imbalance from enhanced transpiration (associated with the expanded
forest cover) is up to 1.5 times larger than the forcing due to albedo change from the forest.
Furthermore, the greenhouse warming by additional water vapor melts sea ice and triggers
a positive feedback through changes in ocean albedo and evaporation. Land surface albedo
change is considered to be the dominant mechanism by which trees directly modify climate
at high-latitudes, but our findings suggest an additional mechanism through transpiration
of water vapor and feedbacks from the ocean and sea ice.

5.2 Introduction

The range of high-latitude trees is expected to expand poleward with warming and, in
fact, the northern tree line is moving northward now [Lloyd , 2005]. Changes in vegetation
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cover are recognized to modify climate and the energy budget of the Earth through changes
in albedo in high latitudes and evapotranspiration (ET) in the tropics [Bonan, 2008; Fis-
chlin et al., 2007]. In snow-covered regions, the springtime growth of leaves enhances solar
absorption because surface albedo is reduced from that of snow (∼0.8) towards that of leaves
(∼0.1). Leaves also play a hydrologic role, transpiring water from the soil to the atmosphere.
Variations in albedo and transpiration rates between different types of vegetation will induce
a climate response that may depend on vegetation type. It has been suggested that broad-
leaf deciduous trees may invade warming tundra more effectively than boreal evergreen trees
[Edwards et al., 2005] and, due to the higher rates of transpiration and a higher albedo of
deciduous broadleaf trees compared to needle-leaf evergreen trees [Liu et al., 2005], we expect
that the climate response may be different.

Previous studies on the climatic effects of changes in the distribution of Arctic vegetation
have focused primarily on the range expansion or contraction of evergreen needle-leaf trees
[Bonan et al., 1992; Foley et al., 1994; Levis et al., 1999; Snyder et al., 2004; Cook et al.,
2008]. The dark color and low ET of evergreen needle-leaf trees leads to a dramatic change
in albedo, and thus short-wave forcing, with the addition or removal of trees but little
change in long-wave forcing [Bonan et al., 1992; Foley et al., 1994]. Deciduous broad-leaf
trees in the Arctic have twice the albedo and 50-80% greater ET rates when leafed-out than
their evergreen needle-leaf counterparts [Chapin et al., 2000]. It has been suggested that a
vegetation change from evergreen to deciduous (such as after a disturbance) will produce
a surface cooling due to the increase in albedo and latent cooling [Chapin et al., 2000; Liu
et al., 2005]. Eugster et al. [2000] acknowledge that ecosystem changes that increase ET
could also increase atmospheric moisture content but they consider this important only as
a consequence for cloudiness (with increased moisture leading to an increase in cloud cover)
and leave the total effect on the energy budget unresolved. McGuire et al. [2006] assume
that changes in atmospheric water vapor due to imports from lower latitudes to be important
for the climate of the Arctic but do not directly consider changes in atmospheric moisture
related to changes in vegetation. In fact, they explicitly state that the only three ways in
which climate is coupled to vegetation in the Arctic are albedo, energy partitioning at the
surface, and the emission of greenhouse gases.

If tree expansion with climate warming occurs by deciduous broad-leaf trees as is sug-
gested by some studies of future warming [Rupp et al., 2000] and observations of past veg-
etation [Edwards et al., 2005; Peros et al., 2008] we might expect both short-wave and
long-wave effects to be significant. The vegetation change we consider here is not the shift
within the boreal forest from evergreen to deciduous, but an expansion of deciduous forest
into previously unvegetated areas.

It is difficult to determine the timing of species invasion either from observations or
modeling. Qualitative statements based on observations are made about rapid changes
[Edwards et al., 2005; Chapin and Starfield , 1997], and model estimates have been made
for the rate of vegetation changes under future climate scenarios [Danby and Hik , 2007;
Rupp et al., 2000], but we have been unable to find an estimate of the potential rate of
expansion of deciduous forest as we are considering in this Chapter. Based on observations
and modeling work that has been done we suggest that it is not unreasonable to assume
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that the expansion of deciduous trees could happen regionally on time scales shorter than
the time for the climate to reach a new equilibrium (∼ 103 years).

This study is intended to identify which processes must be considered when evaluating
the effects of vegetation changes on climate in the Arctic. We aim to constrain the relative
effects of changes in short-wave (albedo) and long-wave (atmospheric water vapor from ET)
forcing as a result of the expansion of deciduous broad-leaf trees at high northern latitudes.

5.3 Results

5.3.1 Climate Response to Expansion of Deciduous Forest

We performed four equilibrium simulations using a coupled atmosphere-land-carbon cycle
global model, using two representations of vegetation cover (present day land cover and
expanded vegetation with deciduous trees on bare ground north of 60◦N (Figure 5.1)) and
two ocean representations (interactive ocean (IO) and fixed ocean (FO) see methods section).

Anomalies, represented by ∆φ, are reported as the difference in climate variable φ simu-
lated by the experiments with expanded forest cover and present day vegetation distribution
with the same ocean module (either ∆V-IO or ∆V-FO). The vegetation interacts with cli-
mate through changing stomatal conductance, leaf area, and mass and hence albedo and
transpiration. The ∆V-FO anomalies are an approximation of the response to direct forcing
from vegetation expansion as any feedbacks associated with changes in ocean temperature
or sea ice-cover are damped. The ∆V-IO anomalies can be considered as the whole earth
system response including the response both to direct forcing and any associated feedbacks.
The difference between the two anomalies, δ∆φ = ∆φ (∆V-IO) - ∆φ (∆V-FO), represents
the additional feedback (from both land and ocean) experienced when the ocean and sea ice
are allowed to adjust.

The expansion of trees at high northern latitudes leads to an annual mean near-surface
atmosphere warming (∆T) of 1 and 0.2 K over the Arctic (all area north of 60◦N) for ∆V-IO
and ∆V-FO, respectively. The spatial pattern of ∆T is widespread in both the annual mean
(Figure 5.2a and 5.2c) and throughout the year (Table 5.1). The phasing of peak ∆T is
shifted to spring (in both FO and IO) in contrast to winter polar amplification associated
with greenhouse gas forcing [Christensen et al., 2007]. The annual mean ∆T comes about as
a result of land and ocean feedbacks to the initial forcing from northern expansion of Arctic
vegetation but does not have an identical spatial pattern (Figure 5.1, Figure 5.2a).

Feedbacks over both land and ocean (in IO runs) amplify the warming forced directly by
changes in vegetation. Over the ocean, warming leads to a reduction in sea-ice area (13%
in July, 26% in September) which, in turn, decreases ocean albedo by 8% (blue dashed line
with “+”, Figure 5.3a) and increases the evaporative flux by 21% in July (blue dashed line
with “+”, Figure 5.3b). Sea surface temperatures and ice area are held constant in the V-FO
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106 km2

Land Area converted to Broadleaf Deciduous Trees

Figure 5.1. Map of Vegetation Change: Map showing the land area converted to
broadleaf deciduous trees in V-FO and V-IO in units of 104 km2. The converted area totals
3,000,000 km2.
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Figure 5.2. Maps of Temperature and Water Vapor: (a) The anomaly (∆V-IO) in
near surface atmospheric temperature in degrees Celsius (deg C) between a model experiment
where trees are introduced on bare ground north of 60◦N and a corresponding control run
with no added trees. (b) The same as (a) for column water vapor in percent. (c) The
difference δ (∆V-IO-∆V-FO) in near surface atmospheric temperature in deg C between two
anomalies where trees are introduced on bare ground north of 60◦N , one with one with an
interactive ocean model (V-IO) and the other with fixed ocean and sea ice (V-FO). (d) The
same as (c) for column water vapor in percent.
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Figure 5.3. Climatological Change in Albedo and Latent Heat Flux: (a) Albedo
anomalies averaged over land area north of 60◦N (green solid line), ocean area north of 60◦N
(blue dashed line). Plus signs represent results from the interactive ocean model (∆V-IO)
and open circles represent results from the fixed ocean model (∆V-FO). (b) Same as for (a)
for latent heat flux anomalies and transpiration averaged over land area north of 60◦N (red
dashed-dot line).

case, but ∆albedo over the ocean is non-zero as snow and cloud cover are allowed to change
(blue dashed line with “o”, Figure 5.3a).

Low cloud cover anomalies are negative over both land and ocean (by up to 8% in ∆V-
IO), but the change is not significant. The decrease in low cloud is due to an increase in
stability from warming aloft. This is counter to the assertion of Eugster et al. [2000] who
state (but do not test) that increases in ET from adding deciduous vegetation should increase
cloudiness.

The expansion of trees in the Arctic has two direct implications for climate. First, there
is a decrease in surface albedo over land in the springtime (green solid line in Figure 5.3a)
as relatively dark stems and leaves cover bright snow. Leaf-out occurs across the Arctic in
June, but stem area and a small residual leaf area are maintained throughout the year and
mask snow area causing the largest albedo change when the sun comes out in April and May.
Second, there is enhanced ET in the summer (red dashed-dot line in Figure 5.3b) leading
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to an increase in atmospheric water vapor and consequently the greenhouse effect. The
increase in ET also cools at the surface, but the latent cooling is too small to overcome the
greenhouse warming from the increase in water vapor and direct heating from the increase
in absorbed solar radiation leading to a net warming. Almost all ∆ET over land comes from
transpiration (compare green solid line and red dashed-dot line in Figure 5.2b) but with the
increase in ET there is a slight compensating decrease in soil evaporation.

The addition of trees causes both a decrease in albedo and an increase in water flux from
transpiration. Warmer air holds more water vapor than colder air thus we expect water
vapor in the atmosphere will increase, somehow, in response to increases in temperature.
It is very difficult, if not impossible, to isolate the initial effect of the water vapor directly
released from enhanced transpiration (the “trigger”) from the water vapor resulting from a
subsequent increase in temperature (the “response”), as the distribution of both ∆T and
δ∆T co-varies with column water vapor increase (Figure 5.2).

Precipitation minus evaporation (P-E) is generally positive in the Arctic, i.e. there is a
net import of water vapor from lower latitudes. The effective water vapor import anomalies,
calculated by closing the water budget (see Section 5.5.2), shows a decrease in net import
from lower latitudes in July for ∆V-IO and April ∆V-FO. The July reduction in import
of water occurs when ∆T is the largest and corresponds with the summer growing season
confirming that the increase in column water vapor comes from within Arctic inputs of water
to the atmosphere.

5.3.2 Direct Comparison of Forcing Mechanisms

To explicitly separate the effects of albedo and changes in water vapor on the net radiative
imbalance (∆F) at the top of the atmosphere, we performed a sensitivity analysis using a
one dimensional offline version of the radiation calculations from our atmospheric model (see
Section 5.5.3). As with the full global model experiments, the FO conditions are used to
estimate the direct effect of adding trees (as the response of the system is damped by the fixed
ocean) and the δ∆F (∆V-IO minus ∆V-FO) is used to estimate feedbacks. Adding trees to
the bare ground in the Arctic causes a direct increase in ∆F over land of 0.96 Wm−2 due to
the decrease in albedo and of 0.95 Wm−2 due to increased water vapor from transpiration
(shaded area of first two columns in Figure 5.4). The net radiative imbalance is amplified
when the ocean is allowed to respond (δ∆F, non-shaded area in columns in Figure 5.4) due
to an increase in terrestrial productivity and a consequent (a) darkening of the land surface
by additional leaves (0.23 Wm−2), (b) additional increase in water vapor from ET (0.44
Wm−2), and (c) indirect feedbacks from the increase in sea surface temperature and melting
of sea ice (0.44 Wm−2 from ocean albedo and 0.94 Wm−2 from evaporation changes). With
the full response of both atmosphere and ocean, the ∆F over land due to anomalous water
vapor from ET is substantial and of the same magnitude as the direct ∆F due to albedo
change.

Our hypothesis is as follows (Figure 5.5): expansion of deciduous forest causes a darkening
of the surface due to the masking of bright snow by relatively dark stems and leaves and a
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Figure 5.4. Radiative Imbalance Due to Vegetation The top-of-atmosphere net ra-
diative imbalance (∆F) caused by adding trees. Terms shown (from left to right) are ∆F
due to changes in land albedo, water vapor changes from evapotranspiration (ET), ocean
albedo, water vapor changes from ocean evaporation (OE). The total value of each column
shows the full ∆F from ∆V-IO. The dark color shows the direct response of ∆V-FO and the
light color shows the additional feedback δ (∆V-IO-∆V-FO) when the ocean and sea ice are
allowed to respond.
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Figure 5.5. Hypothesized Feedback Loop Diagram representing the response and feed-
back of vegetation and sea-ice processes on climate at high northern latitudes.

concomitant increase in transpiration by the new leaves. These initial forcings, the lowering
of albedo and increase in column water vapor, cause an increase in surface temperature over
land. Water transpired by plants is efficiently mixed throughout the Arctic leading to surface
warming over the ocean. Warming over the ocean, in turn, leads to the melting of sea ice
(in ∆V-IO) resulting in a darker ocean surface as well as an increase in evaporation from
the warmer ocean and newly ice-free water. This feedback chain warms the land surface
further leading to greater productivity, lower albedo, and greater transpiration. The total
temperature change seen in ∆V-IO includes both the initial forcing and all consecutive
feedbacks listed here.

5.4 Discussion and Summary

We find that expansion of deciduous trees in the Arctic modifies both the short-wave
and long-wave energy budgets, and initiates additional positive feedbacks associated with
decreased sea-ice albedo and enhanced water vapor from evaporation from the Arctic Ocean.
In particular, our analysis of the radiative energy imbalance due to the radiative forcing
effects of water vapor is of the same order of magnitude as short-wave forcing from albedo
changes. Thus, this study does not support the conventional wisdom (e.g. Fischlin et al.
[2007]; Chapin et al. [2000]) that land albedo is the dominant means by which terrestrial
vegetation interacts with climate at high-northern latitudes.

The temperature increase obtained in this experiment (∼1 degree across the Arctic) is
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modest in the global context but suggests that changing land cover in the Arctic could amplify
an ongoing warming. The total ∆F over land due to water vapor from increased transpiration
alone (1.4 Wm−2), while regional, falls in between the estimated regional forcing (north of
60◦N) from CO2 of an increase from 291ppm to 370ppm (1.1 Wm−2) and from 291ppm to
437ppm (1.85 Wm−2) [Hansen et al., 2005].

The expansion of deciduous woodlands has been observed in past times of warming
[Edwards et al., 2005; Peros et al., 2008], and is predicted by some studies of future warming
[Rupp et al., 2000]. Our study shows that the expansion of deciduous forest has a positive
feedback on regional climate change. We suggest that an increase in deciduous woodland
coverage might accelerate further expansion as warming provides more favorable growing
conditions for deciduous trees at high northern latitudes. We find a number of aspects of
hydrology counter to stated (but untested) assumptions about the climatic role of deciduous
vegetation from ecological literature (e.g. an expected increase in cloud cover [Eugster et al.,
2000] or the role of ET [Liu et al., 2005; Chapin et al., 2000]). This study does not investigate
the timescale associated with expansion and therefore we cannot say if this is a mechanism
that might lead to abrupt change. However, it suggests that vegetation changes create a
positive feedback through albedo and transpiration and produce a strong warming if they
act in combination with sea-ice processes. The long-wave effects from changes in atmospheric
moisture are not generally considered in studies of high latitude vegetation change, but we
find the radiative forcing from water vapor to be the same magnitude as the direct short-
wave forcing from albedo, indicating that the energy budget of the entire column should be
considered and not just the balance of surface fluxes.

5.5 Methods

5.5.1 Climate Response to Expansion of Deciduous Forest

To investigate the role of vegetation changes at high latitudes, we use the National
Center for Atmospheric Research (NCAR) Community Atmosphere and Land models with
an interactive carbon cycle (CAM 3.0-CLM 3.5-CASA’) [Collins et al., 2006; Doney et al.,
2006; Kiehl et al., 2006]. Bare ground (non-glacier, non-lake, non-vegetated land) north of
60◦N is converted to broad-leaf deciduous trees and all previously designated vegetation is
left unmodified, as are glaciers and lakes. The converted area totals 3,000,000 km2 (1.75 times
the size of Alaska). The primary regions converted to deciduous forest vegetation are the
Canadian Archipelago and the Taymyr Peninsula and Chukotka in Russia (Figure 5.1). This
particular conversion (from bare ground to forest) is used to make the simplest comparison
possible by looking only at one vegetation transition. The exact distribution of vegetation
used in these simulations may not reflect the regional patterns expected with warming, but
the analysis is primarily focused on identifying the processes which control vegetation-climate
interactions at these latitudes and not on the regional pattern of response.
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The model control (C, standard land cover) and experiment (V, modified land cover) are
each run with two representations of the ocean: an interactive slab ocean model (IO) with
thermodynamic sea-ice [Oleson et al., 2008], and a fixed ocean (FO) wherein sea surface
temperature and sea-ice are set to the monthly-mean conditions in the C-IO control run.
The four model runs are integrated for 30 years, and the results presented are averages of
the last 20 years. The spin-up time of 10 years is sufficient to bring climate variables into
equilibrium. Values in Table 5.1 are reported as the mean for one month (April and July)
over either the land or ocean area north of 60◦N except for water import, which is reported
as the flux across the 60◦N latitude line. Significance is calculated using an estimated 10
degrees of freedom for each 20-year period and reported as p-values where a p-value of 0.05
indicates that we reject the null hypothesis that the anomaly is zero with 95% confidence
(shown in bold).

5.5.2 Water Budget of the Arctic

The Arctic north of 60◦N can be considered an isolated system in the model in which all
terms in the water budget can be explicitly identified. Inputs to atmospheric water vapor in
the Arctic include fluxes from the land surface (transpiration, canopy evaporation, ground
evaporation) fluxes from the ocean (evaporation) and imports of water via advection across
the 60◦N latitude line. The only export from the atmosphere is precipitation.

Due to the mass fixer in the non-conservative semi-lagrangian transport scheme we cannot
calculate the actual model transport of water vapor [Rasch and Williamson, 1990]. We
are able to estimate model transport but using this estimate we cannot close the water
budget, even on annual time scales, indicating that the estimated transport is far from the
actual transport experienced in the model. As the true model transport is unknown and
the turnover time of water in the Arctic is assumed to be of order 10 days, we infer an
effective transport for each month as the residual of P-E (including transpiration, canopy
evaporation, ground evaporation and ocean evaporation). This effective import is used in
Table 5.1.

5.5.3 Direct Comparison of Forcing Mechanisms

We calculate top-of-atmosphere energy imbalance (∆F) for each forcing term using an
offline version of the CAM 3.0 radiation calculations that we modified to run as a single
column. The mean state of all variables in the offline radiation model are set to the mean
of the C-IO control run, and the aerosols are prohibited from taking up water. For each
experiment either surface albedo or specific humidity are modified while all other variables
are held fixed.

Water vapor is partitioned into pools based on the relative contribution of each source
term over the entire area north of 60◦N compared to the only sink (precipitation). At
steady state, the sum of all sources (ET , ocean evaporation (OE) and import) is equal to
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precipitation (P ), therefore we can show the relative contribution of each term as the ratio
between the source and P. The estimate of water vapor q from one source (in this case ET )
is calculated as:

qET =

(
ET

P

)
· qtotal (5.1)

where qtotal is the specific humidity (mass of water vapor), ET is evapo-transpiration and
P is precipitation. The sensitivity of the radiative forcing in the 1D offline radiation model
to each input of water vapor is then estimated by comparing the forcing in both short wave
and long wave from q and q + ∆q where ∆q is calculated as

∆qET =

(
ET

P

)
EXP

· qtotalEXP −
(
ET

P

)
CON

· qtotalCON (5.2)

and EXP and CON denote values from the experiment and control calculations respectively.
Offline radiation calculations were performed for the average monthly radiation conditions
at 8 daily time steps and results shown are averaged over all times steps for the specified
months. ∆F for DeltaV-FO is calculated as the difference in the radiative fluxes from a run
with albedo or specific humidity equal to the mean of V-FO and a run with albedo or specific
humidity equal to the mean of C-FO while all other variables in the radiation calculation
are held fixed as C-IO. ∆F is reported as an average over the entire Arctic region (north of
60◦N) for changes in water vapor and as an average over either Arctic Land or Ocean area
for changes in Albedo.
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