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* OPTICAL THEOREMS AND STEINMANN RELATIONS 

Kevin E. Cahill 

Centr~de Physique Theorique 
Ecole Poly technique 
Paris Ve , France 

and 

Henry P. Stapp 

Lawrence Berkeley Laboratory 
University of California 

Berkeley, California 94720 

November 12, 1973 

ABSTRACT 

LBL-2428 

Formulas that express in terms of physical scatterihg.functions 

the discontinuity of any 3-to-3 scattering function across any basic 

normal threshold cut are derived from field theory. These basic cuts 

are the cuts in channel energies that start at lowest normal thresholds 

and extend to plus infinity. The discontinuity across such a cut 

generally depends on whether it is evaluated above or below each of the 

remaining basic cuts. Formulas are obtained for all cases. Generalized 

Steinmann relations are found to hold: the 2282 boundary values from 

which the discontinuities across basic cuts are formed have a unique 

extension to a set of 216 = 65,536 functions, one for each combination 

of sides of the 16 basic cuts, such that for any pair of overlapping 

channels the corresponding double discontinuity vanishes. The ordinary 

* This work was supported in part by .the U. S. Atomic Energy 

Commission; 
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steinmann relatjons require this property to hold only for the double 

discontinuities formed from the original 2282 boundary values. The 

results are derived from the field-theoretic formalism of Bros, Epstein, 

and Glaser, which is slightly developed and cast into a form suited for 

calculations of the kind needed here. 

I. INTRODUCTION 

The work of Mueller (1) and Tan (2) has demonstrated the' useful­

ness of many-particle generalizations of the optical theorem. Mueller 

derived important properties of inclusive cros~ sections from the 

assumption that certain matrix elements of currents enjoy Regge 

behavior. Tan showed that Mueller's special assumption about matrix 

elements of currents can be replaced, with the aid of a many-particle 

generalization of the optical theorem, by the g,=,neral Regge hypothesis 

that the discontinuities of scattering functions across basic cuts 

enjoy Regge behavior. The generalization of the optical theorem 

required for this purpose is the inclusive optical theorem. 

The ordinary optical theorem relates ordinary cross sections 

to discontinuities of 2-to-2 scattering functions. Similarly, the 

inclusive optical i}heorem,' proved in (.3), :r:elates inclusive cross 

sections to discontinuities ofn-to-n scattering functions. 

Mueller'S work, augmented by this theorem, illustrates the general 

fact that information about complicated many-body processes (e.g., high­

energy inclusive cross sections) can be derived from information about 

simpler few-body processes by means of generalizations of the optical 

theorem. 



-.3-

The most useful generalization of the optical theorem is prob­

~bly the inclusive optical theorem.For this theorem, like the ordinary 

~ptical theorem, refers to measurable cross sections. However, the 

E\egge hypothesis, particularly as formulated by Weis (4), prescribes 

a form for the discontinuity across any basic cut in appropriate Regge 

limits. Thus to assess the full content of the Regge hypothesis one 

needs formulas for the discontinuities across each of these cuts. Some 

of these discontinuities are directly related to inclusive cross 

sections. Others are related to cross sections and inclusive cross 

sections by (Schwartz) inequalities. The rest can have indirect 

"theoretical uses. 

Formulas for all of these discontinuities were derived in 

ref. (5). Those formulas express these discontinuities in terms of 

various boundary values rA of the analytically continued scattering 

functions. However, it appears more useful to have expressions for 

these discontinuities in terms of the physical scattering functions 

themselves, instead of their analytic continuations. Formulas that 

express discontinuities across basic cuts in terms of physical 

scattering functions will be called generalized optical theorems. 

The first aim of the present work is to develop the field­

theoretic·· formalism needed to derive generalized optical theorems. 

The second aim is to apply this formalism to the 3-to-3 case, and, in 

particular, to express in terms of physical scattering functions the 

discontinuHy of any 3-to-3 scattering function across any basic cut. 

7he discontinuity across such a cut generally depends on whether it is 

evaluated above or below each of the other basic cuts. What will be 

obtained here is a set of formulas that gives the discontinuity across 

each of the basic cuts evaluated on each possible side of every other 
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basic cut. Although only normal threshold cuts are explicitly 

mentioned here there is no neglect of other cuts or singularities: 

all the formulas are exact. 

The discontinuities across the basic cuts are formed from a 

set of 2282 different boundary values of the analytically continued 

scattering function. These boundary values are subject to a set of 

linear relations known as the Steinmann relations, which have played 

a prominent role in the development of Reggetheory. It will be shown 

here that the exact analog of the Steinmann relations holds for a 

much larger set of 216 functions. These generalized Steinmann 

relations will be described presently. First the ordinary Steinmann 

relations are reviewed. 

The ordinary Steinmann relations (6) can be expressed in the 

following way: Let the off-mass-shell analytically continued scattering 

function for an arbitrary n-particle process be regarded as a function 

of the n complex energies (j = l,···,n), restricted by the 
.... 

conservation law The momenta k. 
J 

are to be held fixed and 

real. Basic field-theoretic principles ensure that this function of 

energies is analytic except at points kO :: (kl
O, ••• ,~O) that lie on 

one or more of the planes 

\'" 1m kG 
L j 
jEJ 

o , (1.1 ) 

where the set Jcan be any nonempty proper subset of the complete 

set of indices (1,2,··.,n). Each such set J defines a channel, 

and (1.1) is the statement that the energy of channel J is real. 

The complement of J in (1,2.···,n) is.denoted by :I, and it 

defines the same channel as J. 
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The various planes (1.1) 
o 

energy space (restricted by ~kj 

( energy) cells. Each cell r 0' 
A 
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divide the ,~-l dimensional complex 
, 0' = 0) into sectors rA ' called 

lies on a well-defined side of each 

of the pianes (1.1), and the b01mdary of each cell lies in the 

union of these planes. 

The analytically continued scattering function is analytic in 

each cell f
A
O'. The boundary value defined by letting kO approach 

0' the real boundary point pO from within the cell r
A 

is denoted by 

These boundary values r~ are the f~ctions that occur in the 

ordinary Steinmann relations. The constraints imposed on them by the 

Steinmann relations are now described. 

Two cells r~' and r~' are said to be adjacent if and only 
1 2 

if they lie on the same side of every plane (1.1) except one. The 

difference r' -r' 
Al A2 

O· adjacent cells r
A 

between the boundary values associated with two 

and 
1 

cut (1.1) that separates 

0' rA 
2 

is called the discontinuity across the 

thesE two adjacent cells. The plane (1.1) is 

usually called the cut (1.1) when the discontinuity across it is being 

considered. 

In general there are many pairs of adjacent cells separated 

by any given cut (1.1). Each such pair lies on a well-defined side of 

every other cut (1.1), by virtue of the definition of adjacent cells. 

Thus each such pair can be identified by specifying the sides of these 

other cuts upon which it lies. The discontinuity across the given cut 

(1.1) depends in general on which of these pairs is used. In other 

words, the discontinuity across any given cut depends in general on 

upon which sides of the other cuts it is evaluated. 
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The ordinary Steinmann relations limit this dependence. They 

assert that the following Steinmann discontinuity property holds:. The 

discontinuity across the cut (1.1) corresponding to a channel J does 

not depend on whether it is evaluated above or below the cuts (1.1) 

associated with the channels that overlap J. A channel (or set) J' 

is said to overlap a channel (or set) J if and only if the four sets 

J()J', JnJ', JnJ', and J("\J' are a1l nonempty. Here J and 

J"' are the complements of J and "J' 1 respectively, relative to the 

set (1,2,··. ,n). 

This statement of the Steinmann discontinuity property is not 

manifestly covariant, because the energy cells refer preferen-

tial1y to energies. A covariant generalization is described in section 

II. That generalization enlarges each energy cell ,fAO' to a 

covariantly described cell r' that has the same set of real boundary A 

points p. This covariant statement is equivalent to the noncovariant 

statement given above. 

The Steinmann discontinuity property has a general appearance. 

However, it covers only those discontinuities that can be formed as 

differences of boundary values from neighboring energy cells rX 0' 

This limitation is now discussed in more detail. 

Consider, for example, a process with three initial particles 

and three final particles. The number of nonempty proper subsets J 

6 of the complete set J 6 = (1,2,···,6) is 2 - 2 = 62. Only half of 

these need be considered, since,by virtue of Lk
j
O = 0, the sets J 

and ~ = J 6 - J both define the same cut. Moreover, the stability 

conditions on the one-particle states imply that the discontinuities 

across 15 of these 31 cuts vanish i.dentically at mass-she1l points p. 
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These 15 cuts, which are called the trivial-cuts, are the six cuts 

corresponding to channels defined by sets J =-{j} consisting of one 

single index j, together with the nine cuts corresponding to channels 

defined by sets J = {f,i} consisting of one index f corresponding 

to a final particle and one index i corresponding to an initial 

particle. This leaves 31 -15 = 16 nontrivial cuts, which correspond 

to the one total energy, the three initial subenergies, the three final 

subenergies, and the nine cross energies corresponding to two initial 

particles combined with-one final particle. 

These 16 nontrivial cuts divide the five dimensional complex 

energy space into 2282 regions called zones. Each of these zones 

contains one or more cells rD' 
A 

all of which have equal boundary values 

r~. This number 2282 of different boundary values is small compared 

to the number 216 = 65,536 of boundary values that would occur if 

the 16 cuts were cuts in 16 independent variables. Thus for most of 

the 216 combinations of sides of the sixteen nontrivial cuts there 

is no corresponding cell or zone. This is because the 16 energies are 

not independent variables; they are linear combinations of the five 

independent energies 

The ordinary Steinmann relations cover only those boundary 

values that can be obtained as limits from one of the cells r:> i. This 
A 

limitation is severe. For example, there is no cell t?' >. that lies 

below one single subenergy cut and above the other 15 cuts. Conse-

quently the ordinary Steinmann relations do not apply to any discon-

tinuity involving any such function. This limitation on the Steinmann 

relations is called the cell limitation. 
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The generalized Steinmann relations are described next. They 

are essentially the ordinary Steinmann relations, with the cell 

limitation removed. 

If the 16 channel energies corresponding to nontrivial cuts 

were indeed independent variables then one could specify independently 

for each channel whether the limit was to be taken from above or below 

the corresponding cut. Thus for each set _G of nontrivial cuts (1.1) 

,to 

one could define MP = MP(p) to be the boundary value of the scatteringF 

function obtained by approaching the real limit point p from below 

every cut g in G, and from above every cut g in a = E - G, where 

E represents a set of 16 indices that label the 16 nontrivial cuts. 

Then for any h in G the difference MP - MPh = MhG . would be the 

discontinuity across the cut h, evaluated below all the cuts g in 

G and above all the cuts g in E - Gh = E - GV{h}. The generalized 

Steinmann discontinuity property is the property that this discon­

tinuity MhG across the cut h does not depend on whether it is 

evaluated above or below any of the cuts gEE corresponding to 

channels that overlap the channel corresponding to h. Symbolically, 

this property is expressed by the equation 

Gil 
=~ if G'/O = G"/O 

h h 
(1.2 ) 

where represents the set G modulo the set 

the set of gEE such that the channel J corresponding to g 
g 

overlaps the channel Jh corresponding to h. 

is 

For each cell there is a unique set of cuts G( A) C E 

such that lies below every cut g in G(>') and above every 

cut g in E - G(>.). A set of functions MP is said to be an 



-9-

enlargement of the set of cellfunc.tions r), if and only if 

w(),) for every ), (1.3 ) 

The number of generalized Steinmann discontinuity conditions 

(1.2) is far greater than the number 216 of functions W. Thus it 

is not clear, a priori, whether any set of functions MP satisfying 

(1.2) and (1.3) exists. And if a solution does exist, it is not clear 

whether it is unique. However, it will be shown that there is a set 

of 216 functions MP that satisfy (1.2) and (1.3), and that these 

two conditions uniquely determine this set. 

The functions Ware, as just stated, uniquely determined 

by the two algebraic requirements (1. 2) and (1. 3). Thus no analyticity 

requirements are needed. However, the identification of MP with the 

boundary value taken from below the normal-threshold cuts g£G and 

from above the normal-threshold cuts gEG demands that following 

property hold: 

The function MG continues analytically into itself 

around each J-channel normal-threshold singularity by moving 

into the lower-half plane in the variable 

if J = J for some g in G, and into the upper-half 
g 

in this variable if J = J g for some g in G. 

This analyticity property is not proved in the present work. 

However, the functions W derived here from conditions (1.2) and 

(1.3) are (When restricted to the mass shell) identical to the 
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functions W rlerived earlier (7) from S-matrix analyticity require­

ments that entail this property. Thus the description of MP as the 

function evaluated below the cuts g£G and above the cuts gEG is 

appropriate. The analytic properties of the ~ with respect to 

singularities other than normal threshold singularities are also 

discussed in ref. (7). 

The conditions (1. 2) and (1. 3 h together with the fact that 

there is a unique set of 216 functions rf that satisfy them, are 

called the generalized Steinmann relations. These relations are 

useful because they are not limited to the awkward cell limitation. 

The 216 functions MP are linear combinations of the 2282 boundary 

values. Thus the 216 functions enjoy Regge behavior if the 2282 

do. And so likewise do all the single and multiple discontinuities 

formed from them. Thus in the development of the dynamical ccnse-

quences of unitarity, Regge behavior, and the Steinmann relations one 

can use all of the functions MP instead of merely the 2282 boundary 

values. This gives a richer set of relations to work with, and it 

eliminates the problem of. having to check always that all of the 

functions involved in each appli~ation of the Steinmann relations 

are contained among the 2282 special functions covered by the ordinary 

Steinmann relations. 

The generalized Steinmann relations say, in effect, that the 

nontrivial basic cuts can be treated as if they were cuts in indepen-

dent variables, insofar as the system of discontinuities across these 

cuts is concerned, and that the Steinmann discontinuity property 

continues to hold. A compact formula will be given that expresses 

all of the 216 functions Wand all single and multiple 
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discontinuities that can be formed from them in terms of physical 

scattering functions. 

The central part of this work is the calculation of the discon-

tinuities across the basic cuts. These calculations are based on the 

formulation of field theory developed by Bros, Epstein, and Glaser 

(8,9). This BEG formalism, which rests very heavily on the earlier 

work of Ruelle (6), can be regarded as an extension of 

the formalism of Lehmann, Symanzik, and Zimmermann (10). 

This LSZ formalism is based on the use of the advanced and 

retarded functions introduced b~ LSZ. These functions are better 

adapted to the study of analytic properties than the time-ordered 

functions because their x-space support properties, together with 

their assumed tempered-distribution character, imply that the 

corresponding p-space functions have well-defined domains Qf 

analyticity. LSZ show that for processes with just two initial 

particles or just two final particles the S matrix can be expressed 

directly in terms of these advanced and retarded functions. However, 

for arbitrary processes, the S matrix cannot be expressed directly in 

terms of the LSZ advanced and retarded functions alone. 

This problem is overcome in the BEG (8,9) formalism by the 

introduction of the operators that correspond to the boundary values 

r~(p) described earlier. These operators are not linearly independent, 

but are related by the operator equivalents of the Steinmann relations 

described above. The BEG formalism is distinguished from the earlier 

works of ref. (6) by the fact that time-ordered operators are not 

introduced, and by the development and use of a graphical analysis of 

t,he Steinmann relations in teTIlls of tree di.agrams. These tree 

diagrams playa central role in our calculations. 
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The BEG formalism is described in the published literature 

only in a short section of a paper (8) dealing principally with other 

matters. That account is extremely compact, and is couched in an 

abstract algebraic terminology. Hence much of its implicit content 

is not set down in the form of explicit equations to which one can 

refer. 

To make our paper more readily understandable to readers 

unfamiliar with the BEG fOTIllalism, and in the hope of making that 

formalism itself more accessible at a practical level, we shall 

summarize in section II the basic definitions and results of the BEG 

formalism. To secure a direct and simple connection to physics this 

fOTIllalism is cast into a form based on the LSZ formalism. This 

procedure masks some of the generality of the BEG formalism, but 

allows it to be presented in teTIlls of explicit equations that refer 

to the field operators themselves, and that can be directly used in 

calculations of the kind needed here, rather than in terms of abstract 

descriptions that refer to associated Lie algebras. 

Wi th three exceptions the results presented in this $ummary 

are merely stated, not proved; the missing proofs are all contained in 

refs. . (8 - 11 and 5), or are simple adaptations of proofs given 

in these references. The three exceptions are proofs of two results 

important to our work that are not proved in these references. 

Two of the three exceptions are a pair of theorems that 

establish the connection between the boundary values and the 

physical scattering functions. This connection is implicit in the 

works of Ruelle and Araki (6). However, those works are based on 

time-ordered functions, which are foreign to the LSZ-BEG formalism. 
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Our derivation is within the LSZ-BEG framework. The third exception 

is a proof within the LSZ-BEG framework of the important hermitian-

analyticity property of sca~tering functions. These three proofs 

* serve to make the BEG-18Z formalism self-contained. 

Bros, Epstein, and Glaser give a precise formulation of the 

mathematical assumptions needed to derive the k-space analyticity 

properties and Steinmann relations. The focus of the present work, 

however, is on applications of the formalism, rather than the mathe-

matical foundations of the theory. Thus the results of BEG will be 

summarized by .theorems that leave unstated the assumptions of BEG 

field theory itself. Readers interested in these assumptions should 

consult references (8) and (9). 

The BEG assumptions are augmented in the present work by the 

18Z assumptions, and in particular by the 18Z asymptotic conditions. 

.Other assumptions could be used to obtain the connection between the 

BEG functions r~ and the physical scattering functions. The 18Z 

assumption has the virtue of being well known and easy to use. 

The plan of the work is as follows. The BEG-18Z formalism is , 
described in section II. The aim is merely to list the basic 

equations together with brief descriptions of their meanings. The 

first subsection is a short description of the 18Z formalism, adapted 

to provide a suitable basis for the BEG formalism. The final subsection 

is an index that is useful for locating definitions. 

* In recent years Bro~, Epstein,. Glas.er, and Stora have enlarged the 

BEG framework of refs. (8) and (9) to include time-ordered functions, 

and have derived in this enlarged framework the general connection 

between retarded functions and the time-ordered functions (12). 
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Section III catalogues the 2282 zones. Each zone .corresponds 

to a G such that G = Go.) for some A. It is the 2282 functions 

1vP(A) that are determined by equation (1.3). Each discontinuity 

across a basic cut is connected by (1.3) to a difference 

Section IV contains the calculation by means of the BEG 

formalism of the discontinuity r A -rA across each of the basic 
1 2 

cuts. The procedure is based on the fact that each cell 
0' 

fA is 

associated with a corresponding sum of trees, called the grove PA· 

This grove PA determines both the location of the cell 
0' 

fA and 

The the explicit form of the operator m
A 

associated with the cell. 

operator mA is a sum of products of in- and out-operators. Hence 

by inserting appropriate complete sets of in- and out-states one can 

. reduce each term of mA to a product of S matrices for various 

processes. The expressions for the discontinuities obtained in this 

way are then reduced to formulas that can be directly compared to the 
G( AI) G( A

2
) . 

formulas for corresponding discontinuities M -M derived in 

re~ (7) from S-matrix principles. 

The generalized Steinmann relations are derived in section V. 

First the formula given in ref. (7) for the' 216 functions 1vP and 

all of their single and multiple discontinuities is presented. It is 

noted that the discontinuities calculated in section IV coincide with 

those given by this formula. Equation (1.3) follows directly from this 

result. Next it is shown that this set of 216 functions MP 

satisfies the generalized Steinmann discontinuity property (1.2). 

Finally it is shown that this property (1.2) allows each of the 216 

functions MP to be expressed asa linear combination of the 2282 
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functions MJ· = W( A ) This ensures that the solution to (1.2) and 

(1.3) is unique. 

II. GENERAL THEORY 

A. The LSZ Framework· 

The LSZ formalism (10) involves products of opera tors A . ( x. ). 
. . J J 

The index j is used here to identify a particular operator in some 

product. Each operator Aj :: Al xj ) is a local interpolating field 

associated with a particle of type t j . The hermitian-adjoint field 

At is a local interpolating field associated with the corresponding 
J 

antiparticle. It will be convenient to label this antiparticle by the 

type index -t
j

. 

For each A.(x.) there is a complete orthonormal set of 
J J 

positive-frequency solutions fjn(Xj) of the Klein-Gordon-equation. 

Suppressing an index j one can write 

n ) - f ~ 1 r n( ) 
fj (x - (2'IT)3 2pO j P 

where n is a positive integer, pO 

mass of particles of type tj' and 

With the aid of the notation 

-ipx e 

the normalization condition can be written 

(2.1 ) 

is the 

(2.2 ) 

(2.3) 
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or, equivalently, 

o 
nm 

( 2.4a) 

(2.4b) 

If the negative-frequency solutions to the Klein-Gordon 

equation are labelled by the negative integers, according to the rule 

then A.(x) can be expanded as 
J 

co L C:;"(x) A/(t) • fj-n(x) Aj-n(tD 

n=l 

where t:: xO, and for all positive and negative integers n 

A;"( t) ~ -i( ,ign n) f dJx A;< x) ~ f j -n(x) . 

(2.5) 

(2.6 ) 

(2.7) 

The LSZ asymptotic condition asserts that for every pair of 

normalizable states 14» and 11/J) the limit 

lim 
t-+±<x> 

defines in-field operators 

(2.8 ) 

A.n(_) and out-field operators A.n(+) 
J J 

that are time independent and satisfy the properties that they would 

have in canonical free-field theory. Thus the operators defined for 

n = 1,2··· as 

(2 .9a) 

.. 
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and 

at(n,-t.,±) = A
J
.-

n(±) 
, J 

are interpreted as follows: 

at(n,-t.,+) 
J 

creates an outgoing particle of type 

function fjn(x); 

<, 

-to 
J 

(2.9b) 

and w.ave 

(2.l0a) 

a(n,t .,+) 
J . 

annihilates an outgoing particle of type t. and 
J 

wave function f. n( x ); ( 2.10b ) 
J 

creates an incoming particle of type -t and 
j 

annihilates an incoming particle of type 

wave function fjn(x). 

The transition amplitude (S-matrix element) for the 

(2.lOc) 

t and 
j 

(2.lOd) 

scattering from a set of incoming particles 
n

i 

i with wave functions 

fi (Xi) to a set of outgoing particles f with wave functions 
n

f 
ff (Xf ) is 

(2.11 ) 

where N is a normalization factor that is unity if the wave 

functions of all the incoming particles are orthogonal, and the wave 

functions of all the outgoing particles are orthogonal. 

-18- . 

The momentum-space forms of these equations are obtained by 

making the following substitutions: 

(2.l2a) 

where P.O· and n.·· . have the same sign; 
J J 

nj p. 
(2) fj (xj ) .... fj J(Xj) - exp(-ipjXj) (2.12b) 

I L pJpo 1 (3) .... = ~ 
2I PjO/ - (2'1f)3 

nj Pj 

(2.l2c) 

and 

(2.13) 

[The normalization factor N is mbved in the continuum case to the many­

particle phase space factor, which then becomes continuous) 

For brevity let 

+ 
a(p j' t j'±) (2.14a) a: -

J 
and 

(a~ )t - G-( p . , t . , ± ») t. (2.14b) 
J J J. 

The normalization of these operators is fixed by the commutation 

relations 

(2.14c) 
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Only spJnless bosons are considered here, but it is easy to 

generalize all results to integral-spin bosons, and we believe that 

results analogous to those obtained below can be derived also for half-

odd integral fermions. 

B. The Operators A~ and Ai 

For brevity let 

:: A.(x.) 
. . J J 

and let Qij be the Q function in the time variable 

defined by 

1 if x 0 > x 0 
i j 

0 if x 0 < 0 

Qij = i Xj 

x 0 0 1 if = x
J 

i > J i 
0 if x 0 

i 
x 0 

j i < j 

(2.15) 

o 0 x. -x. 
1 J 

(2.16) 

(For notational convenience it is assumed that there is an infinite 

set ~ of indices j, and that for each jE~ there is a field 

A. :: A.(x.) 
J J J 

The set ~ 

associated with a particle of type tj and mass mj . 

is assumed to contain an infinite subset of indices j 

corresponding to each type of particl.e, so that any product of 

operators Aj can be written as a product of A:' s over a set J 
J 

of indices jE~ none of which is repeated. Then each operator Aj 

in any product is unambiguously identified by the single index j.) 

Let A represent any ordered product of operators A
J

: 

A _ 
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. QijTAi'Aj] - CArAj ). (2.17) 

Then the two operators~ and Ai act~ng on A are defined as 

follows: AiA is the sum of operators obtained by replacing in turn 

each Aj in A by (Ai,Aj ); AiA is the sum of operators obtained by 

replacing in turn each Aj in A by (Aj,Ai ). That is, AjA and 

AjA are defined as follows: 

Definitions 

and 

A;A - ~i,Aj(lJ Aj (2) •.• Aj(n) 

+ Aj(1)~i,Aj(2'») Aj(J) ... Aj(n) + 

+ AS(l) •.• Aj(n-l)~i,Aj(n) 

AiA - ~j(l),Ai) Aj (2) ... Aj(n) 

+ Aj (1)Ctj (2),Ai) Aj(J) ... Aj(n) 

+ ••• 

If f is a c-number function then 

(2.18a) 

(2 .1Sh) 

(2 .18c) 

The action of A+ and A- on sums of products of A.'s 
J 

and 

c-number function$is defined by linearity 

(2 .18d) 

" 



-21-

c. Generalized Reduction Formula 

Let F be any sum of produc"IE of Aj ' s and a-functions. 

Let Kj be defined by 

(2.19) 

Then the arguments leading to the LSZ reduction formula give, for 

n = 1,2,···, 

(2.20a) 

and 

. (2.20b) 

These two formulas can be combined into a single formula by 

introducing 

c!{n) - a{n,tj,:t) for n = 1,2,"·, (2.2la) 

and 

c1(n) - -at{-n,-tj,:t) for n -1,-2,.· . (2 .2lb) 
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Then suppressing ~ and W one may write (2.20a) and (2.20b) as 

the single formula 

(2.22) 

which holds for all positive and negative integers n. 

The momentum~space form of (2.22) is 

[C~(Pj},F) J . (2.23a) 

where 

for pO > ° (2.23b) 

and 

-+ -a.-
J 

for (2.23c) 

A closely related equation, which follows from the same 

argument, is 

which is essentially eq. (13) of LSZ (12) . 

D. The Symbol a 

{2.?3d} 

Some basic quantities of the BEG formalism are labelled by an 

index ex. 

Definition The symbol a represents an ordered set of n = n(ex) 

signs a, together with an ordered set of n + 1 indices jE ~ : 
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a - Ca(l,a) , a(2,a), a(n,a) ; 

j (0 ,a), j (l,a), j(n,a)} 

e (aa; Ja ) (2.24) 

The arguments ·a appearing in a(i,a) and in j(i,a) indicate that 

these quantities depend on a. Taken together the a(i,a) and 

j (i,a) define a. 

E. The Steinmann Monomials Aa(X) 

Definition 

) a(n,a) a(n-l,a) a(l,a) 
Aa(x = Aj(n,a) Aj(n-l,a) Aj(l,a) Aj(O,a) 

where the symbols A; and Aj are defined by (2.18), and where 

(2.26) 

F. The Operators ~(p)= ~ 

Definition 

(2.27) 

where Aa(x) is defined in (2.25) and p is the set of variables 

Pj associated with a, 

(2.28) . 

G. The.Nested Commutators ~(p) 

Definition 
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;;; m . a 

m...(p). = [ca«n,a» [ca(n-l,a»... [ca«l,a» c ) 1···J a j n,a' j(n-l,a ' j l,a' j(o,a 

where p is a set of mass-shell 

and 

H. The Mass-Shell Relation ~ = ~ 

(2.29) 

Repeated application of the generalized reduction formula 

(2.23) gives, for mass-shell p, 

r. 

~(p). = ~(p) 

Commutators of the A~ 
~ 

The functions. 9ij defined in (2.16) satisfy the following 

identities: 

o , 

o , 

and 

These three identities imply the following three identities, 

respectively: 
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[A~,AjJ 0 

and 

A+ - A- " 
j j A , 

where the operator A is defined by 

" AF - [A,FJ • 

(2.34b ) , 
, ' . 

-26-

that arise from (2.35) [or (2.34)]. Actually, the restriction on the 

arguments Pj that led to (2.35a,b) is convenient, but not es~ential. 

If they are relaxed then one can use (2.14c) instead of (2.35a,b). 

The important common feature of (2.35a,p) and (2.14c) is that the 

right-hand side is a c-number that does not depend on the sign + or 

-in (2.14c). 

K. The Trees t@ and the Groves Pa 

~ Bros, Epstein, and Glaser construct a graphical analYsis of 
J. The Steinmann Relations 

The arguments p ~ (pjl of the nested commutators ~(p) 

can be restricted so that no two Pj add to zero. If the arguments 

are restricted in this way then the in-operators 

among themselves and the out-operators c;(Pj) commute among 

themselves: 

o 

and 

o 

These commutation relations and the definition 

commute 

(2.35a) 

(2.35b ) 

(2.35c) 

together with the Jacobi identity, impose linear relations among 

the mass-shell operators ma' Precisely the same lin~ar relations hold 

among the off-mass-shell quantities Mb(p) and among the Steinmann 

monomials Aa(x). These latter two sets of linear relations follow 

from the use of eqs. (2.34) in place of (2·35). 

The Steinmann relations are defined by BEG to be the full set 

of linear relations among the ~ [or among the Mb' or among 'the AaJ 

the Steinmann relations. This analysis is based on a mapping £ that 

takes each nested commutator ma into a corresponding linear combina­

tion Pa of trees t@. 

Definition A tree t@ is a simply connected {no loops) graph that 

consists of: 

(i) -vj ' which are represented by a collection of vertices 

dots; 

(ii) a collection of vertices + vj ' which are represented by 

crosses; 

and 

(iii) a collection of open line segments s, each of which 

links some dot in t@ to some cross 

No line se.gment s in t@ links two dots or two crosses. 

Different trees t@ are regarded as independent basis vectors in a 

linear vector space of· trees. 

The index sets + J@, J@, and J@ are defined by 



(2.36a) 

. (2.36b) 

and 

(2.36c) 

According to (2.29) the nested commutator ~ is 

IDe. Ei [co(n,a) [cO(n-l,a) [ ••• [ 0(1 a) ]] 
a j (n,a), j (n-l,a)' cj (l;a)' cj (0 ,a) • • • , . 

+ where c
j 

.. c
j 

- cj 

Defini tion The grove Pa " £ (ma ) is 

Pa - [v;~~;~~, [v;~~:i;~~, [ ••• [v;U;~~, Vj(o;a) ] ••• J 
(2.37a) 

where 

(2·37b) 

The commutator of two trees is the sum of trees defined by 

the rule 

L CD G) 
i€J;, t 13 , tl3" 

LC?HD 
i€J;" tl3" t 13 , 

j€J13 " j€J;, 

This rule says that the commutator [t
13
"t

13
"J of the two trees t

13
, 

and is the sum of all trees that can be formed by joining a ' 

+. t cross vi 1n 13' to a dot vj in 

that can be formed by joining 'a cross 

t
13

",minus the sum of all trees 

+ -
Vi in .. tl3" to a dot Vj in 
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t
13

, • The commutator of two linear combinations of trees is the natural 

linear combination of the commutators of the component trees. 

~ The commutator symbol [t
13

, ,t
13

"J is appropriate because this 

product is linear and both the antisymmetry property 

and the Jacobi identity 

[t
13

" [i
f3
",t

13
",JJ + [t

f3
",[t

13
", ,t

f3
,]J + [t

13
,", [t

13
"t

13
"J] = 0 

(2.39b) 

hold. Note that 

o 

and 

o 

These two relations are analogous to the commutation relations 

(2.35·) satisfied by the c!'s. 

Definition 

t~ .. 
n (13) 

(-1) - tl3 

where n_(13) is the number of dots in tl3' 

(2.39c) 

(2·39d) 

(2.40) 

+ :I: + Definition v. is a-less than v. if and only if v stands to 
1 J i 

the right of v~ in Pa [see (2.37a»). 

Definition Pa is trivial if and only if it consists of a single 

- v .• 
J 

Remark For nontrivial Pa 

(2.41) 
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where 
,,,,>. 

c0f3 1 if for each je.Ja except j(O,a) the vertex 

% Vj lies in t~, and is linked by a line segment s 

+ :l-in t~ to a vi in t~ that is a-less than Vj 

cQf3 o otherwise • 

Exampl.e 

+ 

These two trees are the only trees t~ that satisfY the condition that 

for each jeJa except j (o,a) the vertex v% 
j 

is linked in tt3 to a 

+ that is :l- Each of these trees appears in the Vi a-less than vj . sum 
n (~) 

with coefficient (-l) - = l. 

The set of coefficients c~ defined in (2.4l) playa basic 

role in the BEG formalism. 

L. The x-Space Cones C~ 

The assumed local commutation relations of the Aj require 

each Aa(x) to vanish outside a certain region l:a. These regions 

are expressed in terms of cones C~. The cone C~ is associated 

with the tree 

Definition 

vector xj . 

+ Let vj(s,+) 

Let each vertex 

Let x;;; (xj : 

and vj(s,-) 

of t~ be associated with a four-

be the collection of these 

be the two vertices of t~ that are joined 
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by the line segment set~_. Then 

C"" ;;; (x: fx.( ) _. x.( 0 e v+ for every set",,} ~ . \:J s,+ J s,jV ~ (2.42a) 

Here V+ is the closure of the forward. light-cone 

( ·2 ..... 0 w: w ,.. , (2.42b) 

where w represents any Minkowski four-vector. 

M. The Regions L a 

Definition 

Theorem 

o (2.44) 

N. The Steinmann Functions 

Definitions 

(ollb(p) 10) 

Remark For mass-shell p,.eq. (2.32) gives 

e (2.46) 

Remark Translation invariance implies momentum-energy conservation: 

o if f 0 (2.47a) 



Defini\t~nOf ~~(p) 
,;:\t;,W 
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(2.47b) 

The function r~(p) is the boundary value of a function. 

~~(k) that is analytic in a certain region r~. This region will be 

defined presently. Some preliminary definitions are given first. 

O. The Complex Momentum vectors k = P + iq 

Definitions 

k = P + iq 

p = Re k 

q == Im k 

P. The Abbreviations p(J), q(J), and k(J) 

Definitions 

p(J) 

q(J) 5! [ qj 
jeJ 

k(J) 55" 2: kj 
jeJ 

(2.4&) 

(2.4&) 

(2.48c) 

(2.49a) 

(2.49b) 

(2.49c) 

Q.The Spaces p(J), Q(J), and K(J) 

. Definitions 

p(J) is the space consisting of the points 

p == (Pj: jEJ, p(J) = O} (2·50a) 

Q(J) is the space consisting of the points 

q ~ (qj: jEJ, q{J) = 0) 

K(J) is the space consisting of the points 

k a, (kj : jEJ, k(J) = 0) (2.50c) 

[For example, if the set J has n elements j, then p(J) is the 

restriction of the 4n dimensional space of points p;: (Pj jEJ) 

to the 4n-4 dimensional subspace on which momentum-energy is 

conserved: . E Pj = 0 • ] 
jeJ 

R. The Momentum-Space Cones c@, 

Each Steinmann function r~(p) is the boundary value of a 

function r~{k) that is analytic in a region r~. The regions r~ 

are defined as intersections of certain cones c~, which will now be 

defined. 

Let s be an open line segment contained in the tree t~: 

(2·5la) 

The removal of s from t~ separates t~ into two trees 

t;s' which contain, respectively, the cross and dot linked by s: 

I. 
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(2·5lc) 

The sets J+ and J- are the sets of indices j that label the 
/3s '/3s 

vertices of t;s and t~s' respectively: 

a (j (2·5ld) 

(2.5le ) 

It is evident that for any s £ ta 

(2.5lf ) 

where 

Definitions 

(2·52a) 

Here Q(J/3) and p(J
t3

) are the spaces defined in (2.50). 

[If the tre.e tt3 is regarded as a diagram representing the 

flow of conserved complex momentum-energy, where kj represents the 

flow out of the diagram at vertex v~, then the conditions for C
t3 

are the conditions that. the imaginary part of the momentum-energy. 

flowing from dot to cross along each line s of 
. + 

tt3 lies inV .J 

Remark For any q€Q(J
t3

) 

L qj Xj = L q(J;s)~j(s,+) - Xj(s,_») 
j€J

t3 
sEt

t3 
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Thus for x in C
t3 

and q in C/3 the definitions (2.52a) and 

(2.42) yield 

L qj Xj > 0 (2.52d) 

j€J/3 

except at the points x where the x. 
J 

for j€J
t3 

are all equal. 

Definitions 

ra = n C/3 

/3 :ca /3=l 

r' .. a () c' /3 
/3 :cCX/3=l 

Remark For x in La and q in ra' the definitions (2.53a) 

and (2.43) and the result (2.52d) yield 

except at points x where the Xj for j€Ja are aU equal. This 

inequality erisures that if the argument p in the definition (2.27) 

of ~(p) is replaced by k = P + iq then the exponential factor 

exp(ik.x) will give exponential damping as T ~~ at points 

x = TX' for all x' in the domain ~a of integration and all q 

in ra' except at points where the xj are all equal. 
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S. The Analytic Functions t'~(k) 

Definition 

Definition 

Remark The delta function 84~j(0,o») in (2.54) suppresses the 

trivial integration that would otherwise arise from the assumed 

translational invariance of (OIAa(x)lo). For Im k = 0 this trivial 

integration leads to the factor (21t)4 84(LPj) that occurs in 

(2.471». 

Theorem The function r~(k) defined by (2.54b) is analytic in r' o 
and satisfies for all p .in the space p(Jo ) the condition 

lim r~(p + iq) = r~(p) 
q€ro 
q-+ 0 

Remark The functions r~(p) and the similar functions r~(p) that 

are introduced later are always, in the BEG formalis~to be interpreted 

as tempered distributions over the subspace on which momentum-energy 

conservation holds. The functions ro(p) and r~(p) are tempered 

distributions over the complete p space. Thus (2.54c) is to be 

interpreted as 

(2. 54d) 
for all appropriate test functions $(p) in P(Jo). 

-;6-

T. The S-matrix S(p) 

The argument p of S(p) is a set {Pj} of mass-shell 

four-vectors 

Definitions 

Jp - (j Pj £ p) 

(f 0 
Pf £ p) Fp - Pf > 0, 

(i 0 p. € p) • Ip '" . Pi < 0, 
1 

Definition 

s(p) 

where (2.23) and (2.30) are used to get the second line. 

~ Comparison with (2.13) gives 

(2·55a ) 

(2·55b ) 

where the indices f and i run over Fp and I , respectively. 
p 

Remark It will be shown in SUbsection X below that 

for all mass-shell points p in a certain domain Po <: p(Jo)' But 

much of the mass shell lies outside the union of the Po' However, the 

set of Steinmann functions ro(p) is a subset of a larger set of 

functions rA,(p) called generalized retarded functions. These 

functions satisfy the relation 
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for all mass-shell points in P~, where the union of the covers . 

almost all of the mass shell. 

Any point Ii that lies outside the union of the P~ lies on 

a plane 

p{J' ) ° 
for some nonempty proper subset J' of Jp ' Such points are points 

where energy-momentum conservation is satisfied for some subset J' 

of the particles jEJp ' Thus all points p lying outside V P).. are 

points where the "disconnected parts" of the S matrix can be nonzero. 

Thus .rA(p) is equated to S(p) only at points p where, S(p} equals 

its connected part S (p). 
c 

by 

The generalized retarded functions r~(p), which are defined 

r (p) = (2n)4 8([P) r' (p), are boundary values of functions 
~ A 

r~(k) that are analytic in domains r' called cells. 
).. 

Each cell r' 
~ 

is associated with an index set J).. and is the product of the space 

P(J)..) with a cone r).. in Q(J)..). The cone r).. is also called 

a cell. 

To describe these cells r~and the regions P).. C p(J~) it 

is helpful to consider first the restrictions r)..O of the cells r~ 

to energy space. 

U. The Energy Cells r~O and the Signs a(J,~) 

Definition For any set J A c: ~ ° the space Q (J
A

) is the 

restriction of the space Q(J
A

) to its energy subspace. Equivalently, 

QO(J
A

) is the space consisting of the points 
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(2.57) 

o Definition Each energy cell r A 
is associated with an index set 

J
A

, and rAe lies in QO(J
A

). Let J represent a nonempty proper 

subset of J
A

. Each plane qO(J) divides QO(J
A

) into two halves. 

The set of planes qO(J) divides QO(J
A

) into several nonempty 

open cones. Every such open cone is an energy cell 

Definition The location of rAe is determined by a set of signs 

a(J,A), one for each non empty proper subset J of J
A

• The sign 

a(J,A) determines the side of qO(J) = ° upon which r~O lies: 

(2,58) 

for all J C Jx.' J ~ J),., J f. ¢) • 

Remark Each energy cell r ° 
~ 

corresponds to a definite set of 

signs a(J,A), one for each nonempty proper subset J of J~. 

However, not every set of signs a(J), one for each such J, 

corresponds to a cell. For the signs a(J,A) must satisty conditions 

such as 

a(J ,A) (2·59a') 

and 

a(JUJ' ,A) a(J' ,~) (2.59b) 

if a(J,A) a(J' ,A) and J(lJ' = ¢. 
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V. The q-Spac~ Cells r~ 

The q-space cells r~ are defined by a relativistic 

generalization of the formula that defines o 
r~ . 

Definition 

for every J C J~, J I J~, J" ¢} . 

Theorem For every a there is a ~ = ~(a) such that 

~ This theorem implies that the set of indices ~ can be 

regarded as an extension of the set of indices a. 

w. The p-Space Regions p~ 

Definition 

for every J C J~, J I J~, J I ¢} , 

(2.60a) 

(2.60b) 

(2.61a) 

where e V - is the complement of the closure of the backward 

light-cone. 

Definition 

(2.6lb) 

where ~(a) is defined in (2 .60b). 
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Definition ~ is the mass-shell, which is the space consisting 

of the points 

(2.62) 

Theorem 

~ For points p in the mass shell ~ the function ra(p) 

is given by (2.46), 

(2.64) 

where m (p) is the nested commutator defined by (2.29). For n(a) >1, 
a 

the operator cj(O,a) 
0'( ° a) , is replaced by O'(O,a) cj(c:a) with 

a(O,a) = -a(l,a), since the other term does not contribute by 

+ virtue of (2.l4c). The term of ~ in which each cj stays on the 

left and each, cj moves to the right gives S(p), as defined by 

(2·56a). 

It will now be shown that all remaining terms vanish. Let 

the multiple commutator ~ be written as 

where the ee 3 rr(±c~) ,are the 2n differently ordered products of 

'that occur in the expansion of ~. For each pair (a,e) a 

distinguished tree tt3(a"e) is defined as follows: 
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Let the ordered sequence of operators ± . :tC. in e
8 

be J . 

mapped into a correspondingly ordered horizontal row of 

+ 
vertices v~. The pair of vertices and vj(l,a) 

will be adjacent, and will consist of one cross and one 

± dot. Locate the vertex vj(O,a)' Join each other vertex 

v~ by a line segment Sj to the nearest vertex v;, 

that lies in the direction of v!(o,a)' as indicated by 

fig. ILL 

10 

Fig. 11.1. A typical tree t~(a,8r The zero indicates ± 
vj(O,a)' 

which in this example is a cross. ± Thus vertex vj(l,a) is a dot. 

It is indicated by 1. 

I th t t h t ± ( . cr( 0 ~ a ») 
n e ree ~(a,8) eac ver ex Vj except vj(O,a) is 

joined by a line segment s 
:;: 

to a vertex vi .that is a-less than 

Thus (2.41) gives 

c~(a,8) = .1 (2.66) 

Let 8 = 1 label the e· in which all c+'s 
8 j 

stand to the 

left of all (-cj)'s. What must be shown is .that 

(0\ t ba • e. ° 
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For each 8 ~ 1 there must be at least one factor c~ in 

e
8 

that stands immediately to the left of some 

the ordered product ee be separated into two parts 

. (2.68) 

where is the rightmost operator in the left-hand set of factors. 

Then every s € t~(a,8) that links a vertex in (vj
a

: j € J-) to 

a vertex in :(vj a :. j E J+J connects a dot in the first group to 

a cross in the second as shown in fig. 11.2. 

Fig. 

a 
Vj 

a' 

line 

II."2. For every line segment s in t~(a:'8) that links a 

-with j € J to a a' 
vj ' with j' E J+ one has (J = - and 

+. 

If the tree condition q(J;s) € v+, is satisfied for each· 

+ s shown in fig. 11.2, then the sum q(J) of these vectors 

also lies in V+. Thus the definition (2.52a) of c~ 

entails that 

But then the formula (2.53a), 

c ' 
~ 

(2.69) 
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and the result (2~66)that c~(a,8) = 1 imply that 

It then follows from the definition (2.60) for ra , 

that 

+ a(J ,a) + • 

But then the requirement of the theorem p € Fa entails [see 

definition (2.61)J ~hat 

(2·72a) 

However, the spectral conditions [see (2.23b,c) and (2.30)] entail 

that 

11 Ctc!) 10) o (2·72b ) 

jEJ+ 

whenever (2.72a) holds. Thus 

(2.73) 

for any fixed 8 ~ 1, and the corresponding contribution to (2.67) 

is zero. Hence (2.67) holds, and the theorem is proved. 

The similar theorem with a replaced by A. is also true. 

The proof depends on the fact that many relations that hold for the 

index a have generalizations that hold for the index A.. These 

generalizations, which are useful in many contexts, are described in 

the next few subsections. 
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Y. The Coefficients cA@ 

The coefficients ca~ were defined in (2.41). 

Theorem 

{: if ra C c~ 
c~ 

otherwise 
.' 

Definition 

[: if rA. C c~ 
\ c~ -

otherwise 

Theorem 

~ Note the similarity of this equation to (2.53a), 

Remark BEG use the symbol 

z. The Groves 

The grove Pa was shown in (2.41) to be of the form 

Definition 

(2.77) 



A'. Adjacent Cells r L and r 
".1 . ~ 

Definition Two cells r'1. and r"-2 are said to be adjacent if and 

only if they differ by just one single condition ±q(J) E V+. More 

precisely, the two sets J~ 

be two complementary subsets 

and J" 
2 

J' and 

must be equal, and there must 

J" of 

that 

a(J' ''1.) -a(J",'1.) + , (2·78a) 

and 

a(J' ,~) -a(J",~) = - (2·78b) 

But for all other non empty proper subsets J of J" 

Remark If r" and r " 
1 2 

also said to be adjacent. 

. 0 0 
adjacent then r and r are 

o ~ 0 "2 
two cells r and r have a 

"1 "2 

are 

The 

common face that lies in the plane 

This plane separates the two adjacent cells 

B' • The Boundary Cells and r,," 

Definition Each pair of adjacent cells is associated 

With a pair of boundary cells r,,' and r,,'" which lie in Q(J') 

and Q(J"), respectively, and are defined by the following 

conditions: 

J' (2.80a) 

and 

and 

Remark 
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for all J C J " J l J " J f ¢ ." . " 
J" 

for all J C J ", 

" 

C' • Tne Difference Formula 

(2.80b) 

(2.80c) 

(2.80d) 

(2.8la) 

(2.81b) 

Theorem Let r and r' be two adjacent cells. Let rand 
"1 ~ ", 

r,," be the two associated boundary ~ells defined by (2.80). Let 

P"l' P~' P,,-" and P,,-" be the groves corresponding to these 

four cells. Then 

(2.82) 

where the commutator product of two groves is defined by (2.38). 

This theorem plays a central role in the BEG formalism, and 

in the applications of that formalism made in this paper. 



D'. Formulas for Commutators 

The Jacobi identity and the algebraic similarities between 

the Pa , ~, ~, and J\x entail the following result. 

Theorem For each pair (a' ,a") of indices a there is a set of 

integral coefficients a(a' ,a"; a) such that 

and 

L a(a' ,a"; a) Pa 
a 

~ 
a(a' a'" a)m L " CL 

a 

[ a(a' ,a"; a) l>b 
a 

[ a(a' ,a"; a) '\x 
a 

Moreover, 

E'. 

L a(a' ,a"; a) 

a 

The Expansion P = A. 

o 

(2.83a) 

, (2.83b) 

(2.83c) 

(2.83d) 

(2.83e) 

Inductive use of (2.82) and (2.83a) yields the following 

result. 

Theorem For each A. there exists at least one set of coefficients 

d>-.!X such that 

(2.84a) 
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where the Pa are defined by (2.37). Furthermore, for each nontrivial 

PA. (i.e., PA. I vj ) the ~ can (and will) be chosen so that every 

tree t~ occurring in the expansion (2.B4a) with nonzero coefficient 

has exactly the same set of vertices VI' Moreover, the d>-.!X can 

be chosen so that 

1 

Remark The expansion (2.84a) and the definitions 

and P = A. 

[ 
a 

L c~ t~ yield the relation 

d>-.!X cat! c~ 

F'. The Operators mA.' l\' and AA. 

Definitions For every cell index A. let 

mA. - L d>-.!X~ 
a 

l\ - L d>-.!X l>b 
a 

AA. - ~ d\x Aa 
a 

(2.84b) 

r c t' 
at! ~ 

(2.85) 

(2.86a) 

(2.86b) 

(2.86c) 

where the coefficients ~ are the same as those occurring in (2.84). 

Remark Since the ~ occurring in (2.84) are in general not unique, 

the operators defined above could depend on the particular choice 

of d>-.!X made in (2.84). However, it follows from the (corollary 

of the) BEG tree lemma described in the following section that these 



-49-

quantities depend only on. ",. This potent BEG tree lemma will also 

be used later, in the proof that S(p) = i:'",(p) for p in ~ n PA.' 

G'. The BEG Tree Lemma 

Definition A graph r is a collection of vertices and 

-line segments s such that each s E r links some Vj E r to some 

+ VjE r. A tree t~ is said to be contained in a graph r if and 

only if ·t~ can be formed from r by deleting some (possibly empty) 

subset of the set of s E y. The statementt~ is contained in 

r is written t~ Cr. The set J labels the vertices of y • 
y 

Definition For any sum of trees 

t 

the restriction (t)r of t to r is defined by 

(t>y .. L c~ t~ 
~Ef 

where 

r - (~: t~ C r) 

Remark The linear independence of the trees t~ entails that 

is zero if and only if c~ is. zero for every ~ E r: 

[(t)r = 0] ~ [c~ = 0 for every ~ : t~ c: rJ 

Definition 

(0: J 
a o for every BEY}. 

(2.87a) 

(2 .87b) 

(2.87c) 

(2.88) 

(2.89a) 

(2.89b) 
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~ Le.t r be a graph.and let the do: be integers. If 

(~ d
a Pa

\ 
= 0 (2.9Qa) 

then there is a set of integers d' 
0: 

such that 

[ do: Po: L d~ Po: 
0: '" O:Er 

)" d m L d' m ...... 0: 0: 0: 0: 
(2.9Qc) 

0: O:Er 

)d~ 
'-. 0: 2: d~~ (2.9Qd) 

0: '" O:Er 

and 

L do: Ao: )" d' A 
t- 0: 0: 

(2.9Qe) 

0: O:Er 

If r is the maximal graph, in which each dot is joined to 

each cross, then (t)r = t andy is empty. Thus one obtains the 

following 

Corollary 

([ do: Po: 0) ~ f[ do: mo: 01 --::::--' l 0: 
J 

0: 

(2.9la) 

~rr do: Mo: 01 -7l 
0: 

(2.9lb) 
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This corollary ensures that the quantities ~, ~, and A~ 

defined in (2.86) depend only on A.: they do not depend on the 

particular set of d~ chosen in (2.84). 

H'. The Generalized Retarded Functions r~ (p) 

Definition 

r~ (p) . 51 (0 1M,. (p) 10) 

Remark For mass-shell p, (2.32) and (2.86) imply that 

Definition 

Theorem 

.for p in p~ fl ~ 

(2.9lc) 

(2.92a) 

(2.92c) 

~ The proof is a generalization of the argument given in section 

" X, which covered the special case in which the index )". was one of 

the o:'s. 

In that earlier proof the nested commutator mo: was expanded 

into the sum . r b0:
8

e
8

, where e 8 was an ordered product of 

:t, 
:l;C j s, 

The only e
8 

considered there were the n 2 products that occurred 

in the expansion of the particular mo: ·in question. In the present 

case the quantity ~ = r d~ ~ is a sum of different ~,and 
cancellations can occur. Thus each m)" is no~ written as 

L 
o 

b ' e", 
~8 v 

·where this sum is over a set of basis operators e
8 

no two of which 

are equivalent. 

Two e
8 

are equivalent if and only if they can be transformed 

into each other by a sequence of interchanges of adjacent operators 

:I; 
cj both of which have the same sign. Two equivalent e

8 
are equal 

by virtue of the commutation relations [c;,c;J [c~,cjl 0, 

and hence any cell operator ~ can be expressed in the .form (2.95). 

As before the e
8 

with all + cj standing to the left of 

all (-C~)iS called el • The proof consists of showing that 

b
U 

1, and that for all 8 ~ 1 either (0I e
8

Io) = 0 or b' 
),,0 

For each 8 ~ 1 a graph r(8) is constructed by first 

associating each :I; in e
8 

with a v~, and placing these v~ c
j J 

a horizontal line in the same order as the corresponding 

The set of vertices v~ will group themselves into subsets each 
J 

o. 

on 

consisting of a contiguous set of v: all of the same sign, and such 
J ' 

that adjacent contiguous sets consist of of opposite sign. The 

graph r(o) is formed by joining each vertex v7 of each contiguous 
J 

set to every vertex +. Vj that lies in the adjacent contiguous sets. 

(see fig. II.3) 
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Fig. II.3. A typical graph r(5), with the various contiguous sets 

indicated by brackets. 

Consider arty fixed a,; 1. There are two cases. If 

(p.)r( ) ,; 0 then, according to (2.88), there is at least one ). a . 
t~ c: rea) with c~ = 1. Let anyone of these t~ be called 

t As before, let the separation J- and J+ shown in (2.68) 
~(A"a)' 

be made. The construction of rea) ensures that the t~(A.,a) 

satisfies the conditions shown in fig. II.2. But then the earlier 

argument, with a replaced by A" gives (olealo) = 0 for all p 

in PA,' 

If (PA,)r(a) = 0 then the BEG tree lemma says that ~ can 

be written in the form 

(a 

Replacing all the 

obtains 

where 

m· in (2.96) by their expansions (2.~, one a 

(2.97) . 

\" d' b' L N:X a5 

(a 
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and 

(2.98) 

caB = 0 . for every Iky( c)} • 

Consider any fixed a. This a contributes to (2.98) only 

if b~a ,; o. But if b' ,; 0 then some e"" aa u 
equivalent to e

a 
must 

occur in the expansion of mae But then the tree t~(a,a') defined 

above fig. II.l satisfies c~(a,o') = 1, which is (2.66) with 5' 

in place of a. But t~(a,a') is contained in r(5') = r(a) 

t~(a,a') c: rea). In other words, ~(a,a') E rea). But then a 

does not belong to (a: Ja = J y ( 0) and caB = 0 for all Sq( o)}. 

Hence every term on the right-hand side of (2.98) must vanish. This 
gives 

o 

To complete the proof one must show that 

(2.1OO) 

This follows immediately from (2.84b) and (2.95), together with the 

fact that bal = 1 for each a such that J
a 

= J).. 

J'. Difference Formulas 

Let rA. and rA, be two adjacent cells. Let rA,' and 
1 2 

rA," be the two corresponding boundary cells defined by (2.80). 

Then (2.82-86) and (2.91) give 

~ - m 
1 A,2 

[~, ,mA,"] (2.101a) 

~ -~ [~,,~,,] (2.101b) 
1 2 
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K'. The Difference Formula rA 
1 
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'" - r 
A 

2 

Let A1 and A2 label two adjacent cells, and let A' 

A" label the associated boundary cells defined in (2.80). Let 

P' = (pj : jeJ'} 

and 

pIt = {Pj : jeJ"} • -

Then (2.92a) and (2.101b) give 

L [(ol~, (p') I pint + ) (ptnt + I~,,(p") 10) 

int 
P 

I l int - (int I I >] (0 ~,,(p") p +) p + MA,(p') 0 

(2.101c) 

and 

(2.102a) 

(2.102b) 

(2.103a) 

(2.103b) 

In these formulas the sum over pint is a sum over the complete set 

of intermediate in- or out-states. For any p the bras (pil and 

kets Ip~> are defined by 

(2.104a) 

(2.104b) 

and 

{2.l04c} 

(2.l04d) 

Remark The first terms on the right-hand sides of (2.103a) and 

(2.l03b) vanish unless p(J') = -p(J"}€V+, and the second terms 

vanish unless -+ -+ p(J") = - p(J' lEV ,where V is the closure of the 

forward light cone. 

L'. The Symbol P 
-Let p be any set of argumentsP

j
. Then P is the set 

generated from p by the substitutions 

(2.105a ) 

and 

(2.1Q5b) 
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. The sUbstitution (2.1Q5b) means that the particle-type'vaI-1ab17 . ,tj 
is to be replaced by the variable -to that specifies the associated 

J 

antiparticle. This substitution (2.105b) is equivalent to the 

sUbstitution 

Comparison of (2.104) with (2.56) shows that (p' + Ip" -) 

is S(p)· with the arguments (p) taken to be (p',pll): 

(pI + Ipll _) = S{pl,pll) - S{p) (2.1Q5d) 

Theorem For any cell index >,. I and any p I such that J p' = J A I 

(2.106a) 

and 

- .( I -int) r AI ± P ,P , 
(2.106b) 

where >,.'+ and >,.'- label the cells r ,+ and r ,_ defined by . >,. >,. 

the signs 

a{J,>,.') - a(JI - J,>,.') 

(2.l07a) 

and 

,+ 
a(lnt,>,. -) ± (2.107b) 

-56-

Here J is any non empty proper subset of J' = J>,.' 

is any nonempty subset of J int = ~nt. ·Clearly, 
p 

= J " and lnt p 

J J ' V J
int

. 1+ = 
A -

The primes on >,.' and p' . are placed there merely to help with the 

substitution of these formulas into (2.*03). These two symbols could 

be replaced by any others, for example, the >,." and p" of -(2.103) 

N'. The Functions f@ 
Definition of rX(p) 

(2.108) 

This is the >,. analog of the definition (2.47b) of r~(p). 

·Theorem For each tree t~ there is a tree.function f~{k) that is 

analytic in the cone C~1 and such that its boundary value 

lim fS{P + iq) 

q€CI' 
q .... O 

satisfies for all A 

rx (p) = L c~ f~{P) 
~ 

Definition 

rx (k) - f c~ f~(k) 
Definition [See (2.76) and (2.52).J 

r' >,. 

(2.109a) 

(2 .109b) 

(2.110) 

(2.111) 



-59-

Remark From. (2.l09-111) it follows that 

(1) r~(k) 

and that 

(2) r~ (p) 

-is analytic in r' 
'" 

lim r~ (p + iq) 
qer", 
q .... O 

(2.l12a) 

(2.l12b) 

Remark The momentum-space properties (2.109) follow from the existence 

for each tf3 of an operator Ff3(X) satisfying 

(1) Ff3(x) 0 for XJj:C
f3 

(2.113a) 

and for all A 

(2) ''(x) L c~ F~(X) (2.113b) 

f3 

Q'. The Functions. r'(k) and r(k) 

Definition The functions r'(k) and r(k) are defined in U r' 
'" '" 

by 

r' (k) 3 r~ (k) for k in r~ (2.114) 

and 

r' (k) (2.115) 

Remark The delta function of complex arguments can be given a well­

defined and sensible meaning. The only property of 8
4(l: kj ) needed 

here is that it goes over to 8\ t Pj) as one takes the limit 

kj .... Pj. In fact, the function r(k) will be used here only to 

express in a more compact form equations that can be equally well 

written in terms of r'(k) by making certain obvious adjustments. 

-60-

P,'. The Basic Discontinuity Formula 

From (2.102-115) one obtains for pep(J"'l) = P(J"-2) 

p(J')e e v-

Lim rep + iq) 
qer", 

1 
q .... 0 

- Lim rep + 1q) 
qer"-2 

q .... O 

and 

(2.ll6a) 

int 
p 

" - (' -int) - (int ") ~ r~,_ p ,p r","_ p ,p (2.116b) 

pint 

where the sums over pint in (2.ll6a) and (2.ll6b) correspond to sums 

over complete sets of intermediate out- and in-states, respectively. 

The cells labelled by ~,:t and ",Itt are defined by (2.80) and 

(2.107)· 

Q'. The Single Analytic Function r'(k) = S~(k) 
If the masses mj have a positive lower bound m, 

mj 2: iii > 0, then all the discontinuities (2.116) vanish near the 

off-mass-shell point p = O. Consequently, the function r'(k) can 

be extended to a function [also called r'(k)] that is analytic in 

K(J
k

) (\ ( U r~) U n(J
k
)] where Jk = (j : k j e: kl and n(Jk ) 

some neighborhood of the origin in the space K(Jk). IfS'(p) is 

, 44~ , () defined by (2~) 8 (~Pj) S'(p) = S(p) then (2.93), 2.108, and 

(2.112b) show that for peP~ (l'rlt the function S'(p) is the 

limit of r'(k) from points ker~. 

is 

.< 
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Remark The S..,matrix ,S'(p) . generally has disconnected parts, which 

are terms that contribute only on the surfaces p(J) = 0, where J 

ranges over the non empty property subsets of the set Jp :: (j : Pj € Pl. 

The union of the P~ <: P(Jp ) contains no point on any of these 

surfaces. Thus the connection between S'(p) and r'(k) described 

above holds only at limit points p where all the disconnected parts 

of S' (p) vanish. The function r' (k) can thus be regarded as the 

analytic continuation of the connected part of. S" (p) • This 

connected part is denoted by s~(p), and is called the Physical 

scattering function. Its connection to r'(k) is recorded by the 

definition 

:: r' (k) (2.117a) 

The subscript c, which stands for connected part, 1s 

essential here; the analytic function :r;(k) does not contain any 

contribution from the disconnected parts of S'(k).- This is because 

any contribution to Aa(X) that is invariant under the translation 

of some of the variables relative· to the others, and satisfies 

the support condition (2.44), is identically zero, as one sees by 

considering a large spacelike translation. Alternatively, in momentum 

space the disconnected parts must have extra delta-function factors 

if the contributions from the sets p(J) = 0, which have measure zero, 

are to contribute. But delta functions cannot occur in the analytic 

f'uncti~n ;'(k). 

The relation (2.ll7a) can be written in the alternative form 

(2.117b ) 
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R'. Hermitian Analyticity 

Definition 

S (p '; p") = (p I + I p" -) 

:: 

where 

and 

Definition 

* - S (p"; p') * - S(p"; p') 

[(0 I (11'a j+) (11"a j -) t I 0)] * 

(01 (11a j -)(11'a 'j+) t 10) 

:: (p'-Ip"+) 

Remark Equations (2.ll8~119) and (2.105d) give 

S(p) a.S(p' ,pIt) S(p'; pIt) 

Definition 

(2.118) 

(2.119) 

(2.120) 

(2.121) 

Theore.m (Hermitian Analyticity) Suppose p lies in P
A 

{\ '1'>(., so 

that 



Then 
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sc(p) s(p';p") 

(p' + Ip" - > 

_ st(p'; p") 

* _ (p" + Ip' - > 

= _ (p' - I p" + > 

(2.122) 

(2.123) 

Proof It is sufficient, as will be shown later, to prove the more 

general hermitian~nalyticityproperty 

where Sc(k'; k") = Sc(k' ,it") • Sc(k) = r(k) and where k:: p + iq 

with q.:: -q •• [The name "hermitian analyticity" for this property 
1 J 

arises from its similarity to the "real analyticity" property 

fez) [f(Z*»)* . (~124' ) 

The operation of complex conjugation appearing on the right-hand side 

of (2.124b) is replaced in (2 .. l24a)by hermitian conjugation.] 

Note that 

= s (it' k") . c ' = S (k",it') c (2.125) 

since the order of the variables of Sc(k) is immaterial (for 

bosons). Thus equation (2.124) can be written in the more compact 

form 

- [r(it*)]~ . (2.126) 
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Note that 

Im k = q Im it* • (2.127) 

-* Thus if Im k lies in r
A

, so will Im k. But then, since both 

sides of (2.126) are analytic functions of k in each cell r
A

, it 

is sufficient to show, for some A and for all k in r~, that 

- [r(k*»)* . A . (2.128) 

For cases in which A = A(a) = a, the relation (2.128) 

follows directly from the identity 

lb(k) (2.129) 

which holds for all k in r~, together with the formula (2.54b), 

(2.130) 

The operator l<h(k) is defined for k in r~ by (2 .54a), 

(2.1~1) 

The identity (2.i29) follows from (2.131) together with the fact that 

the transformation tj ~ - tj changes Aj to AJ [see (2.105c»). 

This change is cancelled by the operation of hermitian conjugation 

appearing on the right-hand side of (2.129). That operation also 

reverses the order of the multiple commutator, .which brings in (n - l) 

sign changes. The complex conjugation of the n factors i in 

(2.31) brings in n sign changes. The factor (-l) in (2.129) 

is the result of these (2n. - 1) sign changes. 

ikjxj are unchanged. 

The exponents 
..' 



By analytic continuation the validity of (2.128) for one value" 

of ~ ensures its validity for ~ll values of ~,and also the 

validity of (2.126), 

Letting Im k ~O one obtains from (2.128) 

(2.132a) 

for every ~'. if p lies in p~ () ~ (and hence plies in 

P_~ () C)Y\.),then (2.132a), with ~'= -~, together with (2.93), (2.120b), 

and (2.125), give the desired result 

(2.132b ) 

Remark The above proof makes use of the operations of complex conjuga-

tion, hermitian conjugation, and antiparticle conjugation 

(tj ~ - t
j
). However, (2.123) can be derived without using any of 

these operations. Comparison of the final form of (2.123), namely 

- (p' - Ipll +) 

with 

r~(p) (p' + Ip" -) 

shows that (2.123) is simply the statement that the substitution 

~ f ( ) c
j 
~Cj reverses all signs a J,~ and brings in one overall minus 

sign, and hence converts r~(p) to -r_~(p). Inspection of (2.29), 

(2.31), (2.37), (2.52), (2,53), and (2.121) shows that this is the case 

for A = A(a) = a. It is not hard to extend this result to the 

general case. 
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Definitions 

pI { jj!ff} pI' (2.133a ) 

and 

S-(p) sJ(p'; p") 

~ If ~ labels the physical cell, then S+(p) = r~(p) and 

r_~(p). Thus S+(p) is the physical boundary value of 

r(k) and S-(p) is the boundary value from the cell that lies 

opposite the physical cell. 

Remark In what follows the functions S+(p) and S-(p) will 

generally be represented by the plus and minus bubbles shown in 

(2.133). The lines on the left- and right~hand sides of these 

bubbles correspond to the variables in p' and p", respectively. 

T'. Two Forms of the Steinmann Relations 

The Steinmann relations were defined in SUbsection J. That 

abstract definition can be converted into various equivalent concrete 

statements. Two of these alternative statements are described here. 

1. The BEG Form 

To represent the symbol a defined in (2.24), let thE"" extra 

sign a(O,a) = -a(l,a) be added. Let J~ = {j .. J&: J = j(i,a) and 

a( i, a) = ± for some 0 ~ i ~ n( a )J. Then BEG show that the Steinma= 

relations as defined in subsection J, allow any p to be expressed 
a 

in the form 



Pa = L b(a,a') Pa , 

a' 
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(2.l34a) 

where the b(a,a'} are positive or negative integers, or zero, and the 

Pa , are restricted by the following three conditions: 

(1) 

(2) J(O,a t ) = JO for every a' occurring in (2 .134a) where 

(:3) 

Jo is a fixed but arbitrary element of J; , a 

for any prescribed ordering of the indices, JEJ a' one 

has J(l+l,a'} > j(i,a'} if a(i+l,a'} = a(i,a ' }. 

Reference to equations (2.91 a-c) shows that for every 

instance of (2.lJ4a) one has as well the relations 

and 

m 
a 

II 
a L b(a,a') Ma' 

ri 

Aa = L b(a,a'} Aa, 
a' 

(2.lJ4b) 

(2.1J4c) 

(2.lJ4d) 

with exactly the same coefficients b(a,a') as in (2.l)4a). 

In what follows, it will be (2.lJ4b) that will be of principal 

interest. It may be noted that for n(a) = n(a ' ) > 1 the first 

element cj(O,a) in any nested commutator ma may be replaced by 

a(O,a) c~~g:~~ without altering ma' For this reason, (2.lJ4b) 
+ 

may be expressed as follows: any nested commutator ma of ci's 

cj's can be expanded as a linear combination of nested commutators 

and 

-67&-

DIn, built from the same c;ts and cj's, but with any specified 

factor c~ or cj' occurring first, and with the c~'s and cj's 

that lie in contiguous groups of the same sign ordered in any 

prescribed fashion. 
+ 

For each set of cJ one can prescribe a fixed set of basis 

elements ma' for the expanSion all ma that are constructed as 

products, in various orders, of this set of The Steinmann 

relations impose no relations among these basis elements m~,. Thus 

the expansion of all ma in terms of these basis elements rna' 

displays all the Steinmann relations: a linear combination of m 's a 
is zero by virture of the Steinmann relations if and only if its 

e%p8IlSion .in terms of .the basis elements ma , is identically zero 

(1.e., if and only if the coefficient of each ma , is zero). 
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2. Discontinuity Form 

Equation (2°.116) is a formula for the difference of the 

boundary values of r(k) taken from two adjacent cells r).., and 
1 

r" . 
2 

These two cells, when restricted to energy space, are separated 

by the plane qO(J') = qO(J") = 0. The difference r" - r).., between 
1 2 , 

these two boundary values will be called the discontinuity across the 

Equation (2.116) implies the following property: 

steinmann Discontinuity Property (SDP) The discontinuity across the 

cut qO(J') = 0 is independent of the sign a(J'''l) = a(J,"2) if 

J and J' overlap. The two sets J and J' overlap if and only 

J n J', J n J', "- "-

if JnJ', and J nJ' are all nonempty. Here 

"-
J ;: J" - J, 3' ;: J" - J' = J", and J ;: J ;: J ;: J' U 

" "1 "2 
J". 

This property follows from (2.116) because the right-hand 

side of (2.116) depends on a sign a(J'''l) °a(J,"2) only if J -or 

J is a proper subset of either J' or J". But the condition that 
A 

J and J' overlap implies that neither J nor J is a proper sub-

set of either J' or J". 

The Steinmann discontinuity property stated here is equivalent 

to the one stated in the introduction, within the general framework 

-of BEG field theory. The only difference is that the limits r" are 

now allowed to be taken from r~, instead of from the more restricted 

region 0' 
r). 

The following result, which is implicit in the reconstruction 

theorems of Araki and Ruelle (6), is proved in ref. (11). 

Theorem The Steinmann discontinuity property is equivalent to the 

BEG form of the Steinmann r.elations. 
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U'. Trivial Cuts 

It was mentioned in the introduction that the discontinuities 

across certain cuts vanish identically on mass shell, due to stability 

conditions and spectral conditions. On the mass. shell the formulas 

(2.32) and (2.86) allow the discontinuity formula (2:103) to be written 

as 

(2.135) 

One kind of vanishing cut is the kind labelled by a set J, that 
A 

consists of only one element, 

(j) (2.l]6a) 

In this case (2.135) becomes 

- -r~ - r~ (01 [c j ,,\, (pfl)J 10) (2.136b) 

,". 

This vanishes due to the conditions 

o (2.137) 

which follow from (2.23d), and the spectral conditions. 

Condition (2.137) expresses the stability of one-particle states: 

the in-state is the same as the out-state. The case JAfI = (j) 

, gives null discontinuity by the same argument. 

The second trivial case is the one in which J
A

• consists 

of one initial-particle index and one final-particle index, 

(i,f) (2.138) 
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There are two possibilities, which correspond to the two signs in 

(2.139) 

The spectral conditions and energy conditions (2.55) give 

(2.140) 

The first equation, together with (2.137), gives 

(2.141) 

The second equation, together with (2.137) and the identity 

(2.142) 

gives 

(2.143) 

+ -Equation (2.142) and the definition c
j 

= c j - cj give the important 

identity 

(2.144) 

Equations. (2.137) and (2.104) give 

(OI[ci"cf"J (Pf , Pf " +1 - (pf • Pf " -I (2.l45a) 

and 

[ci"C\IIJlo) Ipi,Pi ,,-) - Ipi"Pi " +) (2.l45b) 

Thus (2.133) gives 

(ol[c~"cf!,Jlp ±) 
+ S (Pf ' ,pf ,,; p) (2.l46a) 
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and 

(2.l46b) 

since for cases with two particl.es in the initial. or final. state the 

connected part of the S matrix is S =S-I. c 

used in section IV • 

V'. ~ 

A. The LSZ Framework 

B. The Operators A; and A~ 

C. The General.ized Reduction Formula 

D. The Symbol. 0: 
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J. 
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L. 

N. 
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The Nested Commutators 
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and K(J) 

These formulas are 
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S. The Analytic Functions 

T. The S-matrix S(p) 
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V. The q-Space Cells· r
A 
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A 
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B' . The Boundary Cel.l.s r
A
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L I. The Symbol Ii 
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N'. The Functions f~ and r~ 

0'. The Functions r'(k) and r(k) 

P'. The Basic Discontinuity Formula 

Q'. The Single Analytic Function r'(k) = S~(k) 
R'. Hermitian Analyticity 

S' . 

T'. Two Forms of the Steinmann Relations 

U' . Trivial Cuts 

V'. Index 
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III. ·THE 2282 ZONES 

The formalism of section II applies to processes with arbitrary 

numbers of particles. It is now applied to a process of the form 

1 + 2 + 3 + 4 + 5 + 6. This process is described by an S matrix S(p), 

where p = (Pl,···,P6)' and, in accord with (2.55), 

0 < 0 for je:{1,2,3} :: I Pj (3.1a) 

and 

0 > 0 for jd4,5,6} :: F Pj (3 .lb) 

Here 

IUF - J p 
{l, •.• ,6} - J6 

- (3.1e) 

For each nontrivial cut g there is a nonempty proper 

subset Jg of J6 such that the cut g is 

o (3.2a) 

where 

The set of indices g that label the 16 nontrivial cuts is denoted by 

E. This set consists of the elements t, i, I, and fi, where i 

is 1, 2, or 3, and f is 4, 5, or 6. The corresponding Jg are 

J - {4,5,6} - F (3.3a) 
t 

J - {4,5,6} + {i} (3.3b) .,.. 
l. 

J - {4,5,6} - {f} (3.3c) 
I 

and 

J 
fi 
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{4,5,6} - {f} + {i}· (3.3d) 

With the sixteen sets Jg chosen in this way· there is a cell 

r 0 
A such that every a(Jg,),.) is positive. This cell lies "above" 

every cut gEE. This cell is equivalent to the physical cell r~(p) 

in the sense that it has the same boundary value r 
A 

o 
as r).(p). For 

if pO(Jg ) is nonpositive for any gEE then the discontinuity across 

cut g vanishes by virtue of the stability conditions (2.137) and 

(3.1 ). 

The 16 cuts divide the 5 dimensional space Q(J6 ) into 2282 

regions called zones. Each zone corresponds to it set of 16 signs 

a(Jg ) such that the 16 conditions 

are satisfied for all points qO in the zone. In this .sectionthe 

2282 combinations of sixteen signs ~(Jg) that correspond to zones 

are exhibited. 

The sixteen indices gEE can be arranged in. a four-by-four 

box in the manner shown in fig. 111.1. 

Fig. 111.1. Arrangement of the sixteen indices g. 



", 
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The combinations of signs a =a(J ) 
g g 

that correspond to 

zones are shown in fig. III.2. 

(2111:57) 

(2 II 60) 

(211 63) 

Fig. III.2. ,The signs' 

(2 II 204) 

(21 234) (211 9) 

(211252) (211 162) 

a that correspond to zones. g 
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The ± signs occurring in fig. III. 2 are variable signs: 

they can be chosen to be either plus or minus, subject to the 'condition 

that 

for i ~ P and f ~ f' . 

That-is, if any sign a represented in fig. III.2 by ± is chosen to 

be minus, then all the ± signs that can be reach by moving downward 

from a along the rows and columns must also be minus. For example, 

if the topmost ± sign in the top left-hand diagram of fig. III.2 

is chosen to be minus, then all the ± signs in that box must be 

chosen to be minus. 

The two symbols * and x represent variable signs ± that 

are subject, however, to the additional conditions that * cannot be 

positive if all other variable signs are positive, and x cannot be 

negative if all other variable signs are negative. 

Each combination of signs 0g shown in fig. III. 2 corresponds 

to a zone. The other sets of signs 0g that correspond to zones are 

those that can be obtained from one of the sets shown by a combination 

of one or more of the following operations: 

permutation of the indices i£I (3.5a) 

permutation of the indices f£F (3.5b) 

reflection of the diagram across the verti,cal axis, (3. 5c) 

reversal of all the signs (3. 5d) 

The number of combinations of signs represented by each diagram is 

written below it, with the factor two coming from the reversal of all' 
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signs expli citlydi splayed. 

is 2 xll41 = 2282. 

The total number of allowed combinations 

The results described above were established by first fixing 

aCt) +, then ordering the i ° ° ° and f so that % ~ q5 ~ q4 and 

° ° ° -q3 ~ -q2 ~ -ql ' and then eliminating all the combinations not 

shown by use of the identities 

and 

(3.6a) 

(3.6b) 

(3.6c) . 

(3.6d) 

qOCil) + qOUl ) 

(3.6e) 

[In this equation, and here alone, the notation qO(g) _ qO(Jg ) is 

used.) Then it was checked that each of the remaining combinations 

of signs were mutually compatible by exhibiting a solution to the 

set of 16 simultaneous equations a q0(J ) >0 
g g 

IV. GENERALIZED OPTICAL THEOREMS 

In this section formulas are derived that express in terms 

of physical scattering functions the discontinuity of any 3-to-3 

scattering function across any basic cut. The basic cuts are cuts in 

the energy space that are confined to the planes (1.1). These planes 
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divide the space o Q (J 6) . into the 2282 zones catalogued in section 

III. Two zones are adjacent if they lie on the same side of every 

plane (1.1) but one. The discontinuities to be derived are the 

differences of the boundary values corresponding to two adjacent 

zones. Each zone contains several cells. All the cells rAe in 

a given zone have the same boundary value r
A

. Thus the discontinuity 

defined as the boundary value from zone .Zl minus the boundary value 

o from Z2 

rOc 
A2 

r A - i\ ' where rAe Zl an,d 
1 2 1 

can be expressed as 

The difference rA - rA can be expressed in terms of 
1 2 

physical scattering functions by taking the formula (2.135) 

and inserting between the operators c± and c 
j j that occur in the 

terms of mA, and mAlI ,appropriate complete sets of in- and out­

states. The main task is to determine the explicit forms of the 

operators·. mA, and mAlI that correspond to a given set of adjacent 

zones. This will be done by first finding the corresponding groves 

PA' and P~". In the 3-to-3 case these groves are groves Pa , and 

Pa'" and hence the operators mA, and rnA" are the nested· commutators 

and ma". 

The discontinuities across final subenergy cuts are considered 

first. Inspection of the first two diagrams of fig. 111.2 reveals a 

difference in the final subenergy sign a = a(J ) = a({4,5}). These 
6" 6" 

two signs can be identified with the two signs a(g,A l ) = + and 

Then the condition that Zl and Z2 be adjacent 

requires all other signs in the two'diagrams to be pairwise equal. 
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If a(J ) is. fixed to be minus, then there are, in view of the sign 
'61 

restriction (3.4), just three remaining possibilities, and these are 

shown on the left-hand side of fig. IV.la. 

4---.11 
5 

6 

2 

3 

4 
5 

6----, 
2 

~--3 

Fig., IV.la. The basic discontinuity equation. for case 1. 

On the left-hand side of fig. IV.la the ± sign on the 

looping line that cuts off lines 4 and 5 indicates a discontinuity 

across the cut qO({4,5}) = qO(J ) = 0. This discontinuity is defined 
6" 

to be the function evaluated at qO(J6")'= 0+ minus the function 

q0(J ) = 0-. 
6" 

evaluated at The circled ± sign occurring in the 6" 

positionet the matrix of signs inside the bubble on the left-hand 
I 

side is this same ± sign. The other signs in this bubble are the 

pairwise-equal signs ag = a(g,\) = a(g,A2). The two± signs, 

a({5,2}) and a({5,]}), can be independently fixed to be either plus 

or minus, subject to (].4). 

The equation represented by fig. III.la is an instance of 

the basic discontinuity equation (2.ll6a) except that the signs of the 

trivial cuts are not specified. In this instance the intermediate 

states are the out or plus' states. Thus the functions represented by 

.the small and large bubbles on the right-hand side of fig. IV.la are 
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r",+ and r"IIH respectively. Equation (2.l46a) says that the 

quantity r A,+ is S-(Pf'Pf"; pint). This quantity is represented 

by the small minus bubble on the right-hand side of fig. IV.la, in 

accordance with (2.13]). 

For the large bubble on the right-hand side of fig. IV.la the 

ordering conventions of fig. 111.1 are used. The set of intermediate 

lines can be considered to be divtded into two nonempty sets, Which are 

associated with lines 4 and 5 of fig. IILI. This representation is 

. adequate because the signs determined by rules (2.107) treat all 

separations of the set of intermediate lines into two such sets in 

the same way: the particular content of these two sets is not 

important. 

The signs in the large plus bubble are the signs a( J g' A "+) 

associated with f A,,+. They are determined by (2.80), (2.107), and 

(3.]): 

a( J ,A) + (4.la) 
r 

a(J 
6r 

,A) (4.lb) 

+ (4.lc) 

a(J ,A) 
r 

+ (4.1d) 

a(J ,1."+) a( J ,A) + (4.le) 
3T r 

o( J ,A) + (4.1f) 
t 

and 

a( J ,A) + (4 .lg) 
t 
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Note that the signs on the right~hand side of fig. IV.la do not 

depend on the variable signs ± that occur on .the left. 

The large bubble on the right-hand side of fig. IV .la represents 

a function 

(pint I ( )1) + rnA" p" 0 

wAere rnA" is an operator 

= L d,,, m 
a 1\ a a 

(4.2) 

-
The main task in this section is to explicitly exhibit this 

operator rnA'" and the analogous operators for all the other 

.discontinuities.This task is simplified by the fact that each rnA 

corresponding to a J A with less than five elements is a nested 

commutator rna' 

The procedure for determining mAli = rna is as follows: 

(1) The given sets of signs o(J ,AI) and O(J ,A
2

) . g g 

determine, via (2.80), a set of signs o(J ,X"). For each such sign 
g 

o 
O(Jg,A") there is, according to (2.58), a condition on rAIl of the 

form 

By virtue of_the conservation-law condition in the definition (2.57) 

o of Q (JAil) there is also a condition of the form 

(4.4b) 

These conditions (4.4a) and (4.4b) define an energy region that 

contains 
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(2) A set 1" of trees ts is found that satisfies both 

nCrt 
B:t~E1" 

where C 0 is the energy section of . S c
s

' and, for some a, 

(3) The operator mAli is identified as rna' 

where a is the a parameter in (4.5b). 

(4. 5a) 

(4.6 ) 

This procedure is used in cases where the set JAil includes 

all three initial particle indices i or all three final· particles 

indices f. 

the signs 

In these cases the set of signs a(J ,A") determines all 
. g 

* = 0 O(J,A"), and hence rAIl rAil' Thus in these cases the 

procedure described above determines the unique. mAli = rna' [The 

same conclusion holds wi th >''' replaced by A I .] 

The small bubble in t~e subenergy discontinuity formula is 

determine.d by (2.146). This leaves only the case of the cross-energy 

discontinuity formula. But in the cross-energy cases the basic. 

discontinuity formula [5] already gives the discontinuity in terms 

of physical scattering functions, and hence no further work is needed 

for them. 

The pro~edure outlined above is now carried out in detail for 

case 1, which is the case shown in fig. IV.la. In this case, the 

eqs. (2.80) and (J.J) give 

o({6},>''') - o(J" - {6},A") + (4.7a) 
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o( U},A") - O(JII - {i},A") 

and 

o( {6,i},A") 

(4.7c) 

where i runs over {1,2,3}, and JII == JAil == {1,2,),6}. The 

corresponding region * 0 rAil = rAil is then defined by the conditions 

from (2. 58 ) , 

(4.8a) 

> 0 

and 

These are the equations (4.4) that define o r A" for case 1. 

The next step is to find a set T of trees ts such that 

COl 9l 
S (4.9) 

The conditions (4.8a,b) and (4.9), together with (2.52), require that 

0 6 + 
v6 v6 (4.10a) 

and 

o. 
~ 

vi .(i 1,2,) Vi (4.10b) 

But there is o~y one tree ts that can be formed from one cross 

v+ and three dots V7, namely the tree shown in fig. IV.lb. 
6 ~ 

Fig. IV.lb. The tree ts for case 1. 

The tree ts shown in fig. IV.lb is associated with a cone 

C
s 

defined by (2.52). Comparison of (2.52) with the conditions (4.8) 

o -0 0 
that define rAil shows that Ca C rAil Thus (4.9) is satisfied. 

But the rules (2.)8) and (2.41) show that 

t' = s (4.11 ) 

Thus for case 1 is 

m . ex (4.12 ) 

Having described the procedure in detail for case 1 we now merely list 

the corresponding results for the remaining final sub energy cases: 

± 

4 4 
5 5 

2 = 2 

6 3 6 3 

Fig. IV.2a. The basic discontinuity equation for case 2. 
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6~2 

1~3 
+ 6S3 

I 2 

Fig. IV.2b. The sum of trees for case 2. 

The rna for case 2 is 

+ 

4 4 
5 5 

2 = 
6 3 6 

2 

3 

Fig. IV.3a. The basic "discontinuity equat~on for case 3. 

Fig. IV. 3b. The tree ts for case 3. 

(4.13 ) 

The ma for case 3 is 

4 
5 

6 

m a 

:!: 

2 

3 
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4 
5 

= 2 

6 3 

Fig. IV.4a. The basic discontinuity equation for case 4. 

6~2 

1~3 + 623 

I 2 

Fig. IV.4b. The sum of trees for case 4. 

The rn for case 4 is a 

m a 

:! 

4 ---/I 
5 - ...... rJ-N 

6--...... 

2 

.JI-.--3 

4 
5 

6----
2 

3 

Fig. IV.5a. The basic discontinuity equation for case 5. 
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622 

I 3 

62 3 

I 2 

Fig. IV.5b. The sum of trees for case 5. 

The m a for case 5 is 

m a 
. fc + [c- [c - c J]] r 6' 2' 3' 1 (4.16) 

If the sets of signs o(Jg,A1 ) and O(Jg,A2 ) are restricted 

to those appearing in fig. 111.2, and those obtained from it by the 

reflection (3.5c), then the five cases listed above exhaust all the 

pairs of sets satisfying O({4,5},Al ) = +; o({4,5},A2 ) = -, and 

o(J',Al ) = O(J',A2 ) for all J' I {4,5}. The remaining four final­

subenergy discontinuities are discontinuities across the cut 

q({4,6}) = O. The bubble diagram on the right-hand side of each of 

these remaining four discontinuity equations is the same as the 

diagram on the right-hand side of one of the {4,5} discontinuities 

alr~ady given, except that line five replaces line six. Thus it is 

enough to give the left-hand side and to identify the case to which 

it reduces. 

± 

4-_" 
6 

.... .,'L.-_ 2 

5---- ~--3 

Fig. IV.6. Case 6 reduces to case 2. 

4--,rIf 
6--~·1/ 

5---. 
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2 

,..--3 

Fig. IV.? Case? reduces to case 3 . 

:t 

4 4 

6 
2 

6 

-
S 3 S 

Fig. IV.B. Case B reduces to case 4. 

± 

4 4 
6 6 

2 = 
5 3 S 

Fig. IV.9. Case 9 reduces to case 5 . 

:t 

2 

3 

± 

Z 

3 
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The nine cases described above cover all the final-subenergy 

discontinuities that can arise if the allowed signs are restricted to 

those either actually shown in fig. III.2, or obtained from fig. III.2 

by a reflection across the vertical axis. The remaining final subenergy 

cases are obtained by relabelling the initial indices, or relabelling 

the final indices, or reversing all signs, or by applying combinations 

of these three operations. 

The initial-subenergy discontinuities are treated in the same 

way. The net results are described later. 

The total-energy discontinuities are considered next. In 

these cases there are two nontrivial cells, rAt and rA'" with 

rAt c:: Q(JA,) = Q({4,5,6}) and rAIl CQ(JA,,) - Q({1,2,3}). There is 

a single tree tal corresponding to rAt and a single tree ta" 

corresponding to rA". The basic discontinuity equations, the trees 

tal and ta'" and the corresponding mal and mall . for two total­

energy discontinuity cases are summarized in fig. IV.lOa,b.and fig. 

IV. lla,b, and in eqs. (4.17) and (4.18). The analogs of (4.7) are 

O'(U},A") = + O'(T,A
l

) and O'({f},A') = - 0'(7,Al ). 

:!: 

4 4 

5 2 = 5 2 

6 3 6 3 

Fig. IV.IOa. The basic discontinuity equation for case 10. 

4 

t/3'= 6 < 
. 5 

Fig. IV. lOb. The two trees 

The two m a 
for case 10 

mal [c4,[c;,c6 ]] 

and 

ma" [c~,[ c;,c 3 ]] 

4 

5 2 

6 3 

~ 
4 + -

- + -
5 - - + -

= . - - + - -
6 
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tal and ta" for case 10. 

4 

- 5 2 

6 3 

2 

3, 

Fig. IV.lla. The basic discontinuity equation for case 11. 

(4.17a) 

.. 
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I>, .. 
. 3 

2 

Fig. IV.llb. The two trees t
a

, and ta" for case 11. 

The two m for .case 11 are a 

rna' [c~,[ c;,cJ) (4.18a) 

and 

rna" [ci,[c~,c3J] 

All other total-discontinuity cases follow from cases 10 and 

11 by the application of the various operations (3.5). 

As already mentioned the cross-energy discontinuities are 

expressed in terms of physical scattering functions by the basic 

discontinuity equation itself (5). These results will be listed later, 

along with the final results for the subenergy and total-energy 

discontinuities. 

The required expressions in terms of physical scattering 

functions for the sub energy and total energy discontinuities can be 

obtained by in:;erting complete sets of in- or out-states between the 

factors of m and a' rna". Case 1 is considered first. The second 

factor r).,,+ ()fl the right-hand side of the discontinuity equation 

shown in fig. IV.la is, by virtue of (4.l2), (2.23), (3.1), and (2.31) 

given by 

-92-

(p' + l[cj>f2,[c 3,c 6JJ]IO) 

(p' + .1[[[ a~,a3-J,a2-],al~Jlo) 

(case 1) 

(4.19) 

To convert (4.l9) and the equations like it that follow 

into simpler forms a diagrammatic notation is introduced. The.basic 

definitions are as follows: 

"~. 1 : + • 
m+l· . m 

n--:-r:r: 1 
m + 1 --'--l:J-i- m 

, (4.20a) 
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nnnm0m - (4.20d) 

(4.20e) 

where c denotes connected part. Three other frequently appearing 

combinations are also represented by special symbols: 

f~=ftl-f~ (4.20f) 
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~'=~i_~i (4.20g) 

(4.20h) 

!IIIf~i_f~i. 
(4.20i) 

where the shaded external strips represent fixed sets of lines, arid 

the shaded internal strips represent sums over all numbers of lines, 

together with an integration of the kind occurring in the unitarity 

equation, which thus takes the form 

(4.20j) 
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Unitarity, ·together with (4.20d) and (4.20e), gives the useful 

identities 

(4.20k) 

and 

(4.20i) 

The first term in (4.19) is just the S matrix for 

1 + 2 + 3 ~ 6 + Int, where Int represents the set of intermediate 

particles. The remaining six terms can be converted into expressions 

involving physical scattering amplitudes by inserting on the left-hand 

side of + a6 the identity operator This gives 

< int p + (Case 1) 

+ L nIIlEJ= 
i 6--+--
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+~ =EJ= 
' 6 ----

= umrr:L~ + '" ~i + §~ 
6 ~ 3 .y 6-L.:JI1C:!:J= 6 ·3 

I 

-~ nGb0; ~.0iiJ: 
, 6 I 

-+6~1 
+2: m0= + 

i 6 • i 

-2: n{i]l1li m1iJ= i 
I 6 .. 

L@ 
. 6--i 
I 
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= + 2 +2: ~.' + 1IIIfIl= ~ ~
I . 

6 3 i 6 -L...:JIIII:tlI 6 --L:.....I= 3 

2: 0: 
6 • i 

-~~ , 6 
- 2 2: mm[D= 

i 6 i 

+2: m0=. 
. 6 • , I . 

+ 2: ~. 
i 6----
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For ca~e 2,eq. (4.13) gives 

(Case 2) 

int 1-- - - + - + 1 \ + (p .. + a
2 

a
3 

a
6 

a
l 

0; , (4.21a) 

where a
j
+ 10) = a

j
- 10) is used. Inserting appropriate complete sets 

of in- and out- states, one obtains 

int 1 1 > (p + mA" 0 (Case 2) 

= JIIIf7l= ~ 
6 --L.:.,J--:. 3 :DJDDD&~ 6 . + 3 

6~i 

+2: ~ + mm{3=~ 
i~16-__ - 6-_____ -
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. . . , 
- ~+~6~' + 6~~ 6~ , 

-6mQJ§e: ~, 

-L~+ -' + i-L6·~1 
i~1 "r" I'~I ' 

-I ~i-:L G-fij:i j""I:=,_16 
6 

+ L m{D:: + mG=~. 
i~ '6 6 .• , 

+ mu0=~ 
6---' 

= ~~ 
6~3 

(4.21b) 
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For case 3,eq. (4~14) gives 

( int + 1m 10) 
P 'A" 

(Case 3) 

" int la
6
+ -a

1
+a

3
- a2(0) < int + + - - - + - + 1 0) - (p + + p 1 a6 a

3 
a2 a1 

. int I + -+ -+ - 10) int . + -+ -- -1 0) + (p + a
6 

a
1 

a
2 

a
3 

- (p + la6 a2 a
3 

a1 

= ~
3 

+ , I 
6 , - 2 

'~~' - ~ I 
i~3 6 . + 

+ mnGl- ~ 
6-4...:.1=3 

= nurrr:t: ~ -nnf:l-:-~ _ L 6~. i 
6 -L...1= 3 6 -LJmC:):2 'i#3 ,--L::.)i(B:: 

+ lIIIIfrr ; 
6--L.:J=3 
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=~~+L 6~3 i 
I + I 2 ~i~.1 

6 + 6 3 

~~
3 

- _ . 1 - I + _I 
6· 2 6 2 

'" _ ~i 
L6~ 
i¢3 

~
I 

+ I 2 
6 3 

~~ 
6~3 

For case 4,eq. (4.15) gives 

(Case 4) 
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< 
int 1-- + -- -- I) < int l-a

3
- + -+ -+ 10) - p + a2 a6 a

3 
a1 0 - p + a6 a1 a2 

= 1IIIIIIIf7lnnnn ~ - ~ +t= ~ 
6~3···6~3 

+ mG=~ 
6 2 

~2 
+~I 

6 3 

+ 

=~~_ ~31_~~ 
6~3 6~26~3 

(4.23 ) 
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For case 5, eq. (4.16) gives 
These five cases, and in fact all final sub energy cases with 

( int + I > p m ,,10 A . 
(Case '5) , a(t) = +, are summarized by the equation 

± 

_ (pint + In + - + I >' (int I + - -I 2 > = 1"'6 a1 2,3- + P . + a6 a 3 1, + 
f~ = 

- L :Gmr;?t--- i 

iEllf~ 

~I +L: 6~i = - I. 2 
6 + 3 

i~1 

-L 
lC:l z ~' 

(4.250) 

~i 
where 

= ~~ -L: ,~i 
6 3 i:F I 

6 - 11 - {i oCT) a( fi ) -} (4.25b) 

(4.24) 

and 

12 '= {i: oCT) = +, o(fi) = -} (4.25c) 

The plus sign inside the bubble on the left-hand side is the sign 

Remark The case in which a(T) = - and o(fi) = + does not occur 

in the BEG framework because of the cell function limitation (3.6a). 

In section V this limitation is removed and a term co:oresponding to 

this case will appear. 



are 

where 

and 
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The equations analogous to (4.26 ) for initial subenergies 

:!: 

o(f) -, 

~.
' 

. I 

+ 

:::Amh:1-=-. - + Ii 
f~ 

o( fi ). -} 

F2 :: {f: oCr) = +, o(fi) = -} 

(4.26a) 

(4.26b) 

(4 .26c) 

The corresponding equations for the case oCt) = - are 

obtained from the above equations (2.25) and (2.26) by simply reversing 

all signs inside each box and bubble, except for the circled ± that 

occurs also outside the bubble on the left-hand side and that says· 

106-

that the discontinuity is the function foro(r) + minus the 

function for o(f)=- (orfor o(i)=+ minus o(i)=-). 

Starting from (4.17) and (4.18) and proceeding in the same way 

one obtains the total-energy discontinuity equation 

where 

and 

:!: 

* =[0-,~:~1 
X 0[0- L mBe:] 

L~h 

FJ :: {f: oCr) = -} 

O(J_,A2 ) ~ o(T) 
i 

- } 

(4.27a) 

(4.27b) 

(4.27c) 

The cross-enefgy discontinuities are given by the basic 

discontinuity equations (5) 

,. 
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.~~ 
~ = 

= 

f~i 

. . 

~ f 

. ~t=f~' 

(4.280) 

(4.28b) 

(4.28c) 

( 4. 28 d) 

where the upper and lower signs appearing inside the bubbles on the 

left-hand sides area(r) and a(i), respectively. 

Equations (4.25-28), along with their hermitian conjugates, 

express all the discontinuities rA -rA at points p lying inside. 
1 2 

·the physical region of the process 1 + 2 + 3 -+ 4 + 5 + 6 in terms 

of physical scattering amplitudes. 

• V. GENERALIZED STEINMANN RELATIONS 

In this section it is shown that the cell functions rA 
have a unique maximal enlargement that satisfies the generalized 

Steinmann discontinuity property. That 'is, it is shown that the 

conditions 

G' 
~ 

Gil 
~ (5.1). 

and 

for every A (5.2 ) 

determine a unique set of 216 functions MP. 
This unique set of functions is identical to a set of 216 

functions MP derived in ref. 7 from analyticity requirements. It 

is therefore sufficient simply to -verify first.that the functions 

MP of ref. 7 satisfy (5.1) and (5.2), and then prove uniqueness . 

The set of functions MP is defined in ref. 7 in terms of a 

certain subset of its multiple discontinuities. As discussed in the 

introduction, the difference 

(5.3 ) 

for any hEG = E - G is identified as the discontinuity across the 

cut h evaluated below all the cuts gEG and above all the cuts 

gEE - Gh. Similarly, for any kEE - Gh 'the function 
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is the double discontinuity across the pair of cuts (h,k). evaluated 

below al1 the cuts ge:G and above al1 the cuts ge:E - Ghk. More 

generally, if (hl ,h2,··· ,hm) = H is a set of m distinct elements 

of E - G, and if for any subset X of E the quantity n(X) is 

the number of distinct elements of X, then 

(5.5) 

defines the m-fold multiple discontinuity across the set of cuts H 

evaluated below all the cutsge:G and above all the cuts ge:E - GH. 

The·sum in (5.5) runs over all the different subsets H' of H, 

including the full set H and the empty set ~.It is shown in ref. 

(7)that the set of equations (5.5) can be inverted to give 

~G L (_Un(G') ~G' (5.6 ) 

G'eG 

where the sum runs over all different subsets G' Of G, including 

the full set G and the empty set ~. 

Equation (5.6) expresses each of·the functions MP and 

each of the multiple discontinuities· formed from them, evaluated on 

each possible side of every cut, in terms of the multiple discontinu-

ities ~. Explicit formulas are given in ref. 7 for all of the ~. 

This is feasible because most of the ~ vanish. 

The function M¢:: M :: M¢ is defined to be the connected part 

of S, 

M = S c 

where r,,(p) is the physical cell defined by eq. (2.133c). 

(5.7) 
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This equation says that M~, which is the function evaluated ~ 

all the cuts,is the physical scattering function [times 

in accordance with the discussion given below (3.3). 

All 16 single discontinuities. Mg· are given by the single 

formula 

=~ (5.8 ) 

where the division of external lines between the two bubbles is 

defined by g. In particular, if the 16 cuts g are 1abel1ed in 

the way specified in (3.3) then the Mg are 

Mt·~ 
(5 .9a) 

(5.9b) 

(5.9c) 

and 

Mr=~i (5 .9d) 

." 
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The nonzero double discontinuities Mghare, in the notation 

(4.20), 

and 

M a~~ iT 

M,t .-~ 

MT1'·_~i 

M 
fii 

The nonzero triple discontinuities Mghd are 

(5.10a) 

(5.10b) 

(5 .10c) 

(5.10d) 

(5 .10e) 

and 

Finally 
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M .~i 
liT f~ 

=_~i 
f~ 

M • ~ ... + _ + ,iiT ~ 

° for nCR) > 3 .. 

(5.11a) 

(5.11b) 

(5.11c) 

( 5.12) 

For brevity in what follows two cuts g andh are s.aid to 

~, or to be crossed cuts, if and. only. if g£Oh' i.e., if and only 

if J g overlaps J
h

. 

The generalized Steinmann discontinuity property (5.1) 

follows irrunediately from these formulas. For (5.6) and the fact that 

~ vanishes if H contains any pair of crossed cuts means that 

( 5.13) 

where G - 0h consists of the g£G that do not lie in 0h. But 

G'/Oh =0 G"/Ohis equivalent to G' - 0h = Gil - 0h. Rence (5.13) is 

equivalent to (5.1). 
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To prove (5.2) it is sufficient to show for some A 

that 

and for each pair of adjacent cells 

(5.15) 

000 where h is the cut that separates r
A 

from rA ,and r
A 

lies 
121 

above h. Equation (5.2) follows from (5:14), (5.15), and the fact 

that any i\ can be expressed as i\ plus a sequence of differences 
o 

i\ - loA 
1 2 

corresponding to adjacent cells r
A 

0 and r
A 

O •. For 
.1 2 

(5.14) saysthat (5.2) holds for A = AO' and this equality can be 

extended to any other value of A by a sequence of applications of 

(5.15). 

Equation (5.14) follows from (5.7) for any AO such that 

rA lies above all the cuts gEE. 
o 

that each of the discontinuities 

To. verify (5.15) one must show 

loA - loA given by (4.25-28) 
1 2 G(Al ) G(A2 ) G(Al ) 

is equal to the corresponding discontinuity M - M = ~ 

given by (5.6). Comparison of (4.25-28) to the formulas summarized in 

Fig. ·II.3 of ref. 7 confirms that this is true. 

To prove uniqueness it must be shown that if 'FG is a set 

of functions that satisfies 

if G'/O = G"/O 
h h 

( 5.16) 

and 
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,jJ(A) _ for every A . , 

then 

for every G 

The functions F G in (5.16) are defined for hEG by 
h 

FG 
h 

Let F G for H c: G be defined in analogy to the 
H 

FHG _ L (_1)n(H
1

) FGH ' 

H'CH 

These equations can be inverted to give 

FG 
H 

2: (_l)n(G') F
HG

, 

G'eG 

Lemma A If g crosses h, then FGgh = 0 for all G. 

(5.17 ) 

(5.18) 

(5.19) 

G 
~" 

(5.20a) 

(5.20b) 

Proof Without loss of generality it can be assumed that FGgh 

for all proper subsets G' of G. Then (5.20b) gives 

~ 0 

L (-1 )n(G' ) FG'gh 

G'eG 

But then (5.16) gives FGgh O. QED. 

( 5.21) 
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Let C be the set ofcro~s-energy cuts, 

C 1fT : i = 1,2, or 3; f = 4,5, or 6} 

Any G can be written in the form G =" K UH:: KH where 

H C C 

and 

KCC_E_C 

Correspondingly, FG can be written as 

[ (-1 )n(HI ) (-1 )n(KI ) FK'H' 

K'CK 
K'CH 

L (-1 )n(K') F
K

, 

K'CK 

+ I 

:: ~ + lI(K,H) 

(5.228 ) 

(5.22b) 

(5.22c) 

( 5.23) 

Each cut fi€ C crosses every other cut g€E save f and 1". 

Thus lemma A entails that FK,H,vanishes if H'e C has more than one 

element, and that F vanishes if K' 
K'fi 

has any element other than 

f or r. Thus 
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lI(K,H) - L (_l)n(KI) (_l)n(H') FK'H' 

K'CK 
<PIH'CH 

_ (_l)n(KI) F _ 
K'fi 

(5.24 ) 

It wi1l now be shown that each term of MK,H) is, by virtue of (5.16) 

and (5.17),a linear combination of the functions MP(A). 

A set G such that G = G(A) for some A is cal+ed a BEG 

t G that correspond to zones. According to set. These are the se s 

fig. 1II.2 both cp and {fI} are BEG sets. Thus 

Therefore 

F 
fi 

" fi -i'i 
and F = Nt • 

The double discontinuity 

A unless f = f'. In this case 

M 
fi 

(5.25a) 

vanishes by virtue of Lemma 



F 
rfr 

F -F 1" 
IT fi 
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f M -F 
fi fi' 

(5.25b) 

Now all pairs of cuts fi and IT' are crossed, and by fig. 111.2 

the sets {f, IT, fi I } and {f, IT, r1' ,IT"} 'are BEG sets. Thus (5.16) 

and (5.17) give 

F f 
fi 

rfi lfin 
M 
IT 

Insertion of this result into (5.25b) gives 

F 
rIT 

M 
fIT 

(5.25c) 

(5.25d) 

Similarly, F 
flfr 

o unless i = i', in which case 

case 

F 
fif 

F' F T 
IT fi 

Finally, F 
f'fii ' 

o unless fl 

M 
nr 

f and i' 

F 
i'fif 

F _ FT M _ F T + FIr 
rfT rfi rfi fi fi 

M _ Ji'"'1f"T + Fir , 
TIT IT fi 

(5.25e) 

i, in which 

(5.25f) 

where use was made of an analog of (5 .25e ). Now since by fig. III.2 

both E and E - {fi} are BEG sets, and since all cuts -save 

and r cross fi, it follows that 
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~-fi 

IT 
(5 .25g) 

Equations (5.25a-g) and (5.24) reduce every ~(K,H), with K<:C 

and H C C, to a linear combination of the functions MG( A ) . 

It remains to show that each of the FK wi th K c: C can be 

reduced to a linear combination of the MP(A). The construction will 

depend on whether K belongs to a certain set Z or not. The set 

Z consists of those sets KeG such that one (or more) of the 

following four conditions are satisfied: (1) K contains t but 

none of the T; (2) K contains t but none of the f; (3) K 

contains all of the T but not t; K 'contains all of the f 

but not t. Symbolically, 

z (5.26a) 

where 

Zl {K e.C tEK and TEl< for i 1, 2, and 3},(5.26b) 

{KeG tEK and rEI< for f 4,5,and6},(5.26c) 

{K CG and TEK for i 1 , 2 i and 3} ,( 5 . 26d ) 

and 

{KeG 't£l< and fEK for f 4,5, and 6}. (5.26d) 

If KC C is not in Z then fig. III.2 shows that there is at 

least one He C such that G = KH is a BEG set. Let this H be 

called H(K). Then (5.17) gives 

." 
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FKH(K) = Jili(K) (5.27a) 

But thEm (5.23) gives 

(5.27b ) 

and hence also, for any H C C, 

~ ~ + ~(K,H) 

= 1P(K) _ ~(K,H(K») + ~(K,H) (5.27c) 

This equation,together with (5.24-5), reduces each FG ~. with 

K C C, K¢Z,. and H C C to a linear ~ombination of functions fil( A ) • 

The cases Kc;Z are treated by exploiting the fact that any 

two initial cuts i, fi are crossed and any two final cuts r,fT 

are crossed. Thus (5.20b) and Lenuna A give, for each G C C, 

o (5.28a) 

and also 

o (5.28b ) 

The first of these equations, together with (5.20a), gives, 

for G cp, 

'"', ,... or ...... , ~rtt ,. '-,-r" 
0 , F~ F~ - Fll Fll + Fll ~ (5.29a) 

i'I" 

The first three terms are functions of the form FK withK¢Z. Thus 

the relation 
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If' T 
F - F (5.29b) 

.fn 

expresses the function in terms of functions that have already 

been reduced, by (5.27c), to linear combinations of the functions 

MG(A). Similarly, (5.28a) for G t cp leads to the relation 

FIfrG _ F1G 
I" 

(5.29c) 

which a~lows any ~ with Kc:Z
3 

- Z4 to be expressed in terms,of 
G(A) . 

functions that are reduced by (5.27c) to the functions M . The 

functions ~ with Kc;Z4 - Z3 may be similarly reduced by the 

equations 

( 5.29d) 

which follow from the second part of eq. (5.28a). 

The only set Kc:Z
3 

(l 24 is K = {j : j = 1,2,· •• , 'or 6}. For 

it equation (5.29c) with G = (r,fT,f"I} gives 

(5 .2ge) 

The terms on the right-hand side of this equation may be reduced by 

eq. (5 . 29d ) . 

The first part of eq. (5.28b) with G {f} is 

o (5 .29f) 
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in which each term but Ftf is an ~ with K¢Z, Thus the relation 

F
ur 'iff I.' 

+ F 
r 

(5.29g) . 

expresses Ftf in terms of functi"ons already reduced by (5. 27c). 

Similarly the relation 

FtffG + FHflG 
r 

reduces all ~ with KE21 - 22 , and 

FtffG + Ftif'G 
r 

reduces all ~ with KEZ2 - Zl. 

( 5.29h) 

(5.29i) 

The intersection 21 n Z2 contains only the set K {t} . 

The function Ft may be reduced by (5.28b) with G = $, 

,. (5.29j) 

together with (5.29h). 

The preceding equations (5.28) and (5.29) reduce every ~ 

with K ~C and KEZ to a linear combination of functions MG(A). 
A 

Thus for any G = KH wi th K C C, KE2, and H C C these results 

together with (5.23) 

~ + lI(K,H) (5.30 ) 

and (5.25) reduce the function ·FG = FKH to a linear combination 

of MG(A). These results together with those covered by (5;27c) 

I 
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cover all cases. Thus every FG has been reduced by means of(5.16) 

and(5.17) to a linear combination' of MG(A.). 

Since the MG are a special case of the FG. the 'functions 

r.P. are equal to these same linear combinations. Th~S' FG = r.P for 

all G. QED. 



~' 

-123-

REFERENCES 

(1) A. H. Mueller, Phys. Rev. D~ (1970) 2963. 

(2) Chung-I Tan, Phys. Rev. D2, (1972) 1476. 

(3) H.P. Stapp, ~hys. Rev. Dl (1971) 3177. 

(4) J. H. Weis, Phys. Letters 43B (1973) 487. 

(5) K.E. Cahill and H. P. Stapp, Phys. Rev. ~ (1972) 1007. 

(6) o. Steinmann, Helv. Phys. Acta 33 (1960) 257, 347; 

R. Araki, J. Math. Phys. ~(1960) 163; 

D. Ruelle, Nuovo Cimento 19 (1961) 356; 

H. Epstein in Axiomatic Field Theory, edited by Chretien and 

Deser (Gordon and Breach, New York, 1965), p. J. 

(7) J. Coster and H. P. Stapp, Lawrence Berkeley Laboratory Report 

LBL-2427 (in preparation). 

(8) J. Bros in High-Energy Physics and Elementary Particles (Trieste 

Seminar), edited by Salam (IAEA, Vienna 1965), p. 85. 

(9) J. Bros, Proprietes A1g~briques et Analytiques dela Fonction 

de n Points en Th€orie Quantiques des Champs (thesis), University 

of Paris (1970) and in the Prepublication de 1a Recherche 

Cooperative sur Programme nO 25 (C.N.R.S.), new edition, ~ (1969). 

(10) H. Lehmann, K. Symansik, and W. ZillUlJermann, Nuovo Cimento 6 

(1957) 319. 

(11) M., Lassalle, Ecole Poly technique prepri~t (November, 1973); in 

the Proceedings of the 17th Meeting at Strasbourg, R.C.P. nO 25 

(November, 1973); and thesis, Orsay (in preparation). 

-124-

(12)' R. Stora, "Proprietes d' ana1yticite des amplitudes ,de 

reaction en theorie quantique des champs," p. 8 (March, 1967), 

reedition de 1a prepublication de 1a Recherche Coop€rative 

sur PrograllUlJe nO 25 (CNRS, Strasbourg, 1969), Vol. VIII; 

H. Epstein, V. Glaser, and R. Stora, Geometry of the N point 

P space function of quantum field theory, CERN preprint, 

Ref. TH 1719 CERN, Aug. 1973. 

-, 



.... --------LEGAL NOTICE---------....., 

This report was prepared as an account of work sponsored by the 
United States Government. Neither the United States nor the United 
States Atomic Energy Commission, nor any of their employees, nor 
any of their contractors, subcontractors, or their employees, makes 
any warranty, express or implied, or assumes any legal liability or 
responsibility for the accuracy, completeness or usefulness of any 
information, apparatus, product or process disclosed, or represents 
that its use would not infringe privately owned rights. 



I 
.' 

i , 

TECHNICAL INFORMA TION DIVISION 

LAWRENCE BERKELEY LABORATORY 

UNIVERSITY OF CALIFORNIA 

BERKELEY, CALIFORNIA 94720 




