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Abstract

Characterizing the mitochondrial mutational landscape throughout aging

by

Isabel Serrano

Doctor of Philosophy in Computational Biology

University of California, Berkeley

Professor Peter H. Sudmant, Chair

Mitochondrial DNA (mtDNA) is a high copy number genome, creating a population of
mtDNA molecules within a cell. As healthy cells age, mitochondrial genomes (mt-genomes)
accumulate mutations that vary in frequency. Until recent technological advancements, the
characterization of the mt-genome mutational landscape has been limited to high frequency
variants. With the advent of ultra-sensitive sequencing technologies, surveying low frequency
mutations is now possible, improving the investigation of mutational processes. In order
to design efficient medical therapies for mitochondrial dysfunction, an understanding of
the factors that impact mtDNA mutation is necessary. Here, I characterize the mtDNA
mutational landscape across different mitochondrial haplotypes and tissues to discern the
molecular and evolutionary processes underlying the origin and trajectory of mutation in
mtDNA.

To begin, I investigate how mitochondrial haplotype shapes mutation in mtDNA. Impor-
tantly, over one thousand components needed for mitochondrial function are encoded on the
nuclear genome; thus, harmony between these two genomes is vital. With this in mind, this
work additionally studies how mito-nuclear ancestral mismatching impacts somatic muta-
tion. To address these questions, I employ a panel of four mouse strains that are identical
in their nuclear genomes, but differ in their mitochondrial haplotypes. I use ultra-sensitive
Duplex Sequencing to generate maps of mutations with an unprecedented level of depth and
accuracy across multiple tissues and mitochondrial haplotypes. From these maps, I confirm
that the increase in mutation frequency with age is a constant molecular phenotype. Inter-
estingly, comparison of rodent and primate mtDNA mutational spectra provide evidence of
species-specific mutational signatures likely associated with distinct life history traits. My
findings contrast the established notion that the non-coding region in the mt-genome has
the highest mutation frequency. For example, I identify that the Origin of Replication (light
strand) consistently has a higher mutation frequency across both tissues and mitochondrial
haplotypes. Moreover, I highlight a mutational hotspot in MT-tRNAArg specifically in mice
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with mismatching mito-nuclear ancestry. Lastly, my work is the first to identify cases in
which there is a preference for mutations that align mito-nuclear ancestry within the organ-
ism’s lifespan.

Secondly, I explore intra-individual variation by characterizing the tissue-specific mutational
landscapes of two regions in the aging mouse brain. Employing Duplex Sequencing, I pro-
file the cortex and cerebellum at three different time points in the mouse lifespan. These
regions were chosen due to differences in their metabolic demand and distinct accumulation
of deletions throughout aging. I identify mutations present in both the cortex and cerebel-
lum, and note that a consistent feature between tissues is the inheritance of insertions and
deletions in regions associated with mtDNA replication. Although the tissues have similar
frequencies for shared mutations in young mice, these frequencies diverge with age likely as a
result of genetic drift. Overall, the cortex has a higher average mutation frequency than the
cerebellum, but does not differ in mutation rate. Examination of different mutation types
shows that the cortex and cerebellum differ in mutational signatures associated with mtDNA
replication and metabolic damage. Mutations associated with mtDNA replication error are
more abundant in the cortex; yet, the cortex and cerebellum exhibit a similar mutation rate
for this signature. Despite the cortex being more metabolically demanding, this tissue shows
a decrease in metabolic damage with age, opposite the trend in the cerebellum, indicating
that the tissues potentially differ in their regulation of metabolic damage.

Together, these findings identify robust properties of mtDNA, while pinpointing specific
differences driven by tissue-type and mitochondrial haplotype for future considerations.
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List of Figures

2.1 Overview of experimental design. (A) Maternal donors were backcrossed
with a C57BL/6J mouse (blue). The result of these crossings are conplastic mouse
strains (striped mice), which have identical B6 nuclear (linear) genetic back-
grounds but differ by variants along their mt-genomes (circular). (B) B6-mtAKR
(pink), B6-mtALR (green), and B6-mtFVB (orange) differ from wildtype by 1-3
nonsynonymous variants. B6-mtNZB (yellow) contains 91 variants distributed
across the mt-genome.(C) Duplex Sequencing was used to profile mt-genomes
from conplastic mice. Each double-stranded mtDNA fragment is distinctly tagged
with a unique molecular barcode, allowing for the computational construction of
a duplex consensus sequence. (D) The count of duplex mt-genomes sequenced
was calculated for each experimental condition (n = 29 conditions; n = 4 mice
for every condition with 3 mice for B6-Young-Heart). The duplex read depth at
each position was aggregated across samples in a condition to quantify the duplex
depth per condition. The average duplex read depth across the mt-genome was
then calculated. (E) The count of variants was aggregated across samples in a
condition. Mutations present at conplastic haplotype sites were filtered from the
analysis. (F) The mutation frequency for each position is mapped along a linear
representation of the mt-genome. Each point denotes the mutation frequency for
an experimental condition at the given position in the mt-genome. Positions with
a mutation frequency greater than 1× 10−3 were excluded from this analysis. . 16
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2.2 Region-specific changes in somatic mutation frequency with age. (A)
The average mutation frequency for young (light) and aged (dark) mice in each
condition (n = 29 conditions; n = 4 mice per condition with 3 mice for B6-Young-
Heart). Mutation counts and duplex depth were aggregated across samples for
each condition. The mutation frequency for each position along the mt-genome
was calculated by dividing the total count of alternative alleles by the duplex read
depth at the position. The bar denotes the average mutation frequency. Error
bars denote the 95% Poisson confidence intervals. P-values indicate conditions
with a significant age-associated increase in mutation frequency. The p-values
were calculated from a log-linear regression and adjusted using a Bonferroni mul-
tiple hypothesis correction. (B) The mt-genome was categorized into regions:
OriL (red), D-Loop (dark blue), tRNAs (purple), protein coding (light blue), and
rRNAs (magenta). For each region, the probability of mutation was calculated as
the total count of mutations normalized by the region length in bp multiplied by
the average duplex read depth across the region. Fill indicates age group: young
(hollow circles) and aged (filled circles). (C) The difference in percent bp mutated
between young and aged mice for each mt-haplotype (n = 5 delta values for brain
and heart; n = 4 delta values for liver). The shape denotes the average difference
in percent bp mutated with age across mt-haplotypes. Error bars showcase the
standard error of the mean. Positions that exceeded a mutation frequency of
1× 10−3 were excluded from these analyses. For Figs. 2.2B,C, frequencies were
normalized for sequencing depth across conditions at each position, and muta-
tion counts and duplex depth were aggregated across samples in an experimental
condition to calculate the percent bp mutated. . . . . . . . . . . . . . . . . . . . 18
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2.3 Haplotype-specific peaks of mutation along the mt-genome. (A) The
average mutation frequency was calculated in 150-bp sliding windows for each
strain and tissue independently. Regions with shared mutation frequency peaks in
at least three mouse strains are labeled. (B) The high frequency region in the light
strand origin of replication (OriL) is highlighted. For positions 5171-5181 the
mutation frequency for the T-repeat region is calculated as the sum of mutations
across this region divided by the sum of the duplex depth across positions. Each
color denotes a different strain. The average frequency in young (left, hollow
points) and aged (right, filled points) mice are compared. The schematic compares
the OriL structure in mice to that of macaques [3]. Positions with a mutation
frequency > 1 × 10−3 are in magenta, while positions that undergo mutations
are denoted in light blue. In the macaque OriL diagram, variant hotspots are
denoted in light blue. Stars represent strains that have mutations present at a
given position. (C) The high frequency region in MT-ND2 is highlighted. Color,
shape, and calculation of the average mutation frequency are similar to those
in (B). A schematic demonstrating the sequence and codon changes that result
from the indels at position 4050: premature stop codons at codon 79 and 68
for C>CA and CA>C, respectively. The superscript denotes the position of the
premature stop codon in the amino acid sequence. (D) The mutation frequency
forMT-tRNAArg from bp positions 9820-9827, which is an A-repeat region. Color,
shape, and calculation of the average mutation frequency are similar to those in
(B). Positions that exceeded a mutation frequency of 1 × 10−3 were excluded
from these analyses. Frequencies were normalized for sequencing depth across
conditions at each position. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
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2.4 Characterizing the mt-genome mutational landscape. (A) The average
mutation frequency is compared between mt-haplotypes for different classes of
mutations: single nucleotide variants (SNVs), deletions, and insertions. The av-
erage mutation frequency was calculated as the total mutation count in a class
divided by the total duplex bp depth. Each point denotes the average muta-
tion frequency across the mt-genome for young (Y) and aged (O) mice in each
strain (B6 (blue), AKR (pink), ALR (green), FVB (orange), and NZB (yellow)).
The connecting line demonstrates the change in frequency from young to aged
mice. Mutation counts and duplex depth were aggregated across samples for each
condition to calculate the average mutation frequency. Results for the brain are
featured, which showcase trends observed in the heart and liver, as well (refer-
ence Fig. A.7). (B) SNVs were further classified into point mutation types.
Each point denotes the average mutation frequency for the given mutation type
across the mt-genome for each mouse strain (color key as in (A)). The average
frequency for point mutations was calculated as the total count of mutations
of the given type divided by the duplex bp depth for the reference nucleotide.
The average mutation frequency for deletions and insertions was calculated as
the total mutation count in these classes divided by the total duplex bp depth.
Mutation types are ordered by descending average mutation frequencies. The
range in frequency across experimental conditions (strain x tissue, n = 15 condi-
tions for brain and heart; n = 14 conditions for liver) for each mutation type is
shown. For each mutation type, the segment extends from the minimum to the
maximum frequency across experimental conditions in the age group. Each point
in the segment denotes the median frequency across conditions. (C) Mutational
signatures were extracted from mutation type counts for each experimental con-
dition using sigfit. Two mutational signatures were identified. The probability
that a mutation type contributed to a signature is showcased. Each bar denotes
the estimated probability of a mutation type comprising the signature with error
bars denoting the 95% confidence interval of each estimate. (D) The presence
of the mutational signatures was estimated for each condition (Signature A dark
blue, Signature B light blue). The contribution of each mutational signature is
compared across age. (E) The frequency of the three most abundant mutation
types were compared across mice, macaques, and humans for the brain and liver.
Mutation frequencies were normalized by the frequency of the G>A/C>T mu-
tation in their respective study. All studies used Duplex Sequencing to profile
mutations in the mt-genome. For the mutation frequencies in our study, we only
show the mutation frequencies for B6. Refer to Fig. A.9A for frequencies across
all strains, tissues, and young mice. For all analyses, mutation counts and duplex
bp depth were aggregated across samples in an experimental condition. Positions
with mutation frequencies greater than 1×10−3 were omitted from these analyses. 21
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2.5 Negative selection shapes the mt-genome. (A) The count of genes un-
der positive (blue) and negative (red) selection. Mutations and mutation type
proportions were quantified in three different ways: (1) all mutations, without
consideration of mutation frequency or mt-genome position (2) all mutations ex-
cluding the D-Loop (3) mutation counts binned by mutation frequency, excluding
the D-Loop. Mutations with a frequency greater than 1×10−3 were excluded from
analyses (1) and (2). (B) The proportion of each mutation type. Proportions are
calculated as the count of mutations of each type divided by the total count
of mutations in a given bin. The average mutation type proportion across ex-
perimental conditions (n = 29 conditions; strain x tissue x age) is shown with
error bars denoting the standard error of the mean. In blue are proportions
for the aggregated mutation counts with (dark blue) and without (light blue)
the D-Loop. Mutations are ordered in descending order of average mutation fre-
quency. (C) The frequency spectra for nonsynonymous (purple) and synonymous
(orange) mutations. The bar denotes the average proportion of nonsynonymous
and synonymous mutations in a bin. The proportion is calculated as the count of
nonsynonymous or synonymous mutations in a frequency bin relative to the total
count of nonsynonymous or synonymous mutations across all bins. The average
proportion is taken across tissues and age in a strain (n = 6 except for B6, where
n = 5). Each point represents the proportions that comprise the average. The
error bars denote the standard error of the mean. For these analyses mutation
counts were aggregated across samples in an experimental condition. . . . . . . 23
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2.6 Somatic reversion mutations segregate in the mt-genome population.
(A) A schematic that explains somatic reversion mutations. The wildtype strain
(B6) has matching nuclear and mt-genome ancestries (B6 ancestry denoted in
blue). Conplastic strains are hybrids with mismatching nuclear and mt-genome
ancestry. Haplotype sites are positions in the mt-genome where the conplastic
mt-genome differs from the B6 mt-genome. Somatic reversion mutations refer to
the reintroduction of B6 ancestral alleles at haplotype sites. (B) The mutation
frequency at non-haplotype sites (gray distributions) is compared to the muta-
tion frequency at haplotype sites (green distributions or points when less than
three haplotype sites exist). All mutations were included in the distribution of
non-haplotype site mutation frequencies, including positions with a mutation fre-
quency greater than 1×10−3. Haplotype site mutation frequencies were corrected
for potential NUMT contamination. Mutation frequencies were normalized for
sequencing depth between young and aged experimental conditions. Denoted are
the adjusted empirical p-value using the Benjamini-Hochberg correction. Aster-
isks denote the number of haplotype sites with the same p-value. For AKR, ALR,
and FVB empirical p-values for haplotype sites were calculated as the count of
non-haplotype sites with a higher frequency than the haplotype site divided by
the total number of non-haplotype sites (one-sided test). For NZB, the distri-
bution of mutation frequencies for haplotype sites and non-haplotype sites was
compared using the Wilcoxon Rank Sum Test. (C) A map of the somatic re-
version mutations along a linear mt-genome. Each point denotes the change in
frequency with age (delta) for a somatic reversion mutation. The size of the point
indicates the magnitude of delta and color represents the conplastic strain the so-
matic reversion occurs in. Empirical p-values were calculated as the count of sites
with a delta greater (for sites with an increase in frequency with age) or less (for
sites with a decrease in frequency with age) than the haplotype site delta divided
by the total number of deltas (one-sided test). Fill denotes significance (adjusted
empirical p-value < 0.02 using the Benjamini-Hochberg correction within each
mt-haplotype group). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
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3.1 Duplex sequencing of the cortex and cerebellum. (A) Mitochondrial and
nuclear copy numbers were quantified using qPCR. The mitochondrial to nuclear
copy number ratio is used as an estimate of mitochondrial copy number in a
tissue. Data for the heart is from Serrano et al. 2024, where heart tissues were
sampled from young (2-3 mo.; n = 3 mice) and aged (18-19 mo.; n = 4 mice) B6
mice. Points denote the measure for each sample, the bar represents the average
mtDNA copy number, and error bars reflect the standard deviation. (B) The
count of duplex mt-genomes was calculated for each sample (n = 18 samples).
The average duplex read depth is the average depth across positions in the mt-
genome. (C) Mutations at each position in the mt-genome were counted once to
create a proxy for unique mutational events in mtDNA. These unique mutational
events were then aggregated across positions in the mtDNA molecule for each
sample. (D) The alternate allele depths for the duplex consensus sequences were
aggregated across positions. This count denotes the total number of alternate
alleles present in the population of mtDNA molecules in a sample. (E) The
mutation frequency for each position is mapped along a linear representation
of the mt-genome. The mt-genome was segmented into: the non-coding D-Loop
(dark blue), Light strand Origin of Replication (OriL; red), protein coding regions
(light blue), rRNA coding regions (magenta), and tRNA coding regions (light
purple). Each point is the mutation frequency at the position (bp) for a sample.
Mutation frequency is calculated as the count of alternate alleles divided by the
duplex depth at the position. Positions with a mutation frequency > 1 × 10−3

were excluded from this analysis. For (B) - (D) each point denotes a sample. For
both the cortex and cerebellum across all three age bins, n = 3 mice, resulting in
n = 18 samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
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3.2 Tissue-specific mutation frequencies. (A) The average mutation frequency
for all samples in the cortex (dark purple) and cerebellum (light purple). Each
point represents a sample’s average mutation frequency (n = 18 samples). (B)
The mt-genome was categorized into five regions: D-Loop, OriL, protein, rRNA,
and tRNA coding regions (x-axis). A de novo mutation count was calculated by
counting each unique mutation once. The average de novo mutation frequency for
each region was calculated as the de novo mutation count divided by the average
read depth of each region multiplied by the length of each region. Each point
denotes the average mutation frequency for each sample, where shape represents
age (circle (young), triangle (mid), and square (aged)) and color highlights tissue
(cortex (dark purple), cerebellum (light purple)). (C) The extent of allele prop-
agation via replication of mtDNA is measured for each region in the mt-genome.
A clonal mutation frequency was calculated as the sum of alternate alleles di-
vided by the average read depth multiplied by the length of each region. The
fold change between clonal and de novo mutation frequencies was calculated for
each sample. The average fold change was calculated for samples across each
tissue. Each point denotes the average fold change for the cortex (dark purple)
and cerebellum (light purple). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
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3.3 Characterization of shared and tissue-specific mutations. (A) The corre-
lation in mutation frequency for shared mutations in the cortex and the cerebel-
lum (reference Figs.B.1, B.2). Points denote the correlation for each sample (n
= 3 mice per age group). Boxplots show the distribution of correlations in each
age group. The line in each boxplot denotes the median, and the box locates the
first and third quartiles. Young and aged correlations are significantly different
(two-sided t-tests, p-value = 0.002). (B) Shared mutations are categorized into
deletions (blue), insertions (green), and single nucleotide variants (SNVs, pink).
The proportion of each category is calculated as the count of mutations in a cat-
egory divided by the total number of shared mutations. SNVs are the prominent
shared variant type (paired, two-sided t-tests; adjusted p-value = 3 × 10−4 for
SNVs to DELs and SNVs to INS; p-values were corrected for multiple hypothesis
testing using a Benjamini-Hochberg correction). (C) Shared SNVs were catego-
rized into each mutation type. The proportion was calculated as the count of
each mutation type divided by the total number of SNVs. (D) The distribution
of shared INDELs and SNVs across regions of the mt-genome. The proportion is
calculated as the count of mutations in each region divided by the total number
of shared INDELs or SNVs. For (B) - (D), each point denotes the proportion for
each sample (n = 9 mice). Bars denote the average proportion with the stan-
dard deviation shown. (E) The proportion of tissue-specific deletions, insertions,
and SNVs in the cortex and cerebellum. Proportions are calculated as in (B).
(F) The proportion of tissue-specific mutations in each region of the mt-genome.
Proportions are calculated as the number of mutations in the region divided by
the total count of tissue-specific mutations in a sample. For (E) - (F), each point
denotes the proportion for each sample (n = 9 mice). Bars denote the average
proportion, and the standard deviation is shown. . . . . . . . . . . . . . . . . . 42

3.4 Tissue-specific mutational signatures. (A) A comparison of average de novo
mutation frequencies for each mutation type. Each point denotes the average
mutation frequency in a sample. For de novo mutation counts, each unique
mutation was counted once. Average mutation frequencies were calculated by
dividing the de novo mutation count by the reference duplex base depth for SNVs.
For INDELs, the de novo mutation frequency was calculated by dividing the de
novo mutation count by the total duplex base pair depth. Mutation types were
arranged by descending average mutational frequencies. (B) For each mutation
type, the average de novo mutation frequencies across samples in a condition were
averaged (n = 3 mice per condition). The average mutation frequencies for aged
samples were divided by the average mutation frequencies of young samples to
calculate the fold change between the age groups. For this analysis, mutations
shared between both tissues were excluded. . . . . . . . . . . . . . . . . . . . . 44
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A.1 Pilot study informed trimming of 5’ end of duplex reads by 10 bp in
this study. (A) Mutation calls across the read before trimming. This data is
for a pilot study where the mitochondrial genomes in the cerebellum and cortex
of B6 mice were duplex sequenced. The 5’ end of the duplex read is highlighted
in magenta. The x-axis denotes position along the read while the y-axis denotes
counts of each mutation type: C>T (red), C>A (blue), C>G (black), T>A
(lavender), T>C (green), T>G (pink). (B) The samples shown in (A) after
trimming 10 bp from the 5’ end. Note that the y-axis scalings differ across panels. 66

A.2 Strand asymmetry varies across haplotypes, age, and tissues. (A) Mu-
tation strand asymmetry is compared between the light strand (L-strand) and
heavy strand. Mutations are called and referenced with respect to the L-strand.
Mutation frequencies were calculated as the count of mutations of that type di-
vided by the number of times the reference base was duplex sequenced. Error bars
denote the standard error of the mean. Points represent the mutation frequency
for each sample. Significance denotes strand bias for mutation types; adjusted
p-value < 0.01 (two-sided Fisher’s Exact test, Benjamini-Hochberg correction).
The number of haplotypes with strand bias for respective mutation types is de-
noted in parentheses (maximum number = 5 mt-haplotypes). For exact p-values
for each mutation pair comparison reference Table A.2. (B) The strand asym-
metry for G>A vs. C>T mutation types is compared across mt-haplotypes. The
ratio of G>A to C>T mutation frequencies is averaged across samples within an
experimental condition. Error bars denote the standard error of the mean. (C)
Frequencies for G>A, C>T, G>T, and C>A mutation types. Error bars denote
the standard error of the mean. Points represent the mutation frequency for each
sample. (D) Frequencies for G>A, C>G, T>A, A>T, T>C, A>G, T>G, and
A>C mutation types. Error bars denote the standard error of the mean. Points
represent the mutation frequency for each sample. Note for Fig. (C) and Fig.
(D) the y-axis scales differ between figures and tissues to capture smaller muta-
tion frequencies. Mutations with an alternate allele depth > 100 and a mutation
frequency > 1% were excluded. Each mutation is scored once to create a proxy
mutation frequency for de novo mutations. The averages calculated for each anal-
ysis were across samples in each experimental condition: (n = 4 mice, except for
B6-Young-Heart n = 3 mice). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
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A.3 Comparison of Sanchez Contreras et al. 2023 and Serrano et al. 2023
unique mutation frequencies and strand asymmetry. (A) Mutation fre-
quencies in B6 mice are featured, where the whole brain (Serrano et al.) is
compared to cerebellum (Sanchez-Contreras et al.). Mutations with an alternate
allele depth > 100 and a mutation frequency > 1% were excluded. Each muta-
tion is scored once to create a proxy mutation frequency for de novo mutations
as described in Sanchez-Contreras et al. 2023 [86].(A) Mutation frequencies were
compared between the Sanchez-Contreras et al. and Serrano et al. studies. Mu-
tation frequencies were calculated as the count of mutations of that type divided
by the number of times the reference base was duplex sequenced. The average
mutation frequency across samples in experimental conditions is plotted with er-
ror bars denoting the standard error of the mean. Points denote the mutation
frequency for each sample. Corresponding statistical testing (two-sided t-test) is
provided in Table A.3. (B) The strand asymmetry for G>A and C>T muta-
tions is compared across studies. The ratio of G>A to C>T mutation frequencies
was calculated. The error bars denote the standard error of the mean. Mice that
were chemically treated in the Sanchez-Contreras et al. study were excluded
from these analyses as chemical treatments were shown to modulate the muta-
tional landscape. The averages calculated for each analysis were across samples
in each experimental condition (young n = 5 mice Sanchez-Contreras et al. 2023 ;
aged n = 6 mice Sanchez-Contreras et al. 2023 ; n = 4 mice Serrano et al., except
B6-Young-Heart n = 3 mice). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

A.4 Mitochondrial copy number. Mitochondrial and nuclear copy numbers were
quantified using qPCR. The mitochondrial to nuclear copy number ratio is used as
an estimate of mitochondrial copy number in a tissue. The average mitochondrial
DNA copy number across samples in an experimental condition for young (light
gray) and aged (dark gray) mice is featured with error bars denoting the standard
error of the mean (n = 4 mice, except for B6, Young, Heart n = 3 mice). . . . 69
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Chapter 1

Mutagenesis and evolution of
mitochondrial DNA

1.1 Overview

Mutations are changes to DNA that result in new alleles, providing the resource necessary
for evolution and setting the stage for genetic variation. Mutations are classified as either
germline or somatic. Germline mutations are those that occur in gametes and early stages
of development, and are propagated to the next generation. As a result, these mutations are
present in every cell of an organism and can be inherited across generations. By contrast,
somatic mutations are those that occur in non-reproductive cells and arise after conception.
Somatic mutations are present in a subset of cells derived from the same lineage from which
the mutation first arose. Thus, germline mutations result in population and species-level
genetic diversity, while somatic mutations lead to intra-individual variation (reviewed in
[109]).

As healthy cells age, they accumulate somatic mutations as a result of environmental
exposures (e.g. smoking or UV exposure) and cellular processes (e.g. DNA replication or
metabolic processes) throughout development and aging. While somatic mutations have
historically been studied in the context of cancer, technological advancements have allowed
for the characterization and investigation of these mutations in normal tissues and cells
[67, 1, 12, 16], and other disease contexts [69, 63]. Somatic mutations are hypothesized
to play a role in both normal aging processes [64] and age-related disease (reviewed in
[50]), though the magnitude of their contribution and their exact role remains unclear. This
dissertation specifically focuses on mutation and the evolution of a small, but mighty genome:
mitochondrial DNA.
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1.2 The mitochondrial genome: the powerhouse of

mutation

Mitochondria are essential for cellular energy production. Mitochondria contain their own
double-stranded, circular genomes (mtDNA or mt-genomes). Mitochondrial DNA encodes
information for 13 vital proteins that comprise several components of the Electron Transport
Chain (ETC), two ribosomal RNA units, and 22 tRNA units. Additionally, mtDNA contains
two non-coding regions where the origins of replication for the heavy strand (OriH) and the
light strand (OriL) are located. The D-Loop is a long non-coding region, which contains the
OriH. The mt-genome likely replicates independently of the nuclear genome and cell cycle
(reviewed in [55]). While each cell contains two copies of the nuclear genome, there are
hundreds to thousands of mtDNA copies in a cell. With respect to mutation, mtDNA has a
10- to 100-fold higher de novo germline mutation rate than nuclear DNA [82, 49, 103] due
to its lack of protective histones, a higher replication rate, and less effective DNA damage
repair mechanisms [61]. Thus, mt-genomes create a dynamic subcellular population that is
both riddled with and susceptible to mutation throughout aging.

Mitochondrial haplotypes can co-exist in an individual, meaning that multiple alleles
may be present in the population of mtDNA molecules. Homoplasmic mutations are those
that are present on all copies of mtDNA, whereas heteroplasmic mutations exist on a subset
of mtDNA molecules. Mutation frequencies can be used to intuit when and how mutations
arose. Variants present at higher frequencies or in multiple tissues in an individual are likely
inherited or are somatic mutations that occurred early in development. Mutations present
in two tissues are either inherited or are independent somatic mutation events. Lastly,
mutations present in one tissue or at low frequencies (e.g. in one mtDNA copy) are likely
de novo somatic mutations that arose during aging (classifications according to [60, 3]).
Tracking the exact occurrence of a mutation or detangling inherited from early developmental
somatic mutations is a challenging feat.

Mutations in mtDNA must surpass a threshold frequency to have a phenotypic effect.
This frequency is projected to be between 60% - 90% [83, 54]. Yet, this threshold and a mu-
tation’s impact depends on where it is in the mt-genome, what tissue it is found in, and when
the mutation occurred [85]. In healthy tissues, deletions [17, 19] and point mutations [51, 4,
3, 86] increase in frequency with age. Association studies have linked mutations in mtDNA
with a wide range of diseases, including: neurodegenerative, cardiovascular, psychiatric, and
metabolic diseases (reviewed in [92]). In age-related diseases, mtDNA mutations exist at
exacerbated frequencies, implying that they may play a role in the manifestation of these
diseases (reviewed in [92, 85]). These properties of the mt-genome create a complex system
to study the origin and trajectory of mutations, where the evolution of the mt-genome can
occur at various scales: from population-level to tissue-specific differences.
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1.3 Evolution of mtDNA in the germline

Genetic drift and selection shape the germline mitochondrial
mutational landscape

Mitochondrial DNA is primarily maternally inherited. Mutational and evolutionary pro-
cesses acting in oocytes define the initial mtDNA mutational landscape for the subsequent
generation. Allele frequencies are altered by either genetic drift or selection. Genetic drift
refers to the change in allele frequencies by chance, resulting from the randomness of allele
segregation. By contrast, selection demonstrates a preference for specific alleles. A pop-
ulation’s demographic history impacts the strength of both selection and genetic drift. A
key demographic event in the population of mtDNA is the mitochondrial genetic bottleneck,
which refers to the random subsetting of mtDNA during oocyte production (reviewed in
[112]). This subsetting results in a drastic decrease in mtDNA genetic diversity and mtDNA
copy number [22, 33], followed by the replication of the remaining mtDNA copies. This com-
bination of events redefines the frequencies of heteroplasmic variants in individual oocytes.
The mitochondrial genetic bottleneck is a consistent event across species (reviewed in [112]),
though the strength of the bottleneck varies. The bottleneck’s magnitude has been measured
in mice [4], humans [111], and macaques [3], with mice exhibiting the weakest and macaques
having the most restrictive bottleneck. As a result of this bottleneck, some heteroplasmic
variants can rapidly increase in frequency, while others may be lost from the population.
This process provides the opportunity for deleterious mtDNA mutations to increase in fre-
quency by chance. Consequently, pathogenic mutations can surpass the frequency threshold
needed to cause mitochondrial dysfunction and result in mitochondrial disease [92]. This
bottleneck acts independently in oocytes, meaning that allele frequencies can differ between
siblings [111]. Thus, although deleterious mutations can rise in frequency in one sibling, they
may be present at lower frequencies in other siblings, leading to the variable severity and
occurrence of mitochondrial diseases within families. Overall, the mtDNA bottleneck serves
as a reshuffling of mutation frequencies across generations.

Mutagenesis and mtDNA turnover in oocytes throughout aging continues to mold the
landscape initially set by the genetic bottleneck [82, 111]. Studies in both mice and macaques
have directly observed an increase in de novo mutation frequencies in oocytes with age [4,
3]. This maternal age effect on mtDNA is reflected by an age-related increase in genetic
divergence between mothers and their offspring [111]. Mutations associated with mtDNA
replication are the predominant mutation type in oocytes [4, 3]. Given that oocytes are
in mitotic arrest, this observation supports the notion that mtDNA is being consistently
produced independent of the cell cycle.

To date, there has not been evidence of selection acting on de novo germline mutations.
On the contrary, de novo germline mutations accumulate uniformly across mtDNA and do
not show a significant signal of selection [4, 3]. Arbeithuber et al. posit that this may be due
to their low frequency and therefore low probability of manifesting as a phenotype. Unlike de
novo mutations, purifying selection is acting on higher frequency heteroplasmic variants that



CHAPTER 1. MUTAGENESIS AND EVOLUTION OF MITOCHONDRIAL DNA 4

are likely to be transmitted to offspring. Interestingly, the number of heteroplasmic variants
that increase in frequency across a generation is equal to that which decrease in frequency,
reflecting the random distribution of mitochondria during cell division [103, 3]. While het-
eroplasmic frequencies remain constant for pathogenic mutations across generations [103],
they exist at lower frequencies than non-pathogenic mutations [111]. Likewise, nonsynony-
mous mutations exist at lower frequencies than synonymous mutations [111], making the
case that the frequency of protein-coding and potentially harmful mutations is restricted.
Interestingly, allele and site-specificity for transmitted mutations has been noted in humans.
Alleles already present in human populations are preferentially transmitted compared to
new alleles [103]. Moreover, variants at haplotype sites are more likely to be transmitted
than those at other sites [103]. Lastly, alleles present in the non-coding D-Loop are more
likely to be transmitted to offspring [103], which is reflected by the D-Loop’s initially higher
mutation frequency in young somatic tissues [51, 4, 3]. Within the D-Loop, however, regions
that impact mtDNA replication and transcription do not retain mutations, further demon-
strating that selection is shaping the distribution of variants across the molecule [33, 103].
In summary, the lower frequencies of nonsynonymous and pathogenic mutations, transmis-
sion of mutations in non-coding regions, and allele-specific transmission show that purifying
selection influences the population-level mtDNA allele pool.

Mitochondrial DNA diversity at the population level

Germline mutations that fix in an oocyte have the potential to contribute to the population-
level pool of mitochondrial haplotypes. Due to a lack of recombination in mtDNA, each
unique fixed mutation defines a new mitochondrial haplotype [92]. As such, mtDNA haplo-
types have been pivotal in tracing modern human origins out of Africa and understanding
human migration patterns across the world [48]. Mitochondrial DNA genetic divergence
increases with geographic distance, with distinct mtDNA haplotypes dominating across con-
tinents (reviewed in [97]). Additionally, within human populations region-specific mtDNA
haplotypes have risen in frequency (reviewed in [97]). This observation suggests that specific
mtDNA haplotypes thrive in particular environments and/or climates (reviewed in [97]).
While a wide array of mtDNA haplotypes exist in the human population, less than 5% of
variants are common (allele frequency > 5%) [107]. Moreover, mutations present at fre-
quencies >1% are restricted to 2.4% of the 16.5-kb mtDNA sequence in humans, with most
of these nucleotides residing in the non-coding D-Loop [102, 103]. Taken together, these
observations suggest that selection plays a role in defining and distributing mitochondrial
haplotypes in populations.

In both humans and mice, mitochondrial haplotypes confer molecular phenotypes. Cybrid
lines (reviewed in [105]) and conplastic mouse strains [108] place mitochondrial haplotypes
on a specific nuclear background. These tools control for nuclear genomic influences and
provide insight into the functional impacts mitochondrial haplotypes have. Cybrid lines have
been used to demonstrate that common human haplotypes differ in mtDNA copy number,
ATP production, the levels of mtDNA and mtRNA, and the amount of transcription and
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translation products [97, 35, 34]. In mice, conplastic strains have shown that mitochondrial
haplotypes that diverge by as few as 1-3 variants can differ in their: levels of mtDNA copy
number [43], reactive oxygen species production, ATP production, cell proliferation activity
[88], mitochondrial morphology, extent of glycolysis, microbiome composition, and behavior
[108, 44, 90, 104]. Additionally, mitochondrial haplotypes can modulate the functional
impact of other mutations. For example, the T>C mutation in MT-ND1, which is associated
with Leber hereditary optic neuropathy, confers an increase in Complex I activity of the ETC
on a specific mitochondrial haplotype (group M), while leading to a decrease in activity on
other haplotypes [47]. While this study was pivotal in showing how mitochondrial haplotype
impacts the effect of polymorphic alleles, it emphasizes that both mitochondrial haplotype
and environmental factors determine whether these alleles are detrimental or beneficial.
Thus, mitochondrial haplotypes can influence various aspects of the mitochondrial ecosystem.

Mito-nuclear interactions shape mtDNA dynamics

While the mt-genome retains information for thirteen vital proteins, over 1,000 genes neces-
sary for mitochondrial function are encoded on the nuclear genome (reviewed in [41]). These
include proteins necessary for mtDNA replication, transcription, translation, and additional
elements of the ETC beyond those encoded on mtDNA [95]. This tight interplay between
genomic products necessitates the co-evolution of the nuclear and mitochondrial genome [77,
6, 101].

Mito-nuclear ancestral discordance refers to the ancestral mismatching of the mitochon-
drial and nuclear genomes. Due to the maternal inheritance of mtDNA, mito-nuclear discor-
dance can occur in hybrid species or admixed populations. Mito-nuclear incompatibilities,
by extension, result when mito-nuclear discordance leads to a reduction in fitness. Studies
across a variety of hybrid species have demonstrated the existence of mito-nuclear incompat-
ibilities, providing evidence supporting the coevolution of these two genomes. Mito-nuclear
incompatibilities have been shown in both laboratory crosses and natural populations of:
fruit flies [68, 70], wasps [28, 75, 53], yeast [57, 15], marine copepods [29, 31, 30], swordtail
fish [72], and teleost fish [5]. These mito-nuclear incompatibilities have been linked to changes
in mtDNA copy number [27], alterations in mtDNA gene expression [27, 30], and reduced
activity in the ETC complexes composed of interacting components from both the nuclear
and mitochondrial genomes [28, 68]. These mito-nuclear incompatibilities have impacted
embryonic development [72], led to male infertility [53], decreased fecundity [68], increased
mortality rates [53], and resulted in developmental delays [68]. Pinpointing the exact genetic
causes of mito-nuclear incompatibilities is a challenging feat, but recent work in swordtail
fish identified one such case in genes interacting in Complex I of the ETC [72]. Providing
further support that the reductions in fitness observed are due to mito-nuclear interactions,
backcrosses in marine copepods that recover mito-nuclear ancestral matching have managed
to restore fitness [29]. To emphasize, not all instances of mito-nuclear discordance result in
mito-nuclear incompatibilities. Yet, these examples highlight the importance of maintaining
harmony between the nuclear and mitochondrial genomes.



CHAPTER 1. MUTAGENESIS AND EVOLUTION OF MITOCHONDRIAL DNA 6

Mito-nuclear interactions have shaped features of both mitochondrial and nuclear DNA.
In eastern yellow robins, where populations have distinct mitochondrial haplotypes, the
hub of genetic divergence on the nuclear genome contains an overabundance of nuclear-
encoded mitochondrial genes [71]. When classifying individuals based on outlier loci in
this hub, the majority of individual assignments reflected the mitochondrial haplotype [71].
These findings suggest that mito-nuclear interactions shape the differentiation in the nuclear
genome to align with divergence in the mitochondrial haplotype. In humans, individuals
with mito-nuclear ancestral mismatching were more likely to transmit heteroplasmic variants
that matched nuclear ancestry [103]. While the exact mechanism and timing of this selection
for nuclear-matching heteroplasmic variants remains unclear, Wei et al. hypothesize that
selection likely occurs in the germline based on the changes in allele frequencies that can
occur as quickly as one generation. In addition to shaping the mutational landscape on both
the nuclear and mitochondrial genomes, increased mito-nuclear discordance is correlated
with a decrease in mtDNA copy number [110]. This correlation suggests that mito-nuclear
discordance can impact mtDNA replication. A recent study provided additional evidence
for this hypothesis [39]. By using large scale data from the UK Biobank and All of US
consortia, changes in mtDNA copy number were mapped to nuclear-encoded genes involved
in mtDNA replication [39]. Thus, the nuclear genome plays a role in regulating mtDNA
copy number. Importantly, mtDNA copy number can modulate the impact and trajectories
of mutations in mtDNA. Then, the decrease in mtDNA copy number with increased mito-
nuclear discordance may potentially heighten the effects of heteroplasmic mutations and lead
to variability in associated phenotypes. This large body of work has shown the genetic and
molecular consequences of mito-nuclear interactions, emphasizing that when assessing the
evolution of the mt-genome, the nuclear background should be taken into account as well.

1.4 Evolution of mtDNA in somatic tissues

Both genetic drift and selection have been shown to shape mutation frequencies in the
germline. Mutations that are present on all copies of mtDNA, homoplasmic variants, cre-
ate the mtDNA background for changes to occur throughout an individual’s lifespan. This
backdrop has been shown to influence the aggregation of new mutations [47]. Heteroplasmic
variants can also be transmitted through the germline, setting the stage for intra-individual
variation. Due to mitochondrial properties – such as consistent mtDNA replication, mito-
chondrial biogenesis, and cell division – allele frequencies have the potential to be reshuffled
throughout aging. Furthermore, the creation of new mutations (de novo somatic mutations),
introduces new alleles into the mt-genome population. As a result, the somatic mutational
landscape is dynamic throughout aging.
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Embryonic and somatic genetic bottlenecks

Heteroplasmic mutations exist in multiple tissues, with shared mutations being likely inher-
ited. Yet, the frequencies of shared mutations can vary across tissues. When cells divide,
mitochondria are distributed between the mother and daughter cells. Likewise when mito-
chondria are generated mtDNA is split between organelles. Thus, these processes randomly
distribute mtDNA molecules, resulting in genetic drift shaping allele frequencies in somatic
tissues. As in the germline, bottleneck events during embryonic and individual tissue devel-
opment are hypothesized to alter the strength of drift, leading to tissue-specific frequencies.
Using mtDNA from human hair, the bottleneck during embryonic development was estimated
to be weaker than the one observed in the germline [7]. Additionally, allele frequencies for
shared mutations were more similar between tissues that likely developed together than be-
tween tissues that are more distantly related, echoing the notion that potential subcellular
demographic events create tissue-specific frequencies [111]. Contrasting these findings, a
stronger bottleneck was observed in individual hair follicle development, having as strong a
bottleneck as that observed in oocytes [7]. Evidence of a somatic bottleneck has also been
observed in lymphocytes [94]. Both studies examine the depletion of mtDNA diversity and
identify individual mechanisms acting at two different scales. With regards to genetic drift in
hair, each hair structure develops from a small set of cells [7] restricting the pool of mtDNA
alleles at the cellular level. In lymphocytes, however, mtDNA replication is slowed despite
cell proliferation [94]. Thus, mtDNA diversity is restricted at the mtDNA level, constricting
the pool of mtDNA alleles that daughter cells inherit. Both studies highlight the various
mechanisms that lead to genetic bottlenecks and subsequently alter mtDNA genetic diversity
within and between tissues.

For tissues that undergo similarly sized genetic bottlenecks, such as blood and buccal
cells, the allele frequencies of these shared variants are almost identical even throughout
aging [111]. Age-associated changes in genetic drift, however, were observed in human hair
[6], macaque muscle, and macaque liver [3]. These conflicting results can be attributed to
two factors. First, the studies conducted in human hair, blood, and buccal tissues sampled
from the same individuals [7, 111]. Uniquely, hair develops from a small set of cells – unlike
blood and buccal tissues – resulting in differences in genetic drift from the onset. The
increase in strength of drift in hair, but not blood and buccal tissues, demonstrates that
the developmental history of a tissue may play a role in the extent to which drift changes
throughout aging. Secondly, the identification of drift in the liver and muscle, which have
a more similar developmental history to buccal and blood tissues than to hair, may be due
to the age differences in samples. The average age in the human study was 20 years [111],
whereas the average age of macaques sampled was 23 years – with macaques having an
average lifespan of 25 years [14]. Thus, the change in drift observed in macaques may reflect
that these changes likely occur late in age. Overall, these studies support the existence of
various somatic bottlenecks. Importantly, these works show how the developmental history
of a tissue is intertwined with the mechanisms by which drift occurs and the strength that
this drift has in altering allele frequencies throughout an individual’s lifespan.
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Tissue-specific aggregation of somatic mutations

Mutation frequencies in mtDNA can increase with age as a result of de novo somatic mu-
tations or the replication of inherited mtDNA alleles (clonal expansion). Some of the first
works that examined the increase in mutation frequencies with age focused on common dele-
tions. These studies highlight the tissue-specific accumulation of deletions, suggesting that
tissues’ metabolic demands may influence the mutagenesis of mtDNA [17, 19]. With the ad-
vent of Duplex Sequencing (discussed further in Section 1.5), works have shown the constant
mutagenesis of mtDNA throughout aging, and have begun to characterize the molecular
processes that lead to mutation. Mutation frequencies in somatic tissues are consistently
higher than in oocytes, and these frequencies increase throughout aging at a faster rate [4,
3]. In mice, young individuals have a mutation frequency on the order of 10−7, while aged
individuals have a frequency on the order of 10−6 [4]. In humans and macaques, the mu-
tation frequencies range on the order of 10−6 [51, 3]. Young tissues showcase differences in
initial mutation frequencies at an early age (<4.5 months in mice; <2.5 years in macaques).
Closely related tissues (e.g. muscle and heart) are more alike in their frequencies than with
tissues that have different physiologies (e.g. liver and kidney) [3, 86]. This observation likely
reflects the timing and impact of embryonic and somatic bottlenecks. Additionally, tissues
vary in their mutation rates, with highly proliferative tissues having a higher fold change
in frequency (e.g. 3.5 fold change for liver) than post-mitotic tissues (e.g. 2.8 fold change
for muscle) between young and aged samples [3]. This trend is consistent across a broad
spectrum of tissues [86].

A long held hypothesis was that reactive oxygen species (ROS) damage was the primary
culprit of mtDNA mutation and likely scaled with tissues’ metabolic activities. Yet, charac-
terization of the mtDNA mutational spectrum has shown otherwise. Across somatic tissues,
the dominant mutation type is associated with mtDNA replication error (G>A/C>T and
A>G/T>C), either resulting from DNA polymerase γ mistakes or deamination of cytosine
during mtDNA replication [51, 4, 3, 86]. Mutations stemming from mtDNA replication er-
ror exhibit an age-associated increase in frequency [51, 4, 3, 86]. The extent to which this
mutation increases throughout aging shows tissue-specific trends [3, 86]. Highly proliferative
tissues have a higher abundance of these mutations as well as a higher fold change between
young and aged tissues [3, 86]. This observation falls in line with the idea that tissues that
undergo cell proliferation likely have continuous replication of mtDNA, assuming that cell
proliferation triggers mtDNA replication. Recall, however, that mtDNA replication is not
always stimulated by cell division, and the relationship between mtDNA replication and cell
proliferation itself may be cell-specific [94]. Contrary to the ROS-damage hypothesis, the
mutation types associated with ROS-damage, G>T/C>A and G>C/C>G, did not have an
age-associated increase in frequency [86]. Interestingly, the young heart and muscle tissues
had a ∼ 2-fold higher proportion of this mutation type compared to tissues in the Central
Nervous System [86]. While not associated with aging, the tissue-specific initial burden and
frequency in aged individuals relative to other mutation types brings into question whether
mechanisms exist to explicitly regulate metabolic damage.
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The distribution of mutations across mtDNA is consistent across tissues. In young tissues,
the D-Loop has the highest mutation frequency in the mt-genome [51, 4, 3]. This trend
reflects the preferred transmission of non-coding variants in the germline. In both mice and
macaques, the D-Loop demonstrates an elevated mutation rate compared to other regions in
the mt-genome [4, 3]. In the human brain, a substantial difference in mutation rate between
regions in mtDNA is not observed however [51]. Additionally, D-Loop mutation rates are
consistent across tissues [3]. Tissues did differ, however, in the accumulation of mutations in
protein-coding genes, with the liver having a higher mutation rate in this region compared
to muscle [3]. Thus, the muscle has a larger bias towards mutations in the D-Loop than
the liver, potentially due to stronger drift in the liver. Lastly, the liver has an additional
mutational hotspot in the Light Strand Origin of Replication, either as a consequence or
mechanism to control mtDNA replication in this highly proliferative tissue [3]. By and
large, tissues share large-scale trends, such as the overall mutational spectra and an elevated
mutation rate in the D-Loop. Yet, there exist subtle tissue-specific distinctions, such as the
degree of bias towards mutations in the D-Loop, and the prevalence of mtDNA replication
associated errors and ROS-damage throughout aging.

Tissue-specific expansion of heteroplasmic variants

Like de novo somatic mutations, heteroplasmic mutation frequencies change in a tissue-
specific manner throughout aging [46, 9, 86]. Within an individual, the dominance of a
specific mitochondrial haplotype can vary between tissues [46]. These patterns are observed
regardless of initial mitochondrial haplotype frequency, implying that drift cannot be the
sole evolutionary process responsible for these trends. These mitochondrial haplotypes do
not result in different ETC capabilities, advantages in mtDNA replication, or changes in
mtDNA gene expression, hindering the identification of affected pathways [9]. Comparison
of in vivo and in vitro mitochondrial haplotype frequencies show contrasting results, with
one mitochondrial haplotype preferred in vivo and the other in vitro [9]. Again, this result
held regardless of initial mitochondrial haplotype frequencies [9]. Importantly, the staunch
difference between in vivo and in vitro studies is the level of cell proliferation, where in
vitro cells are rapidly undergoing differentiation and division [9]. This difference, the lack of
other changes in mtDNA dynamics and mitochondrial function, and the highly proliferative
nature of the tissues studied imply that cell division may play a role in this phenomenon.
Specifically, the impact cell division has on mitochondrial turnover and mtDNA replication
may potentially lead to selection on mitochondrial haplotype driven by tissue physiology.

A recent study that used ultra-sensitive Duplex Sequencing to profile the mt-genome
across multiple tissues surveyed the clonal expansion of heteroplasmic variants genomewide
[86]. Sanchez-Contreras et al. found that (1) an increase in heteroplasmic frequency with
age and (2) the biased aggregation of heteroplasmic variants in the D-Loop were consistent
features across tissues [86]. Uniquely, the kidney and liver have higher heteroplasmic fre-
quencies across the entire mtDNA molecule, indicating that stronger drift in these tissues
leads to changes across the mt-genome or that selection is potentially acting in other tissues.
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While in post-mitotic tissues the presence of heteroplasmic variants in protein-coding regions
is sparse, multiple variants have as high, if not higher, frequencies than mutations in the
D-Loop. Moreover, single nucleotide variants that occur in the liver and kidney are more
likely to undergo clonal expansion than in other tissues [86]. Lastly, while the heart has an
abundance of de novo ROS-damage mutations, there is a significant lack of ROS-damage
mutations that clonally expand, suggesting the existence of a regulatory mechanism in the
heart that keeps these mutations at low frequencies [86]. Thus, tissue-specific features exist
both in the introduction and expansion of mutations in mtDNA throughout aging.

Selection shapes somatic mtDNA mutational landscapes

There has been increasing evidence that selection plays a role in shaping the somatic mtDNA
mutational landscape. With respect to de novo mutations, signals of positive selection in
macaque liver and skeletal muscle have been identified [3]. Positive selection on de novo
mutations is hypothesized to occur as a mechanism for slowing mitochondrial function by
effectively breaking down the ETC [3]. These signals, however, have not been recapitulated
in mice [86, 4]. The lack of selection signals in mice is attributed to the minimal impact
low frequency mutations can have; yet, selection can be acting on higher frequency muta-
tions. The high presence of de novo ROS-damage mutations in the heart, but the inhibited
expansion of these variants reflects this notion.

While it is complicated to disentangle developmental somatic mutations from low fre-
quency inherited mutations, the tissue-specific preference for mitochondrial haplotype demon-
strates that throughout aging selection shapes heteroplasmic frequencies [46, 9]. Tissue-
specific heteroplasmic variants coupled with the allele-specificity of these variants [60] demon-
strates that distinct tissue physiologies may create unique environments where a mutation
can thrive. Additionally, positive selection has been detected in the human liver, acting on
mutations present at a frequency > 1% [60]. Notably, hN

hS
ratios, which are akin to dN

dS
ratios

and that measure the bias for protein-coding changes, are higher than pN
pS

ratios in humans

[60]. The higher hN
hS

ratios demonstrate that selection may regulate the frequency of muta-
tions present in somatic tissues, echoing the patterns seen for de novo somatic and germline
mutations. More recently, a work using SCI-LITE, a sequencing method used to trace het-
eroplasmic frequencies at single cell resolution, has shown that the environment cells are
in can lead to an increase in nonsynonymous allele frequencies [54]. Importantly, the cell’s
proliferative activity in the context of the cellular environment impacts allele frequencies.
Seemingly, dynamic tissue physiologies create opportunities for positive selection. However,
negative selection may still be at bay to prevent mutations from fixing in an individual.
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1.5 Advancements in sequencing technologies are

propelling studies of somatic mutation

Prior to the accessibility of next generation sequencing, analyses of somatic mutations in
mtDNA were largely restricted to deletions. Using Polymerase Chain Reaction (PCR)-
based methods, changes in frequencies for well-characterized deletions were studied across
multiple tissues [17, 19]. These works established the age-associated and tissue-specific in-
crease in deletions. Stepping away from PCR approaches, Vermulst et al. used a restriction
enzyme approach to quantify the mtDNA mutation frequency throughout aging [96]. This
work placed into question the role of mtDNA mutation in aging, showing that even a 500-fold
higher mutational burden in mtDNA did not lead to aging phenotypes. With next generation
sequencing, mtDNA could be sequenced at high coverage, providing the resolution necessary
to identify heteroplasmic mutations in population-level data. Heteroplasmic variants with a
frequency >1% were captured using deep resequencing of mtDNA [79]. This methodology
allowed Payne et al. to show that low-frequency heteroplasmic mutations are common in
healthy individuals [80]. Yet, deep resequencing of mtDNA is still restricted by sequencing
technologies’ error rates [79], which range between ∼ 1%-0.1% [51, 89]. Taking these error
rates into account, mutations at a frequency < 1% cannot be confidently called and are typ-
ically filtered from studies [93, 82]. While these approaches allow for the study of mutations
genome-wide, they cannot capture low frequency and de novo mutations, preventing a full
understanding of mutagenesis in mtDNA. Recently, new sequencing technologies have been
developed to address this sensitivity issue. Duplex sequencing exploits the complementary
nature of the double-stranded DNA structure in order to eliminate technical errors [89].
Each duplex mtDNA fragment is tagged with a unique molecule identifier, which allows for
the computational construction of duplex consensus sequences that root out first round PCR
errors and sequencing artifacts. This process results in a theoretical error rate of < 10−7

[89]. In practice, the error rate is estimated to be 2 × 10−7 errors per bp [1]. With the
mtDNA mutation rate estimated to be 6 × 10−8 [66, 96], this sensitivity is able to capture
de novo mutations. Duplex sequencing has been implemented to study somatic [51, 4, 3,
86] and germline mutations [4, 3] in mtDNA. These works have shown a lack of mutations
associated with reactive oxygen species [51, 4, 3, 86], an age-related increase in replication
associated mutations [51, 4, 3, 86], estimated a somatic mutation rate one to two orders of
magnitude lower than previously observed [51], and showcased the continuous mutagenesis
in oocytes throughout aging [4, 3].

Within the last few years, improvements have been made on the Duplex Sequencing
protocol, allowing for an even higher sensitivity. Nanorate sequencing (Nanoseq), which
changed the original Duplex Sequencing protocol to reduce false positives stemming from
damage introduced during sonication and end repair, obtained an error rate of 3× 10−9 [1].
This method provides the resolution necessary to study somatic mutations in postmitotic
cells. Additionally, Hairpin Duplex Enhanced Fidelity sequencing (HiDEF-seq) utilizes Pa-
cific Biosciences long read technologies to identify mutations made on a single strand of DNA
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– before DNA replication or repair mechanisms can fix the mutation on both DNA strands
[62]. HiDEF-seq ranks as the most sensitive sequencing technology with an error rate of
10−14 [62]. By profiling mutations present on a single strand, HiDEF-seq records informa-
tion about mutational processes at their onset. Using HiDEF-seq to profile the mt-genome,
Liu et al. demonstrate that the G>A/C>T mutational signature, usually associated with
either DNA replication error or cytosine deamination, was in fact arising from the process of
DNA replication directly [62]. Mutations in mtDNA have been challenging to study because
of the molecule’s complex characteristics. Yet, these sequencing technologies have created
scalable opportunities to survey the mt-genome at fine resolution with the accuracy necessary
to capture the entire spectrum of mutations. With these tools we are at the forefront of un-
tangling and understanding the mutagenesis and mutational trajectories of this complicated
genome.

1.6 Overview of Dissertation

Throughout this chapter, the various factors that impact mutation in the mt-genome have
been delineated. In the second section, this dissertation explores how mitochondrial haplo-
type and mito-nuclear ancestral mismatching modulate somatic mutation in mtDNA. Duplex
sequencing was employed to profile the mt-genomes in three tissues of four mouse strains that
have identical nuclear genomes but differ in their mitochondrial haplotypes. This experimen-
tal design contributes the largest somatic mutation resource, and integrates mitochondrial
haplotype and mito-nuclear ancestral mismatching in the efforts to understand mutational
trajectories in mtDNA. The third section extends on the tissue-specific observations from
the second section. Specifically, this section focuses on region-specific mutational differences
in the aging brain. While mtDNA mutations have been associated with a wide-range of
diseases, most mitochondrial diseases in adults result in neurological symptoms [65]. We
characterize the mutational landscapes of the cortex and cerebellum, which have previously
demonstrated distinct accumulation of deletions throughout aging [17]. Together, these sec-
tions aim to understand how mitochondrial haplotype, interactions between the two genomes,
and tissue physiology impact the evolution of mtDNA throughout aging.
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Chapter 2

Mitochondrial haplotype and
mito-nuclear matching drive somatic
mutation and selection throughout
aging

This chapter is co-authored by Misa Hirose, Charles C. Valentine, Sharon Roesner, Elizabeth
Schmidt, Gabriel Pratt, Lindsey Williams, Jesse Salk, Saleh Ibrahim, and Peter H. Sudmant.
It has been published in Nature Ecology and Evolution, 15 February 2024
https://doi.org/10.1038/s41559-024-02338-3

2.1 Summary

Mitochondrial genomes co-evolve with the nuclear genome over evolutionary timescales and
are shaped by selection in the female germline. Here, we investigate how mismatching be-
tween nuclear and mitochondrial ancestry impacts the somatic evolution of the mt-genome
in different tissues throughout aging. We used ultra-sensitive Duplex Sequencing to profile
∼2.5 million mt-genomes across five mitochondrial haplotypes and three tissues in young and
aged mice, cataloging ∼1.2 million mitochondrial somatic and ultra low frequency inherited
mutations, of which 81,097 are unique. We identify haplotype-specific mutational patterns
and several mutational hotspots, including at the Light Strand Origin of Replication, which
consistently exhibits the highest mutation frequency. We show that rodents exhibit a dis-
tinct mitochondrial somatic mutational spectrum compared to primates with a surfeit of
reactive oxygen species-associated G>T/C>A mutations, and that somatic mutations in
protein coding genes exhibit signatures of negative selection. Lastly, we identify an exten-
sive enrichment in somatic reversion mutations that “re-align” mito-nuclear ancestry within
an organism’s lifespan. Together, our findings demonstrate that mitochondrial genomes are
a dynamically evolving subcellular population shaped by somatic mutation and selection

https://doi.org/10.1038/s41559-024-02338-3
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throughout organismal lifetimes.

2.2 Introduction

The mitochondrial genome (mt-genome) encodes for 13 proteins that are vital for the elec-
tron transport chain. However, more than 1,000 nuclear encoded genes are necessary for
mitochondrial assembly and function [41]. The required coordination between nuclear- and
mitochondrial-encoded proteins drives the coevolution of these two genomes [77, 6, 101].
This concerted evolution has been observed in both laboratory crosses and natural hybrids
across a variety of species, including: fruit flies [70, 68], marine copepods [29, 31], wasps
[75, 28, 53], yeast [57, 15], eastern yellow robins [71], swordtail fish [72], and teleost fish
[5]. Hybrids often exhibit reduced fitness attributed to attenuated mtDNA copy number
[27], mtDNA gene expression [27, 30], and OXPHOS function [29, 31, 28, 68]. In natural
hybrids, the genetic ancestry at nuclear-encoded mitochondrial genes is highly differentiated
between populations that have distinct mt-haplotypes [71]. In human admixed populations,
mito-nuclear ancestral discordance has been shown to correlate with reductions in mtDNA
copy number [110]. Additionally, de novo germline mitochondrial mutations in admixed hu-
man populations exhibit a bias towards concordance with nuclear ancestry [103]. In somatic
tissues, the nuclear genome has been shown to influence the segregation of mtDNA haplo-
types in a tissue-specific manner [46, 9, 8]. Together, these studies highlight the functional
importance of mito-nuclear ancestral concordance. However, the impact of these genomic
interactions on somatic mutation and selection has not been studied.

As healthy cells age, they accumulate nuclear and mtDNA damage as a result of environ-
mental exposures and cellular processes [64]. mtDNA has a 10- to 100-fold higher de novo
germline mutation rate than nuclear DNA [49, 82, 103] due to its lack of protective histones,
a higher replication rate, and less effective DNA damage repair mechanisms [61]. Individual
cells can contain hundreds to thousands of mt-genomes [11, 32], presenting a dynamic sub-
cellular population that is highly susceptible to mutation. While the relationship between
mutations in the mt-genome and aging remains unclear [85, 64], increased mtDNA damage
has been associated with many aging phenotypes and several age-related diseases [98, 85].
Yet, profiling low frequency mutations in this population of mt-genomes has historically been
challenging with most technologies limited to variants segregating at a frequency > 1% [89,
82]. More recently, several studies have employed Duplex Sequencing [89] to capture muta-
tions with an error rate of < 1× 10−7. These works have examined several different species
and confirmed a robust age-associated increase in mtDNA somatic mutation frequency [51,
4, 3, 86]; identified that mitochondrial somatic mutations stem from the replication pro-
cess either via DNA polymerase γ misincorporations or spontaneous DNA deamination of
cytosine and adenine [51, 4, 3, 86]; and observed tissue-specific somatic mutation rates [3,
86].

Here, we investigate the impact of mitochondrial ancestry (mt-ancestry) and tissue-type
on the somatic evolution of the mt-genome through age. To explore how mitochondrial hap-
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lotype and mito-nuclear genomic interactions shape the mt-genome mutational landscape,
we utilize a panel of mouse strains that have identical nuclear genomes but differ in their
mitochondrial haplotypes (conplastic strains). We sample the brain, heart, and liver of these
conplastic strains and the wildtype (C57BL/6J) in young and aged individuals. These tis-
sues are physiologically distinct yet some of the most metabolically active, allowing us to
study how evolutionary processes unfold in different molecular contexts. We use Duplex
Sequencing to profile mt-genomes at an unprecedented level of depth and accuracy, allow-
ing us to identify mutational hotspots and characterize the mutational spectrum. We use
these results to discern signatures of selection acting to shape the mt-genome through age
and confirm the existence of somatic mutations that work to realign mito-nuclear ancestry at
short, within-lifespan, evolutionary timescales. Together, these findings characterize somatic
evolution in the context of an organelle implicated in aging and age-related phenotypes.

2.3 Results

Duplex sequencing of 2.5 million mitochondrial genomes

To investigate how mitochondrial haplotype and mito-nuclear concordance influence the
distribution of mt-genome somatic mutations, we employed a panel of conplastic mouse
strains. These strains are inter-population hybrids developed by crossing common laboratory
strains with the C57BL/6J (B6) mouse line [108]. Each conplastic mouse strain carries a
unique mitochondrial haplotype on a C57BL/6J nuclear genomic background (Fig. 2.1A).
This fixed nuclear background enables us to attribute differences in somatic mutation to
changes in mitochondrial haplotype. Alongside a wildtype B6 mouse, we used four conplastic
mouse strains that exhibit changes in metabolic content and processes, or altered aging
phenotypes (Table A.1). Three of these conplastic mouse strains differ from the C57BL/6J
mitochondrial haplotype by just 1-2 nonsynonymous variants, while a single strain (NZB)
contains 91 variants distributed across the mt-genome (Fig. 2.1B, Table A.1). We sampled
brain, liver, and heart tissues from each of these mouse strains in young (2-4 months old
(mo.)) and aged (15-22 mo.) individuals to examine how aging and metabolic demands
shape the mutational spectrum in distinct physiological contexts. In total, three tissues
were sampled from five mouse strains at two different ages over 3-4 replicates per condition,
resulting in n=115 samples.

In order to capture low frequency variants and accurately portray the somatic mutational
landscape, we used ultra-sensitive Duplex Sequencing to profile mt-genomes across different
experimental conditions [89]. This approach works by tagging double stranded mtDNA
sequences with molecular identifiers and computationally constructing a duplex consensus
sequence (Fig. 2.1C) resulting in error rates of ∼ 2× 10−8. Importantly, duplex sequenc-
ing data can contain an artificial enrichment of G>T/C>T and G>C mutations resulting
from DNA damage during sequencing preparation steps [1]. To exclude potential erroneous
calls, we trimmed 10 bp from our duplex reads (Supplementary Note A.1, Fig. A.1).



CHAPTER 2. MITOCHONDRIAL HAPLOTYPE AND MITO-NUCLEAR MATCHING
DRIVE SOMATIC MUTATION AND SELECTION THROUGHOUT AGING 16

Total: 1.2M
Median: 40,449

103.5

104

104.5

105

B6
AKR

ALR FVB
NZB

Strains

C
ou

nt
 o

f s
om

at
ic

 m
ut

at
io

ns

L>M

V>I
D>Y

I>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>II>I

D−LOOP

ND1

ND2

CO1

CO2
ATP8

ATP6
CO3

ND3
ND4L

ND4

ND5

ND6

CYTB

Total: 2.5M
Median: 74,764

104.6

104.8

105

105.2

105.4

105.6

B6
AKR

ALR FVB
NZB

Strains

C
ou

nt
 o

f d
up

le
x 

m
t−

ge
no

m
es

B6-mtFVB

C57BL/6J AKR/J ALR/LtJ FVB/NJ NZB/B1nJ

B6-mtAKR B6-mtALR B6-mtNZB

Reference
Strains

Conplastic
Strains

C

B

D

L>M

V>I
D>Y

I>I

D−LOOP

ND1

ND2

CO1

CO2
ATP8

ATP6
CO3

ND3
ND4L

ND4

ND5

ND6

CYTB

Region D−Loop Protein Ori−L rRNA tRNA

L>M

V>I
D>Y

I>I

D−LOOP

ND1

ND2

CO1

CO2
ATP8

ATP6
CO3

ND3
ND4L

ND4

ND5

ND6

CYTB

Region D−Loop Protein Ori−L rRNA tRNA

Double-stranded
mtDNA

Fragmentation &
Adapter Ligation

PCR & Sequencing

Amplification Error
Sequencing Error 

Duplex consensus
sequence formed 

A

T

A

T

True 
mutation

A

A

A

A

C

T

T

T

G

G

E

A

F

Figure 2.1: Overview of experimental design. (A) Maternal donors were backcrossed with a
C57BL/6J mouse (blue). The result of these crossings are conplastic mouse strains (striped mice),
which have identical B6 nuclear (linear) genetic backgrounds but differ by variants along their
mt-genomes (circular). (B) B6-mtAKR (pink), B6-mtALR (green), and B6-mtFVB (orange) differ
from wildtype by 1-3 nonsynonymous variants. B6-mtNZB (yellow) contains 91 variants distributed
across the mt-genome.(C) Duplex Sequencing was used to profile mt-genomes from conplastic mice.
Each double-stranded mtDNA fragment is distinctly tagged with a unique molecular barcode,
allowing for the computational construction of a duplex consensus sequence. (D) The count of
duplex mt-genomes sequenced was calculated for each experimental condition (n = 29 conditions;
n = 4 mice for every condition with 3 mice for B6-Young-Heart). The duplex read depth at each
position was aggregated across samples in a condition to quantify the duplex depth per condition.
The average duplex read depth across the mt-genome was then calculated. (E) The count of variants
was aggregated across samples in a condition. Mutations present at conplastic haplotype sites were
filtered from the analysis. (F) The mutation frequency for each position is mapped along a linear
representation of the mt-genome. Each point denotes the mutation frequency for an experimental
condition at the given position in the mt-genome. Positions with a mutation frequency greater
than 1× 10−3 were excluded from this analysis.
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Additionally, we analyzed the mutational spectra for atypical imbalances of complementary
mutation types and compared our mutation type proportions to a previously published study
[86] (Fig. A.2, Table A.2, Fig. A.3, Table A.3). Using this approach, we profiled ∼2.5
million duplex mt-genomes, with a median of 74,764 duplex mt-genomes sequenced per con-
dition (strain x tissue x age) (Fig. 2.1D). This resource allows for the detection of somatic
mutations at a frequency of 4× 10−6.

Duplex reads from each sample were mapped to the mouse mitochondrial genome (mm10)
and variants were called using a Duplex Sequencing processing pipeline (see Methods). Muta-
tions overlapping conplastic haplotype sites were filtered out. In total we identified 1,171,918
somatic variants, with a median of 40,449 somatic mutations per condition (Fig. 2.1E).
From these ∼1.2 M mutations, 81,097 mutations are unique events. These variants were
distributed across the entirety of the mt-genome (Fig.2.1F).

Haplotype- and tissue-specific mutational hotspots

Somatic mutations accumulate with age across both nuclear and mitochondrial genomes
[64]. We observed this trend consistently across tissues and mt-haplotypes with the mutation
frequency on average∼2-fold higher in aged mice compared to young mice (Fig. 2.2A). This
trend was most pronounced in the liver (2.5-fold higher) and smallest in the heart (1.6-fold
higher). Additionally, the heart sustained the lowest mutation frequency on average (Fig.
2.2A), despite its high metabolic demands as demonstrated by its higher mitochondrial copy
number (Fig. A.4). Comparing age-associated mutation rates across different strains we
find AKR, ALR, and NZB all exhibit strain-specific mutation rates (Table A.4), p-value
< 0.01: log-link regression). The FVB strain, which only differs from B6 at two sites (Fig.
2.1B) showed no evidence of strain-specific mutation rates compared to wildtype. AKR and
ALR strains had lower mutation rates across all tissues while NZB exhibited strong increases
in the brain and decreases in the heart.

We next examined the variation in mutation rates and frequencies across different regions
of the mitochondrial genome (Fig. 2.2B, C). The density of mutations was lowest in
functional coding regions (protein coding, rRNA, and tRNA segments) while the D-loop
exhibited a significantly higher mutation frequency in both young (6.4-fold, p-value = 3.4×
10−9; two-tailed t-test) and aged (4.5-fold, p-value = 8.6 × 10−8; two-tailed t-test) mice.
However, we further found that the light strand origin of replication (OriL) had an even
higher average mutation frequency, 40- to 22-fold in excess of the functional coding regions
in young and aged mice, respectively (Fig. 2.2B). This OriL hotspot of mutation was most
pronounced in aged wildtype B6 mice. The OriL was recently noted as a mutational hotspot
in macaque liver, but not in oocytes or muscle in that species [3]. In contrast, we find the
OriL to exhibit elevated mutation frequencies across the brain, heart, and liver.
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Figure 2.2: Region-specific changes in somatic mutation frequency with age. (A) The
average mutation frequency for young (light) and aged (dark) mice in each condition (n = 29
conditions; n = 4 mice per condition with 3 mice for B6-Young-Heart). Mutation counts and
duplex depth were aggregated across samples for each condition. The mutation frequency for each
position along the mt-genome was calculated by dividing the total count of alternative alleles by
the duplex read depth at the position. The bar denotes the average mutation frequency. Error
bars denote the 95% Poisson confidence intervals. P-values indicate conditions with a significant
age-associated increase in mutation frequency. The p-values were calculated from a log-linear
regression and adjusted using a Bonferroni multiple hypothesis correction. (B) The mt-genome
was categorized into regions: OriL (red), D-Loop (dark blue), tRNAs (purple), protein coding
(light blue), and rRNAs (magenta). For each region, the probability of mutation was calculated
as the total count of mutations normalized by the region length in bp multiplied by the average
duplex read depth across the region. Fill indicates age group: young (hollow circles) and aged
(filled circles). (C) The difference in percent bp mutated between young and aged mice for each
mt-haplotype (n = 5 delta values for brain and heart; n = 4 delta values for liver). The shape
denotes the average difference in percent bp mutated with age across mt-haplotypes. Error bars
showcase the standard error of the mean. Positions that exceeded a mutation frequency of 1×10−3

were excluded from these analyses. For Figs. 2.2B,C, frequencies were normalized for sequencing
depth across conditions at each position, and mutation counts and duplex depth were aggregated
across samples in an experimental condition to calculate the percent bp mutated.

Our initial inspection of the overall distribution of mutations across the mt-genome high-
lighted several distinct clusters appearing at finer-scale resolution than our simple functional
classification groups (Fig. 2.1F). To resolve these putative mutational hotspots we quanti-
fied the average mutation frequency in 150 base-pair (bp) sliding windows over the mt-genome
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independently across tissues and mt-haplotypes (Fig. 2.3A). In addition to the D-loop, this
analysis identified mutational hotspots in OriL, MT-ND2, and MT-tRNAArg.
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Figure 2.3: Haplotype-specific peaks of mutation along the mt-genome. (A) The average mutation frequency was
calculated in 150-bp sliding windows for each strain and tissue independently. Regions with shared mutation frequency peaks
in at least three mouse strains are labeled. (B) The high frequency region in the light strand origin of replication (OriL) is
highlighted. For positions 5171-5181 the mutation frequency for the T-repeat region is calculated as the sum of mutations
across this region divided by the sum of the duplex depth across positions. Each color denotes a different strain. The average
frequency in young (left, hollow points) and aged (right, filled points) mice are compared. The schematic compares the OriL
structure in mice to that of macaques [3]. Positions with a mutation frequency > 1× 10−3 are in magenta, while positions that
undergo mutations are denoted in light blue. In the macaque OriL diagram, variant hotspots are denoted in light blue. Stars
represent strains that have mutations present at a given position. (C) The high frequency region in MT-ND2 is highlighted.
Color, shape, and calculation of the average mutation frequency are similar to those in (B). A schematic demonstrating the
sequence and codon changes that result from the indels at position 4050: premature stop codons at codon 79 and 68 for C>CA
and CA>C, respectively. The superscript denotes the position of the premature stop codon in the amino acid sequence. (D) The
mutation frequency for MT-tRNAArg from bp positions 9820-9827, which is an A-repeat region. Color, shape, and calculation
of the average mutation frequency are similar to those in (B). Positions that exceeded a mutation frequency of 1× 10−3 were
excluded from these analyses. Frequencies were normalized for sequencing depth across conditions at each position.
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The OriL forms a stem loop structure that is conserved across species [100] however
differs markedly in its sequence. We identified mutations throughout the loop and 3’ end
of the stem with the highest mutation frequencies corresponding to changes in the size of
the stem loop (Fig. 2.3B). Repeated mutations of the 3’ end of the stem loop structure
mirror those observed in macaque liver in a recent study [3], though the sequence of the
stem differs between these two species. Thus, the conserved structure of the OriL appears
to drive convergent mutational phenotypes between species.

The MT-ND2 mutation hotspot consists of a frameshift-inducing A insertion or deletion
that introduces a premature stop codon (Fig. 2.3C). This stop codon reduces the length
of the final protein product by more than 250 amino acids, likely severely impacting its
function. This mutation increases in frequency with age across all strains except NZB.
The final mutation hotspot we identified is localized to an 8 nucleotide stretch of MT-
tRNAArg (Fig. 2.3D). These nucleotides correspond to the 5’ D-arm stem-loop of the
tRNA and constitute primarily A insertions 2-4 nucleotides long. Computational tRNA
structure predictions show that these mutations increase the size of the loop (Fig. A.5,
Fig. A.6). This mutational hotspot exhibits strong strain-specificity with B6 exhibiting
few somatic mutations in this A-repeat stretch. The D-arm plays a critical role in creating
the tertiary structure of tRNAs [81, 74] potentially contributing to its constraint in the
wildtype. Together, these results highlight the emergence of distinct mutational hotspots in
mitochondrial genomes occurring in age- and strain- specific contexts, and implicating both
DNA and RNA secondary structures.

Replication errors and deletions distinguish aged mt-genomes

Somatic mutations are caused by various molecular processes that lead to DNA damage,
each of which exhibit a distinct mutational signature [2]. To identify sources of mitochondrial
somatic mutation, we categorized mutations into single nucleotide variants (SNVs), deletions
(DEL) and insertions (INS) (Fig. 2.4A). SNVs were further classified into the six possible
substitution classes (Fig. 2.4B). Overall, SNVs were the predominant somatic mutation
type, with a 5-fold higher average mutation frequency than deletions and insertions in both
young and aged individuals (Fig. A.7). The most abundant mutation type observed was
G>A/C>T, which is indicative of replication error or cytosine deamination to uracil [26,
113] (Fig. 2.4B). The reactive oxygen species (ROS) damage signature of G>T/C>A [13]
was the second most predominant mutation type. All somatic mutation types were used to
identify two dominant mutational signatures using a multinomial bayesian inference model
[36] (Fig. 2.4C). These signatures explained the bulk of the variation across samples (Fig.
A.8).

The accumulation of somatic mutations with age is a well known phenomenon that has
been hypothesized to play key roles in the etiology of lifespan [12]. We observed that 4 out of
the 8 mutation types significantly increased in frequency with age (adjusted p-value < 0.01;
Fisher’s Exact Test with a Benjamini-Hochberg correction) (Fig. 2.4B, Table A.5) across
all tissues, with T>A/A>T mutations additionally exhibiting age-associated accumulation



CHAPTER 2. MITOCHONDRIAL HAPLOTYPE AND MITO-NUCLEAR MATCHING
DRIVE SOMATIC MUTATION AND SELECTION THROUGHOUT AGING 21

Signature A Signature B

Del

G>A
/C>T

G>C
/C>G

G>T
/C>A Ins

T>A
/A>T

T>C
/A>G

T>G
/A>C Del

G>A
/C>T

G>C
/C>G

G>T
/C>A Ins

T>A
/A>T

T>C
/A>G

T>G
/A>C

0.0

0.2

0.4

Mutation Type

M
ut

at
io

n
Pr

ob
ab

ilit
y

SNV DEL INS

Y O Y O Y O
0e+00
1e−06
2e−06
3e−06

Age

Av
er

ag
e 

M
ut

at
io

n 
Fr

eq
ue

nc
y

Brain Heart Liver

G
>A/C

>T
G

>T/C
>A

T>C
/A>G

G
>C

/C
>G

D
EL

T>A/A>T
IN

S
T>G

/A>C

Y O Y O Y O

2e−06
4e−06
6e−06
8e−06

1e−06
2e−06
3e−06

5.0e−07
1.0e−06
1.5e−06

2e−07
4e−07
6e−07
8e−07

2.5e−07
5.0e−07
7.5e−07

2e−07
4e−07
6e−07

1e−07
2e−07
3e−07

0e+00
1e−07
2e−07
3e−07

Age

Av
er

ag
e 

M
ut

at
io

n 
Fr

eq
ue

nc
y

BrainA

B

C

Brain Heart Liver

G
>A/C

>T
G

>T/C
>A

T>C
/A>G

G
>C

/C
>G

D
EL

T>A/A>T
IN

S
T>G

/A>C

Y O Y O Y O

2e−06
4e−06
6e−06
8e−06

1e−06
2e−06
3e−06

5.0e−07
1.0e−06
1.5e−06

2e−07
4e−07
6e−07
8e−07

2.5e−07
5.0e−07
7.5e−07

2e−07
4e−07
6e−07

1e−07
2e−07
3e−07

0e+00
1e−07
2e−07
3e−07

Age

Av
er

ag
e 

M
ut

at
io

n 
Fr

eq
ue

nc
y

SNV DEL INS

Y O Y O Y O

0e+00

1e−06

2e−06

3e−06

Age

Av
er

ag
e 

M
ut

at
io

n 
Fr

eq
ue

nc
y

STRAIN
B6
AKR
ALR
FVB
NZB

D

Arbeithuber 
et al. 

(2020) 

0.
0e

+0
0

2.
5e

−0
6

5.
0e

−0
6

7.
5e

−0
6

1.
0e

−0
5

O
Y

O
Y

O
Y

O
Y

O
Y

O
Y

O
Y

O
Y

Average 
Mutation Frequency

B6 AKR ALR FVB NZB

Brain
Heart

Liver

Y O Y O Y O Y O Y O

0.00
0.25
0.50
0.75
1.00

0.00
0.25
0.50
0.75
1.00

0.00
0.25
0.50
0.75
1.00

Age

Co
nt

rib
ut

io
n 

of
 S

ig
na

tu
re

B6 AKR ALR FVB NZB

Brain
H

eart
Liver

Y O Y O Y O Y O Y O

0.00

0.25

0.50

0.75

1.00

0.00

0.25

0.50

0.75

1.00

0.00

0.25

0.50

0.75

1.00

Age

C
on

tri
bu

tio
n 

of
 S

ig
na

tu
re

Signature Sig A Sig B

This 
study 

This 
study 

Primates 
(Humans 

& Macaques)

Rodents 
(Mice)

Brain Liver LiverBrain

Sudmant_Mouse_Brain Makova_Mouse_Brain Kennedy_Mouse_Brain Sudmant_Mouse_Liver Kennedy_Mouse_Liver Kennedy_Human_Brain Makova_Macaque_Liver

G>A
/C>T

G>T
/C>A

T>C
/A>G

G>A
/C>T

G>T
/C>A

T>C
/A>G

G>A
/C>T

G>T
/C>A

T>C
/A>G

G>A
/C>T

G>T
/C>A

T>C
/A>G

G>A
/C>T

G>T
/C>A

T>C
/A>G

G>A
/C>T

G>T
/C>A

T>C
/A>G

G>A
/C>T

G>T
/C>A

T>C
/A>G

0.00

0.25

0.50

0.75

1.00

Mutation Type

N
or

m
al

ize
d 

Av
er

ag
e 

M
ut

at
io

n 
Fr

eq
ue

nc
y

Sanchez-
Contreras

et al. 
(2023) 

Sanchez-
Contreras

et al. 
(2023) 

Kennedy
et al. 

(2013)

Arbeithuber 
et al. 

(2022) 

E

Figure 2.4: Characterizing the mt-genome mutational landscape. (A) The average mutation frequency is compared
between mt-haplotypes for different classes of mutations: single nucleotide variants (SNVs), deletions, and insertions. The
average mutation frequency was calculated as the total mutation count in a class divided by the total duplex bp depth. Each
point denotes the average mutation frequency across the mt-genome for young (Y) and aged (O) mice in each strain (B6 (blue),
AKR (pink), ALR (green), FVB (orange), and NZB (yellow)). The connecting line demonstrates the change in frequency from
young to aged mice. Mutation counts and duplex depth were aggregated across samples for each condition to calculate the
average mutation frequency. Results for the brain are featured, which showcase trends observed in the heart and liver, as well
(reference Fig. A.7). (B) SNVs were further classified into point mutation types. Each point denotes the average mutation
frequency for the given mutation type across the mt-genome for each mouse strain (color key as in (A)). The average frequency
for point mutations was calculated as the total count of mutations of the given type divided by the duplex bp depth for the
reference nucleotide. The average mutation frequency for deletions and insertions was calculated as the total mutation count
in these classes divided by the total duplex bp depth. Mutation types are ordered by descending average mutation frequencies.
The range in frequency across experimental conditions (strain x tissue, n = 15 conditions for brain and heart; n = 14 conditions
for liver) for each mutation type is shown. For each mutation type, the segment extends from the minimum to the maximum
frequency across experimental conditions in the age group. Each point in the segment denotes the median frequency across
conditions. (C) Mutational signatures were extracted from mutation type counts for each experimental condition using sigfit.
Two mutational signatures were identified. The probability that a mutation type contributed to a signature is showcased. Each
bar denotes the estimated probability of a mutation type comprising the signature with error bars denoting the 95% confidence
interval of each estimate. (D) The presence of the mutational signatures was estimated for each condition (Signature A dark
blue, Signature B light blue). The contribution of each mutational signature is compared across age. (E) The frequency of
the three most abundant mutation types were compared across mice, macaques, and humans for the brain and liver. Mutation
frequencies were normalized by the frequency of the G>A/C>T mutation in their respective study. All studies used Duplex
Sequencing to profile mutations in the mt-genome. For the mutation frequencies in our study, we only show the mutation
frequencies for B6. Refer to Fig. A.9A for frequencies across all strains, tissues, and young mice. For all analyses, mutation
counts and duplex bp depth were aggregated across samples in an experimental condition. Positions with mutation frequencies
greater than 1× 10−3 were omitted from these analyses.
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in the liver but not in brain or heart. These age-associated signatures compose Mutational
Signature B (Fig. 2.4C), which overall distinguishes aged from young samples (Fig. 2.4D).
The consistency of these signatures across both mutations and mt-haplotypes suggest that
these mutations occur in a ’clock-like’ fashion in mitochondria over lifespan.

In contrast, insertions, G>C/C>G, and G>T/C>A mutations did not exhibit consistent
age-associated patterns. These mutations are represented in Mutational Signature A (Fig.
2.4C). Of particular note, the G>T/C>A and G>C/C>G mutation patterns are associated
with ROS damage. An increase in ROS damage has been hypothesized to play an important
role in aging. Nonetheless, we do not find evidence of an increase in ROS-associated damage
with age. Previous works in the human brain [51, 106], macaque tissues [3], and various
mouse tissues [4, 86] have also observed a lack of ROS-associated damage with age.

Species-specific mitochondrial mutational signatures

While the overwhelming majority of research into somatic mutation rates and profiles has
focused on humans, comparative analyses can provide insight into the evolutionary processes
that have shaped mutation. To determine if mitochondrial somatic mutation exhibited
species-specific patterns we compared several recent studies that Duplex Sequenced mt-
genomes in multiple mouse, human, and macaque tissues [51, 4, 3, 86]. In our dataset, we
found the relative magnitude of mutation frequencies to be consistent across tissues and
mt-haplotypes with the G>A/C>T and G>T/C>A mutations being the most abundant
(Fig. 2.4B, Fig. A.9A). This signature is consistent with other duplex sequencing-based
analyses of mitochondrial mutations in young and aged mouse brain, muscle, kidney, liver,
eye, heart, and oocytes (Fig. 2.4E, Fig. A.9B, Fig. A.9C) [4, 86]. However, profiling of
mitochondrial mutation signatures in several young and aged human brains noted transitions,
G>A/C>T and T>C/A>G, to be the most abundant mutation signatures [51] (Fig. 2.4E).
We find that this pattern is also recapitulated in a recent dataset of mitochondrial somatic
mutation in macaque muscle, heart, liver and oocytes (Fig. 2.4E, Fig. A.9D) [3]. These
differences in mutational signatures were observed between primate and rodent species from
duplex sequencing data generated independently by two research groups, emphasizing the
reproducibility of this phenomenon. Together, these results suggest that rodent and primate
mt-genomes are subject to distinct mutational processes, potentially as a cause or effect of
physiological differences between these lineages.
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Negative selection shapes mitochondrial mutation frequencies
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Figure 2.5: Negative selection shapes the mt-genome. (A) The count of genes under positive
(blue) and negative (red) selection. Mutations and mutation type proportions were quantified
in three different ways: (1) all mutations, without consideration of mutation frequency or mt-
genome position (2) all mutations excluding the D-Loop (3) mutation counts binned by mutation
frequency, excluding the D-Loop. Mutations with a frequency greater than 1× 10−3 were excluded
from analyses (1) and (2). (B) The proportion of each mutation type. Proportions are calculated
as the count of mutations of each type divided by the total count of mutations in a given bin.
The average mutation type proportion across experimental conditions (n = 29 conditions; strain
x tissue x age) is shown with error bars denoting the standard error of the mean. In blue are
proportions for the aggregated mutation counts with (dark blue) and without (light blue) the D-
Loop. Mutations are ordered in descending order of average mutation frequency. (C) The frequency
spectra for nonsynonymous (purple) and synonymous (orange) mutations. The bar denotes the
average proportion of nonsynonymous and synonymous mutations in a bin. The proportion is
calculated as the count of nonsynonymous or synonymous mutations in a frequency bin relative to
the total count of nonsynonymous or synonymous mutations across all bins. The average proportion
is taken across tissues and age in a strain (n = 6 except for B6, where n = 5). Each point represents
the proportions that comprise the average. The error bars denote the standard error of the mean.
For these analyses mutation counts were aggregated across samples in an experimental condition.

While only thirteen proteins are encoded on the mt-genome, these products are vital com-
ponents of the electron transport chain. Given their importance, we investigated whether
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selection was acting to shape the mutational landscape of the mt-genome. We calculated the
hN
hS

statistic [60], which is akin to the dN
dS

statistic, for every gene across our 29 experimental
conditions. For each condition, we also simulated the expected distribution of hN

hS
ratios using

the observed mutation counts and mutational spectra (Fig. A.10). Prima facie, the mt-
genome appeared to be shaped predominantly by positive selection (Fig 2.5A). However,
differences in the mutation spectrum between mutational hotspots, including the D-loop,
could bias the simulated null distribution of mutations. Indeed, mutation spectra were sig-
nificantly different between D-loop and non-D-loop mutations, as well as among mutations
at different frequencies (Fig 2.5B). Furthermore, quantifying the allele frequency spectrum
of nonsynonymous and synonymous mutations revealed that nonsynonymous substitutions
were strongly enriched at low frequencies compared to synonymous substitutions indicating
that negative selection is likely preventing these mutations from increasing in frequency (Fig
2.5C).

We thus performed our hN
hS

analyses independently in different frequency bins (Fig 2.5A)
revealing primarily signatures of negative selection. From the twelve possible cases of selec-
tion, 75% were in conplastic mice, and both cases of positive selection were in NZB mice.
Genes with selective signatures include MT-CO1 (3), MT-CO3 (1), MT-CYTB (1), MT-
ND2 (1), and MT-ND5 (6), whose protein products compose complexes I, III, and IV of
the electron transport chain. Intriguingly, signatures of negative selection in MT-ND5 were
observed across all five strains in our experiment. Taken together, these results indicate
that negative selection dominates the distribution of mutations in mitochondrial genomes,
though this signature is predominantly found at intermediate frequencies.

Mito-nuclear mismatches drive somatic reversion mutations

Mismatching of mitochondrial and nuclear haplotypes, such as in hybrid populations, has
been associated with reductions in fitness [68, 70, 29, 31, 28, 75, 53, 57, 15, 72]. The
conplastic strains we employ are hybrids with mismatched nuclear and mt-genome ancestries.
Since hybrids often demonstrate reduced fitness as a result of mito-nuclear discordance, we
reasoned that at sites where the conplastic mt-genome differed from the B6 mt-genome
(haplotype sites), there may be a preference for “reversion” mutations to the B6 allele (Fig.
2.6A).

We hypothesized that if somatic selection were to favor the B6 allele, then reversions
would occur at a higher rate than background mutations (Table A.6). Three of the strains
have several fixed haplotype sites in their mitochondrial genomes, ALR, FVB, and NZB. We
find that in ALR and FVB strains, haplotype sites were among the most mutated sites in the
mt-genome, with 6-fold and 7-fold higher average mutation frequency than non-haplotype
sites, respectively (Fig. 2.6B, adjusted p-values <0.001). In NZB, which differs from B6 at
91 locations, these haplotypes sites had 122-fold higher mutation frequency than background
(adjusted p-values < 1×10−53). The overwhelming majority (75%−100%) of these mutations
are reversions to the B6 allele with the specific reversion mutation occurring significantly
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more than expected by chance (Table A.7). These results demonstrate the extreme selective
pressures impressed by nuclear-mitochondrial matching to reintroduce the ancestral allele.
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Figure 2.6: Somatic reversion mutations segregate in the mt-genome population. (A) A schematic that explains
somatic reversion mutations. The wildtype strain (B6) has matching nuclear and mt-genome ancestries (B6 ancestry denoted in
blue). Conplastic strains are hybrids with mismatching nuclear and mt-genome ancestry. Haplotype sites are positions in the mt-
genome where the conplastic mt-genome differs from the B6 mt-genome. Somatic reversion mutations refer to the reintroduction
of B6 ancestral alleles at haplotype sites. (B) The mutation frequency at non-haplotype sites (gray distributions) is compared
to the mutation frequency at haplotype sites (green distributions or points when less than three haplotype sites exist). All
mutations were included in the distribution of non-haplotype site mutation frequencies, including positions with a mutation
frequency greater than 1 × 10−3. Haplotype site mutation frequencies were corrected for potential NUMT contamination.
Mutation frequencies were normalized for sequencing depth between young and aged experimental conditions. Denoted are the
adjusted empirical p-value using the Benjamini-Hochberg correction. Asterisks denote the number of haplotype sites with the
same p-value. For AKR, ALR, and FVB empirical p-values for haplotype sites were calculated as the count of non-haplotype
sites with a higher frequency than the haplotype site divided by the total number of non-haplotype sites (one-sided test). For
NZB, the distribution of mutation frequencies for haplotype sites and non-haplotype sites was compared using the Wilcoxon
Rank Sum Test. (C) A map of the somatic reversion mutations along a linear mt-genome. Each point denotes the change in
frequency with age (delta) for a somatic reversion mutation. The size of the point indicates the magnitude of delta and color
represents the conplastic strain the somatic reversion occurs in. Empirical p-values were calculated as the count of sites with a
delta greater (for sites with an increase in frequency with age) or less (for sites with a decrease in frequency with age) than the
haplotype site delta divided by the total number of deltas (one-sided test). Fill denotes significance (adjusted empirical p-value
< 0.02 using the Benjamini-Hochberg correction within each mt-haplotype group).

We next hypothesized that if somatic selection were to favor reversions, these B6 re-
version alleles should increase in frequency with age. We quantified the relative change in
reversion frequencies across strains and found that in ALR and FVB all unique fixed sites
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exhibited a significant increase in the reversion allele frequency with age across all tissues
(Fig 2.6C, Table A.8, BH adjusted p-value < 0.02). This suggests a strong benefit of these
coding reversion substitutions in ALR and FVB strains. In contrast, in NZB we observed
an overwhelming preference for reversion alleles to decrease in frequency with age, partic-
ularly in the brain (Fig 2.6C, Table A.8). One potential explanation for this decrease
in frequency compared to ALR and FVB is that the many NZB fixed substitutions exhibit
epistatic interactions which manifest negatively if single reversions are not accompanied by
mutations at other sites, though this is challenging to test. We did identify two cases in NZB
of reversions that increase in frequency with age, a synonymous substitution in the MT-CO2
gene, and a noncoding mutation in the D-loop. Together, our results demonstrate that sites
which contribute to mito-nuclear mismatching are prone to elevated levels of mutation with
reversion alleles preferred across multiple tissues in populations. This preference for nuclear
mitochondrial matching potentially drives somatic selection increasing the frequency of these
alleles with age.

2.4 Discussion

The interdependence of nuclear- and mitochondrially-encoded genes has significantly shaped
patterns of diversity and constraint on these two genomes across organisms and populations.
Yet, the mt-genome also exhibits exceptionally high somatic mutation rates and is thus
dynamic within individuals’ lifespans. Here, we explored the relationship between nuclear-
mitochondrial ancestral matching and the accumulation of somatic mutations. Our results
extended upon other works that employ highly sensitive Duplex Sequencing to characterize
the mutational landscape of the mt-genome [51, 4, 3, 86] and generated, to our knowledge,
the largest mt-genome somatic mutational catalog to date. We profiled 2.5 million mt-
genomes across 4 conplastic mouse strains and the B6 wildtype, with a median of more
than 74,000 mt-genomes per biological condition. Our results corroborated other studies of
somatic mutation in the mt-genomes of mice, humans, and macaques, which demonstrate
an age-associated increase in mutations as well as tissue-specific mutation rates. Our study
design also uniquely allowed us to assess the role of mt-haplotype on mutation rates. The
conplastic strains employed each exhibit distinct physiological differences which likely play a
role in modulating mutations. We find cases in which mt-haplotype impacts mitochondrial
mutation rate, which emphasizes that specific fixed substitutions between mitochondrial
haplotypes can play a vital role in shaping mutational profiles.

Our study design allows us to compare mutational landscapes across three of the most
metabolically active tissues: the brain, heart, and liver. We show that SNV mutation rates
are haplotype- and tissue-specific. We also noted that while most mutations increase in fre-
quency with age, ROS-associated mutations do not. These findings recapitulate prior studies
conducted by Arbeithuber et al. 2020 [4] and Sanchez-Contreras et al. 2023 [86]. Several
hypotheses have been proposed to explain this phenomenon ranging from potential molecu-
lar mechanisms that recognize and remove ROS-damage through aging [86] to the existence
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of mitochondrial subpopulations that dictate the replication of specific, mutation-limited
mtDNA molecules [20, 21]. Further work is needed to identify the ultimate mechanisms that
result in such non-clocklike signatures.

Our high duplex coverage allowed us to characterize mutational hotspots throughout
the mt-genome at fine-scale resolution. As expected, the D-Loop had a high mutation fre-
quency compared to other regions in the genome. However, we identified three additional
hotspots exhibiting either age- or haplotype-associated mutation frequencies. The first of
these hotspots occurs in the OriL, the light strand origin of replication, which forms a DNA
stem-loop structure. While the sequence of this region is highly divergent among species,
the structure is conserved. Recently, Arbeithuber et al. [3] identified the OriL as a hotspot of
mutation in macaque liver. We were also able to capture these hotspots in a reanalysis of du-
plex sequencing data from several different tissues that was recently published despite their
relatively lower coverage (Fig A.11 A-B, Table A.9) [86]. Similarly to Arbeithuber et al.
[3], we find mutations at the OriL locus to be most prominent in aged wild-type liver, how-
ever our increased sequencing depth allows us to show that this is a consistent hotspot across
tissues and strains regardless of age. We identify mutations in both the stem and the loop of
this structure, with mutations occurring in the same 5’ end of the stem as those identified in
macaque, albeit impacting completely different sequences. We further noted that there is a
well supported mechanism for this specific mutational hotspot occurring on one arm of the
stem loop structure due to replication priming by an RNA which is susceptible to slippage
[87]. These results highlight that the conserved structure of this stem loop is sensitizing to
conserved mutational patterns across species. Similarly, peaks of mutation frequency within
the D-Loop have been narrowed to regions associated with mtDNA replication [103, 60, 84].
The mutational hotspots surrounding mtDNA origins of replication have been hypothesized
to serve as a compensatory mechanism against mutation by slowing mtDNA replication
[3]. We identified an additional hotspot occurring in a highly structured nucleic acid, MT-
tRNAArg. Intriguingly, these mutations are only found in conplastic strains, suggesting that
they are poorly tolerated in the wildtype. These mutations are expected to increase the size
of the loop in the 5’ D-arm stem-loop of this tRNA. Polymorphisms that increase the size
of the D-arm in MT-tRNAArg have been linked with an increase in mtDNA copy number
triggered by heightened reactive oxygen species production [73]. Specifically, the size of the
loop, not the underlying sequence, was found to be important for mitochondrial function [74].
Together, these findings suggest that mutational hotspots in the mt-genome may potentially
act as compensatory mechanisms to alter mtDNA replication and copy number.

While Duplex Sequencing approaches have allowed us to identify processes associated
with DNA replication as the primary driver of somatic mutations in mitochondria [51, 4,
3], the full extent of mutational processes impacting mt-genomes remains unknown. Recent
studies have determined that different species exhibit varying contributions of mutational
signatures in the nuclear genomes of aging intestinal crypt cells [12]. Comparing the muta-
tional spectra across several studies that duplex- sequence the mt-genomes of humans, mice,
and macaques in various tissues, we similarly find that rodents exhibit distinct mutational
profiles compared to primates. Although DNA replication error is the predominant muta-
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tion type across species, rodents exhibit a surfeit of G>T mutations in contrast to primates.
While studies in humans previously concluded that transitions are the most common muta-
tion in mitochondria, we find that the abundance of the T>C marker of DNA replication
error is a species-specific effect. We are not able to determine whether this finding is the
result of physiological differences between these organisms, or variability in the repair path-
ways of these species. Of note, we find these trends hold both for somatic mutations as well
as de-novo oocyte mutations in the mt-genome, suggesting that the underlying mechanisms
driving these distinct profiles have potentially shaped patterns of mt-diversity across differ-
ent species. Intriguingly, a very similar signature distinguishing mice and ferrets from other
mammals was found using laser-capture and deep sequencing of intestinal crypts across 16
species [12]. Together, these findings thus recapitulate that distinct life history traits impact
the evolution of the mt-genome across species. Compared to primates, rodents have a shorter
lifespan and a substantially smaller body size. The difference in G>T mutations, which are
associated with reactive oxygen species damage, and T>C mutations, a marker of DNA
replication error, suggest that repair mechanisms or ROS defenses may differ between these
species. Further analyses across broad ranges of species, such as those recently performed in
the nuclear genome [12], are needed to inform how mitochondrial mutational processes are
specifically associated with disparate life histories.

Mitochondrial genomes exist as a population inside cells, where selection can act to
shape this population at various biological scales. In oocytes, strong genetic drift induced
by the mitochondrial genetic bottleneck [82] and purifying selection [103, 111] have been
shown to shape the transmission of mt-genome mutations across generations. In somatic
tissues, the population of mt-genomes may be shaped at the cellular level, as a result of
inter-cellular competition; at the inter-mitochondrial level, with mitochondrial turnover; or
at the intra-mitochondrial level between mt-genomes harboring different variants. Previ-
ous studies focused on de novo mutations in mice have not identified signals of selection
[4, 86]. However, it has been suggested that this may be due to the low frequencies of
these variants, which prevents them from having a phenotypic effect on mitochondrial func-
tion. By contrast, studies focused on higher frequency mutations in humans (greater than
0.5% frequency) have identified signals of positive selection [60], and potential signals of
negative selection [60, 59] based on differences between polymorphic and heteroplasmic non-
synonymous mutations. Furthermore, signatures of positive selection in the liver have been
previously reported in both macaques [3] and humans [60]. Complementing these studies, we
find that low frequency mutations, which are likely de novo somatic mutations, are not un-
der strong selection. However, mutations at intermediate frequencies, ranging from 5× 10−5

to 1 × 10−3, do exhibit some signatures of negative selection. While these are likely not
de novo mutations, they demonstrate a low frequency threshold for tissue-specific selection
of inherited or early developmental mutations. Importantly, our results demonstrate that
mitochondrial mutational spectra vary across different frequencies and mutational hotspots
(Fig. 2.5B), which can influence signatures of selection. Together, these findings suggest
that purifying selection acts on mitochondrial mutations segregating at lower frequencies.

Our study also allowed us to examine a very specific form of somatic selection: the emer-
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gence and persistence of reversion mutations that re-match the mitochondrial haplotype to
its nuclear constituent. Previously, Wei et al. identified the preferred maternal transmission
of variants that worked to re-align mitochondrial and nuclear ancestry in humans [103]. This
result showcased that selection for reversions can occur in as short as one generation, empha-
sizing the strong influence mito-nuclear interactions have in shaping mt-genome diversity.
We find selection for reversion mutations at even shorter timescales: within an organism’s
lifespan. These mutations are extremely abundant, much more than expected by chance, and
in several cases increase in frequency with age. Importantly, the change in reversion allele
frequencies with age was dependent on the genetic divergence between the mitochondrial
and nuclear ancestries. That is, mice with the greatest genetic divergence from the B6-
mitochondrial haplotype observed the opposite trend, a decrease in reversion frequency with
age. Despite mito-nuclear ancestral mismatching, NZB mice did not showcase phenotypic
differences compared to B6 [42]. Thus, understanding to what extent mito-nuclear matching
influences somatic evolution remains to be explored. Altogether, these observations highlight
a hitherto unexplored impact of mito-nuclear incompatibility, namely its potential role on
the somatic evolution of tissues.

While we sequence to great depth across various tissues, we are unable to character-
ize the impact that cell-type plays on the evolution of the mt-genome. This analysis is of
particular interest in tissues such as the heart and the brain which consist of both mitotic
and post-mitotic cellular populations. Given that DNA replication error is a predominant
age-associated mutational signature, sequencing at the single cell level will be pivotal in
understanding the role that cell proliferation has on mitochondrial somatic mutation. Addi-
tionally, our study only examined the wildtype B6 mouse and conplastic strains with nuclear
B6 backgrounds. Reciprocal conplastic strains, in which both mitochondrial haplotypes are
placed in the context of both nuclear genomes, will allow us to parse apart the different roles
that the nuclear and mitochondrial genomes have in driving distinct mutational processes.
Lastly, our study emphasizes the importance of comparative somatic mutation profiling in
order to discern how processes that shape mutation in the mt-genome differ with life history
traits. Altogether, our findings explore somatic evolution in the context of an important
cellular organelle and begin to discern the various scales at which evolutionary processes act
to shape the population of mt-genomes.

2.5 Methods

Ethics Statement

Animal use and all methods were approved by the Animal Care and Use Committee (V242-
7224. 122-5, Kiel, Germany). Experiments were performed in accordance with the relevant
guidelines and regulations by certified personnel.
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Data collection and sample preparation

The wildtype C57BL/6J (B6) and inbred mouse strains were obtained from Jackson Labora-
tory and maintained at the University of Lubeck. Conplastic strains B6-mtAKR, B6-mtALR,
B6-mtFVB, and B6-mtNZB were generated and bred as described in [108] at the University
of Lubeck. Briefly, the conplastic strains were developed by crossing female mice from AKR,
ALR, FVB, and NZB mouse strains with male B6 mice. Female offspring were then back-
crossed with male B6 mice. After the tenth generation of backcrossing mice were deemed
conplastic mice with a B6 nuclear background and their respective maternal mitochondrial
haplotypes. Samples were validated by checking for their defining haplotype sites (Table
A.1, Fig. A.12). The brain, heart, and liver were sampled from young (2-4 months old
(mo.)) and aged (15-22 mo.) mice in each strain (n = 115). B6 young liver samples and
one B6 young heart sample were omitted from the data due to possible contamination (Fig.
A.12). Whole tissue samples were flash frozen and processed for DNA isolation using the
Qiagen DNAeasy Blood and Tissue kit [ID: 69504]. All mice in this study are female.

Sequencing

Duplex sequencing libraries were prepared by TwinStrand Biosciences (Seattle, WA) as previ-
ously described [89, 51]. Sequencing was performed at the University of California, Berkeley
using Illumina NovaSeq generated 150 bp paired-end reads.

Data processing

Sequencing reads were processed into Duplex Sequencing reads and mapped to the reference
mouse mitochondrial genome (mm10) using a modified version of the Duplex Sequencing
processing pipeline developed by Dr. Scott Kennedy’s group at the University of Washington,
Seattle. The pipeline was edited to take as input bam files formed from the NovaSeq reads
using bwa mem [58] and samtools [25], and is available on our github. Software versions used
along with all processing steps including duplex consensus sequencing generation, mapping,
and variant calling can be found in the github repository referenced below. Parameters used
to run the Duplex Sequencing pipeline are provided in Supplemental Note A.1.

Trinucleotide Spectra

Only de novo mutations were used in this analysis and were identified by filtering for muta-
tions with an alternative allele depth < 100 and a mutation frequency < 0.01. Each mutation
is scored once to create a proxy mutation frequency for de novo mutations. The mutation
fraction is the proportion of each mutation type in a given trinucleotide context divided by
the total count of de novo mutations for a condition. The trinucleotide and mutation type
featured represent mutations on either strand. For example, ACG represents both ACG and
CGT, where either a C>T or a G>A mutation has occurred (Fig. A.13).
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Mutational Signature Extraction

Observed counts for each mutation type (excluding mutations at a frequency > 1 × 10−3)
were used as input for sigfit (v 2.2), which is an R package used to identify mutational
signatures. Sigfit uses Bayesian probabilistic modeling to uncover mutational signatures, as
explained by Gori and Baez-Ortega [36]. Specifically, we use multinomial models to extract
our signatures, which is akin to the traditional non-negative matrix factorization approaches.
The optimal number of signatures was determined by extracting a range of 1-7 signatures
and comparing the cosine similarity (Fig. A.8) for this range (iterations = 1000, seed =
1756). The model was then refitted with two signatures, as determined by the goodness of
fit test, with 10,000 iterations (seed = 1756).

Testing for selection

The number of nonsynonymous variants per nonsynonymous sites (hN) and synonymous
variants per synonymous sites (hS) were calculated as described in [60, 4].

We quantified mutations and mutation type proportions in three different ways: (1) all
mutations, without consideration of mutation frequency or mt-genome position (2) all muta-
tions excluding the D-Loop (3) mutation counts binned by mutation frequency, excluding the
D-Loop. Mutation counts were calculated as the sum of the duplex alternative allele depth
across all sites in the mt-genome. Counts were aggregated across replicates in experimental
conditions (Fig. A.14A).

For analyses where mutation counts were aggregated across frequencies, the hN
hS

statistic
was quantified for each gene across the 29 experimental conditions. To test if the observed
hN
hS

statistics were significant signals of selection, we used a multinomial distribution to
simulate mutations for all experimental conditions using the observed mutation counts and
proportions for each mutation type. The mutations were sampled across the mt-genome
uniformly with replacement, and the simulated hN

hS
statistics were calculated for each gene.

10,000 simulations were conducted for each experimental condition. hN
hS

statistics that could
not be calculated (hS = 0 or hN = 0) were excluded from the analysis. Mutations with
a frequency > 1 × 10−3 were excluded from these analyses (Fig. A.14B). Empirical p-
values were used to determine if an observed hN

hS
statistic was significant. The empirical

p-value was calculated as the number of simulated hN
hS

statistics with a more extreme value
than the observed hN

hS
statistic divided by the total number of simulated statistics. These

empirical p-values were multiplied by a factor of 2 in order to account for both tails of the
distribution. hN

hS
statistics with a Benjamini-Hochberg adjusted p-values < 0.01 were denoted

as significant, where hN
hS

> 1 signified that a gene was under positive selection and hN
hS

< 1
suggested a gene was under negative selection.

For analyses where mutation counts were binned by frequencies, mutations with a fre-
quency > 1 × 10−3 were included. hN

hS
statistics were calculated for each bin across every

experimental condition. Mutation counts were calculated as the sum of the duplex alterna-
tive allele depth across all sites in the mt-genome within the frequency bin. Counts were
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aggregated across replicates in experimental conditions. The analysis described above was
performed for every bin in each experimental condition. A Benjamini-Hochberg multiple
hypothesis test correction was applied for each bin to maintain consistency in the number of
tests corrected for between the aggregated and binned analyses.

Comparison of the null and observed mutational spectra for
nonsynonymous and synonymous mutations

The null mutational spectra for synonymous and nonsynonymous mutations was calculated
by quantifying the number of nonsynonymous and synonymous mutations each mutation type
could produce. The proportion was calculated as the count of nonsynonymous or synonymous
mutations resulting from a given mutation type divided by all possible nonsynonymous or
synonymous mutations in the mt-genome (Fig. A.15A). For the observed mutational
spectra, the proportion of each mutation type comprising the total count of nonsynonymous
and synonymous mutations was calculated (Fig. A.15B).

Estimation of and correction for NUMT contamination

We originally mapped duplex paired end reads to mm10 masking the known NUMT region.
We reasoned that given the 10- to 100-fold higher somatic mutation rate of the mitochondrial
genome along with its several-hundred fold increased copy number with respect to the nuclear
genome, that nuclear contaminating reads contribute minimally to our mutation frequencies.
However, this low-level of contamination can potentially cause an issue when examining
reversion mutations which are expected to be enriched for the B6 allele in the NUMT.

To estimate and correct for this NUMT contamination, duplex paired end reads were
remapped to mm10 using bwa mem. For this remapping, the NUMT region in chr1 (nt24611535
to nt24616184) was unmasked. The duplex read depth at junction regions, which captured
sequences 10 bp upstream and 10 bp downstream of the NUMT region in chr1 and the corre-
sponding region in the mt-genome (nt6394 to nt11042), was calculated using samtools depth
input.in1 -b input.in2 > output. These junction regions contain sequences unique to chr1
and chrM, allowing us to estimate the % of reads mapping to ch1 as the number of reads
mapping to chr1 divided by the average duplex depth of the mt-genome calculated with the
chr1 NUMT masked (Fig. A.16A).

To validate this estimated contamination, we remapped the duplex paired end reads to
the NZB reference genome (generated using an in-house script). The NZB mt-genome and
B6 NUMT region differ by 24 SNVs. To map the duplex reads to the NUMT region we used
samtools depth input.in1 -bq 30 input.in2 > output, setting a strict mapping quality score
given that reads may differ from the regions by as few as 2 positions. Six regions across the
NUMT were identified as having multiple SNVs within a read (< 130 bp apart), which we
refer to as SNV clusters. We used these clusters to identify reads that mapped to chr1. The
estimated % of NUMT contamination at each SNV cluster was calculated as the number
of reads mapping to chr1 divided by the average duplex depth of the mt-genome calculated



CHAPTER 2. MITOCHONDRIAL HAPLOTYPE AND MITO-NUCLEAR MATCHING
DRIVE SOMATIC MUTATION AND SELECTION THROUGHOUT AGING 33

with the chr1 NUMT masked. The estimated % of contamination at the junction regions was
compared to the distribution of estimated % of contamination for the SNV clusters in NZB
(Fig. A.16B). The maximum estimated % of contamination between the junction regions
was consistently equal to the median estimated % of contamination for the SNV clusters in
NZB, verifying the consistency of the estimated % of NUMT contamination.

We take as a conservative measure the maximum estimated % of contamination from
the junction regions (∼ 0.5% contamination). The estimated chr1 read depth was then
calculated as the original average mt-genome duplex depth multiplied by the estimated %
of contamination. We calculated the corrected duplex mt-genome read depth in this region
as the original duplex mt-genome read depth subtracted by the estimated chr1 read depth
count. Likewise, the reversion allele depth is calculated as the original reversion allele count
subtracted by the estimated chr1 read depth, assuming all reads from chr1 contain the B6
allele.

Statistical analysis: Testing for significance

Statistical analyses were performed using R (4.1.2). Poisson confidence intervals for average
mutation frequencies were calculated using the qchisq function from the stats package in
R (v 4.1.2). Log-link regressions were performed to determine an age-associated change in
mutation frequency and mt-haplotype specific mutation rates (glm, stats package). Associ-
ations between (1) mutation type and age and (2) reversion allele and haplotype site were
determined via Fisher’s exact tests (fisher.text, stats package). To compare (1) the aver-
age mutation frequencies between the D-Loop and other regions in the mt-genome and (2)
the average mutation frequencies of simulated and observed hN

hS
statistics on a gene-by-gene

basis we used two tailed t-tests (t.test, stats package). To determine that our simulated
log10(hN

hS
) > 0 altogether and in a gene-by-gene analysis we used a one-sample t-test (t.test,

stats package). To compare (1) the average log10(hN
hS

) between our simulated and observed
data and (2) background to haplotype site mutation frequencies for the NZB conplastic
strain, we conducted Wilcoxon-Rank Sum tests (wilcoxon.test, stats package). Lastly, we
calculate empirical p-values to determine the significance of observed hN

hS
statistics; high

haplotype site mutation frequencies for AKR, ALR, and FVB; and for changes in mutation
frequency with age for all haplotype sites. The empirical p-values are calculated as the
number of simulated hN

hS
statistic (for 1) or number of background sites (for 2 and 3) with a

more extreme value than our observed hN
hS

statistic (for 1), haplotype site mutation frequency
(for 2), or change in mutation frequency for the haplotype site (for 3), divided by the total
number of simulations (for 1) or total number of background sites (for 2 and 3). Multiple hy-
pothesis test corrections were performed using the Benjamini-Hochberg correction (p.adjust,
stats package), adjusted p-values refer to p-values that have undergone multiple hypothesis
correction.
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Data Availability

All raw data has been uploaded to sequence read archive (SRA BioProject ID: PRJNA1054208).
Single stranded consensus and duplex consensus sequences, and processed data has been de-
posited in zenodo. The zenodo repository can be accessed at the following
(https://doi.org/10.5281/zenodo.7787188).
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Chapter 3

Tissue-specific mtDNA mutational
landscapes in the aging brain

In Chapter 2, I examine how mitochondrial haplotype and mito-nuclear ancestral mismatch-
ing influence the aggregation of somatic mutations throughout aging. By sampling the brain,
heart, and liver from each conplastic mouse strain, I was also able to survey how differences
in tissue physiology and metabolic demands impact mtDNA mutation. To briefly summa-
rize the tissue-related findings in Chapter 2: the distribution of mutations along the mtDNA
molecule and mutation frequencies show tissue-specific trends. Notably, the heart has the
lowest mutation frequency, despite it being the most metabolically active tissue and hav-
ing the highest mtDNA content. Whereas the liver has an elevated mutation frequency
across mtDNA, the heart has concentrated peaks of mutation and biases mutations towards
the non-coding D-Loop. These observations suggest that the heart and liver mutational
landscapes may be shaped by different evolutionary, physiological, or molecular processes.
Moreover, assessment of mutation types demonstrate that signatures associated with mtDNA
replication processes and metabolic damage differ between tissues, emphasizing that tissue
physiology influences mutation in the mt-genome. Throughout these analyses the heart and
liver have the most contrasting mutational profiles. While the brain shows intermediate
trends, it is a tissue that is tightly linked to mtDNA and mitochondria. The brain is among
the most metabolically active tissues, is sensitive to mtDNA mutation [86], and is implicated
in mtDNA-associated disorders [37]. In fact, most age-related mtDNA diseases have neuro-
logical symptoms [65]. Moreover, the severity of neurological disorders and the abundance of
mutations in mtDNA both worsen with age, leading to the hypothesis that mtDNA mutation
plays a role in neurodegenerative disease [17]. Due to this tight interplay between mtDNA
mutation and the Central Nervous System, this last chapter focuses on characterizing the
mtDNA mutational landscape in two regions of the brain: the cortex and cerebellum.
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3.1 Summary

Mitochondrial DNA (mtDNA) encodes integral components necessary for cellular energy pro-
duction. Mutations in mtDNA can vary in impact depending on when, where in the mtDNA
molecule, and what tissue these mutations occur in. Throughout aging, mutations accumu-
late and are distributed in a tissue-specific manner, indicating that tissue physiology and
metabolism shape the origin and trajectory of mutation in mtDNA. Importantly, late-onset
mitochondrial diseases are generally characterized by neurological symptoms, emphasizing
the relationship between the Central Nervous System and mtDNA. Here, we investigate the
tissue-specific mutational landscapes in the aging brain. We employ Duplex Sequencing to
profile mtDNA in the cortex and cerebellum across three different timepoints in the mouse
lifespan. We profile ∼184,000 mt-genomes and catalog 81,221 variants, where 5,343 of these
variants are unique mutational events. We highlight a consistent feature across tissues: the
inheritance of INDELs that are predominantly located in regions associated with mtDNA
replication. Yet, we show that shared mutations between these tissues have distinct frequen-
cies throughout aging, likely due to genetic drift. We pinpoint features that demonstrate
differences in metabolic demand, such as the cortex’s 6-fold higher mtDNA copy number
than the cerebellum, reflective of its higher metabolic demand. Additionally, the cortex has
a higher average mutation frequency than the cerebellum, but does not differ in average
mutation rate. Examination at the resolution of mutation type, however, uncovers differ-
ences among mutational signatures associated with replication error and metabolic damage.
While the cortex has a higher frequency of replication-associated error (G>A/C>T), the
tissues do not differ in mutation rate throughout aging. Despite being a more metabolically
active tissue, the cortex exhibits a decrease in mutations associated with metabolic damage
throughout aging, while the cerebellum shows the opposite trend. Together, these findings
emphasize mtDNA mutational differences driven by tissue physiology and development.

3.2 Introduction

Mitochondria are essential for cellular energy production, and contain their own high copy
number genome (mtDNA, mt-genomes) that encodes 13 vital components necessary for mi-
tochondrial function [55]. Individual cells can contain hundreds to thousands of mtDNA
molecules [11, 32, 24], with this abundance varying across cell types [76]. Mutations in this
population can be present across all mtDNA molecules (homoplasmic variants) or in a subset
of mtDNA (heteroplasmic variants). The frequency that a mutation needs to reach to have
an impact, however, varies according to when, where in the mtDNA molecule, and what tis-
sue the mutation arose in [86]. Both deletions [19, 17] and single nucleotide variants (SNVs)
[60, 4, 3, 86] have been shown to aggregate in a tissue-specific manner. Deletions accumulate
at a higher frequency in highly metabolic, post-mitotic tissues, such as the brain and muscle
[19]. On the other hand, SNVs are present at higher frequencies in proliferative tissues (e.g.
kidney and liver) [86]. Moreover, the distribution of mutations across the mtDNA molecule
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can also vary between tissues [91]. Taken together, these studies demonstrate that tissue
physiology and metabolic requirements influence the origin and trajectory of mutations in
mtDNA.

Mutations in mtDNA have been associated with a variety of diseases that impact a wide
range of tissues (reviewed in [37, 65]). Notably, mitochondrial diseases in children often
impact multiple organ systems, while late-onset disease symptoms are typically neurological
[65]. The brain is among the most metabolically active [99] and energy demanding tissues
[40]. Thus, unsurprisingly, tissues that comprise the Central Nervous System (CNS) are
particularly perturbed by mitochondrial dysfunction, and have a lower frequency of muta-
tions associated with metabolic damage compared to other tissues [86]. Coinciding with
the heightened susceptibility and worsening of neurological symptoms, mutations in mtDNA
increase in frequency with age, leading to the hypothesis that mtDNA plays a role in neu-
rodegenerative diseases [17, 52, 38, 10]. Supporting this hypothesis an increased prevalence
of mtDNA mutations has been observed in individuals with neurodegenerative diseases [45,
18]. Additionally, genes encoded on the nuclear genome that localize to mitochondria have
been recently implicated in modulating Tau aggregates, further tying mitochondrial func-
tion to neurodegenerative disease [78]. This tight interplay between the CNS and mtDNA
mutation demands a full characterization of the mtDNA mutational landscape in order to
understand the implications of mtDNA in aging and neurodegenerative disease.

Here, we compare the mitochondrial mutational landscapes of two brain regions, the cor-
tex and cerebellum, across three timepoints in the mouse lifespan. These tissues were chosen
due to their contrasting metabolic demands [40] and stark differences in the accumulation of
deletions throughout aging [17]. We use Duplex Sequencing [89] to profile these mt-genomes
at a high level of depth and accuracy, allowing us to examine differences in mutational pro-
cesses. We used these profiles to survey the full gamut of mutations. We identify differences
caused by genetic drift throughout aging, elevated mutation frequencies in the cortex, and
distinct mutational profiles between the tissues. Together, our findings show the diverse
mtDNA mutational landscapes that likely arise from differences in tissue development and
physiology.

3.3 Results

The cortex has a 6-fold higher mtDNA copy number than the
cerebellum

To compare mtDNA mutation within the brain, the cortex and cerebellum were sampled from
C57BL/6J (B6) mice at three different ages across the mouse lifespan: young (4 months old
(mo.); n = 3 mice), mid (13 mo.; n = 3 mice), and aged (20 mo.; n = 3 mice) for a total of
n = 9 mice. These two tissues differed in their mtDNA content, with the cortex on average
having a 6-fold higher mtDNA copy number than the cerebellum (Fig. 3.1A).
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Figure 3.1: Duplex sequencing of the cortex and cerebellum. (A) Mitochondrial and nuclear
copy numbers were quantified using qPCR. The mitochondrial to nuclear copy number ratio is used
as an estimate of mitochondrial copy number in a tissue. Data for the heart is from Serrano et al.
2024, where heart tissues were sampled from young (2-3 mo.; n = 3 mice) and aged (18-19 mo.; n =
4 mice) B6 mice. Points denote the measure for each sample, the bar represents the average mtDNA
copy number, and error bars reflect the standard deviation. (B) The count of duplex mt-genomes
was calculated for each sample (n = 18 samples). The average duplex read depth is the average
depth across positions in the mt-genome. (C) Mutations at each position in the mt-genome were
counted once to create a proxy for unique mutational events in mtDNA. These unique mutational
events were then aggregated across positions in the mtDNA molecule for each sample. (D) The
alternate allele depths for the duplex consensus sequences were aggregated across positions. This
count denotes the total number of alternate alleles present in the population of mtDNA molecules
in a sample. (E) The mutation frequency for each position is mapped along a linear representation
of the mt-genome. The mt-genome was segmented into: the non-coding D-Loop (dark blue), Light
strand Origin of Replication (OriL; red), protein coding regions (light blue), rRNA coding regions
(magenta), and tRNA coding regions (light purple). Each point is the mutation frequency at the
position (bp) for a sample. Mutation frequency is calculated as the count of alternate alleles divided
by the duplex depth at the position. Positions with a mutation frequency > 1×10−3 were excluded
from this analysis. For (B) - (D) each point denotes a sample. For both the cortex and cerebellum
across all three age bins, n = 3 mice, resulting in n = 18 samples.

The mtDNA copy number was on average 3,030 copies for the cortex and 560 copies for
the cerebellum throughout the mouse lifespan. This difference in copy number, however,
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is only significant in aged mice (paired, two-tailed t-test, adjusted p-value = 0.01 with a
Benjamini-Hochberg correction). The mtDNA copy number does not significantly fluctuate
with age for either cortex or cerebellum (paired, two-sided t-test between young and aged
mice; p-value = 0.77 and p-value = 0.29, respectively). To place the brain in the context
of other highly metabolic tissues, mtDNA copy number measurements were extracted from
Serrano et al. 2024 for young (2-3 mo.; n = 3 mice) and aged (18-19 mo.; n = 4 mice) B6
mice [91]. On average, the heart had a 2-fold and 12-fold higher mtDNA copy number than
the cortex and cerebellum, respectively. These trends replicate the difference in mtDNA
copy number between whole brain and heart [91].

Duplex sequencing of 184,279 mt-genomes in the cortex and
cerebellum

Duplex sequencing (DupSeq) was used to profile the mt-genome. Briefly, DupSeq uses unique
molecular identifiers to tag double-stranded mtDNA molecules, allowing for the computa-
tional construction of duplex consensus sequences [89]. Through this technique, first round
PCR errors and sequencing artifacts are filtered, resulting in an error rate of ∼ 2× 10−7 er-
rors per bp [1]. However, false variant calls may arise due to mtDNA damage during library
preparation, often appearing at the end of reads [1]. To address this issue, the duplex consen-
sus reads were trimmed an additional 10 bp (Supplementary Note B.1). Using DupSeq,
approximately 184,279 mt-genomes were profiled, with an average of 9,966 mt-genomes per
sample (Fig. 3.1B). This depth allowed us to capture mutations present at a frequency as
low as 6.3× 10−5.

Duplex consensus reads were constructed and mapped to the mouse reference genome
(mm10), and variants were called using a DupSeq processing pipeline (see Methods). In
total, 5,343 unique mutational events were identified, with an average of 297 unique muta-
tions per sample (Fig. 3.1C). This resulted in a total of 81,221 variants – comprising de
novo, inherited, and clonally expanded mutations – across the population of mt-genomes,
with an average of 4,512 variants per sample (Fig. 3.1D). After filtering high frequency
positions (> 1 × 10−3) that likely contain inherited mutations, remaining mutations were
widely distributed across the entire mtDNA molecule (Fig. 3.1E).

The cortex has a 1.2-fold higher mutation frequency than the
cerebellum

An age-associated increase in mutation frequencies has been observed across a multitude of
tissues, including the whole brain [19, 17, 51, 4, 3, 86, 91]. Throughout aging, mutations
can accumulate in the population of mt-genomes as a result of de novo somatic mutations or
the replication of mutated mtDNA molecules. To compare the degree of mutation between
the cortex and cerebellum, the mt-genome wide average mutation frequency was calculated
(Fig. 3.2A). The cortex consistently had a 1.2-fold higher mutation frequency than the



CHAPTER 3. TISSUE-SPECIFIC MTDNA MUTATIONAL LANDSCAPES IN THE
AGING BRAIN 40

cerebellum. Indeed, tissue-specific mutation frequencies are present within the brain; how-
ever, the mutation rates are not significantly different between the cortex and cerebellum
(ANOVA comparison of mutfreq ∼ age + tissue and mutfreq ∼ age × tissue; p-value =
0.08). Nonetheless, both tissues exhibit an age-associated increase in mutation frequency.
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Figure 3.2: Tissue-specific mutation frequencies. (A) The average mutation frequency for all
samples in the cortex (dark purple) and cerebellum (light purple). Each point represents a sample’s
average mutation frequency (n = 18 samples). (B) The mt-genome was categorized into five regions:
D-Loop, OriL, protein, rRNA, and tRNA coding regions (x-axis). A de novo mutation count was
calculated by counting each unique mutation once. The average de novo mutation frequency for
each region was calculated as the de novo mutation count divided by the average read depth of each
region multiplied by the length of each region. Each point denotes the average mutation frequency
for each sample, where shape represents age (circle (young), triangle (mid), and square (aged))
and color highlights tissue (cortex (dark purple), cerebellum (light purple)). (C) The extent of
allele propagation via replication of mtDNA is measured for each region in the mt-genome. A
clonal mutation frequency was calculated as the sum of alternate alleles divided by the average
read depth multiplied by the length of each region. The fold change between clonal and de novo
mutation frequencies was calculated for each sample. The average fold change was calculated for
samples across each tissue. Each point denotes the average fold change for the cortex (dark purple)
and cerebellum (light purple).

De novo mutation frequencies were then measured for each region in the mt-genome
to compare the distribution of mutations across the mtDNA molecule. Mutation counts
and read depths were aggregated within experimental conditions (age x tissue) to increase
power. Alternate alleles with a frequency greater than 1 × 10−3 were filtered from each
sample, as these mutations were likely inherited. Remaining mutations were counted once,
assuming that all other instances of this mutation are due to clonal expansion. In both
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tissues, the Origin of Replication for the Light Strand (OriL) had the highest mutation
frequency, surpassing the D-Loop (Fig. 3.2B). This 31 bp region had a 2-fold and 8-fold
higher mutation frequency in young, and a 4-fold and 3-fold higher frequency relative to RNA
coding regions in aged cerebellum and cortex, respectively. The D-Loop had on average a
3-fold higher mutation frequency than RNA coding regions throughout aging in both tissues
(Fig. 3.2B). Consistent across both tissues, the D-Loop had a 2-fold and 1.6-fold increase
in mutation frequency with age in the cerebellum and cortex, respectively. Interestingly,
protein and tRNA coding regions had the lowest mutation frequency in aged mice across
both tissues (Fig. 3.2B). Yet, coding regions – rRNA, tRNA, and protein – had 2.4 and
2.6-fold increases in frequency with age in the cerebellum and cortex, respectively, changes
similar in magnitude to the D-Loop. These results echo the age-related increase in average
mtDNA mutation frequency, where the mutation frequency increases across all regions in
the mtDNA molecule with age – with exception of the OriL in the cortex.

De novo mutation frequencies are a measure of mutagenesis in a tissue. However, abun-
dance of these mutations is likely driven by the replication of mutated mtDNA. To compare
the propagation of mutations between both tissues, the extent of clonal expansion was also
measured for each region in the mt-genome. Unlike de novo mutation frequencies which
counted each mutation once, the clonal mutation frequency considers all alternate allele
counts. The extent of clonal expansion was then calculated as the fold change between
clonal and de novo mutation frequencies. In both tissues, the D-Loop and OriL had a higher
extent of expansion than coding regions (Fig. 3.2C). For rRNA and tRNA, the cerebellum
had a 43 and 50% increase in mutation frequency while the cortex had a 16 and 18% in-
crease in frequency due to clonal expansion, respectively (Fig. 3.2C). Overall, these results
capture the elevated abundance of mutation in the cortex, and the similar distributions of
mutation along the mtDNA molecule.

Evidence of genetic drift shaping distinct mutational profiles for
shared mutations between tissues

Heteroplasmic variants are either inherited [80, 103] or occur in early development and
aging. Determining when mutations arose is a challenging feat; however, the presence of
mutations across multiple tissues can be used to classify variants as either inherited or de
novo. Mutations shared between tissues are likely either inherited, or occurred before the
development of independent tissues during embryogenesis. Mutations that are tissue-specific
are presumably de novo somatic mutations that occurred during aging [60, 4].
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Figure 3.3: Characterization of shared and tissue-specific mutations. (A) The correlation
in mutation frequency for shared mutations in the cortex and the cerebellum (reference Figs.B.1,
B.2). Points denote the correlation for each sample (n = 3 mice per age group). Boxplots show the
distribution of correlations in each age group. The line in each boxplot denotes the median, and
the box locates the first and third quartiles. Young and aged correlations are significantly different
(two-sided t-tests, p-value = 0.002). (B) Shared mutations are categorized into deletions (blue),
insertions (green), and single nucleotide variants (SNVs, pink). The proportion of each category is
calculated as the count of mutations in a category divided by the total number of shared mutations.
SNVs are the prominent shared variant type (paired, two-sided t-tests; adjusted p-value = 3×10−4

for SNVs to DELs and SNVs to INS; p-values were corrected for multiple hypothesis testing using
a Benjamini-Hochberg correction). (C) Shared SNVs were categorized into each mutation type.
The proportion was calculated as the count of each mutation type divided by the total number of
SNVs. (D) The distribution of shared INDELs and SNVs across regions of the mt-genome. The
proportion is calculated as the count of mutations in each region divided by the total number of
shared INDELs or SNVs. For (B) - (D), each point denotes the proportion for each sample (n = 9
mice). Bars denote the average proportion with the standard deviation shown. (E) The proportion
of tissue-specific deletions, insertions, and SNVs in the cortex and cerebellum. Proportions are
calculated as in (B). (F) The proportion of tissue-specific mutations in each region of the mt-
genome. Proportions are calculated as the number of mutations in the region divided by the total
count of tissue-specific mutations in a sample. For (E) - (F), each point denotes the proportion
for each sample (n = 9 mice). Bars denote the average proportion, and the standard deviation is
shown.
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For each sample, variants present in both the cortex and cerebellum were identified.
Across samples, 348 instances of shared mutations were found, where on average each sam-
ple had 42 shared mutations. The frequencies of these shared mutations were compared
between tissues to determine if tissue-specific evolutionary processes distinctly shaped the
trajectories of these mutations (Figs. B.1, B.2). In young mice, the frequencies were
highly correlated with an average correlation of 0.94 across samples (Fig. 3.3A). Yet,
this correlation significantly decreases with age, leading to an average correlation of 0.64 in
aged samples (two-sided t-test; p-value = 0.002). Notably, these shared mutations do not
preferentially increase in frequency in a specific tissue, suggesting that this age-associated
decoupling in frequencies is driven by genetic drift (Figs. B.1, B.2).

Shared mutations were predominantly single nucleotide variants (SNVs; paired, two-sided
t-test adjusted p-value = 3× 10−4 for SNVs v.s. DEL and SNVs v.s. INS using Benjamini-
Hochberg correction) (Fig. 3.3B). Despite this predominance, on average 33% and 38%
of high frequency shared mutations were deletions and insertions (INDELs), respectively
(Fig. B.2). Thus, while SNVs are more likely to be shared, INDELs are present at a higher
frequency in the population of mt-genomes. Further assessing SNVs, transitions comprised
on average 92% of SNVs shared between the cortex and cerebellum, whereas mutational
signatures of reactive oxygen species (ROS) damage accounted for on average 3%of shared
mutations (Fig. 3.3C). Shared SNVs and INDELs showed distinct distributions across
portions of the mtDNA molecule (Fig. 3.3D). While both SNVs and INDELs occurred in
protein-coding regions at similar proportions (0.5 and 0.48, respectively), a higher proportion
of INDELs were present in the OriL and tRNAs (paired, two-sided t-test; adjusted p-values
= 2.1× 10−5 and 2.4× 10−3, respectively using the Benjamini-Hochberg correction).

Tissue-specific mutations were identified by filtering out shared mutations and normal-
izing for read depth at each position across tissues in a sample. In total, 420 and 2,004
tissue-specific mutations were found in the cerebellum and cortex, respectively, across sam-
ples. As with shared mutations, tissue-specific mutations were primarily SNVs in both the
cortex and cerebellum (Fig. 3.3E). Tissue-specific mutations were also distributed similarly
across the mtDNA molecule (Fig. 3.3F), reflecting trends seen in Fig. 3.2.

Tissue-specific differences for replication-associated error and
metabolic damage

Somatic mutations are caused by various molecular processes that lead to DNA damage, each
of which exhibit a distinct mutational signature [2]. Comparing tissue-specific mutational
signatures can provide insight into how the origin and trajectory of mutations is driven by
distinct tissue physiologies. SNVs were the predominant class of tissue-specific mutations
(Fig. 3.3E). With respect to de novo mutations, the mutational signatures associated
with replication errors in polymerase γ or cytosine deamination to uracil (G>A/C>T) [26,
113], and reactive oxygen species damage (G>T/C>A) [13] were the most abundant in
both tissues (Fig. 3.4A). On average the cortex had a higher abundance of replication
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error (G>A/C>T), with a 1.5-fold higher frequency than the cerebellum in young and aged
samples. Interestingly, the ROS-damage signature was 1.2-fold higher in the cortex for young
tissues, but 1.8-fold higher in the cerebellum for aged tissues.
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Figure 3.4: Tissue-specific mutational signatures. (A) A comparison of average de novo
mutation frequencies for each mutation type. Each point denotes the average mutation frequency
in a sample. For de novo mutation counts, each unique mutation was counted once. Average
mutation frequencies were calculated by dividing the de novo mutation count by the reference
duplex base depth for SNVs. For INDELs, the de novo mutation frequency was calculated by
dividing the de novo mutation count by the total duplex base pair depth. Mutation types were
arranged by descending average mutational frequencies. (B) For each mutation type, the average de
novo mutation frequencies across samples in a condition were averaged (n = 3 mice per condition).
The average mutation frequencies for aged samples were divided by the average mutation frequencies
of young samples to calculate the fold change between the age groups. For this analysis, mutations
shared between both tissues were excluded.

Overall, four mutation types (G>A/C>T, T>C/A>G, DEL, INS) monotonically in-
creased in frequency throughout aging. Three mutation types had tissue-specific directional
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changes (G>T/C>A, G>C/C>G, and T>G/A>C), while T>A/A>T remained constant
through aging (Fig. 3.4A). This suggests that replication-associated damage and INDELs
accumulate in a “clock-like manner” consistently across both tissues. The G>A/C>T repli-
cation signature did not show a tissue-specific difference in fold change with age (Fig. 3.4B).
However, T>C/A>G and deletions had a higher fold change with age in the cortex (Fig.
3.4B), implying that these mutations occur at a higher rate in the cortex than the cerebel-
lum. The G>T/C>A signature and insertions had the inverse trend, with the cerebellum
having a higher fold change with age. These findings demonstrate the tissue specificity of
mutation type accumulation throughout aging, and pinpoint these differences in mutagenesis
to replication and metabolic processes.

3.4 Discussion

Within an individual, the mtDNA mutational landscape varies across tissues and, with the
introduction of de novo somatic mutations, continues to change throughout aging. Both
deletions and SNVs show an age-associated increase in frequency across all tissues [17, 19,
51, 4, 3, 86]. Yet, the abundance and types of mutations present can diverge between
tissues. These differences are likely driven by tissues’ metabolic demands and subcellular
mitochondrial demography, impacting both mutagenesis and evolutionary processes. While
mtDNA mutation has been tied to a wide range of diseases that affect multiple tissue-
systems, the CNS is of particular interest since late onset mitochondrial diseases primarily
display neurological symptoms [52, 65]. Moreover, within the aging brain mitochondrial-
related processes [114, 23] and mutational profiles [17, 86] have been shown to have region-
specific changes. Here, we use Duplex Sequencing to accurately characterize the mtDNA
mutational landscape in the cortex and cerebellum, two brain tissues that markedly differ
in their metabolic demands [40] and deletion frequencies throughout aging [17]. To our
knowledge, this is the first characterization of the cortex using ultra-sensitive sequencing
technologies. We achieve a similar duplex depth (∼ 10, 000X) as Sanchez-Contreras et al.,
who have surveyed the hippocampus and retina [85]. Together, our studies have begun to
catalog mtDNA mutation in healthy CNS tissues throughout aging.

At the onset, the cerebellum and cortex differ in their mtDNA copy number, with the
cortex having a 6-fold higher copy number than the cerebellum. This result coincides with
the cortex having a 10-fold higher glucose per neuron uptake than the cerebellum [40],
demonstrative of its more intense metabolic demands. This higher copy number suggests
that the replication of mtDNA may be needed to sustain the metabolic requirements in
the cortex. In line with this trend, the heart has a higher mtDNA copy number than the
cortex, reflecting the fact that the heart outranks the brain in metabolic activity, and further
supporting the relationship between mtDNA abundance and metabolic demand [24].

While not a direct measure of the effective population size, the consensus mtDNA copy
number can modulate the strength of evolutionary processes such as genetic drift and se-
lection. The drastic difference in mtDNA copy number can consequently result in distinct
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trajectories for shared mutations between tissues. Since frequencies for shared mutations
did not tend to increase in one tissue over the other, genetic drift likely caused the dis-
tinct mutational trajectories throughout aging (Figs. B.1, B.1). Previous works have
shown that tissues that are more closely related with respect to their physiology and de-
velopmental histories tend to have higher correlations in shared mutation frequencies [3, 7].
On the other hand, Barrett et al. show that despite comprising the same tissue, hairs are
highly divergent in shared mutation frequencies due to ongoing bottlenecks in hair follicles
that limit mtDNA diversity in the source populations [7]. Our findings in conjunction with
Barrett et al. emphasize that differences in mtDNA demography and population size are
key properties that modulate the divergence in frequencies between aging tissues. In short,
tissue-specific metabolic demands coincide with mtDNA abundance, resulting in variable
mutation trajectories of likely inherited mutations throughout aging.

A more detailed characterization of shared mutations showed that inherited and/or vari-
ants that arose before the independent development of the cortex and cerebellum were pri-
marily SNVs (Fig. 3.3B). Despite this predominance, INDELs were present at a higher
frequency in the population of mt-genomes (Figs. B.1, B.1). While a germline tissue or
additional tissues are needed to determine if these INDELs are inherited or de novo devel-
opmental mutations, their higher frequencies relative to other mutations likely make them
inherited (Fig.B.1). These INDELs are significantly more present in the OriL compared
to SNVs (Fig. 3.3D), placing INDELs in a region pertinent for mtDNA replication and
transcription [55]. Additionally, tRNAs had a significantly higher proportion of INDELs
than SNVs. Although not coding for origins of replications, mutations in tRNAs, specifi-
cally MT-tRNAArg, have been previously linked to an increase in mtDNA copy number [73].
Thus, the shared INDELs identified may play a role in mtDNA replication and copy number
content. Our results align with a recent association study that surveyed mtDNA in blood
cells of ∼ 275, 000 individuals, which found that 60% of individuals inherited INDELs [39].
Their results suggest that inherited INDELs serve as a calibration tool that tunes mtDNA
with alleles present on the nuclear genome to confer compatibility in mtDNA replication and
maintenance. Mutations in the OriL and D-Loop demonstrate the largest extent of clonal
expansion (Fig. 3.2C), supporting the idea that mutations in the OriL and D-Loop likely
confer a replicative advantage. Despite these trends for shared INDELs, tissue-specific IN-
DELs were not among the most prevalent de novo mutation types (Fig. 3.4A). Again, this
trend aligns with observations in Gupta et al., where de novo somatic mutations were largely
SNVs, whereas INDELs were typically inherited mutations. Contrasting their results, how-
ever, we do see a continual introduction of INDELs with age in both tissues (Fig. 3.4A),
a feature we would be able to capture with the sequencing sensitivity used in this study.
Taken together, these results support the hypothesis that inherited INDELs play a key role
in mtDNA replication and are a consistent tuning feature across tissues. Future works that
utilize long read sequencing can determine if these mutated mtDNA molecules propagate
the presence of other mutations.

Lastly, we honed in on tissue-specific changes in mutation abundance. The cortex had
a higher average mutation frequency than the cerebellum, but did not have a higher mu-
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tation rate (Fig. 3.2A). Thus, these tissues have a similar propensity to overall mutation
throughout aging. Additionally, the tissues had similar proportions of mutation classes (Fig.
3.3E)and distributions of de novo mutations across the mtDNA molecule (Fig. 3.2B). De-
spite the cortex having similar or higher average de novo mutation frequencies across all
regions of the mt-genome, the cerebellum had a larger extent of clonal expansion in the
OriL, tRNA, and rRNA regions (Figs. 3.2B,C). These results begin to show that while
the cortex has a higher abundance of mutations, there may be tighter regulation on where
mutations can increase in frequency along this tissue’s mt-genome.

The cortex’s higher mtDNA abundance and metabolic demands may imply that this tis-
sue would be more vulnerable to mutations arising from mtDNA replication and/or metabolic
processes. Indeed, higher frequencies for G>A/C>T mutations were observed for the cor-
tex (Fig. 3.4A). However, the G>A/C>T mutational signature had similar fold changes
with age in the cortex and cerebellum (Fig. 3.4B). Then, despite the drastic difference
in mtDNA copy number content, the cortex does not introduce replication-associated errors
at a faster rate than the cerebellum. Whether this observation is a result of differences
in mtDNA replication rate or mechanisms regulating mutation necessitates further study.
To be said, this finding dispels the notion that a high mtDNA copy number content is
associated with increased replication errors. Aligning with results in other studies, there
was a lack of ROS-damage associated mutational signatures [51, 4, 3, 86]. Surprisingly,
there were tissue-specific directional differences in the accumulation of ROS-associated mu-
tations (G>T/C>A) (Fig. 3.4A). Although the cortex began with a higher frequency of
G>T/C>A mutations, the cerebellum continually introduced ROS damage throughout ag-
ing while the cortex did not (Fig. 3.4A,B). In fact, the unique presence of G>T/C>A
mutations decreased, suggesting that these mutations are filtered from the population of
mt-genomes in the cortex throughout aging. This distinction suggests that these two tissues
differ in mechanisms that regulate ROS damage. A similar trend is seen in the heart [86].
Comparatively, the heart and cortex share many features: high metabolic demand, activity,
and mtDNA copy number content, and are both post mitotic tissues. When comparing the
heart to the cerebellum and hippocampus [45] – both of which have a lower mtDNA copy
number than the cortex – the heart showed a higher frequency of G>T/C>A mutations in
young tissues [86]. Yet, like the cortex, the heart showed a decrease in frequency for this
mutation with age [86]. Departing from the cortex, however, the heart maintained a lower
average mutation frequency, and lower mutation frequency for replication-associated muta-
tions [86]. Thus, a mechanism uniquely aimed at regulating ROS-damage, but not other
mutations, may be present in highly metabolic tissues.

While this work is able to categorize mutations as shared or tissue-specific, an exper-
imental design that incorporates a broader set of tissues and oocytes is needed to more
confidently record when mutations occur. Here, we conclude that shared mutations present
at a higher frequency are likely inherited. We base this conclusion on the assumption that
inherited mutations have the opportunity to undergo more cycles of mtDNA replication,
and are among the mtDNA molecules amplified following the genetic bottleneck. However,
shared mutations can also occur during embryonic development. By incorporating oocytes
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into a study design, as done in Arbeithuber et al. 2020 and 2022 [4, 3], we can distinguish
inherited mutations (present in both the oocyte and somatic tissues) from early embryonic
mutations (present only in somatic tissues). While we assume that tissue-specific mutations
likely occurred during aging, we cannot discount the case where mitochondrial haplotypes
are present in one cell but not another. This would result in cases where low frequency
inherited or early embryonic mutations are present in one tissue, but not another. Given the
assumption that older mutations would have more time to increase in frequency as a result of
mtDNA replication, these mutations would likely manifest as high frequency, tissue-specific
mutations. Our current data can be used to identify these variants, but further analyses
would be needed to determine whether these are in fact uniquely inherited haplotypes or
are de novo somatic mutations that rose in frequency as a result of selection. Dating these
mutations and characterizing the mtDNA mutational landscape through time can provide
insight into when pathogenic mutations arise and potentially aid in predicting the trajectory
of these mutations throughout an individual’s lifespan.

Altogether, our findings highlight consistent features of mtDNA mutation in the brain,
such as the inheritance of INDELs in replication-associated regions, increased mutation fre-
quency with age, and the distribution of de novo mutations along the mtDNA molecule.
However, we find differences in the details, finding distinct accumulation of replication
and metabolic associated mutations, and diverged trajectories in frequencies for mutations
present in both tissues. Thus, tissue physiology and its implications on the intensity of
metabolic processes and mtDNA abundance shape mutational processes in mtDNA through-
out aging.

3.5 Methods

Ethics Statement

All animal procedures were approved by the UC Berkeley institutional animal care com-
mittees. Animals were housed with a 12:12 light:dark cycle with food and water available
ad libitum. Experiments were performed in accordance with the relevant guidelines and
regulations by certified personnel.

Tissue sampling

Mice were anesthetized with Euthasol euthanasia solution. Brains were removed, freshly
dissected. All mice in this experiment are female.

Sequencing

Duplex sequencing libraries were prepared by TwinStrand Biosciences (Seattle, WA) as previ-
ously described [89, 51]. Sequencing was performed at the University of California, Berkeley
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using Illumina NovaSeq generated 150 bp paired-end reads.

Data processing

Sequencing reads were processed into duplex consensus sequences and mapped to the refer-
ence mouse mitochondrial genome (mm10) using the Duplex Sequencing processing pipeline
developed by Dr. Scott Kennedy’s group at the University of Washington, Seattle. Software
versions used along with all processing steps including duplex consensus sequence generation,
mapping, and variant calling can be found in the github repository referenced below. Pa-
rameters used to run the Duplex Sequencing pipeline are provided in Supplemental Note
B.1.

Variant Calling

Mutations were identified using two variant callers: vardict-java (1.8.0) and pysam (0.15.3).
Mutation call sets were compared across the two callers. The intersection of the sets was used
to construct the final call set. From the intersection, mutations that had an overabundant
alternate allele depth in pysam were removed (difference in alternate allele depth > 5).
Variants present in both vardict and pysam sets, but with a higher alternate allele depth in
vardict, were kept. The pysam alternate allele depth for these variants was used, providing
conservative mutation frequency for these mutations.

Statistical analyses: Testing for significance

Statistical analyses were performed using R (4.1.2). Two tailed-tests, and when appropriate
paired t-tests, were conducted to test for differences between averages across conditions
(t.test, stats package). Three linear models were fit to the average mutation frequencies
in each tissue: mutfreq ∼ age, mutfreq ∼ age + tissue, mutfreq ∼ age × tissue (glm,
stats package). An ANOVA was then used to compare these linear models (anova, stats
package). Regressions were fit to data using geom smooth, method = “lm” (ggplot2). The
Spearman correlation was calculated for frequencies of shared mutations between cortex
and cerebellum (cor, stats package). Multiple hypothesis test corrections were performed
using the Benjamini-Hochberg correction (p.adjust, stats package), adjusted p-values refer
to p-values that have undergone multiple hypothesis correction.
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Chapter 4

Future Directions

4.1 Characterization of the mtDNA mutational

landscape throughout aging: insights and

limitations

This dissertation profiled mtDNA mutation throughout aging. Specifically, this work in-
vestigated how mitochondrial haplotype influences the accumulation and trajectory of new
mutations. Moreover, I considered the constant interaction between mitochondrial and nu-
clear genomes by examining how mismatching between mitochondrial and nuclear ancestries
further shapes these mutational landscapes. Addressing intra-individual variation, I explored
how tissue physiology impacts mutational processes in mtDNA. By employing ultra-sensitive
Duplex Sequencing, I generated mutational maps at an unprecedented depth and accuracy.
This sequencing technology allowed me to capture low frequency mutations that likely arose
during aging. Despite this resolution and sensitivity, our work demonstrates the challenges
in assessing mutation in mtDNA, and the complexity underpinning mutation in this small
genome. Here, I summarize our findings and expand on ideas that can help gain insight into
mutation and the evolution of mtDNA.

In Chapter Two, I duplex sequenced the mt-genomes of four mouse strains bred to have
identical nuclear genomes but that differ in their mitochondrial haplotypes (conplastic mouse
strains). I characterized and compared the mtDNA mutational landscapes for these conplas-
tic mouse strains and the control B6 mouse, which has matching B6 nuclear and mitochon-
drial ancestry. Through this study, I identified a mutational hotspot in MT-tRNAArg that is
uniquely present and increases in frequency in conplastic mice. This hotspot, and one found
across all five mouse strains in the OriL, have been previously associated with mtDNA repli-
cation [74]. Examining age-related changes in mutation frequency, I found strain-specific
mutation rates across all tissues, with some conplastic mice exhibiting a lower mutation fre-
quency than wildtype. Lastly, I also found evidence of somatic reversion mutations that aim
to realign the mitochondrial and nuclear ancestries specifically in conplastic mouse strains
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that differ by 1-2 mutations from wildtype. These results show that mitochondrial ancestry
and its interplay with nuclear ancestry influence mutation throughout aging, and shine a
light on the importance of mtDNA replication in these mutational dynamics.

In Chapter Three, I further investigated tissue-specific effects observed in Chapter Two.
Conclusions from both chapters demonstrated that mutation in the mt-genome primarily
arises from processes associated with mtDNA replication. The cortex, which had a higher
mtDNA content, does have a higher frequency of replication-associated mutations than the
cerebellum. However, the heart, which had an even higher mtDNA copy number than the
cortex, had a lower mutation frequency than the whole brain. Together, these findings showed
that a higher mtDNA content, and presumed higher degree of replication, does not necessarily
yield a higher mutation frequency. Interestingly, the frequency of mutations associated
with metabolic damage decreased throughout aging in the cortex, reflecting similar trends
previously observed in the heart [86]. This decrease in signatures of metabolic damage was
not observed in the cerebellum, leading to the hypothesis that there may exist tissue-specific
mechanisms that regulate the presence of metabolic damage in metabolically demanding
tissues. Although the cortex and cerebellum differed in their aggregation of replication
and metabolic associated mutations, they were alike in their inheritance of INDELs located
in replication-associated regions. Yet, I found that even in the mutations that these two
tissues share in common, there is a decoupling in mutation frequencies throughout aging.
This phenomenon is likely due to varying strengths of genetic drift distinctly shaping the
mutational landscapes in these tissues. These results demonstrate the complex relationship
between tissue physiology and mtDNA mutation, calling for a deeper understanding of how
mtDNA replication and metabolic processes differ between tissues.

4.2 Leveraging long read sequencing to investigate

the segregation of mitochondrial haplotypes

In Chapter Three, I observed that high frequency shared mutations between the cortex and
cerebellum were primarily INDELs. Compared to SNVs, INDELs were enriched in the OriL
and tRNAs. Interestingly, INDELs specifically in MT-tRNAArg were a mutational hotspot
for mice with mismatched mitochondrial and nuclear ancestry in Chapter Two. Importantly,
the OriL and MT-tRNAArg have been shown to modulate mtDNA replication [74]. These
results highlight that INDELs in replication associated regions are a potential commonality
across tissues; yet, are impacted by mito-nuclear interactions. Indeed, a recent study showed
that inherited INDELs are a common occurrence in human populations – albeit the frequency
and the length of these INDELs differ [39]. Intriguingly, this study postulates that inherited
INDELs may serve as a calibration tool with alleles in the nuclear genome to regulate mtDNA
copy number [39]. These findings suggest that mitochondrial haplotypes with these INDELs
have a replicative advantage, surviving the germline bottleneck and retaining their presence
in the population. If so, inherited INDELs may play an important role in harmonizing the
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two genomes and in driving the presence of co-segregating mutations.
Although Duplex Sequencing is highly sensitive, its use of short read sequencing prevents

us from capturing the entirety of the mitochondrial haplotype. Thus, mutations segregating
together cannot be identified unless they occur in the same read (< 150 bp in distance). By
using long read sequencing, we can survey mtDNA molecules these INDELs inhabit. Long
read sequencing of multi-generational pedigrees would provide the opportunity to measure
the consistent composition of inherited INDELs (i.e. the proportion of each INDEL allele
present) and track the inheritance of co-segregating alleles across generations. Moreover, by
using individuals in the pedigree as different time points, we can assess how the frequency of
these INDELs changes throughout aging. This characterization of INDELs would quantify
the consistency of these INDELs in mtDNA. Moreover, these analyses would determine if
INDELs have a replicative advantage, allowing these INDELs to serve as “vessels” that can
drive the presence of co-segregating mutations on the same mitochondrial haplotype.

In addition to clarifying the trajectory of inherited INDELs, long read sequencing can
allow us to study the replication processes of mtDNA. A current hypothesis concerns the
existence of mitochondrial subpopulations that dictate the replication of specific, mutation-
limited mtDNA molecules [20]. Long read sequencing would enable us to determine if sig-
natures of replication-associated mutations and metabolic damage exist on distinct mito-
chondrial haplotypes, and determine if there are key characteristics that distinguish these
haplotypes. Such characteristics would in turn allow us to identify mitochondrial haplotypes
that are preferentially replicated. Overall, profiling mitochondrial haplotypes would allow
us to further investigate the dynamics of mtDNA replication, and the subsequent impact on
variant transmission and mechanisms regulating mtDNA mutation.

4.3 Decoupling signatures of cellular proliferation and

mtDNA replication

Errors during mtDNA replication were the primary cause of mtDNA mutation across tissues
and mitochondrial haplotype in my work. Moreover, these mutational signatures consistently
increased in frequency with age, unlike the tissue-specific directional changes observed for
metabolic damage. Yet, the relationship between mtDNA content and mutational signa-
tures associated with replication error is not straightforward. That is, tissues with a higher
mtDNA copy number do not necessarily have an abundance of replication error. The heart
and cortex share key characteristics; they are both postmitotic tissues and have a high
metabolic demand. Based on these similarities, I expected these tissues to share muta-
tional profiles, especially in comparison to tissues with a lower mtDNA content. While these
tissues share a decrease in metabolic damage with age (see [86] for results in the heart),
the heart has a lower mutation frequency of G>A/C>T mutations compared to the whole
brain. This difference in replication-associated mutation frequencies can be due to differ-
ences in: 1) cellular composition 2) mtDNA replication rates 3) mechanisms that regulate
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mutation 4) some degree of all these possibilities. Mitochondrial DNA replication may occur
independently of cell proliferation; thus, although both tissues are post mitotic they may
differ in mtDNA replication rates. Duplex sequencing data can be used to capture differ-
ences in mtDNA replication rate. Transitions (G>A/C>T, T>C/A>G) are associated with
mtDNA replication, and the strand bias of complementary mutations is likely a byproduct
of mtDNA replication [51]. By comparing the degree of strand bias and the proportion of
transitions to transversions for de novo somatic mutations, we can begin to uncover tissue-
specific mtDNA replication processes. Importantly, sequencing bulk tissue loses the distinct
characteristics of cells, including cellular energy demands and proliferative activities that can
impact mtDNA replication. Using single-cell sequencing technologies that have been applied
to survey mtDNA (reviewed in [76]), we can profile the cell-specific mutational spectra while
also gaining insight into active cellular pathways via transcriptomic data.

The results in this dissertation congregate around the role of mtDNA replication and
how this process can introduce or potentially amplify specific variants. By employing long
read and single cell sequencing technologies, we may be able to uncover consistent features
in the mt-genome that result in proliferative advantages, identify variants that co-segregate
in the mt-genome, and determine if and how mtDNA replication coincides with cellular
proliferation.
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Appendix A

Appendix of Chapter 2

A.1 Supplementary Notes

Supplementary Note 1: Input parameters for the duplex
sequencing pipeline configuration file

A configuration file was created to process samples in each experimental group. The following
python script was used to generate the configuration file. The file is also available at https:
//github.com/sudmantlab/conplastic_mt_profiling.

import pandas as pd

sample_names = pd.read_csv("conplastic_sample_names", sep = "\t", header = None)

sample_names.rename(columns = {0: "sample"}, inplace = True)

df = pd.DataFrame()

df["sample"] = sample_names["sample"]

df["rglb"] = sample_names["sample"]

df["rgpl"] = sample_names["sample"]

df["rgpu"] = sample_names["sample"]

df["rgsm"] = sample_names["sample"]

#hardcoded but will remain the same regardless of the directory created -- will

change if reference and bedfile

#paths change or if a different organism is used

df["reference"] = "/global/scratch/isabel_serrano/Sudmant_Lab/

mm10_chr1NUMT_masked/mm10_NUMT_masked.fa"

df["target_bed"] =

"/global/scratch/isabel_serrano/Sudmant_Lab/mm10_chr1NUMT_masked/mm10.bed"

df["blast_db"] = "."

df["targetTaxonId"] = "10090"

df["baseDir"] = "duplex_seq_data"

https://github.com/sudmantlab/conplastic_mt_profiling.
https://github.com/sudmantlab/conplastic_mt_profiling.
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df["inbam"] = df["sample"] + ".bam"

df["mqFilt"] = 0

df["minMem"] = 3

df["maxMem"] = 200

df["cutOff"] = 0.7

df["nCutOff"] = 1

df["umiLen"] = 18

df["spacerLen"] = 0

df["locLen"] = 10

df["readLen"] = 151

df["clipBegin"] = 10

df["clipEnd"] = 0

df["minClonal"] = 0

df["maxClonal"] = 0.1

df["minDepth"] = 100

df["maxNs"] = 1

df["runSSCS"] = "FALSE"

df["recovery"] = "noRecovery_noSynLink.sh"

df.to_csv("config.csv", header=True, index=False, sep = ",")
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A.2 Supplementary Figures

Pilot study 
A Without Trimming

After TrimmingB
Mouse 1 (Cortex) Mouse 2 (Cortex)

Mouse 1 (Cortex) Mouse 2 (Cortex)

Figure A.1: Pilot study informed trimming of 5’ end of duplex reads by 10 bp in this
study. (A) Mutation calls across the read before trimming. This data is for a pilot study where
the mitochondrial genomes in the cerebellum and cortex of B6 mice were duplex sequenced. The
5’ end of the duplex read is highlighted in magenta. The x-axis denotes position along the read
while the y-axis denotes counts of each mutation type: C>T (red), C>A (blue), C>G (black),
T>A (lavender), T>C (green), T>G (pink). (B) The samples shown in (A) after trimming 10 bp
from the 5’ end. Note that the y-axis scalings differ across panels.
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Figure A.2: Strand asymmetry varies across haplotypes, age, and tissues. (A) Mutation
strand asymmetry is compared between the light strand (L-strand) and heavy strand. Mutations
are called and referenced with respect to the L-strand. Mutation frequencies were calculated as
the count of mutations of that type divided by the number of times the reference base was duplex
sequenced. Error bars denote the standard error of the mean. Points represent the mutation
frequency for each sample. Significance denotes strand bias for mutation types; adjusted p-value
< 0.01 (two-sided Fisher’s Exact test, Benjamini-Hochberg correction). The number of haplotypes
with strand bias for respective mutation types is denoted in parentheses (maximum number = 5 mt-
haplotypes). For exact p-values for each mutation pair comparison reference Table A.2. (B) The
strand asymmetry for G>A vs. C>T mutation types is compared across mt-haplotypes. The ratio
of G>A to C>T mutation frequencies is averaged across samples within an experimental condition.
Error bars denote the standard error of the mean. (C) Frequencies for G>A, C>T, G>T, and C>A
mutation types. Error bars denote the standard error of the mean. Points represent the mutation
frequency for each sample. (D) Frequencies for G>A, C>G, T>A, A>T, T>C, A>G, T>G, and
A>C mutation types. Error bars denote the standard error of the mean. Points represent the
mutation frequency for each sample. Note for Fig. (C) and Fig. (D) the y-axis scales differ
between figures and tissues to capture smaller mutation frequencies. Mutations with an alternate
allele depth > 100 and a mutation frequency > 1% were excluded. Each mutation is scored once to
create a proxy mutation frequency for de novo mutations. The averages calculated for each analysis
were across samples in each experimental condition: (n = 4 mice, except for B6-Young-Heart n =
3 mice).
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Figure A.3: Comparison of Sanchez Contreras et al. 2023 and Serrano et al. 2023
unique mutation frequencies and strand asymmetry. (A) Mutation frequencies in B6 mice
are featured, where the whole brain (Serrano et al.) is compared to cerebellum (Sanchez-Contreras
et al.). Mutations with an alternate allele depth > 100 and a mutation frequency > 1% were
excluded. Each mutation is scored once to create a proxy mutation frequency for de novo mutations
as described in Sanchez-Contreras et al. 2023 [86].(A) Mutation frequencies were compared between
the Sanchez-Contreras et al. and Serrano et al. studies. Mutation frequencies were calculated as
the count of mutations of that type divided by the number of times the reference base was duplex
sequenced. The average mutation frequency across samples in experimental conditions is plotted
with error bars denoting the standard error of the mean. Points denote the mutation frequency
for each sample. Corresponding statistical testing (two-sided t-test) is provided in Table A.3.
(B) The strand asymmetry for G>A and C>T mutations is compared across studies. The ratio of
G>A to C>T mutation frequencies was calculated. The error bars denote the standard error of
the mean. Mice that were chemically treated in the Sanchez-Contreras et al. study were excluded
from these analyses as chemical treatments were shown to modulate the mutational landscape. The
averages calculated for each analysis were across samples in each experimental condition (young n
= 5 mice Sanchez-Contreras et al. 2023 ; aged n = 6 mice Sanchez-Contreras et al. 2023 ; n = 4
mice Serrano et al., except B6-Young-Heart n = 3 mice).
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Figure A.4: Mitochondrial copy number. Mitochondrial and nuclear copy numbers were quan-
tified using qPCR. The mitochondrial to nuclear copy number ratio is used as an estimate of
mitochondrial copy number in a tissue. The average mitochondrial DNA copy number across sam-
ples in an experimental condition for young (light gray) and aged (dark gray) mice is featured with
error bars denoting the standard error of the mean (n = 4 mice, except for B6, Young, Heart n =
3 mice).
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Figure A.5: Proportion of alleles in the tRNAArg 8 base mutation peak region. The
proportion of each allele present in the A repeat region of the DHU arm of mt-tRNAArg was
calculated as the total number of each mutation type divided by the total number of mutations that
occur in this region. This proportion was calculated for each experimental condition. Mutations
that occur at a frequency > 1 × 10−3 were excluded from the analysis, including the previously
known heteroplasmic frequency in mt-tRNAArg across conplastic strains [108]. The mutation key
(REF>ALT) denotes the mutation that occurs in mt-tRNAArg , Ns in the ALT allele represent
bases where a duplex consensus could not be reached.
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Ins of 3AsIns of 2AsIns of 1AsWT

Figure A.6: Computationally predicted changes in mt-tRNAArg structures. Structures
were created using ARWEN (v 1.2) [56]. Structures were created for the 3 most abundant mutation
types across conditions (Fig. A.5): 1-3 A insertion in the DHU A-repeat region. As were inserted
at position 9819 since we lack the resolution to locate the exact position an A-insertion occurs.
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Figure A.7: Change in SNVs, deletions, and insertions with age across all tissues. The
average mutation frequency is compared between mt-haplotypes for different classes of mutations:
single nucleotide variants (SNVs), deletions, and insertions. The average mutation frequency was
calculated as the sum of alternative alleles in a class divided by the total duplex bp depth. Mutations
with a frequency > 1× 10−3 were excluded from this analysis. Mutation counts and duplex depth
were aggregated across samples in experimental conditions (n = 29 conditions; n = 4 mice, except
for B6-Young-Heart n = 3 mice).
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Figure A.8: Estimation of the optimal number of mutational signatures. Observed counts
for each mutation type were used for signature extraction using sigfit. A range of signatures (1-
7) was given for possible signature extraction. Sigfit highlights the best number of signatures (as
shown in red; signatures = 2), based on a cosine similarity metric that compares the original catalog
of mutational signatures and the sigfit inferred signatures, as previously described in [36].
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Figure A.9: Mutation frequencies for macaque and mouse tissues. The mutation frequency
for de novo point mutations was calculated as the total count of mutations of the given type
divided by the duplex bp depth for the reference nucleotide. Counts and duplex depth for comple-
mentary mutation types were aggregated. These mutation frequencies were then normalized to the
G>A/C>T frequency, which is consistently the most abundant mutation type. (A) The normal-
ized average mutation frequency for the three most abundant mutations in this study. Counts and
depths across samples in an experimental condition were aggregated (n = 29 conditions, n = 4 mice
per condition except B6-Young-Heart n = 3 mice). (B) The normalized mutation frequency across
three mouse tissues in Arbeithuber et al. 2020 [4] (n = 28 mice for young; n = 8 mice for old).
(C) The normalized mutation frequency across mouse tissues in Sanchez-Contreras et al. 2023 [86]
(n = 5 mice for young; n = 6 mice for old). Tissue labels are as follows: kidney (K), liver (L),
RPE/choroid (RC), retina (R), hippocampus (Hi), cerebellum (C), skeletal muscle (M), and heart
(He). (D) The normalized mutation frequency across macaque tissues in Arbeithuber el al. 2022
[3] (n = 9 macaques for young, n = 7 macaques for old).
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Figure A.10: Position of observed hN
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Figure A.10: Position of observed hN
hS statistics in the distribution of simulated hN

hS statis-

tics. Simulated hN
hS statistics were generated as described in Methods: Testing for selection. Shown

are the average simulated hN
hS statistics. The segment denotes the range in simulated ratios extend-

ing from the 2.5 percent quantile to the 97.5 percent quantile. The hN
hS statistics are in log10 scale,

where the dotted, gray vertical line denotes theoretical neutrality. The magenta asterisk indicates
the observed hN

hS statistic for each bin. There are cases where either the simulated and/or observed
hN
hS statistics could not be calculated: (1) Absent observed statistic, but simulated distribution
generated: either hN or hS equals 0. Due to this, the observed ratio was excluded from this study.
Note, the observed mutation proportions and counts could generate nonzero hN and hS values
for a gene in a simulation. (2) Absent simulated distribution and observed ratio: there are zero
mutations in the given mutation bin for the experimental condition. 10,000 simulations were per-
formed for each frequency bin x strain x age x tissue combination. Simulated ratios were filtered as
explained above. The mutation counts were combined across samples in experimental conditions
to generate the observed mutation spectra and observed hN

hS statistics (n = 29 conditions; n = 4
mice, except B6-Young-Heart n = 3 mice).
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A BYoung Old

Figure A.11: Mutational hotspots in Sanchez-Contreras et al. (2023). In Sanchez-
Contreras et al. 2023, B6 mice were used. (A) The average mutation frequency in a 150 bp
sliding window is shown for young mice. (B) The average mutation frequency in a 150 bp sliding
window is shown for aged mice. Mutation counts and depths for replicates in an experimental
condition were aggregated. The gray bands denote where the OriL (pos 5159-5190), MT-ND2 (pos
4030-4070), and MT-tRNAArg (pos 9807-9874) are located. For MT-ND2, the region containing
the mutational hotspot in this study is highlighted. Tissue labels are as follows: kidney (K), liver
(L), RPE/choroid (RC), retina (R), hippocampus (Hi), cerebellum (C), skeletal muscle (M), and
heart (He).
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Figure A.12: Validation of conplastic strains. The mutation frequency, calculated as the
number of alternative alleles divided by the number of duplex mt-genomes at the position, was
checked for each haplotype site. (A) The mutation frequency for the T>C mutation at position
9460 in the gene MT-ND3. All conplastic strains differ from B6 (blue) at this position. B6
young liver samples that had this haplotype present were excluded from the study due to potential
contamination. (B) The mutation frequency for ALR (green) haplotype sites positions 4738 (MT-
ND2 ) and 9347 (MT-COXIII ). The B6 young heart sample with presence of this haplotype was
excluded from the study due to potential contamination. (C) The mutation frequency for the FVB
(orange) haplotype site at position 7777 (MT-ATP8 ). For (A) - (C), color denotes strain (B6 (blue),
AKR (pink), ALR (green), FVB (orange), NZB (yellow)) and shape denotes tissue (brain (circle),
heart (triangle), liver (square)). (D) Comparison of the heteroplasmic allele frequency in the OriL.
Shape denotes age (mid (cross), old (filled circle), young (hollow circle)) and color denotes tissue
(brain (blue), heart (red), liver (yellow)).
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Figure A.13: Trinucleotide Spectra.
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Figure A.13: Trinucleotide Spectra The trinucleotide spectra for all experimental conditions is
depicted below. Only de novo mutations were used in this analysis and were identified by filtering
mutations with 1) an alternative allele depth < 100 and 2) a mutation frequency < 0.01. Each
mutation is scored once to create a proxy mutation frequency for de novo mutations. The mutation
fraction is the proportion of each mutation type in a given trinucleotide context divided by the
total count of de novo mutations for a condition. The trinucleotide and mutation type featured
represent mutations on either strand. For example, ACG represents both ACG and CGT, where
either a C>T or a G>A mutation has occurred.
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Figure A.14: Distribution of mutation counts and proportion of genes under selection
across frequency bins. (A) Count of total mutations in each analysis and frequency bin. Muta-
tion counts were calculated as the sum of the duplex alternative allele depth across experimental
conditions. For analyses labeled “all”, mutation counts were aggregated regardless of frequency.
These mutation counts were used to simulate hN

hS statistics. (B) The proportion of genes under
selection in each analysis. Within each bin and the aggregated analyses, the proportion is calcu-
lated as the count of genes under selection divided by the count of observed hN

hS statistics that

could be calculated. Note: hN
hS statistics were excluded from the study if hN or hS equaled 0. For

the aggregated analyses (labeled “All”), mutations with a frequency greater than 1 × 10−3 were
excluded. For the binned frequencies, mutations in the D-Loop were excluded.
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Figure A.15: Mutational spectra for nonsynonymous and synonymous mutations. (A)
The null mutational spectra for synonymous (orange) and nonsynonymous (purple) mutations
across experimental conditions. For every mutation type, the number of nonsynonymous and
synonymous mutations a given mutation type can produce was calculated. The proportion was
calculated as the count of nonsynonymous or synonymous mutations resulting from a given mutation
type divided by all possible nonsynonymous or synonymous mutations in the mt-genome. (B)
The proportion of each mutation type comprising the total count of nonsynonymous (purple) and
synonymous (orange) mutations. The average proportion across tissues x age (n = 6 conditions,
except for B6 where n = 5 conditions) for each mt-haplotype is shown with error bars denoting the
standard error of the mean.
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Figure A.16: Estimation of NUMT contamination. (A) To estimate for NUMT contamination
paired end duplex sequencing reads were remapped to mm10 with an unmasked chr1 NUMT. The
number of reads that map to 10 bp upstream and 10 bp downstream of the NUMT region, referred
to as the junction regions, was calculated. The figures denote the number of duplex reads that
map to the junction regions divided by the average duplex depth of the corresponding region in
the mt-genome with the chr1 NUMT masked (blue). Shown is also the number of reads that map
to the corresponding junction regions in the mt-genome divided by the average duplex depth of
the corresponding region in the mt-genome with the chr1 NUMT masked (black). (B) Duplex
sequencing reads for the NZB strain were remapped using a NZB reference mt-genome. Reads were
aggregated across samples in each experimental condition (n = 4 mice per experimental condition
strain x age). Six clusters of haplotype sites (regions where more than one haplotype site exists in
a read) were identified. The distribution of the proportion of reads mapping the chr1 and those
mapping to the mt-genome are depicted in boxplots. The center line in the boxplot highlights the
median and the bounds of the box represent the first and third quartiles. The whiskers depict
the maximum and minimum values defined by the sum of the third quartile and 1.5 multiplied
by the interquartile range and the difference between the first quartile and 1.5 multiplied by the
interquartile range, respectively. The proportion of reads mapping to chr1 and the mt-genome at
the junction sites (shown in A) are represented in red.
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A.3 Supplementary Tables

For Table A.1, amino acid changes with * were originally identified in Yu et al., 2009 and
characterized as a Met-Met amino acid change. This study verified the Ile-Ile amino acid
change in our data via the UCSC Genome Browser.
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Table A.2: Strand bias analysis.

Experimental Condition
(Strain Tissue Age)

Mutation Pair p-value OR Adjusted p-value

AKR Brain OLD G>A C>T 6.9E-237 4.91 0.00
AKR Brain YOUNG G>A C>T 7.6E-59 2.47 0.00
AKR Heart OLD G>A C>T 2.1E-217 8.10 0.00
AKR Heart YOUNG G>A C>T 4.7E-30 2.15 0.00
AKR Liver OLD G>A C>T 2.1E-87 4.89 0.00
AKR Liver YOUNG G>A C>T 9.9E-65 2.64 0.00
ALR Brain OLD G>A C>T 1.8E-290 6.16 0.00
ALR Brain YOUNG G>A C>T 3.7E-98 6.58 0.00
ALR Heart OLD G>A C>T 1E-170 9.06 0.00
ALR Heart YOUNG G>A C>T 1.7E-60 5.44 0.00
ALR Liver OLD G>A C>T 1.1E-176 5.36 0.00
ALR Liver YOUNG G>A C>T 1.1E-229 5.84 0.00
B6 Brain OLD G>A C>T 5.2E-208 5.14 0.00
B6 Brain YOUNG G>A C>T 1.3E-148 4.51 0.00
B6 Heart OLD G>A C>T 1.7E-260 7.99 0.00
B6 Heart YOUNG G>A C>T 2.9E-77 6.69 0.00
B6 Liver OLD G>A C>T 0E+00 17.19 0.00
F Brain OLD G>A C>T 1.6E-261 5.82 0.00
F Brain YOUNG G>A C>T 6.6E-39 3.09 0.00
F Heart OLD G>A C>T 1E-107 8.67 0.00
F Heart YOUNG G>A C>T 9E-88 6.05 0.00
F Liver OLD G>A C>T 8.5E-122 2.77 0.00
F Liver YOUNG G>A C>T 1.1E-125 6.79 0.00
NZB Brain OLD G>A C>T 1.6E-307 4.94 0.00
NZB Brain YOUNG G>A C>T 3.5E-80 4.89 0.00
NZB Heart OLD G>A C>T 1.1E-94 6.58 0.00
NZB Heart YOUNG G>A C>T 6.8E-46 2.59 0.00
NZB Liver OLD G>A C>T 0E+00 7.10 0.00
NZB Liver YOUNG G>A C>T 1.3E-116 2.55 0.00
AKR Brain OLD G>C C>G 8.7E-02 1.29 0.14
AKR Brain YOUNG G>C C>G 2E-03 1.39 0.00
AKR Heart OLD G>C C>G 4.7E-01 1.13 0.58
AKR Heart YOUNG G>C C>G 3.8E-09 1.90 0.00
AKR Liver OLD G>C C>G 4.4E-03 1.82 0.01
AKR Liver YOUNG G>C C>G 7.9E-04 1.46 0.00
ALR Brain OLD G>C C>G 6.6E-01 1.09 0.75
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ALR Brain YOUNG G>C C>G 9.5E-02 1.41 0.15
ALR Heart OLD G>C C>G 2.1E-02 1.47 0.04
ALR Heart YOUNG G>C C>G 7.8E-01 1.06 0.86
ALR Liver OLD G>C C>G 9.4E-01 0.98 1.00
ALR Liver YOUNG G>C C>G 8.8E-05 1.58 0.00
B6 Brain OLD G>C C>G 1.8E-01 1.21 0.27
B6 Brain YOUNG G>C C>G 4.8E-03 1.42 0.01
B6 Heart OLD G>C C>G 2.1E-05 1.72 0.00
B6 Heart YOUNG G>C C>G 7.3E-01 1.06 0.82
B6 Liver OLD G>C C>G 3.9E-01 1.18 0.52
F Brain OLD G>C C>G 2.4E-05 2.23 0.00
F Brain YOUNG G>C C>G 5.9E-02 1.33 0.10
F Heart OLD G>C C>G 1.7E-01 1.45 0.25
F Heart YOUNG G>C C>G 4.6E-01 1.12 0.57
F Liver OLD G>C C>G 4.2E-01 1.12 0.53
F Liver YOUNG G>C C>G 5.6E-02 1.45 0.10
NZB Brain OLD G>C C>G 2.5E-03 1.55 0.01
NZB Brain YOUNG G>C C>G 4.7E-03 1.53 0.01
NZB Heart OLD G>C C>G 9.3E-02 1.38 0.15
NZB Heart YOUNG G>C C>G 4.8E-10 1.74 0.00
NZB Liver OLD G>C C>G 3.4E-06 1.73 0.00
NZB Liver YOUNG G>C C>G 4.6E-16 1.76 0.00
AKR Brain OLD G>T C>A 2.5E-01 1.10 0.34
AKR Brain YOUNG G>T C>A 2.7E-02 1.15 0.05
AKR Heart OLD G>T C>A 6.1E-01 1.05 0.71
AKR Heart YOUNG G>T C>A 1.4E-05 1.36 0.00
AKR Liver OLD G>T C>A 1.3E-01 1.18 0.21
AKR Liver YOUNG G>T C>A 9.1E-04 1.22 0.00
ALR Brain OLD G>T C>A 2.6E-01 1.16 0.35
ALR Brain YOUNG G>T C>A 9.4E-01 1.02 1.00
ALR Heart OLD G>T C>A 7.2E-01 1.04 0.80
ALR Heart YOUNG G>T C>A 3E-01 1.16 0.41
ALR Liver OLD G>T C>A 1.6E-01 0.88 0.24
ALR Liver YOUNG G>T C>A 4.9E-01 0.95 0.58
B6 Brain OLD G>T C>A 3.7E-01 1.08 0.49
B6 Brain YOUNG G>T C>A 4.2E-01 1.08 0.53
B6 Heart OLD G>T C>A 4.9E-01 0.95 0.59
B6 Heart YOUNG G>T C>A 8.9E-01 0.98 0.95
B6 Liver OLD G>T C>A 4.3E-01 1.09 0.54
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F Brain OLD G>T C>A 9.5E-01 0.98 1.00
F Brain YOUNG G>T C>A 9.6E-01 1.01 1.00
F Heart OLD G>T C>A 5.7E-01 0.90 0.67
F Heart YOUNG G>T C>A 1.3E-01 0.80 0.20
F Liver OLD G>T C>A 1E+00 1.00 1.00
F Liver YOUNG G>T C>A 7E-01 1.05 0.79
NZB Brain OLD G>T C>A 2.3E-02 1.22 0.04
NZB Brain YOUNG G>T C>A 1.9E-01 1.16 0.27
NZB Heart OLD G>T C>A 3.7E-02 1.28 0.06
NZB Heart YOUNG G>T C>A 9.3E-05 1.25 0.00
NZB Liver OLD G>T C>A 1.6E-01 1.09 0.24
NZB Liver YOUNG G>T C>A 5.6E-03 1.12 0.01
AKR Brain OLD T>G A>C 1.9E-01 1.95 0.27
AKR Brain YOUNG T>G A>C 1.8E-01 2.16 0.27
AKR Heart OLD T>G A>C 3.7E-03 12.03 0.01
AKR Heart YOUNG T>G A>C 4.1E-01 0.53 0.53
AKR Liver OLD T>G A>C 3.3E-02 0.61 0.06
AKR Liver YOUNG T>G A>C 4.3E-01 1.40 0.54
ALR Brain OLD T>G A>C 1E+00 0.96 1.00
ALR Brain YOUNG T>G A>C 1E+00 1.20 1.00
ALR Heart OLD T>G A>C 1E+00 1.20 1.00
ALR Heart YOUNG T>G A>C 1.8E-01 4.81 0.27
ALR Liver OLD T>G A>C 1.2E-03 0.55 0.00
ALR Liver YOUNG T>G A>C 6.6E-01 0.84 0.75
B6 Brain OLD T>G A>C 2.1E-01 1.74 0.29
B6 Brain YOUNG T>G A>C 6.4E-01 0.76 0.74
B6 Heart OLD T>G A>C 4.3E-01 1.40 0.54
B6 Heart YOUNG T>G A>C 4.8E-01 2.00 0.58
B6 Liver OLD T>G A>C 8E-02 0.65 0.13
F Brain OLD T>G A>C 1E+00 1.00 1.00
F Brain YOUNG T>G A>C 1E+00 0.00 1.00
F Heart OLD T>G A>C 4E-01 1.68 0.52
F Heart YOUNG T>G A>C 1E+00 1.20 1.00
F Liver OLD T>G A>C 1.5E-02 0.65 0.03
F Liver YOUNG T>G A>C 2.3E-01 0.50 0.32
NZB Brain OLD T>G A>C 8.3E-01 1.10 0.90
NZB Brain YOUNG T>G A>C 1E+00 0.94 1.00
NZB Heart OLD T>G A>C 8.1E-01 0.84 0.89
NZB Heart YOUNG T>G A>C 6.1E-01 1.20 0.71
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NZB Liver OLD T>G A>C 8E-03 0.58 0.02
NZB Liver YOUNG T>G A>C 5.6E-01 1.17 0.66
AKR Brain OLD T>C A>G 8.3E-13 2.65 0.00
AKR Brain YOUNG T>C A>G 9E-11 3.17 0.00
AKR Heart OLD T>C A>G 8.2E-23 2.37 0.00
AKR Heart YOUNG T>C A>G 9.6E-08 2.40 0.00
AKR Liver OLD T>C A>G 4.4E-09 2.20 0.00
AKR Liver YOUNG T>C A>G 1.2E-07 1.97 0.00
ALR Brain OLD T>C A>G 4.2E-26 3.88 0.00
ALR Brain YOUNG T>C A>G 1.9E-05 2.84 0.00
ALR Heart OLD T>C A>G 1.4E-12 2.21 0.00
ALR Heart YOUNG T>C A>G 1.4E-09 2.93 0.00
ALR Liver OLD T>C A>G 3E-22 2.53 0.00
ALR Liver YOUNG T>C A>G 4.4E-36 4.09 0.00
B6 Brain OLD T>C A>G 1.5E-23 3.68 0.00
B6 Brain YOUNG T>C A>G 6.1E-16 3.25 0.00
B6 Heart OLD T>C A>G 1.3E-25 2.32 0.00
B6 Heart YOUNG T>C A>G 5.5E-18 3.97 0.00
B6 Liver OLD T>C A>G 2.3E-31 3.23 0.00
F Brain OLD T>C A>G 4.4E-24 4.00 0.00
F Brain YOUNG T>C A>G 1.8E-05 3.18 0.00
F Heart OLD T>C A>G 3.7E-08 2.14 0.00
F Heart YOUNG T>C A>G 8.1E-14 2.87 0.00
F Liver OLD T>C A>G 2.1E-28 2.67 0.00
F Liver YOUNG T>C A>G 1.4E-12 2.88 0.00
NZB Brain OLD T>C A>G 1.3E-19 3.30 0.00
NZB Brain YOUNG T>C A>G 4.9E-10 3.29 0.00
NZB Heart OLD T>C A>G 9E-10 2.18 0.00
NZB Heart YOUNG T>C A>G 7.8E-12 2.62 0.00
NZB Liver OLD T>C A>G 2.5E-57 3.53 0.00
NZB Liver YOUNG T>C A>G 2.7E-31 3.03 0.00
AKR Brain OLD T>A A>T 2.4E-02 1.61 0.04
AKR Brain YOUNG T>A A>T 9.3E-08 4.06 0.00
AKR Heart OLD T>A A>T 5.4E-03 1.75 0.01
AKR Heart YOUNG T>A A>T 2.4E-01 1.38 0.33
AKR Liver OLD T>A A>T 9.8E-02 1.32 0.15
AKR Liver YOUNG T>A A>T 2.4E-03 2.12 0.01
ALR Brain OLD T>A A>T 6.6E-02 1.58 0.11
ALR Brain YOUNG T>A A>T 2.6E-05 6.02 0.00
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ALR Heart OLD T>A A>T 4.8E-01 1.20 0.58
ALR Heart YOUNG T>A A>T 1.9E-07 4.61 0.00
ALR Liver OLD T>A A>T 4.2E-01 1.11 0.53
ALR Liver YOUNG T>A A>T 6.6E-02 1.42 0.11
B6 Brain OLD T>A A>T 1E-03 2.02 0.00
B6 Brain YOUNG T>A A>T 2.6E-04 2.28 0.00
B6 Heart OLD T>A A>T 1E-01 1.45 0.16
B6 Heart YOUNG T>A A>T 5.5E-02 1.66 0.10
B6 Liver OLD T>A A>T 9.6E-02 1.46 0.15
F Brain OLD T>A A>T 1.1E-05 2.57 0.00
F Brain YOUNG T>A A>T 1.1E-02 2.00 0.02
F Heart OLD T>A A>T 6.4E-03 2.62 0.01
F Heart YOUNG T>A A>T 7E-05 2.97 0.00
F Liver OLD T>A A>T 3.5E-01 1.12 0.47
F Liver YOUNG T>A A>T 5.5E-02 1.75 0.10
NZB Brain OLD T>A A>T 8.6E-01 1.04 0.93
NZB Brain YOUNG T>A A>T 2.1E-01 1.37 0.30
NZB Heart OLD T>A A>T 1.5E-02 1.90 0.03
NZB Heart YOUNG T>A A>T 2E-01 1.29 0.28
NZB Liver OLD T>A A>T 7.8E-01 1.06 0.86
NZB Liver YOUNG T>A A>T 7.2E-03 1.52 0.01

A two-sided Fisher’s Exact test was used to determine if there was an association between
strand and mutation type. p-values were adjusted using a Benjamini-Hochberg correction
for multiple hypothesis testing. Mutation counts and the count of duplex bases sequenced
for the reference base were aggregated across samples in an experimental condition.



APPENDIX A. APPENDIX OF CHAPTER 2 96

Table A.3: Comparison of frequencies for each mutation type between Serrano et
al. and Sanchez-Contreras et al.

Condition Mutation type p-value statistic
adjusted
p-value
(BH)

Brain OLD G>T 0.0056 4.57 0.087
Brain YOUNG T>A 0.0038 5.34 0.087
Heart YOUNG C>G 0.0058 -4.26 0.087
Liver OLD C>T 0.0016 -4.66 0.087
Heart YOUNG G>T 0.0074 -4.51 0.088
Heart YOUNG C>A 0.0092 -4.55 0.092
Brain OLD C>A 0.0134 4.78 0.100
Brain OLD T>A 0.0164 4.69 0.100
Brain YOUNG G>A 0.0183 3.88 0.100
Liver OLD G>A 0.0169 -3.13 0.100
Liver OLD T>A 0.0147 4.20 0.100
Heart YOUNG G>C 0.0224 -3.49 0.112
Brain OLD C>T 0.0283 2.69 0.122
Brain OLD T>G 0.0286 2.94 0.122
Brain OLD A>T 0.0322 2.68 0.129
Heart YOUNG T>A 0.0759 3.05 0.285
Brain OLD A>G 0.0810 -2.14 0.286
Heart YOUNG C>T 0.0885 -2.05 0.295
Brain YOUNG A>C 0.0935 1.94 0.295
Brain YOUNG C>T 0.1121 2.20 0.312
Brain YOUNG T>G 0.1145 2.21 0.312
Heart YOUNG A>G 0.1108 -2.01 0.312
Heart OLD A>C 0.1602 1.59 0.356
Heart OLD C>A 0.1428 1.73 0.356
Heart OLD T>C 0.1516 -1.59 0.356
Liver OLD A>C 0.1599 1.75 0.356
Liver OLD T>C 0.1548 -1.64 0.356
Heart OLD T>A 0.1792 1.66 0.384
Liver OLD G>T 0.1980 1.45 0.410
Brain OLD G>C 0.2138 1.38 0.428
Brain OLD C>G 0.2324 1.36 0.450
Heart YOUNG A>T 0.2549 1.26 0.463
Heart YOUNG T>C 0.2502 1.31 0.463
Brain OLD A>C 0.2677 1.33 0.469
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Brain OLD T>C 0.3151 1.08 0.469
Brain YOUNG A>G 0.3358 -1.03 0.469
Brain YOUNG C>G 0.3075 1.16 0.469
Heart OLD A>T 0.3310 1.05 0.469
Heart OLD G>T 0.3135 1.09 0.469
Heart YOUNG A>C 0.2834 1.34 0.469
Heart YOUNG T>G 0.3112 1.12 0.469
Liver OLD C>A 0.3293 1.04 0.469
Liver OLD C>G 0.2751 1.18 0.469
Heart OLD G>A 0.3850 -0.97 0.503
Liver OLD A>T 0.3849 0.97 0.503
Liver OLD T>G 0.3860 0.97 0.503
Heart OLD C>G 0.4304 -0.85 0.538
Heart OLD C>T 0.4265 -0.84 0.538
Brain YOUNG C>A 0.4620 0.84 0.566
Brain YOUNG G>T 0.4804 0.80 0.576
Brain YOUNG G>C 0.5178 0.70 0.609
Liver OLD G>C 0.5658 -0.61 0.653
Brain YOUNG A>T 0.6073 0.54 0.688
Brain OLD G>A 0.6333 0.50 0.704
Heart YOUNG G>A 0.7230 0.37 0.789
Heart OLD G>C 0.7645 -0.31 0.819
Heart OLD T>G 0.8214 0.23 0.865
Heart OLD A>G 0.8718 0.17 0.902
Brain YOUNG T>C 0.8889 0.15 0.904
Liver OLD A>G 0.9225 0.10 0.923

A two-sided t-test was conducted on each mutation type. p-values were corrected for
multiple hypothesis testing using the Benjamini-Hochberg correction.
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Table A.4: Strain-specific mutation rates.

Brain
term estimate std. error p-value
Intercept -13.14 0.016 <2e-16
ageOLD 0.66 0.023 <2e-16
strainAKR 0.36 0.023 <2e-16
strainALR -0.06 0.031 0.06075
strainFVB 0.03 0.029 2.74E-01
strainNZB -0.20 0.027 5.39E-13
ageOLD:strainAKR -0.28 0.032 <2e-16
ageOLD:strainALR -0.12 0.038 0.00165
ageOLD:strainFVB 0.02 0.037 0.64891
ageOLD:strainNZB 0.24 0.035 2.63E-12
Heart
term estimate std. error p-value
Intercept -13.61 0.022 <2e-16
ageOLD 0.66 0.026 <2e-16
strainAKR 0.57 0.028 <2e-16
strainALR 0.11 0.032 0.000805
strainFVB -0.08 0.030 7.99E-03
strainNZB 0.33 0.026 <2e-16
ageOLD:strainAKR -0.67 0.035 <2e-16
ageOLD:strainALR -0.10 0.040 0.016975
ageOLD:strainFVB 0.06 0.042 0.187257
ageOLD:strainNZB -0.32 0.037 <2e-16
Liver
term estimate std. error p-value
Intercept -12.85 0.016 <2e-16
ageOLD 0.46 0.026 <2e-16
strainALR -0.10 0.021 6.05E-07
strainFVB -0.36 0.028 <2e-16
strainNZB -0.02 0.018 1.94E-01
ageOLD:strainALR 0.18 0.034 7.87E-08
ageOLD:strainFVB 0.87 0.037 <2e-16
ageOLD:strainNZB 0.56 0.031 <2e-16

For each tissue the following Poisson regression was ran: glm(total mut count age ∗
strain + offset((log(total duplex depth bp)), family = poisson(link = ”log”)). Intercept is
set for ageYOUNG and strainB6 for heart and brain. B6 data omitted for Liver and
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intercept is set for FVB Young. FVB was chosen due to its lack of haplotype specificity
compared to WT in heart and liver.

Table A.5: Two-sided fisher’s exact test for age-associated changes in mutation
type-specific frequencies.

Mutation Type p-value OR adjusted p-value (BH correction)
G>A 1E-242 1.528 4.14E-242
G>T 5.6E-286 0.566 4.51E-285
T>C 7.6E-58 1.399 1.22E-57
G>C 5.8E-142 0.521 1.55E-141
DEL 1.7E-47 1.354 2.26E-47
T>A 1.8E-01 1.041 1.77E-01
T>G 1.3E-22 1.839 1.5E-22
INS 1.4E-129 0.550 2.84E-129

The mutation counts for strain and tissues were aggregated across age for each mutation
type. B6 Liver counts were excluded from this analysis since the old mutation counts did
not have a young mutation count complement.
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Table A.6: Comparison of reversion mutation frequency to genome-wide back-
ground mutation frequency.

NZB
Strain Age Tissue Statistic p-value adjusted p-value (BH) Sig.
NZB Old Brain 1253319 6.5E-118 7.8E-118 SIG
NZB Young Brain 1449240 0E+00 0E+00 SIG
NZB Old Heart 1243366 7.3E-130 1.1E-129 SIG
NZB Young Heart 1284941 0E+00 0E+00 SIG
NZB Old Liver 1224888 3.4E-53 3.4E-53 SIG
NZB Young Liver 1374159 0E+00 0E+00 SIG

AKR, ALR, FVB
Strain Tissue Age Position p-value adjusted p-value (BH) Sig.
FVB Brain OLD 7777 1.8E-04 1.9E-03 SIG
FVB Brain YOUNG 7777 6.1E-04 2.5E-03 SIG
FVB Heart OLD 7777 3.7E-04 1.9E-03 SIG
FVB Heart OLD 9460 1.4E-03 4.2E-03 SIG
FVB Heart YOUNG 7777 1.8E-03 5.1E-03 SIG
FVB Liver OLD 7777 3.7E-04 1.9E-03 SIG
ALR Brain OLD 4738 2.5E-04 1.9E-03 SIG
ALR Brain OLD 9347 2.5E-04 1.9E-03 SIG
ALR Brain YOUNG 4738 3.3E-03 8.4E-03 SIG
ALR Heart OLD 4738 3.1E-04 1.9E-03 SIG
ALR Heart OLD 9347 3.1E-04 1.9E-03 SIG
ALR Liver OLD 4738 4.3E-04 1.9E-03 SIG
ALR Liver OLD 9347 8E-04 2.9E-03 SIG
AKR Heart OLD 9460 1.3E-03 4.2E-03 SIG
FVB Brain OLD 9460 4E-02 5.3E-02 N.S.
FVB Brain YOUNG 9460 7.3E-02 8.8E-02 N.S.
FVB Heart YOUNG 9460 5.1E-03 1.1E-02 N.S.
FVB Liver OLD 9460 2.2E-01 2.2E-01 N.S.
FVB Liver YOUNG 7777 1.4E-02 2.3E-02 N.S.
FVB Liver YOUNG 9460 1.4E-02 2.3E-02 N.S.
ALR Brain OLD 9460 3.9E-02 5.3E-02 N.S.
ALR Brain YOUNG 9347 5.6E-02 6.9E-02 N.S.
ALR Brain YOUNG 9460 5.6E-02 6.9E-02 N.S.
ALR Heart OLD 9460 1E-01 1.1E-01 N.S.
ALR Heart YOUNG 4738 9.8E-03 1.8E-02 N.S.
ALR Heart YOUNG 9347 9.8E-03 1.8E-02 N.S.



APPENDIX A. APPENDIX OF CHAPTER 2 101

ALR Heart YOUNG 9460 9.8E-03 1.8E-02 N.S.
ALR Liver OLD 9460 1.6E-01 1.6E-01 N.S.
ALR Liver YOUNG 4738 4.6E-03 1.1E-02 N.S.
ALR Liver YOUNG 9347 2.1E-02 3.1E-02 N.S.
ALR Liver YOUNG 9460 2.1E-02 3.1E-02 N.S.
AKR Brain OLD 9460 1.5E-01 1.6E-01 N.S.
AKR Brain YOUNG 9460 3.9E-02 5.3E-02 N.S.
AKR Heart YOUNG 9460 1.2E-01 1.3E-01 N.S.
AKR Liver OLD 9460 9.4E-02 1.1E-01 N.S.
AKR Liver YOUNG 9460 1.2E-02 2.1E-02 N.S.

To compare the reversion mutation frequency per position to background mutation fre-
quency, we calculated the empirical p-values for haplotype sites in AKR, ALR, and FVB
(one-sided test) and compared the average mutation frequency for the reversion and back-
ground distributions using a Wilcoxon Rank Sum Test for NZB.
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Table A.8: Adjusted empirical p-values for the change in frequency at haplotype
sites compared to background sites.

Strain Tissue Position
Delta
(Old - Young
Freq)

Change p-value
adjusted
p-value
(BH)

Sig

ALR Brain 4738 1.31E-03 Increase 3.41E-03 3.41E-03 SIG
ALR Brain 9347 1.06E-03 Increase 3.41E-03 3.41E-03 SIG
ALR Heart 4738 9.85E-04 Increase 6.32E-04 1.9E-03 SIG
ALR Heart 9347 1.14E-03 Increase 6.32E-04 1.9E-03 SIG
ALR Liver 4738 6E-04 Increase 1.2E-03 2.4E-03 SIG
ALR Liver 9347 2.81E-04 Increase 2.81E-03 3.41E-03 SIG
FVB Brain 7777 1.01E-03 Increase 4.77E-03 7.95E-03 SIG
FVB Brain 9460 2.22E-05 Increase 8.54E-01 8.54E-01 N.S.
FVB Heart 7777 5.54E-04 Increase 1.06E-03 2.65E-03 SIG
FVB Heart 9460 1.94E-04 Increase 1.17E-02 1.46E-02 SIG
FVB Liver 7777 9.35E-04 Increase 5.61E-04 2.65E-03 SIG
NZB Brain 54 -3.73E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 1352 -5.41E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 1518 -5.46E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 1589 -5.61E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 1821 -4.23E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 2200 -4.03E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 2339 -4.37E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 2524 -3.39E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 2765 -3.65E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 2766 -4.32E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 2797 -2.91E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 2813 -3.15E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 2839 -2.62E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 2933 -3.27E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 3193 -4.24E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 3259 -3.75E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 3421 -4.34E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 3466 -4.1E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 3598 -2.87E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 3691 -3.36E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 3931 -3.56E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 4122 -4.05E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 4275 -4.45E-04 Decrease 6.69E-03 1.74E-02 SIG
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NZB Brain 4323 -5.63E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 4407 -4.43E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 4705 -5.55E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 4731 -5.61E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 4770 -4.94E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 4884 -4.67E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 4902 -4.52E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 5462 -4.64E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 5551 -3.68E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 5929 -5.05E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 6040 -4.99E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 6406 -4.23E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 6469 -4.85E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 6574 -5.17E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 6619 -4.55E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 6784 -4.91E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 7410 -3.82E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 7545 4.98E-01 Increase 0E+00 0E+00 SIG
NZB Brain 7869 -5.53E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 8438 -3.25E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 8466 -3.19E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 8567 -3.82E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 8857 -5.07E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 8863 -5.39E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 9136 -3.93E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 9151 -3.71E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 9390 -4.36E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 9529 -4.67E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 9580 -5.54E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 9598 -6.03E-04 Decrease 4.02E-03 1.74E-02 SIG
NZB Brain 9984 -5.04E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 10546 -5.71E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 10582 -5.44E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 10951 -3.28E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 11842 -4.17E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 11845 -4.99E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 11932 -5.46E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 12352 -2.61E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 12574 -4.32E-04 Decrease 6.69E-03 1.74E-02 SIG



APPENDIX A. APPENDIX OF CHAPTER 2 122

NZB Brain 12694 -2.75E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 12834 -5.17E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 12889 -3.66E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 13003 -4.14E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 13443 -3.15E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 13611 -3.96E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 13688 -4.49E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 13780 -4.46E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 13781 -4.87E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 13836 -2.76E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 13982 -2.71E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 14185 -5.13E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 14210 -5.24E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 14362 -4.08E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 14641 -4.69E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 14737 -2.6E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 15498 -4.12E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 15548 -5.72E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 15577 -3.88E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 15587 -4.84E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 15602 -4.42E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 15656 -2.47E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 15916 -6.23E-04 Decrease 4.02E-03 1.74E-02 SIG
NZB Brain 16016 -4.95E-04 Decrease 6.69E-03 1.74E-02 SIG
NZB Brain 16267 -7.47E-04 Decrease 4.02E-03 1.74E-02 SIG
NZB Brain 16271 -7.21E-04 Decrease 4.02E-03 1.74E-02 SIG
NZB Heart 54 -2.01E-05 Decrease 6.53E-01 6.95E-01 N.S.
NZB Heart 1352 6.57E-06 Increase 9.99E-01 9.99E-01 N.S.
NZB Heart 1518 -5.7E-05 Decrease 1.39E-01 2.04E-01 N.S.
NZB Heart 1589 -2.26E-05 Decrease 5.45E-01 5.87E-01 N.S.
NZB Heart 1821 -6.31E-05 Decrease 1.29E-01 1.96E-01 N.S.
NZB Heart 2200 1.11E-04 Increase 3.31E-02 8.48E-02 N.S.
NZB Heart 2339 3.08E-05 Increase 2.08E-01 2.63E-01 N.S.
NZB Heart 2524 -8.52E-05 Decrease 1.29E-01 1.96E-01 N.S.
NZB Heart 2765 -1.22E-04 Decrease 9.9E-02 1.84E-01 N.S.
NZB Heart 2766 -1.16E-04 Decrease 9.9E-02 1.84E-01 N.S.
NZB Heart 2797 -1.51E-04 Decrease 8.91E-02 1.84E-01 N.S.
NZB Heart 2813 -1.55E-04 Decrease 8.91E-02 1.84E-01 N.S.
NZB Heart 2839 -1.14E-04 Decrease 9.9E-02 1.84E-01 N.S.
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NZB Heart 2933 -2.33E-05 Decrease 5.25E-01 5.71E-01 N.S.
NZB Heart 3193 4.63E-05 Increase 8.95E-02 1.84E-01 N.S.
NZB Heart 3259 1.56E-05 Increase 8.56E-01 8.71E-01 N.S.
NZB Heart 3421 -3.59E-05 Decrease 2.77E-01 3.21E-01 N.S.
NZB Heart 3466 -2.14E-05 Decrease 5.74E-01 6.16E-01 N.S.
NZB Heart 3598 -5.25E-05 Decrease 1.58E-01 2.18E-01 N.S.
NZB Heart 3691 -3.21E-05 Decrease 3.47E-01 3.91E-01 N.S.
NZB Heart 3931 -1.07E-04 Decrease 9.9E-02 1.84E-01 N.S.
NZB Heart 4122 -7.59E-05 Decrease 1.29E-01 1.96E-01 N.S.
NZB Heart 4275 -1.3E-04 Decrease 8.91E-02 1.84E-01 N.S.
NZB Heart 4323 -1.53E-04 Decrease 8.91E-02 1.84E-01 N.S.
NZB Heart 4407 -8.38E-05 Decrease 1.29E-01 1.96E-01 N.S.
NZB Heart 4705 8.04E-05 Increase 4.6E-02 1.15E-01 N.S.
NZB Heart 4731 1.07E-04 Increase 3.39E-02 8.6E-02 N.S.
NZB Heart 4770 6.56E-05 Increase 5.65E-02 1.37E-01 N.S.
NZB Heart 4884 -2.93E-05 Decrease 3.76E-01 4.21E-01 N.S.
NZB Heart 4902 6.11E-05 Increase 6.21E-02 1.5E-01 N.S.
NZB Heart 5462 3.27E-05 Increase 1.81E-01 2.37E-01 N.S.
NZB Heart 5551 -1.67E-05 Decrease 7.62E-01 7.96E-01 N.S.
NZB Heart 5929 -6.93E-05 Decrease 1.29E-01 1.96E-01 N.S.
NZB Heart 6040 -1.19E-04 Decrease 9.9E-02 1.84E-01 N.S.
NZB Heart 7545 4.84E-01 Increase 0E+00 0E+00 SIG
NZB Heart 8567 -5.05E-05 Decrease 1.58E-01 2.18E-01 N.S.
NZB Heart 9390 -6.01E-05 Decrease 1.29E-01 1.96E-01 N.S.
NZB Heart 9460 3.61E-05 Increase 1.48E-01 2.16E-01 N.S.
NZB Heart 11842 -1.32E-05 Decrease 7.92E-01 8.16E-01 N.S.
NZB Heart 11845 -3.54E-05 Decrease 2.97E-01 3.4E-01 N.S.
NZB Heart 11932 -2.28E-05 Decrease 5.45E-01 5.87E-01 N.S.
NZB Heart 12352 -3.07E-05 Decrease 3.66E-01 4.12E-01 N.S.
NZB Heart 12574 -4.54E-05 Decrease 1.88E-01 2.45E-01 N.S.
NZB Heart 12694 -3.63E-05 Decrease 2.77E-01 3.21E-01 N.S.
NZB Heart 12834 -1.03E-05 Decrease 7.92E-01 8.16E-01 N.S.
NZB Heart 12889 -3.24E-06 Decrease 9.31E-01 9.39E-01 N.S.
NZB Heart 13003 3.45E-05 Increase 1.65E-01 2.21E-01 N.S.
NZB Heart 13443 -1.89E-05 Decrease 6.83E-01 7.23E-01 N.S.
NZB Heart 13611 2.73E-05 Increase 2.52E-01 3E-01 N.S.
NZB Heart 13688 5.85E-05 Increase 6.37E-02 1.52E-01 N.S.
NZB Heart 13780 -7.52E-06 Decrease 8.22E-01 8.43E-01 N.S.
NZB Heart 13781 -3.64E-05 Decrease 2.77E-01 3.21E-01 N.S.
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NZB Heart 13836 -1.54E-05 Decrease 7.72E-01 8.03E-01 N.S.
NZB Heart 13982 -1.33E-04 Decrease 8.91E-02 1.84E-01 N.S.
NZB Heart 14185 -7.96E-05 Decrease 1.29E-01 1.96E-01 N.S.
NZB Heart 14210 -1.06E-04 Decrease 9.9E-02 1.84E-01 N.S.
NZB Heart 14362 -9.69E-05 Decrease 1.19E-01 1.96E-01 N.S.
NZB Heart 14641 -1.7E-05 Decrease 7.62E-01 7.96E-01 N.S.
NZB Heart 14737 -1.85E-05 Decrease 7.33E-01 7.72E-01 N.S.
NZB Heart 15498 -4.85E-06 Decrease 8.61E-01 8.72E-01 N.S.
NZB Heart 15548 -2.82E-05 Decrease 3.96E-01 4.39E-01 N.S.
NZB Heart 15577 3E-05 Increase 2.2E-01 2.73E-01 N.S.
NZB Heart 15587 -1.01E-04 Decrease 1.19E-01 1.96E-01 N.S.
NZB Heart 15602 -2.68E-05 Decrease 4.26E-01 4.7E-01 N.S.
NZB Heart 15656 8.83E-06 Increase 9.99E-01 9.99E-01 N.S.
NZB Heart 15916 -7.42E-05 Decrease 1.29E-01 1.96E-01 N.S.
NZB Heart 16016 2.16E-05 Increase 3.85E-01 4.28E-01 N.S.
NZB Heart 16267 -1.15E-04 Decrease 9.9E-02 1.84E-01 N.S.
NZB Heart 16271 -1.85E-04 Decrease 8.91E-02 1.84E-01 N.S.
NZB Liver 54 -2.82E-04 Decrease 7.62E-02 1.73E-01 N.S.
NZB Liver 1352 -6.28E-05 Decrease 2.29E-01 2.74E-01 N.S.
NZB Liver 1518 -6.67E-05 Decrease 2.29E-01 2.74E-01 N.S.
NZB Liver 1589 -9.09E-05 Decrease 1.71E-01 2.26E-01 N.S.
NZB Liver 1821 -1.32E-04 Decrease 1.24E-01 1.96E-01 N.S.
NZB Liver 2200 -1.29E-04 Decrease 1.24E-01 1.96E-01 N.S.
NZB Liver 2339 -1.12E-04 Decrease 1.62E-01 2.18E-01 N.S.
NZB Liver 2524 -1.65E-04 Decrease 9.52E-02 1.84E-01 N.S.
NZB Liver 2765 -1.17E-04 Decrease 1.33E-01 1.98E-01 N.S.
NZB Liver 2766 -1.14E-04 Decrease 1.62E-01 2.18E-01 N.S.
NZB Liver 2797 -8.91E-05 Decrease 1.9E-01 2.46E-01 N.S.
NZB Liver 2813 -1.79E-04 Decrease 8.57E-02 1.84E-01 N.S.
NZB Liver 2839 -1.31E-04 Decrease 1.24E-01 1.96E-01 N.S.
NZB Liver 2933 -1.16E-04 Decrease 1.33E-01 1.98E-01 N.S.
NZB Liver 3193 -1.66E-04 Decrease 9.52E-02 1.84E-01 N.S.
NZB Liver 3259 -1.05E-04 Decrease 1.62E-01 2.18E-01 N.S.
NZB Liver 3421 -1.23E-04 Decrease 1.24E-01 1.96E-01 N.S.
NZB Liver 3466 -1.27E-04 Decrease 1.24E-01 1.96E-01 N.S.
NZB Liver 3598 -7.33E-05 Decrease 2.1E-01 2.63E-01 N.S.
NZB Liver 3691 3.68E-05 Increase 2.14E-01 2.67E-01 N.S.
NZB Liver 3931 -1.47E-04 Decrease 1.14E-01 1.96E-01 N.S.
NZB Liver 4122 -1.28E-04 Decrease 1.24E-01 1.96E-01 N.S.
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NZB Liver 4275 -9.63E-05 Decrease 1.62E-01 2.18E-01 N.S.
NZB Liver 4323 -1.68E-04 Decrease 9.52E-02 1.84E-01 N.S.
NZB Liver 4407 -1.67E-04 Decrease 9.52E-02 1.84E-01 N.S.
NZB Liver 4705 -2.12E-04 Decrease 7.62E-02 1.73E-01 N.S.
NZB Liver 4731 -2.1E-04 Decrease 7.62E-02 1.73E-01 N.S.
NZB Liver 4770 -1.86E-04 Decrease 8.57E-02 1.84E-01 N.S.
NZB Liver 4884 -2.23E-04 Decrease 7.62E-02 1.73E-01 N.S.
NZB Liver 4902 -1.22E-04 Decrease 1.24E-01 1.96E-01 N.S.
NZB Liver 5462 -1.6E-04 Decrease 1.05E-01 1.9E-01 N.S.
NZB Liver 5551 -1.2E-04 Decrease 1.24E-01 1.96E-01 N.S.
NZB Liver 5929 -1.47E-04 Decrease 1.14E-01 1.96E-01 N.S.
NZB Liver 6040 -1.12E-04 Decrease 1.62E-01 2.18E-01 N.S.
NZB Liver 7545 4.83E-01 Increase 0E+00 0E+00 SIG
NZB Liver 8438 -7.35E-05 Decrease 2.1E-01 2.63E-01 N.S.
NZB Liver 8466 -6.42E-05 Decrease 2.29E-01 2.74E-01 N.S.
NZB Liver 8567 -5.21E-05 Decrease 2.57E-01 3.02E-01 N.S.
NZB Liver 8857 -3.49E-05 Decrease 3.24E-01 3.67E-01 N.S.
NZB Liver 8863 -1.95E-05 Decrease 4.95E-01 5.44E-01 N.S.
NZB Liver 9136 -1.16E-04 Decrease 1.33E-01 1.98E-01 N.S.
NZB Liver 9151 -4.4E-05 Decrease 2.95E-01 3.4E-01 N.S.
NZB Liver 9390 -2.96E-04 Decrease 6.67E-02 1.57E-01 N.S.
NZB Liver 9529 -9.86E-05 Decrease 1.62E-01 2.18E-01 N.S.
NZB Liver 9580 -1.74E-04 Decrease 8.57E-02 1.84E-01 N.S.
NZB Liver 9598 -1.6E-04 Decrease 1.05E-01 1.9E-01 N.S.
NZB Liver 10582 -9.59E-05 Decrease 1.62E-01 2.18E-01 N.S.
NZB Liver 10951 -3.57E-05 Decrease 3.24E-01 3.67E-01 N.S.
NZB Liver 11842 -3.65E-06 Decrease 8.29E-01 8.47E-01 N.S.
NZB Liver 11845 -1.88E-05 Decrease 5.24E-01 5.71E-01 N.S.
NZB Liver 11932 -5.21E-05 Decrease 2.57E-01 3.02E-01 N.S.
NZB Liver 12352 -6.25E-05 Decrease 2.29E-01 2.74E-01 N.S.
NZB Liver 12574 -9.09E-05 Decrease 1.71E-01 2.26E-01 N.S.
NZB Liver 12694 -7.4E-05 Decrease 2.1E-01 2.63E-01 N.S.
NZB Liver 12834 -1.99E-04 Decrease 8.57E-02 1.84E-01 N.S.
NZB Liver 12889 -1.37E-04 Decrease 1.24E-01 1.96E-01 N.S.
NZB Liver 13003 -8.44E-05 Decrease 2E-01 2.57E-01 N.S.
NZB Liver 13443 -1.06E-04 Decrease 1.62E-01 2.18E-01 N.S.
NZB Liver 13611 -6.36E-05 Decrease 2.29E-01 2.74E-01 N.S.
NZB Liver 13688 -1.04E-04 Decrease 1.62E-01 2.18E-01 N.S.
NZB Liver 13780 -5.47E-05 Decrease 2.57E-01 3.02E-01 N.S.
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NZB Liver 13781 -9.4E-05 Decrease 1.71E-01 2.26E-01 N.S.
NZB Liver 13836 -1.16E-04 Decrease 1.33E-01 1.98E-01 N.S.
NZB Liver 13982 -1.02E-04 Decrease 1.62E-01 2.18E-01 N.S.
NZB Liver 14185 -1.03E-04 Decrease 1.62E-01 2.18E-01 N.S.
NZB Liver 14210 -1.35E-04 Decrease 1.24E-01 1.96E-01 N.S.
NZB Liver 14362 -1.36E-04 Decrease 1.24E-01 1.96E-01 N.S.
NZB Liver 14641 -1.57E-04 Decrease 1.14E-01 1.96E-01 N.S.
NZB Liver 14737 -1.64E-04 Decrease 9.52E-02 1.84E-01 N.S.
NZB Liver 15498 -1.6E-04 Decrease 1.05E-01 1.9E-01 N.S.
NZB Liver 15548 -1.07E-04 Decrease 1.62E-01 2.18E-01 N.S.
NZB Liver 15577 -1.42E-04 Decrease 1.14E-01 1.96E-01 N.S.
NZB Liver 15587 -6.66E-05 Decrease 2.29E-01 2.74E-01 N.S.
NZB Liver 15602 -8.96E-05 Decrease 1.9E-01 2.46E-01 N.S.
NZB Liver 15656 -6.22E-05 Decrease 2.29E-01 2.74E-01 N.S.
NZB Liver 15916 -1.54E-05 Decrease 6.19E-01 6.61E-01 N.S.
NZB Liver 16016 4.06E-04 Increase 5.49E-03 1.74E-02 SIG
NZB Liver 16267 -4.59E-04 Decrease 4.76E-02 1.17E-01 N.S.
NZB Liver 16271 -4.74E-04 Decrease 4.76E-02 1.17E-01 N.S.

Empirical p-values were calculated as the count of sites with a delta greater (for sites
with an increase in frequency with age) or less (for sites with a decrease in frequency with
age) than the haplotype site delta divided by the total number of deltas (one-sided test).
Haplotype sites with a p-value < 0.02 were labeled significant. P-values were adjusted
using the Benjamini-Hochberg correction for multiple hypothesis correction within each mt-
haplotype group.
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Table A.9: Comparison of duplex depth and mutation counts between Serrano et
al. and Sanchez-Contreras et al.

Serrano et al.

Sanchez-Contreras
et al.
(mice not treated
with chemical
intervention
– data used for
Fig 1 - 4)

Sanchez-Contreras
et al.
(all mice,
including
those with
chemical
interventions)

Total duplex
bp sequenced

40.4 billion bp 14.7 billion bp 27.9 billion bp

Average duplex
depth per sample

21, 551X 10,314X 10,125X

Total de novo
mutation count

81,097 mutations 40, 478 mutations 89, 330 mutations

Total de novo
SNV count

71, 416 mutations 35, 026 mutations 77, 194 mutations

Identifying de novo somatic mutations: filtered for variants that had an alternate allele
depth of < 100 and mutation frequency < 1% to exclude variants segregating at a high
heteroplasmic frequency. Each mutation type occurring at a given position is counted once.
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Appendix B

Appendix of Chapter 3

B.1 Supplementary Notes

Supplementary Note 1: Input parameters for the duplex
sequencing pipeline configuration file

import pandas as pd

import numpy as np

import re

names_list = #the list of our forward and reverse fq for each sample

# Extract the sample name and replicate number from the list of file names

names = []

for elem in names_list:

names.extend(re.findall(r"mice_\d{1,2}_\w{3,4}-\d{1}", elem))

# Remove empty elements

names = [name for name in names if name]

# Extract unique names

final_names = []

for name in names:

if name not in final_names:

final_names.append(name)

data_list = []

for sample in final_names:

data = f"{sample},{sample},{sample},{sample},
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{sample},/global/scratch/users/hannahmarieaguilar

/tissue_specific_mt_profiling/rawdata/scripts/

mm10.fa,/global/scratch/users/hannahmarieaguilar

/tissue_specific_mt_profiling/rawdata/scripts/

output/mm10.bed,NONE,NONE,10090,output,

{sample}_R1.fastq.gz,{sample}_R2.fastq.gz,0,3,200,0.7,1,18,0,10,

151,ANNNNNNNNAGATCGGAAGAG,10,0,0,0.1,100,1,

noRecovery.sh,10,N,GT,none,TRUE,0"

data_split = data.split(",")

data_list.append(data_split)

header = ["sample", "rglb", "rgpl", "rgpu", "rgsm", "reference", "target_bed",

"maskBed", "blast_db", "targetTaxonId",

"baseDir", "in1", "in2", "mqFilt", "minMem", "maxMem", "cutOff",

"nCutOff", "umiLen", "spacerLen",

"locLen", "readLen", "adapterSeq", "clipBegin", "clipEnd", "minClonal",

"maxClonal", "minDepth", "maxNs",

"recovery", "cluster_dist", "cm_outputs", "cm_sumTypes", "cm_filters",

"runSSCS", "rerun_type"]

df = pd.DataFrame(data_list, columns=header)

# Save DataFrame to a CSV file

df.to_csv("final_config.csv", index=False)
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B.2 Supplementary Figures
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Figure B.1: Comparison of frequencies (< 1 × 10−3) for shared mutations between the
cortex and cerebellum. Each point is an allele present in both the cortex and cerebellum. Color
highlights the mutation class (deletions (blue), insertions (green), SNVs (red)). The mutation
frequency is calculated as the alternative allele count divided by the read depth at each position.
The solid, black line denotes the x = y line. Samples are ordered by age.
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Figure B.2: Comparison of frequencies (> 1 × 10−3) for shared mutations between the
cortex and cerebellum. Each point is an allele present in both the cortex and cerebellum. Color
highlights the mutation class (deletions (blue), insertions (green), SNVs (red)). The mutation
frequency is calculated as the alternative allele count divided by the read depth at each position.
The solid, black line denotes the x = y line. Samples are ordered by age.
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