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Abstract

Determination of Temperature and Concentration from Radiometric Measateme

in Combustion System

by
Tao Ren
Doctor of Philosophy

in

Mechanical Engineering

University of California, Merced
Professor Michael F. Modest, Chair

Despite that combustion diagnostics have reached high levels of refingtmentains dffi-
cult to make quantitatively accurate nonintrusive measurements of temgesatlispecies concen-
trations in realistic combustion environments. The goal of the present sttm@évelop nonintru-
sive spectral radiation tools to allovifieient high-fidelity determination of temperature and species
concentrations in laminar and turbulent combustion systems. Temperatucercghtrations are
deduced from medium-to-coarse resolution measurements of spectsahisaivity and emitted in-
tensity for homogeneous gas media, nonhomogeneous gas media andteystiems considering
the turbulence radiation interaction (TRI).

For a homogeneous gas medium, by minimizing tHeedénces between measured and pre-
dicted transmissivity spectra, an inverse radiation model is developed ievestemperature and
species concentrations simultaneously using the the Levenberg-Mdirauymimization method.
This model has been validated by experimental measurements. The developese radiation
model is used to determine the optimal wavenumber range and resolution ibyingtitempera-
ture and species concentrations from a homogeneous gas column fog eawige of temperatures
and concentrations. Multiple factors, including spectral region, speesalution, temperature and
concentration range, and susceptibility to systematic error and randonmhexe been considered.
Results are obtained for homogeneous mixtures containing B£D or CO with N.

In nonhomogeneous gas media, transmissvities are not sensitive to temgaratwconcen-
tration distributions, making it impossible to reconstruct temperature and spsmieentrations
fields from transmissivity spectra. Another inverse calculation model isldpgd using measured
line-of-sight emitted spectral intensity data to retrieve temperature profiEEalBe intensity spec-
tra are also not sensitive to concentration profiles, this model can onlycddtie temperature
profile together with an average concentration. Due to the ill-posedndbgsafiverse problem,
additional conditions or criteria are needed to be imposed to determine theealistic solution.
Most regularization methods transform an ill-posed inverse problem intellabehaved one by
adding auxiliary information based on desired or assumed characterigkbsnov regularization
imposes smoothness to the solution by adding a regularization term. Tikhandenization has
been shown to be suitable for solving these ill-posed problems, but ffisutti to select an appro-
priate regularization parameter, especially for nonlinear problems. A egularization selection

1



method based on the theory of the discrepancy principle and the L-ciiteean is proposed and
shows good generality for flerent temperature profile inversions. Several types of temperature
profiles are retrieved accurately using this method.

For a turbulent system, the nonlinear interaction between turbulence diatioa has pro-
found dfects and cannot be neglected when developing inverse radiation todlse pnmesence of
TRI, temperature and concentration can never be measured directly.vémsenradiation model
considering how turbulence and radiation interact along the detectoreflisight has been devel-
oped to deduce time-averaged and root-mean-square (rms) values efaéumgand concentrations
as well as the turbulent length scale from the time-averaged transmissiditisams spectrum for
a single turbulent gas as well as a turbulent gas mixture.



Chapter 1

Introduction

1.1 Background

Advanced optical diagnostics and multiscale simulation tools will play centras inl¢he
development of next-generation clean affit@ent combustion systems, as well as upcoming high-
temperature alternative energy applications. High-fidelity experimentahd&igs will be re-
quired to validate advanced numerical models, and both are needed totheideove toward
nonpetroleum-derived fuels, higher operating temperature and peessic. Although combus-
tion diagnostics have reached a high level of refinement, it remafifisulli to make quantitatively
accurate measurements of species concentrations, soot, and tempenagalistic combustion en-
vironments. In turbulent reacting flows turbulence-radiation interactio®s) (significantly alter
radiometric signals, féectively making it impossible to “measure” temperature and concentrations
with today’s tools. To validate reacting flow codes it is standard practicerngpace temperature
and concentration “measurements” with values predicted from the codes.

As long as there has been research in the field of combustion and otlieatipps involving
heat transfer, researchers have attempted to measure temperatii@n rases, species concentra-
tions, heat fluxes, etc., in situ. Until recently, this meant using intrusiveniqabs that invariably
altered the flow and heat transfer fields, such as thermocouples forraomee gas chromatographs
for concentrations, etc. During the past few decades many nonirgroisiical techniques have been
developed. For example, single- and multi-color pyrometers have beenyadgtomeasure tem-
perature [1, 2], Rayleigh and Raman scattering are used as powenfilustion diagnostic tools
for laboratory flames [3-9], laser-induced fluorescence (LIF) wgzsl to determine concentration
andor temperature of certain gaseous species [10-13], extinction of ableaer was employed to
determine soot volume fractions [14-16], etc.

The optical pyrometer infers temperatures based on the received thediation from a
target and comparing it with the blackbody emission, which has been usédrf® [17] and coal
particle [18] temperature measurements. However, in these applications)gigr measurements
do not reflect the temperature at any location, nor the average temsabitug the line-of-sight be-
cause of nonlinear dependence of radiation emission on temperaturéa9lirbulent combustion
system, the correlation of temperature and species concentration hasdtebuided to complete
the turbulent information, but previous pyrometers measurements were mestilicted to time-
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averaged “point” measurements of temperature [20]. Laser-basetdaek, such as Raman scat-
tering, Rayleigh scattering and laser-induced fluorescence, ardadeambustion diagnostics, and
are particularly useful for studying turbulent processes due to thedtility of conducting spatially
and temporally resolved measurements [21,22]. These methods are atueide monintrusive, in
situ measurements with spatial resolution of less than 0.1 mm and temporal resoftitie order
of 10 ns [20]. However, Raman and Rayleigh scattering measurementgerachigh power laser
source and clean laboratory conditions, due to the low sensitivity of thetbmdyevhich limits the
applications to laboratory measurements. The uncertainties in temperatungreneast utilizing
Raman spectroscopy were discussed by Laplant et al. [23]. The @amd) accuracy for Raman
scattering are approximately 20-228Dand 7%, respectively. Laser-induced fluorescence is the
optical emission from atoms or molecules that have been excited to highgyéexgls by absorp-
tion of laser radiation. The level of fluorescence is known to vary with threcentration or the
temperature and several other parameters. It is used to measuretcatmmeand local temperature
in flames by exciting molecules and atoms in specific species, for example,i®@0O0H, N, and
O, [24]. This method also requires a laser source with high average pliwers extensively used
for combustion diagnostics, but mainly for laboratory flames [3—-9]. Thgeaf application of LIF
is between 200 K and 3000 K and the accuracy of the method is approximééedy Z000 K [24].

Among the numerous combustion diagnostic tools, the infrared emission asdission
spectroscopy techniques are especially attractive due to strong rokatronlarational transitions
of combustion species in the infrared region, separable and specifgitivaal bands for dier-
ent species and simplicity of emission and transmission measurements [25h27pectra from
a flame or combustion chamber may be recored with line-of-sight emissionneniission spec-
troscopy, and temperature and species concentrations can be retlievgdhe line-of-sight. With
proper tomography techniques, while the combustion fields can be raoctest{28—-31]. In or-
der to evaluate the temperature and species concentration, the measatednspvas fitted to a
theoretical model, which involves information of molecular parameters, ssi¢ctaasitional line
strengths, shapes and widths. A number of molecular spectroscopi@siesal32—34] are avail-
able for infrared spectra predictions, which makes this method even maetiattr However, very
few studies has been done for turbulent combustion diagnostics usiageimfemission and trans-
mission spectroscopy due to thefatiulty of predicting turbulent radiation accounts for nonlinear
effects from TRI.

1.1.1 Emission and Transmission Spectroscopy

Emission angbr transmission spectroscopy of a combustion gas can reveal its temperatur
and concentration, but very few researchers [35-37] have dahenmary studies exploiting the
dependence of spectral absorptionficeents of combustion gases on temperature and species con-
centration. The spectral intensity along a line-of-sight within a nonscagteradium, as seen by a
detector ak = L, as shown in Fig. 1.1, is given by [38]

L L L
1, = lo,e b de5+fo Ky lpy€ = 195 dis (1.1)
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Figure 1.1: Schematic diagram of the physical system

wherex, is the spectral absorption dieient at wavenumber (which depends on temperature and
concentration) ]y, is the local blackbody intensity of the medium ahg is external irradiation
entering the gas column® s < L ats= 0. The column transmissivity is defined as

(s L) = e 0t (1.2)
Eqg. (1.1) simplifies to

- L dry(s— L)
n=loyTp(0— L) + . Kr;'bn—ds ds (1.3)

For a homogeneous column
ly = logTy(0 = L) + Iy (1= 7,0 - L)) (1.4)
Equation (1.4) can be rewritten as

ly = by (1= 7,(0 - L))

loy

7,(0—> L) = (1.5)

Equations (1.4) and (1.5) allow two measurements, which are emission frogatie®us
mediuml,, and are transmission of external irradiatign and they are depend on temperature and
concentration. For a system which hagadiating species, including temperature, thererarel
unknowns that need to be determined from transmission or emission meastgeineprinciple,
emission measurements, transmission measurements, or both, can be cbatuntteitely many
different spectral locations to parametrically resolved temperature andnt@tioa fields.

Griffith et al. [39, 40] were the first to recognize that measurements of thertigsisn or
emission of rotational spectral lines of a gas can reveal its temperatutbeitrexperiment [39]
they measured the spectral transmissivity of a CO-air mixture contained mt@dheell. Using an
FTIR spectrometer at moderate (0.5d)resolution they fit their spectra to theoretically calculated
ones, corrected for the instrument line function [41], using nonlineattsguare fits. With cell
conditions ranging from 90 to 19@ and various pressures, their deduced temperatures showed an
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averaged error of .8 °C compared with thermocouple measurements, but with maximum errors of
up to 20°C at higher temperatures, due to a lack of precise knowledge of line wigéndence

on temperature. In their later experiment [39], they used purg &@ similar cell conditions as

for the CO experiments, but a finer resolution of 0.29 trand a nonlinear least-square fit for the
integrated transmission minima. By using only high signal-to-noise spectra andspectral scans
they extracted temperatures to within a maximum departure of ab@t€CZrom thermocouple
measurements. Disadvantages of the method are unacceptably long dasitiacgimes (1 hr),
transmission (as opposed to simpler emission) measurements, and susceptibdiseto

The first ones to apply FTIR spectroscopy to an actual lamirfargion flame appear to have
been Best et al. [42, 43], who combined tomography and FTIR transmiasid emission spectra
to extract temperature, concentration and soot volume fraction fieldsmbich detail was given,
except that low resolution (32 crf) scans were used, an axisymmetric field was assumed, and
temperature uncertainty af50°C was claimed (no secondary technique for validgtiomparison
was employed). The first ones to use the new high-resolution speqtiostaiabase HITRAN [44—
47] appear to have been Hilton et al. [48, 49], who used high-resolafientroscopy (0.25 crh)
to study a smoke stack plume and laboratory-scale methane flame [48], assveethas turbine
exhaust [49]. Little explanation was given on whether or how temperatwees determined for
these presumably turbulent conditions; however, species concentpatifiles were extracted by
observing individual lines of dierent species, and by scanning the detector across the flame, which
was assumed to be axisymmetric. No errors or uncertainties were given.

The group around Lallemand used both high-resolution [50] and medisatdtéen [51] syn-
thetic axisymmetric emission spectra to reconstruct temperature and cotioargrafiles. In [50]
reconstruction was done by ratioing two isolated CO lines, using severaisiom schemes that
exploit the axisymmetric geometry. As @iihs [39] before them, they noticed that this approach
is very sensitive to experimental noise. In their medium-resolution work tttegnpted to recover
temperature and CQOconcentration values from axisymmetric synthetic spectra as well as a lami-
nar premixed flame, with thermocouple data for the latter for comparison. Thed@ um band
was used, which may be less than ideal because of its high opacity. Hodawhis small, opti-
cally thin flame the recovered temperature followed measured values quelitatiell (to about+
100°C)

FTIR emission spectroscopy to deduce temperature and species caticesatin high pres-
sure solid propellant flames was attempted by Thynell et al. [52, 53], alag medium-resolution
measurements (2 crf). Some attempt was made to recover limited nonisothermality in a “mixing
region.” Finally, Soufiani et al. [26] did a detailed study of FTIR emissjoecsroscopy, using high-
resolution and medium-resolution data. The spectral data were dowddgimeecoarse resolution
of 25 cntt and used to deduce temperatures as well as water vapor and carbioie diomcentra-
tion via a least-squares technique; CO concentration was found by roitmiivgdual spectral lines
similar to Lallemand’s work [50]. Temperature profiles were obtained frondtvengraded data
and were found to be withia 75°C of experiment. They were also able to retrieve temperatures
from the high-resolution CO lines, but again noted a strong susceptibilityise no

All multispectral diagnostic techniques discussed so far have employdrl $pctroscopy.
Such devices can provide spectral scans in a wide range of resolatidnsf great accuracy, but
to obtain a spectrally resolved measurements with good signal-to-noise rata& of seconds



for low-resolution narrow-band scans to hours for high-resolutidirsfiectrum measurements. As
such the application of FTIR is limited to very stable (laminar) systems, while Fp#Rtsoscopy
has been applied to turbulent plumes [48, 49] to measure mean temperaisireery question-
able that this is possible (due to the relatively slow modulation of the FTIR signéjy few
attempts have been made to date to obtain time-resolved multi-spectral signatsrboient sys-
tems, because—to obtain snapshots of a turbulent flowfield—exposure tshberaf order of 0.1ms
or less. Richardson et al. [54, 55] were perhaps the first to attemptrseasurements,using a 32-
elements InSb linear array detector fitted with a grating monochromator. Témtedwas able
to collect a 32-spectrum signal over 166, storing 250 samples for each detector element. This
resulted in an equivalent FTIR resolution of 32 ¢mwhen collecting a sample of 250 ctwith a
signal-to-noise ratio of about 50. No transient sample was considehail ifnproved second de-
vice was able to hold 2048 full spectra collected everyd.6No reconstruction of temperature, etc.,
was attempted. Mid-infrared radiation measurements from a turbulent eroiyadpartially pre-
mixed jet flame and plume were made by Gore et al. [56,57] with a high speadddicamera and
an InSb detector. At each location, 6400 images were collected to enatitbdhurbulence statis-
tic of the radiation intensity were converged. Three bandpass filters £20B83um, 2.77+ 0.12
um, 4.34+ 0.1 um) were used to measure the radiation from water vapor and from caitedded
A spectrally integrated signal over the band-pass filter was measurest rét@ntly, an imaging
Fourier-transform spectrometer [58] was used to probe a turbulemgramixed jet flame. Such
device is a hyperspectral imager that combines a Michelson interferometea siitning (distinct
from scanning) infrared focal-plane array. It was claimed that the-sjged broadband imagery
comprising each interferometric measurement contains information about¢heation statistics.
In order to resolve turbulent fluctuations, a fast spectrometer is requiP®tential com-
mercial spectrometers include rapid-scan FTIR, ultra-rapid-scan,Fstép-scan FTIR, and fast
infrared array spectrometer. In rapid-scan FTIR, by increasinggbedsof the moving mirror, the
fast FTIR can achieve approximately 110 spectra per second at loen{1§ spectral resolutions.
The scan rate is limited by the time required to reverse the direction of the movingr.niRapid-
scan FTIR is thus fundamentally limited in the temporal resolution that can bevadhi¥arious
interferometer modifications have been suggested for further incressamging speed by switch-
ing from translation motion of the mirror to rotational movement. A design introdlbgeManning
and co-workers in 1999 [59] includes a rotating highly polished aluminuiatishe rotating op-
tical element. This so-called ultra-rapid scan FTIR can achieve high spdeD00 spectra per
second. However, obtaining one spectrum in one (ultra-rapid scat@ner(rapid-scan) of mil-
liseconds is not fast enough for resolving turbulent fluctuations. Byraet with rapid-scan FTIR
and ultra-rapid-scan FTIR, the step-scan technique allows monitoringnpitel progress of very
fast events (nanoseconds). However, step-scan spectrometirs ligh temporal resolution in a
rather diterent manner: spectral information can only be obtained for highlyatapte events over
a long period of time [60], i.e., step-scan cannot be used to probe chatideinice spectra. The
fast infrared array spectrometer now available as ES200 (previousl&&d.00 [61]) from Spec-
traline is a fast imaging spectrometer that can provide the spectral radiagosity in the mid-IR
region. It does not require reproducible sampling of data for time-reda\ata acquisition. The
useful spectral range of the ES200 is from A8 to 4.8um. The radiation intensity that is inci-
dent on the entrance slit is split into its spectral components using a refratdéiment. 256 narrow



bands within the spectral range are obtained, using a 256-element In@amlPray detector, and its
response at room temperature in then8to 4.8um spectral region is better thap® This essen-
tially freezes the process being studied, with each spectrum being obtdiaesgeed of 10280 Hz.
The ES200 and its previous model ES100 have been extensively usktio radiation spectra in
fully turbulent flames [62—64] and show good capability for resolvingulebt fluctuations. Later
measurements, carried out with this high-speed infrared array spetémm®vide a plethora of
data for the otherwise well-documented Sandia Workshop flames [6%y&bfpr a sooty ethylene
air diffusion flame [67], even though many simplifying assumptions were made in theretigion
of those data.

1.1.2 Infrared Spectral Bands for Combustion Gases

The rovibrational bands of combustion gases in the infrared lend theragelspectroscopic
measurements. Depending on the temperature of the external sourteu(fmnission measure-
ments) or the combustion gas (for emission measurements), the waveleogirebiout 0.6:m to
12 um are of interest. However, because of transmission limits of optical windbwsigh which
combustion systems must be monitored, and limited detector ranges, wavelesgihd 6:m tend
to be less useful. Even for the wavelength range fromu@n6- 6 um, the spectra for combustion
gases contain mostly “spectral windows,” since only a few rovibratioaadib exist. As an example,
Fig. 1.2 shows the line-by-line (LBL) absorption ¢heient spectrum for three fierent combustion
species at total pressure of 1 bar, temperature of 1000 K and caati@mtsf 10%.

The LBL absorption ca@cient exhibits the precise line shape of the the absorptiofficoe
cient. While the fine resolution has a very distinct structure, which can jpleieed for inversion,
this fine structure is subject to theoretical uncertainty, such as calculalees\for line strengths,
shapes and widths. Fine resolution is also more susceptible to experimeist| aod requires
large collection times. Figure 1.3 shows the smoother averaged shapesgitadn coéicients for
the CQ 4.3um and 2.7um spectral bands at threefi@rent temperatures. These coarse-resolution
spectra with diminishing structures of line shapes still show very distinct textertrends, which
make reconstruction of temperature possible.

However, what can be actually measured is not absorptiofiicieat but emission or trans-
mission spectra. As shown in Fig.1.4 for the £03 um band at 1000 K and a concentration of
10% (with 90% N), for these conditions the emitted intensity reaches blackbody (BB) emisgion (
the same temperature) for a large part of the spectrum, similarly, a largefhet transmissivity
spectrum tends toward zero. In the presence of high concentratio@¢.3 um band becomes
highly saturated for a homogeneous gas medium, which masks some of tlalsipéarmation,
making reconstruction of temperature less accurate andflesis®t. While for a nonhomogeneous
gas medium, the saturated part of the spectrum provides precise informatimboundaries and
with a wide band, temperature profiles can be retrieved more accurate. Sivilares are shown
for the CQ 2.7um band, the HO 2.7um band and the CO 44m band in Figs. 1.5, 1.6 and 1.7, re-
spectively. These are relatively strong bands for the combustion spewieare possible candidates
for emission anfbr transmission spectroscopy studies.

A number of gas property databases are available for infrared speptedictions, such as
HITRAN 2008 [32] and HITEMP 2010 [33], which contain LBL informatiéor many gas species.
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Figure 1.3: Spectral absorption ¢beient at varying resolutions and temperatures: (a) the £0
um band; (b) the C®2.7 um band.

HITEMP 2010 is limited to only 5 species (G{H,0O, CO, NO and OH), but contains data for “hot
lines,” which become active at high temperature. In the updated HITEMB 2@, parameters
were calculated from CDSD-1000 [68]. The database was extendmsligd against measured
medium-resolution spectra of GJ69, 70] for the 15, 4.3, 2.7, and 2.0n bands at temperatures of
300, 600, 1000, 1300, and 1550 K and measured high-resolutiotrapé€C; in the 15, 4.3 and
2.7 um bands at temperatures up to 1773 K [71]. The database was also tgatest aneasured
medium-resolution spectra of;B [72] for the 6.3, 2.7 and 1.8m bands at temperatures of 600,
1000, and 1550 K and measured high-resolution spectra0f iH the 2.7 and 1.&m bands at
temperatures up to 1673 K [73]. Good agreement between measuredlanidted spectra was
found.

1.1.3 Inverse Analysis of Radiometric Data

Optical diagnostics based on radiometric measurements is concerned witktracting the
spatial distribution of temperature, species concentrations and othengtara inside absorbing
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Figure 1.4: Emitted spectral intensity spectrum and transmissivity spectmuthefdCQ 4.3 um
band at varying resolutions of a 50 cm long £das column at temperature of 1000 K and concen-
tration of 10%: (a) emitted spectral intensity; (b) transmissivity.

combustion gases. These retrieval techniques based on radiativeemeasts are known as inverse
radiative heat transfer analyses [38]. First, a forward model isiredjio predict the detector
reading as a function of the retrieval parameters of the system. Seaodjective function is
formulated which represents thefférence between the predicted and measured data. And third,
an inverse model is used to provide updated system parameters by minimiZatienadjective
function [74, 75]. The most robust methods for minimizing the objectivetfancave proved to

be gradient-based [76]. Steepest descent is the simplest method agdazantee convergence,
but it is known to have a very slow convergence rate [77]. Quasi-Newtethods are alternatives
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Figure 1.5: Emitted spectral intensity spectrum and transmissivity spectnuthefdCQ 2.7 um
band at varying resolutions of a 50 cm long £das column at temperature of 1000 K and concen-
tration of 10%: (a) emitted spectral intensity; (b) transmissivity.

to Newton’s method, which are used to find local minima of the objective furetimoiding to
calculate the exact Hessian matrix [38, 77], which can be extremely axpesmnetimes. In this
method, at each iteration the objective function is approximated by a quafinatiion and takes
a step toward the minimum of the quadratic function. If the objective functionasiigtic or near-
quadratic, the local minimum can be found in very few steps. One of thewdistaes is that this
method does not guarantee convergence. Unlike the steepest destieodl, the search direction
for two searching steps may happen to be parallel. The idea of conjugatiergfrmethod is to keep
memory of the previous direction and pick a next search direction ortlagomll previous ones
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Figure 1.6: Emitted spectral intensity spectrum and transmissivity spectnuthefd40 2.7 um
band at varying resolutions of a 50 cm long®gas column at temperature of 1000 K and concen-
tration of 10%: (a) emitted spectral intensity; (b) transmissivity.

with adequate step size. However, calculation of the adequate step sizeertimelconsuming.
By increasing the value of each diagonal term in the Hessian matrix for Mé&ateethod to avoid
inverting a near-singular matrix, the Levenberg-Marquardt was degdloAn nonnegative scaling
factor for increasing the diagonal term is adjusted at each iteration.itéi@tion gives insfiicient
reduction, this factor can be increased, and it blend more toward the sinagieigt descent method.
Whereas if reduction of the objective function is rapid, a smaller value earséd and the method
become Newton’s method. This method is well-known to have a fast comargate and also the
convergence can be guaranteed [78].
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Figure 1.7: Emitted spectral intensity spectrum and transmissivity spectruhef€0O 4.7.um band
at varying resolutions of a 50 cm long CO gas column at temperature ofKL@d@ concentration
of 10%: (a) emitted spectral intensity; (b) transmissivity.

Hommert et al. [79] tried to retrieve line-of-sight temperature/andoncentrations for a
symmetric laminar Chjair diffusion flame by spectral emission measurements. A forward calcu-
lation model was developed that relates the emitted spectral intensity to the logarsgure and
species concentrations. The measured spectral intensities were syedtfesia the forward cal-
culation model with the assumed profiles, which were used to conduct aablgxigeriments to
investigate the usefulness of this method. In their later experimental verifid&80d, a study was
conducted in which C®with N, temperatures varying from 700 to 1350 K over a 25 cm path were
produced in an electrically heated furnace. Temperature and corteg@npeofiles were predefined
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as polynomial functions and the dteients of the polynomials were determined with a gradient
based optimization routine. However, the tested temperature profiles wese lgithar or second
order polynomials, which may not be the case for line-of-sight flame teryerprofiles, since
the maximum flame temperatures do not always occur at axial position. lals@sndicated that
detailed concentration profile determination is not suitable for their propostidod. In order to
retrieve temperature profiles accurately, an approximate concentratiobutien was specified for
the emitting species.

Lim et al. [81] linearized the radiative transfer equation (RTE) in corjonowith the maxi-
mum likelihood estimation to deconvolute the spectral emitted intensities for temgerana con-
centrations. The spectral emitted intensity was approximated as a linear fuottiemperature,
soot concentration and two major combustion species (@1 HO) concentrations. Cdigcients
for the linearized function were obtained from the RADCAL database Baarrow-band database.
The method was first verified using synthetic spectral data points in the 1.8govspectral inter-
val. At the same time, the spectral radiation intensities emitted from a one-dimahisiodenna
burner [83] was measured at multiple wavelengths using the high-speeidfnaiced spectrometer
ES100 [61]. The estimated gas temperature and concentrations obtairgthissimethod are very
close to those obtained with thin filament pyrometry and theoretical calculations.

Although temperatures and species concentration were retrieved usiagisaion [39, 40]
or emission [79-81, 84] measurements in a number of ways, these restdtsat@ccurate enough
due to the lack of an accurate radiation prediction model and robust éaégerithms. Song et
al. [85—-88] developed a spectral remote sensing technique to reairG@rtemperature profiles
based on radiative intensity measurements for the £8um band. A correlated-k-based weighted-
sum-of-gray-gases narrow band model [89] was employed to prediettiitted intensity from the
CO, 4.3 um band, since it has been optimally modeled for this band. Song et al. tested two
inversion algorithms: the modified constrained inversion method (MCIM),thadase function-
based inversion method (BFIM). The MCIM works well for good startimgngs while the BFIM
only works well if an appropriate base function is selected. By combiningetheo methods, they
came up with a new method called BFIM-based MCIM (BCIM). First a basetfan is selected
for the BFIM and preliminary inverse result is obtained with the BFIM. Th&iteis then used as
the starting points for the MCIM. In the proposed MCIM algorithm, Tikhonegularization was
applied to enforce some degree of smoothness on the solution to mitigate theeiinpss of this
problem. This method is considered to be applicable, with good accuraaagadility, to inverse
problems in large-scale furnaces. However, empirical values for theamzation parameter were
employed and, therefore, this algorithm lacks generality.

The optical diagnostics described so far all deal with a single line-ot;sagid require a
prescribed spatial profile for temperature and concentration. Thestattempts to relax this re-
striction focused on axisymmetric flames, in which optical data were collectedfatmly-spaced,
parallel lines-of-sight. These data are related to an unknown radiabdisbn by Abel’s equation,
an ill-posed Volterra equation of the first-kind, or in discrete form of analtditioned matrix equa-
tion. The ill-conditioning amplifies small amounts of measurement noise into largaivas in the
desired field variable, and become worse as the spacing between daipbdds is refined.

The most common approach used to deconvolve axisymmetric flames in the ¢tiombtes-
ature is the Abel three point inversion [90], which works by smoothing &ta th the axial direction
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but does not treat the underlying ill-posedess of Abel's equation direbtyeby limiting the ac-
curacy and stability of the solution. Very recently Tikhonov regularizatias lbeen applied to this
problem [91,92]. In this approach, an extra set of equations thaigies a smooth solution is added
to the ill-conditioned matrix equation. Results obtained by Tikhonov-stabilizedridelution are
more resilient to experimental noise, and in contract to the Abel three pweérsion, deconvolution
accuracy improves as the axial measurements are refined.

Deconvolution of line-of-sight data from nonaxisymmetric flames requiree rataborate
tomography algorithms, which are either based on Fourier transformigedraic reconstruction.
Taking a Fourier transform of Eq. (1.1) with respect to the unknowobien codficient makes
its unknown distribution an explicit and continuous function of the optical .d&at since data
are only known over a discrete set of angles and axial locations, a fijtenrction must be used
to reconstruct the image out of low frequency components while negledtjhgftequencies that
likely correspond to noise. Unfortunately, this approach requiresed@md uniformly spaced axial
and angular measurements exceeding the available optical access in perainerts. Even in
experiments that have the required optical access, multiangle measureneenssialy made by
rotating the optics or the tomography field, disallowing time-resolved decaimwoluin algebraic
reconstruction, on the other hand, the tomography field is split into pixelsesumed uniform
properties. This discretization leads to an ill-conditioned and rank-defitiatnix equation that can
be solved using the Tikhonov method described above. Algebraic fegotisn requires far fewer
beams compared to Fourier transform based method, and they need@atriegular arrangement.
This makes them well-suited for applications that permit limited optical access flmthé&eld, as
is the case in many practical combustion devices. For example, Terzija 83luded an irregular
arrangement of 32 infrared beams, coupled with a regularized algebiostruction algorithm
to measure the time-varying fuel-air concentration distribution within the cylinfl@nanternal
combustion engine.

For turbulent fields, the conditions along a line-of-sight of a high-speggttbr, for any given
snapshot in time, are far too complicated to be reconstructed from speygioslata. One must
have knowledge of the flowfield, and of how turbulence and radiationactelong the detector’s
line-of-sight, to deduce mean and rms values of temperature and coriosistra

1.1.4 Hfects of Turbulence on Radiation and Radiometric Diagnostis

For a turbulent system, it has long been recognized that the nonlineaciber between
turbulence and radiation (TRI) has profourfteets on turbulent combustion [94-98]. The radiative
signal from combustion gases is influenced by nonlinear interaction witbhleurte. In the presence
of TRI, temperature and concentration can never be measured direttimust be deduced using
knowledge of turbulence structures or employing TRI models. Similarly, tbetree intensity
hitting a detector is influenced by the nonlinear interaction with turbulence. tifeeaveraged
signal of Eq. (1.4) is given by

(Iy = log{Ty(T, X)) + (I (T) (1 = 7 (T, X))
# 1077 (T, (0) + 15, ((T)) (1 = 7, ((T), (%)) (1.6)
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i.e., the mean signal cannot be evaluated in terms of the mean s€¢Bja¢g). Thus, tempera-
tures and concentrations can never be measured directly in a turbuléin fiee presence of TR,
but must be deduced using knowledge of turbulence structures or @ngploybulence-radiation
interaction models.

Experimental investigations by Faeth and Gore [65—67,99-109] abalpitiy density func-
tion (PDF) based calculations [110-114] have shown that TRI alwaysases the heat loss from
a flame, and this additional heat loss can reach 60% of the total and matiagléa a reduction
in the local gas temperature of 200 or more. Therefore, the radiative signal hitting a detector is
influenced by the nonlinear interaction with turbulence. The TiRdats, although acknowledged
and qualitatively understood over the last three decades or so, agmelrdificult to model. Most
work in TRI has been devoted to the study of turbulence on total radiagigetransfer emitted by
a hot medium. A rather éfierent challenge is accurate modeling of the correlation between local
instantaneous radiation intensity along the optical path and local absorpé®icients [115]. Most
works have neglected this correlation based on the suggestion and atgwiven by Kabashnikov
and Myasnikova [116] that, if the mean free path for radiation is much larger ttie turbulence
length scale, then the local intensity is governed by fluctuations far aweythas should be only
weakly correlated with local absorption dheient fluctuations. This assumption appears to be valid
over most of the gas spectrum for small-scale, lower-sooting flames andvwnkas the optically
thin fluctuation assumption (OTFA), but questionable for very strongtsgddinies. Ko et al. [117]
developed a spectral remote sensing method to retrieve mean temperatemegutration from
spectral turbulent intensities using the £03 um band by applying the OTFA. For their proposed
method, it is claimed that the coupled temperazorcentration fluctuation amplitudes and mean
values can be successfully inverted from optically measured intensityrapétowever, only re-
trieved mean temperatyomncentration profiles along the path were presented and not much detail
was given for the inverse method. Unlike modeling TRI on spectral intefidRlypn transmissivity
can be accurately modeled by assuming the pdf shape of the absorptificiene An early study
by Foster [118] showed that calculation of the mean transmissivity fronbalamt flame must take
turbulent fluctuations into account. Coelho [115] showed that, in the pcesef turbulent fluc-
tuations, the turbulent fluctuation of the absorptionfiornt increases the transmissivity of the
medium if the pdf of the absorption cidieient is Gaussian and his observation is in agreement with
the theoretical findings of Foster [118].

1.2 Objectives

The goals of the current research are to develop new radiation toolstoasely deduce
temperatures and species concentrations from radiometric measuremenigar land turbulent
combustion systems. In summary, the following are the objectives:

e Construct an updated line-by-line (LBL) absorption fméent database based on the spec-
troscopy database HITEMP 2010 for several combustion species.

e Conduct instrument lineshape analysis for FTIR spectrometer by expesitoeevaluate the
validness of using ideal FTIR instrument lineshape functions for predittiwer resolution
radiative spectra.
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e Develop inverse radiation tools to deduce temperature and concentratonsiedium- and
low-resolution measurements of line-of-sight transmissivities for a honemysngas media.
Validate this model by experimental measured transmissivity data fera@@® HO.

e Conduct a systematic investigation to determine what spectral range ntbaswieat resolu-
tion for what species leads to the most accurate reconstruction of thdyingeéemperature
and concentration fields based on the developed inverse radiation tools.

e Develop an inverse radiation model for reconstruction of temperaturearéntration pro-
files for nonhomogeneous gas media. Due to the ill-posedness of thesipretdem, addi-
tional conditions or criteria need to be imposed to determine the most realistic solutio

e Further develop the inverse radiation tools for the mofiadilt diagnostics in turbulent sys-
tems to retrieve time-averaged temperature and species concentrationsntheatues and
turbulent length scales from radiometric measurement in combustion system.

1.3 Outline of the Chapters to Follow

Chapter 2 will present the development and validation of an inverse radiatalel for op-
tical determination of temperature and species concentration of homogegasunedia. Based
on the model developed in Chapter 2, a systematic investigation of optimal ape&tameters
(wavenumber and resolution) for determination of combustion gas tempegaidrconcentration
will be presented in Chapter 3. In Chapter 4, temperature profiles anaggeoncentration inver-
sions from CQ spectral intensities through Levenberg-Marquardt optimization and miheceg-
ularization will be presented. A new regularization parameter selectiomechéll be proposed.
In Chapter 5, an outline for retrieving mean and rms values for temperatdrecacentration from
time-averaged measurements of turbulent transmissivities and their rms wallues presented.
Chapter 6 will conclude this dissertation by summarizing important conclusiode mahis work
and proposing some research topics which may be important for the future.
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Chapter 2

Inverse Radiation Model for
Homogeneous Media

2.1 Introduction

As a start, inverse radiation tools for homogeneous gas media are del/&dogeduce tem-
perature and species concentration from higher to lower-resolutionune@asnts of line-of-sight
transmissivities. A number of inverse techniques have been used forretomeeor concentration
inversion. Several inverse radiation algorithms like the Quasi-Newton m§tfigdConjugate Gra-
dient Method [38] and the Levenberg-Marquardt method [78] haes lagplied. As discussed in
the previous section, the Levenberg-Marquardt method is well-knowave & fast convergence
rate and also the convergence can be guaranteed. From many travigymiisgrsions, we found
the Levenberg-Marquardt inverse scheme to be relatively reliable tevetemperature and con-
centration along single lines-of-sight, and to be more accurate and replesa computational
effort. Therefore, the Levenberg-Marquardt method is employed in thenseldescribed below.
The inverse model is validated by retrieving temperatures and speciesnt@imns from experi-
mental medium-resolution C&nd HO transmissivity data obtained previously [69—73] for a wide
range of temperatures and species concentrations.

2.2 Inverse Radiation Model Development

2.2.1 Forward Calculation

A forward calculation model is developed to calculate medium-to-coarse tiesotuans-
missivities for a given pressure path length, gas concentration and teomgerand is incorporated
into the inverse calculation model (see next section) to provide predictesitissivities. For a
homogeneous gas path, the spectral transmissivity is given by

(T, %) = gL (2.1)
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wherex; is the absorption cdicient calculated from the HITEMP 2010 LBL database, and
gas path length.

In optical measurements of combustion gases, transmissivity spectra catabeed with a
Fourier transform infrared (FTIR) spectrometer. To obtain the finatspm, a Fourier transform
(FT) must be performed on the interferogram. Because of the finite mainidpe interferometer’s
moving mirror the interferogram does not extend to infinityeetively causing the interferogram
to be multiplied by a truncating function. By the convolution theorem, the FT of tmetions
multiplied together can be described as the convolution of the transformsthoiretvidual function,

F(f-g9)=7(f)«F(9). (2.2)

wherex denotes convolution, for functiorfsandg, the convolution is defined as,

(f=g)(t) = j:o f(r)g(t — 7)dr (2.3)

Eqg. (2.2) meaning that the output of any FTIR is convolved with the FT of tirecaiting function
A(2), which is unity betweerA and+A, and zero at all other points, that is,

AQ) = { é ;i |SA|Z <4 2.4)

wherez is the distance traveled by the moving mirror ahdefines the limits of the mirror, com-
monly termed the FTIR retardation.

In order to make more information to be resolved in the final spectrum, trugdatirctions
may be weighted by so-called apodization functions. For triangular agumfiza

1-|2 -A<z<A
A(z):{ 0 |A| 25 Al (2.5)

The Fourier transform (FT) of the triangular apodization function is theungent line function

(ILF). A Mattson infinity HR series FTIR used by Bharadwaj and Mod&8170, 72] uses triangular

apodization. In order to use their experimental data to validate the model, tiedtthis FTIR is

used in the present study,

Sir?(mAn)
(mAn)?

where A is commonly termed the FTIR retardation.The nominal resolutkes)(of an FTIR is
generally defined as/A [119]. Because retardation cannot be infinitely large, FTIRs can only
obtain finite resolution and the resolution can be adjusted by changing theatéia of the moving
mirror. However, the relationship between retardation and resolution magfieed in diferent
ways [120]. The Mattson infinity HR series FTIR used by BharadwajMnodest [69, 70, 72] has

a retardation oA = 0.666/Res and the ILF of this FTIR is used in the present study to compare
against Bharadwaj and Modest’s measurements [69,70,72], assieelhgolved medium-resolution

I'(57) = Asiné (tAn) = A (2.6)
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data from Fateev and Clausen’s [71, 73] transmissivity measuremeres.Ekh (2.6) becomes

0.666 0.6667
I'(n) = ——sin¢ 2.7
) = 2% ( o n) 2.7)

After transmissivity spectra are convolved with the L), they become,

o = fo YT - ) (2.8)

As the convolution theorem states, the convolution of two functions equalsrse Fourier trans-
form of the product of the Fourier transforms of the two functions, or

Tpe = F HF(r) - F(D)] (2.9)

2.2.2 Inverse Calculation

The present study is limited to homogeneous gas layers,6C, or No+H»O mixtures
and, therefore, only two parameters need to be determined from indgmsérans, temperature
and concentration. By minimizing an objective function, gas temperature arzkotration will
be deduced. The objective function represents tffergince between the predicted and measured
transmissivities, i.e.,

F= ;(Ti — ¥ )2 = F() (2.10)

T

wherer; is the predicted transmissivity spectrum from forward calculatidfiss the measured
transmissivity spectrurmi2 is the experimental uncertainty of the data points zaed(x, T)" is the
parameter vector. The goal of inverse calculations is to minimize this functipnaperly guessing

the parameter vector until the best match between the measured transmigeiiymY; and
predicted transmissivity spectrum is achieved. In the present study, the Levenberg-Marquardt
method is applied in the inverse radiation calculations. In this method, the paramaeterz is
gradually increased by a small valoe

Znew = Zold + 02 (2.11)
with
§z=-H"1b (2.12)
and the vectob = VF(2) is the gradient vector df with respect taz, andH’ is a matrix with
elements
. _ | L+ pwhij =]
b _{ h i £ (2.13)

where theh;j are the elements of the Hessian matiix V2F(2).

The nonnegative scaling factar, is adjusted at each iteration. If reduction of the objective
function is rapid, a smaller value can be used, whereas if an iterationigsuscient reductionyu
can be increased. #Z gets stficiently small, the iteration will stop and the parameter veziwill
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be obtained. The Levenberg-Marquardt method increases the vataelofliagonal term of the ill-
conditioned Hessian matrit (regularization), to mitigate the ill-posedness of the problem. Details
for the computational algorithm using the Levenberg-Marquardt methodbedound in [78, 121,
122]. the procedure for retrieving all the parameters is summarized as$ollo

1. Assume a starting poiap.

2. Compute objective functioR(zo).

3. Pick a safe (relatively large) value for

4. Solvesz using Eq. (2.12).

5. If F(z+ 62) = F(2), increase:, go back to 4.

6. If F(z+ 62) < F(2), decreasg, updatez by z + 6z and go back to 4.

7. Stop iteration whefdz| gets stiiciently small

2.3 Transmissvity measurements for CQand H,O

Bharadwaj and Modest performed measurements of @@ HO transmissivity at tem-
peratures up to 1550 K and with a resolution of 4 ¢rasing a drop tube mechanism and FTIR
spectrometer [69, 70, 72]. The gas temperature was measured by at¢bapieoand a gas delivery
system was used to supply mixtures of-fCO, and N+H>O. By controlling the flow rate of N
and CQ or N, and HO, the desired mole fraction of G@r H,O in the test cell was obtained. GO
concentrations were measured by ball flow meters ag@ ebncentrations were measured by an
Agilent series micro gas chromatograph. The reader is referred téQpand [72] for more details
on the experiment.

High-resolution transmissivity measurements have been made by FateevaaserCwith
an atmospheric-pressure high-temperature flow gas cell (HGC), Figio2.CO, at temperatures
up to 1773 K [71] and KO at temperatures up to 1673 K [73]. The gas cell was designed as a
flow gas cell with a so-called “laminar flow window”, where care was takesbtain a uniform gas
temperature profile and a well defined path length. “Laminar flow windowbtsan actual window
and its not an aerodynamic lens. A laminar flow window forms by two oppos#iélgas that meet
each other and escape the cell through a narrow gap between thighetufer and the central
parts of the cell, Fig. 2.1. Arrows in Fig. 2.1 show directions of the gas flows

It consists of three dlierent parts: a high-temperature sample cell with a length of 0.533 m
and two “bufer” cold gas parts on the left- and the right-hand sides of the hot sampleTdwell.
buffer parts are filled with a UNR-transparent (purge) gas (e.gz)Nwhereas the central sample
cell can be filled with the gas under investigation (e.g+N>O/CQO,). The aperture of the sample
cell is kept small (i.e., a diameter of 0.015 m) in order to reduce heat tramsfadiation from the
sample cell and to reduce the risk of collapse of well-defined flows in the larfiava windows.
The laminar flow windows also function as a radiation shield. Similarly, apertpleced at the
ends between the laminar flow windows and the cold windows reduce théoksas by radiation
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Figure 2.1: High-temperature flow gas cell (HGC) used in the experimehi33]. Arrows show
directions of the gas flows. See text for more explanation.

and convection by breaking down the vortices created by the thermaggtauthe bifer sections.
High-quality alumina ceramics were used in order to minimize hetero-phadereaand to avoid
contact of the sample gas with any hot metal parts. A uniform temperaturéepsofibtained by
heating the gas cell with a dedicated three-zone furnace in order to ceaipdar the heat loss at
the ends of the gas cell. The sample gas is preheated. Flows of the gasesamihle cell and
in the buter parts are kept at about the same flow rates. The outer windows plateslends of
the bufer parts are replaceable. In all experiments, KBr-windows have bseth urhe gas flow
through the HGC maintains a highly uniform and stable temperature in the r&iget@ 1500°C.
The temperature uniformity over 0.45 m in the sample cell was found to be beiter th°C (the
maximum and minimum temperature valulegx and T, measured by a calibrated thermocouple
along the central zone of the cell shGWax — Trin < 1°C), or on average 0.5°C.

High-resolution IR-absorption measurements were performed with an-gdéRtrometer
(Nicolet model 5700) equipped with DTGS and InSb IR-detectors. Theimal resolution of the
FTIR, A, was set to 0.125 cm and was sfiicient in order to observe in fine-structure absorption
bands features of CCand HO molecules.

A highly stable calibrated blackbody operating at 8G0was utilized as an IR light source
for absorption and reference measurements. After passing througt@Gi@ethe IR light beam was
restricted by a variable aperture to minimize possible surféieets from the HGC with another pass
through an aperture (Jacquinot-stop) mounted on the outer part of thketNspectrometer operated
in the external light source mode. More detail about the experimental satupe found in [71].
Experiments have been performed with various mixtures,af@®O, (1-100 %) and MN+H»O (8-40
%) at a flow rate about 2rhin. Different CQ concentrations were obtained by flow mixing of
N> with either pre-mixed bH+CO, (1%, 10%) or CQ (100%) gases at fierent N:N>+CO, (1%,
10%) or b : CO, (100%) ratios at temperatures from 1000 K up to 1773 K. Calibrated mass-
flow controllers were used to control the gas flows. More detail can bedfan [71]. For HO
IR-absorption measurements an accurate HAMILTON syringe pump sy4i28h with a water
evaporator was used in order to produce controllegd O (8-40%) mixtures for temperatures
up to 1673 K. Transmissivity spectra of g@nd HO were calculated from four interferograms
measured with Bland Nv+CO, (or H,0) with and without IR light source as described in [71],
Eq. (1). To make these data comparable with Bharadwaj and Modeségsimental transmissivity
data and to make the inverse calculation mdfeient, the high-resolution data were convolved to
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medium-resolution (nominal resolutidm = 4 cntl).

In this study, the C@and HO transmissivity data measured by Bharadwaj and Modest [69,
70, 72] with medium-resolutiomg = 4 cntt) at lower temperatures (below 600 K) are used as in-
puts for the inverse calculation model. For temperatures of 1000 K anchbegwdium-resolution
(An = 4 cnrt) data, which are convolved from the high-resolution &@d HO transmissivities of
Fateev and Clausen’s [71, 73], are used as inputs. For Bharadd&jladest’'s measurements, the
uncertainty in temperature is claimed to 2% at all temperatures. The experimental uncertainty
for measurement of C{concentration by the flow meter is 5% of maximum flow meter range [124]
(the error can be very high for measuring small . Gfoncentration). The gas chromatograph used
for measuring HO concentrations is accurate to 5% [72]. In Fateev and Clausen’s reezesuts,
temperatures and gas concentrations were claimed very accurate atodd#isggn of the cell and
laminar flow arrangement the concentration profile is highly uniform alongehdg125]. However,
as shown in Fig. 2.1, small fluctuations of sample gas path length are alsblpakse to thermal
expansion of the gas cell ceramics with temperature. It is estimated that thal gatilc length is
increased by 0.7 cm or 1.3% when raising the temperature from ambient@6Q6025].

2.3.1 Validation for Convolution of Convolution

Figure 2.2 shows spectral transmissivities for a@®0, mixture containing 10% C@at 1
bar and a temperature of 1000 K for small part of theihBband. As an example, the band with
a nominal resolution of 0.125 crh exhibits the distinct line shape of all stronger lines. While
the fine resolution has a very distinct structure, which can be exploitethfersion, it is also
subject to theoretical uncertainty, such as calculated values for ling8isgrshapes and widths.
Fine resolution is also more susceptible to experimental noise, and requgesctdlection and
computational times. After convolving to a medium resolution (here shows 4)gcrsmoother
averaged shapes with less data points are obtained.

CO,, T=1000 K, x=0.10, L=53.3 cm, 4.3 um

0.8 i\ i
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0.4 } ——— HITEMP 2010 (0.125 cm™)
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Figure 2.2: Comparison of measured transmissivity with calculated transityisgiv lower
wavenumber parts of CG{{10%) 4.3um band at 1000 K

The experimental data measured by Fateev and Clausen [71, 73] werde® as inter-
ferograms. In order to calculate spectra, an inverse Fourier trams$operformed with a certain
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apodization function. In their experiments, a boxcar apodization functoesponding to a nom-
inal resolution of 0.125 cnt was used, meaning the ILF issanc function. These high-resolution
spectra are further convolved with Eq. (2.7) to convert the spectra intiiumeto-coarse resolution
data. Accordingly, the forward calculations need to consider ffeets of the boxcar apodization
function as well as the triangular apodization function. This means Eq.i(2tBg forward calcu-
lations needs to be changed to,

T = FHF () - F (1) - F ()] (2.14)

wherel'; is a sinc function with nominal resolution of 0.125 crhandI', is a sinc? function with
medium-to-coarse nominal resolution, i.e. 1, 2, 4, 8, 16 and 32.cm

It is found that Eqgs. (2.14) and (2.7) are almost identical for calculatingiungto-coarse
resolution transmissivities. Because of the bifjetence between the nominal resolutions of these
two ILFs, as shown in Fig. 2.3 (a) for thsinc function with nominal resolution of 0.125 crhand
the sinc? function with nominal resolution of 1 cm, the sinc function with nominal resolution of
0.125 cm! has negligible impact on Eq. (2.14). This can be seen in Fig. 2.3 (b): th@lction
of the two ILFs are almost identical to tlsnc? function with nominal resolution of 1 cm. Very
minor differences are observed at the primary peaks and valleys. For othemmtedaoarse reso-
lutions, the diferences are even smaller. Therefore, Eqg. (2.7) remains valid foafdmalculations.

- 0.8
sinc (An=0.125cm %) - sinc2(An=1cm™)
6 sinc?(An=1cm™) Convolution of sinc with sinc ?
5F |
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n 3 )]
= s =
2 -
b
0 : A "u’ul\\\l“ h\,’u\f"f
. 1“ |
N |
£ ! L L
-20 10 0 10 20
n
(a)

Figure 2.3: (a), Comparison of thgnc function with nominal resolution of 0.125 cthand the
sinc? function with nominal resolution of 1 cm. (b), Comparison of convolutions between the two
ILFs andsinc? function with nominal resolution of 1 cm.

Table. 2.1 shows the comparison of inverse results using fine-resol0tib25(cntt)) and
medium-to-coarse resolutions (1, 2, 4, 8, 16 and 32%rmansmissivity data for the CC2.7 um
and 4.3um bands for temperature and concentration of 1000 K and 0.10, resggcfis shown in
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the table, the fine-resolution data do not give better results than mediunateec@solution data
and the resolutions variation from 1-32 thdo not have significantfiect on the inverse results.
Coarse resolutions have fewer data points and require less collecticcoamplitational time, so
coarse-resolution spectra should be used for optical diagnosticsevdavin the present study, the
experimental transmissivities measured by Bharadwaj and Modest(Oj6@]have resolution of 4
cmL. In order to use these data to validate the model, the resolution of Yismsed. Accordingly,
Fateev and Clausen’s experimental transmissivities are convolved to amedialution of 4 cmt

to make them comparable with Bharadwaj and Modest's measurements.

Table 2.1: Comparison of inverse calculation results using Fateev ande@lausnsmissivity
spectra [71] at fine and medium-to-coarse resolutions foy &Q000 K and concentration at 0.1

Test condition (1000 K,0.10) Retrievdd(K) Retrievedx Error forT (%) Error forx (%)

0.125 cm? 1024.07 0.1072 2.41 7.22

lenr?t 992.32 0.1072 -0.77 7.18

2cmt 986.97 0.1069 -1.30 6.87

L=53.3 cm, 2.7um 4 cmrt 990.84 0.1076 -0.92 7.64
8 cmrt 988.17 0.1077 -1.18 7.70

16 cnrt 993.96 0.1065 -0.60 6.52

32cnrt 993.31 0.1070 -0.67 6.97

0.125 cm?t 989.07 0.1099 -1.09 9.86

lenr?t 995.36 0.1064 -0.46 6.35

2cmt 996.24 0.1061 -0.38 6.07

L=53.3 cm, 4.3im 4 cnrl 995.48 0.1065 -0.45 6.49
8 cmrt 994.17 0.1066 -0.58 6.60

16 cnt?t 996.30 0.1055 -0.37 5.52

32cntt 998.46 0.1049 -0.15 4.94

2.3.2 Carbon Dioxide

Two CO, spectral bands at 2.7 and 43 were tested. The test conditions and inverse results
are summarized in Tables 2.2t0 2.7.

First, medium-resolution (4 cm) data at lower temperatures for 300 K and 600 K measured
by Bharadwaj and Modest were used. As shown in Figs. 2.4-2.7, theurezhdata include error
bars, which are the experimental standard deviations of fligrdint sets of transmission spectra.
Table 2.2, Figs. 2.4 and 2.5 show the inverse results and transmissivitieagsomor 300 K. As
shown in Fig. 2.4, there are only smalli@rences among the the measured, nominal and retrieved
spectra for 2.um band if CQ concentratiorx = 0.01, but large errors occur when retrieving £0
temperature and concentration. Because the pressure path IPrg)Hdr this case is very small,
transmissivities approach unity for large parts of the band and absoirpsorweak that the signal-
to-noise ratio (SNR) is very small, making the inverse results very sensitivesise. This may
explain why the inverse errors both for temperature and concentragorekatively large. If the
pressure path lengthPkL) increases, the SNR also increases, and errors for temperaturerand ¢
centration become smaller. However, there are still soffierdnces at the band center foe 0.05
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andx = 1.00 as indicated in Fig. 2.4 and errors for concentration inversion atevedydarge. This
can be explained by the fact that experimental transmissivities near tdewbdags appear to be
higher than unity (see insert in Fig. 2.4), which may be due to a wavenudependent base line
offset in the experimental data; On the other hand, foixtke0.05 case ball-type flow meters were
used to measure G@oncentration in Bharadwaj and Modest’s measurements, and the experime
tal uncertainty for the flow meter is 5% of maximum flow meter range [124]. Negkess, retrieved
transmissivities overlap with the measured data very well (as compared torttieal data), indi-
cating that the inverse radiation technique may be superior to a ball flow medeteonine CQ
concentrations. Table 2.2 also includes inverse results for thedCum band, for which the re-
trieved temperature and concentration are very accurate; this is alsa 8héig. 2.5. For the pure
CO, case inversion was aided by not allowing unphysical values for ctratiem. The retrieved
spectrum perfectly overlaps with the nominal spectrum as well as the neeacata.

Table 2.2: Inverse calculation results using Bharadwaj and Modestsnigsivity spectra [69, 70]
for CO, at 300 K

Test condition (300 K) Retrievet (K) Retrievedx Error forT (%) Error forx (%)

x=0.01 233.10 0.0078 -22.30 -22.00
L=20 cm, 2.7um x=0.05 289.73 0.0426 -3.42 -14.88
x=1.00 312.84 0.8381 4.28 -16.19
x=0.01 306.21 0.0102 2.07 1.50
L=20 cm, 4.3um x=0.05 300.40 0.0477 0.13 -4.64
x=1.00 308.71 0.9808 2.90 -1.92

CO,, T=300 K, L=20 cm, 2.7 um, 4 cm™
sz X=0.01

= 05
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Nominal \ ]
ok Retrieved Y e AW
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n fem™]

Figure 2.4: Comparison of retrieved transmissivity with measured transityjsai nominal trans-
missivity calculated at the given temperatire300 K for CG, 2.7 um band

Table 2.3 shows the inverse results for 600 K. It indicates that, if theZQum band is em-
ployed at atmospheric pressure, temperatures and concentrations wilfibeed more accurately
for larger concentration, or more importantly, for larger pressure patjthePxL. On the other
hand, if the CQ 4.3um is employed at atmospheric pressure, temperatures and concentrallions w
be retrieved more accurately for a small pressure path length. As shdwign 2.6 forx = 0.01, the
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Figure 2.5: Comparison of retrieved transmissivity with measured transitysaid nominal trans-
missivity calculated at the given temperatiire300 K for CG, 4.3 um band

Table 2.3: Inverse calculation results using Bharadwaj and Modegstsniigsivity spectra [69, 70]
for CO, at 600 K

Test condition (600 K) Retrievet (K) Retrievedx Error forT (%) Error forx (%)

x=0.01 650.36 0.0114 8.39 14.20
L=40cm, 2.7um x=0.05 607.42 0.0502 1.24 0.44
x=1.00 588.79 1.0000 -1.87 0.00
x=0.01 587.59 0.0100 -2.07 -0.10
L=40 cm, 4.3um x=0.05 552.75 0.0624 -7.88 24.80
x=1.00 585.65 1.0000 -2.39 0.00

CO, 2.7um band is relatively weak at small concentrations,i.e., transmissivities wilbapprunity
for this band and make the ill-posed radiation problem worse. For Rxggeas shown in Table 2.3
for the x = 0.05 andx = 1.00 cases, the results improve considerably. For the £8um band,
it is seen that transmissivities tend toward zero for large parts of the banddEntration becomes
large enough. Thus, for relatively high G@oncentrations, the G.3um band will not be a good
candidate to reconstruct temperatures and concentrations.

As mentioned before, higher temperature (1000 K, 1473 K, 1550 K, Kj&Bansmissiv-
ity data for CQ were measured at relatively high-resolution (nominal resolutign= 0.125
cm 1) [71]. Normally the measurements were done twice, and reproducibility isg@od (be-
low 0.5% of diference). Baseline stability is about 0.002 [125]. The experimental tancées on
transmissivity measurements were estimated to be within 5% at a unity transmisalvigy[V1].
After convolving these data into medium-resolution data, most of the randperimental noise
is smoothed out. Examples for temperatures at 1000 K, 1473 K, 1550 K7at&lKLare shown in
Figs. 2.8 t0 2.18.

Temperatures are retrieved more accurately than concentrations us@@4it2e7 um or 4.3
um transmissivity bands at all temperatures, as shown in Tables 2.4 andPtfiek = 1.00 cases,
large diferences are observed over the band center between the retrieva@dissivities and the
measured one if the CG.7 um band is employed, as shown in Figs. 2.8 and 2.17. Errors occur
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Figure 2.6: Comparison of retrieved transmissivity with measured transityg§i9, 70] and nom-
inal transmissivity calculated at the given temperafti®00 K for CG, 2.7 um band
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Figure 2.7: Comparison of retrieved transmissivity with measured transityg4§i9, 70] and nom-
inal transmissivity calculated at the given temperafiz®00 K for CQ, 4.3 um band

when retrieving CQ temperature and concentration, but retrieved spectra are in goodregee
with measured data for all the cases except for pure. GOr pure CQ, limiting the retrieved con-
centrations te< 1 makes retrieved temperatures higher than the nominal temperaturestridvede
concentrations are larger than the nominal concentrations, which maytamthieaactual pressure
path lengthPxL (probably gas path length due to the “soft” seal for the gas cell) is larger than
the nominal pressure path length in the experiments or alternatively, HITEMB overestimates
transmissivity (i.e., underestimates absorptionficcient) in these regions. Two independent mea-
surements from Bharadwaj and Modest [70] and Fateev and Clad$gat[temperatures 1000 K
and 1550 K as shown in Figs. 2.9 and 2.15 respectively, both show HPTEBAO overestimates
transmissivity at the C®2.7 um band center (Fateev and Clausen’s [71] original data have a gas
path length of 53.3 cm: in these figures they are scaled to 40 cm and 50 ordiagty). This indi-
cates these fferences may be caused by incorrectly extrapolated intensities or missilirgelsan

the HITEMP 2010 database. For the £03um band, although HITEMP 2010 also may overesti-
mate transmissivities at the band center, transmissivities tend toward zenzértcation becomes
large enough, which diminishes deviations between measured and nomnsahigaivities at the
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Table 2.4: Inverse calculation results using Fateev and Clausen’s transiyispectra [71] for CQ
at 1000 K

Test condition (1000 K) Retrieved (K) Retrievedx Error forT (%) Error forx (%)
x=0.01 975.62 0.0102 -2.44 2.30
L=53.3cm, 2. um x=0.10 990.84 0.1076 -0.92 7.64
x=1.00 1026.61 1.0000 2.66 0.00
x=0.01 997.03 0.0106 -0.30 6.10
L=53.3cm, 4.3im x=0.10 995.48 0.1065 -0.45 6.49
x=1.00 1005.94 1.0000 0.59 0.00

CO,, T=1000 K, L=53.3 cm, 2.7 ym, 4 cm™
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Figure 2.8: Comparison of retrieved transmissivity with measured transityq3i¥] and nominal
transmissivity calculated at the given temperaflizd 000 K for CQ 2.7 um band

band center. However, the deviations become more significant in the lcswemwmber range for
the CO 4.3 um band when temperatures are higher and concentrations larger. Teemidknt
measurements at 1550 K for pure £€how that HITEMP 2010 may overestimate transmissivity
at this temperature also, as shown in Fig. 2.16, again perhaps due to missm@ilitines with
incorrect strength in the database. Due to the fact that all retrieve@ictvations are higher than
the nominal concentrations and since accurate pre-mixed gases wer@itisésoft” seals at the
ends, the actual gas path lengths may have been higher than 53.3 cm. effalespite measure-
ment errors in the experiments or shortcomings of the database, tempecatuitee retrieved fairly
accurately and the errors for retrieved temperature are less than 4#nfperatures lower than
1550 K. For the even higher temperature of 1773 K, the deviations becoges, lthis causing re-
trieved temperatures to be less accurate than lower temperature dataywadrskigs. 2.17, 2.18
and Table. 2.7.

Although errors occur when retrieving temperature and concentratiom fneasured C9O
transmissivity spectral data, the retrieved transmissivity spectra are th agreement with the
measured data. The mismatches between the measured and calculated tratssnizssed on
HITEMP 2010 are identified.
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Figure 2.9: Comparison of two independently measured transmissivityIy®jth nominal trans-
missivity calculated at the given temperatiire1000 K for pure CQ 2.7 um band
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Figure 2.10: Comparison of retrieved transmissivity with measured transityig3il] and nominal
transmissivity calculated at the given temperaflizd 000 K for CQ 4.3 um band

Table 2.5: Inverse calculation results using Evseev and Fateev’s trainstyispectra [71] for CQ
at 1473 K

Test condition (1473 K) Retrieved (K) Retrievedx Error forT (%) Error forx (%)
x=0.01 1460.28 0.0106 -0.86 6.10
L=53.3cm, 2. um x=0.10 1464.59 0.1090 -0.57 8.98
x=1.00 1529.91 1.0000 3.86 0.00
x=0.01 1465.49 0.0107 -0.51 7.10
L=53.3 cm, 4.3m x=0.10 1471.80 0.1068 -0.08 6.79
x=1.00 1524.53 1.0000 3.50 0.00

2.3.3 Water Vapor

Two H,0 spectral bands at 1;,8n and 2.7um are tested using transmissivity data measured
by Bharadwaj and Modest [72], and Fateev and Clausen [73] at taopes from 600 K to 1673 K.
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Figure 2.11: Comparison of retrieved transmissivity with measured transityiggil] and nominal
transmissivity calculated at the given temperaflizd473 K for CQ 2.7 um band
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Figure 2.12: Comparison of retrieved transmissivity with measured transityggil] and nominal
transmissivity calculated at the given temperaflizd473 K for CQ 4.3um band

Table 2.6: Inverse calculation results using Fateev and Clausen’s transiyispectra [71] for CQ
at 1550 K

Test condition (1550 K) Retrieved (K) Retrievedx Error forT (%) Error forx (%)
x=0.01 1545.04 0.0104 -0.32 4.20
L=53.3 cm, 2. um x=0.10 1532.24 0.1061 -1.15 6.13
x=1.00 1600.94 1.0000 3.29 0.00
x=0.01 1553.52 0.0101 0.23 1.10
L=53.3cm, 4.3m x=0.10 1548.48 0.1066 -0.10 6.57
x=1.00 1610.14 1.0000 3.88 0.00

Table 2.8 shows the inverse results at thre¢tedint temperatures. Here we show the results using
medium-resolution (4 crt) data at 600 K measured by Bharadwaj and Modest and convolved
medium-resolution (4 cnt) transmissvities from Fateev and Clausen’s measurements at 1073 K
and 1673 K.
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Figure 2.13: Comparison of retrieved transmissivity with measured transityiggil] and nominal
transmissivity calculated at the given temperaflizd 550 K for CQ 4.3 um band
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Figure 2.14: Comparison of retrieved transmissivity with measured transityiggil] and nominal
transmissivity calculated at the given temperaflitd 550 K for CQ 2.7 um band
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Figure 2.15: Comparison of two independently measured transmissivi§[JA®ith nominal trans-
missivity calculated at the given temperatiire1550 K for pure CQ 2.7 um band
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Figure 2.16: Comparison of two independently measured transmissivil[JAQjth nominal trans-
missivity calculated at the given temperatiire1550 K for pure the C@4.3um band

Table 2.7: Inverse calculation results using Evseev and Fateev’s trainstyispectra [71] for CQ
at1773 K

Test condition (1773 K) Retrieved (K) Retrievedx Error forT (%) Error forx (%)
x=0.01 1646.38 0.0100 -7.14 0.40
L=53.3cm, 2.7um x=0.10 1686.77 0.1078 -4.86 7.84
x=1.00 1734.29 1.0000 -2.18 0.00
x=0.01 1679.62 0.0102 -5.27 1.90
L=53.3 cm, 4.3m x=0.10 1689.54 0.1031 -4.71 3.10
x=1.00 1822.31 1.0000 2.78 0.00

CO,, T=1773 K, L=53.3 cm, 2.7 ym, 4 cm™
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Figure 2.17: Comparison of retrieved transmissivity with measured transityiggil] and nominal
transmissivity calculated at the given temperaflitd 773 K for CQ 2.7 um band

Again, for Bharadwaj and Modest’s measurements, the measured dhatdeirezror bars,
which are the experimental standard deviations of sfketgnt sets of transmission spectra, as
shown in Figs 2.19 and 2.20 for the 1uén and 2.7um band, respectively. The retrieved tem-
peratures are fairly accurate. For concentration inversion, the nesbisansmissivities are smaller
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Figure 2.18: Comparison of retrieved transmissivity with measured transityiggil] and nominal
transmissivity calculated at the given temperaflizd 773 K for CQ 4.3um band

than the nominal transmissivities for the® 1.8um band (as shown in Fig. 2.19) and limiting the
retrieved concentrations t0 1, makes the retrieved concentration to be 1. Still, the retrieved trans-
missivities do not agree with the measured transmissivities very well. For0e2t¥ um band,

the measured transmissivities are larger than the nominal transmissivitiedantheenter, which
makes the retrieved concentration more than 10% less than unity. Since etkasocentrations
should be correct fox = 1.00, possible causes for the deviations include measurement uncertainty
of temperatures aror total pressures. The measurements were made over a period ofdHE2 h

for each temperature, the experimental transmissivity in the band is catfectthe drifts of the
intensity over time [72]. It is also possible that the wavenumber-based itytehsts were not
appropriately corrected for the band.

Table 2.8: Inverse calculation results using Bharadwaj and Modes?s did Fateev and
Clausen’s [73] transmissivity spectra fop®

Test condition (=53.3 cm) Retrieved (K) Retrievedx Error forT (%) Error forx (%)
TS0k X000 ST lode  gaon  1en 1299
TA07K0ITA S fiogeo s 297 057
T=1273K,x=0.35 [73] ;%: iggg:gg 8:2;;12 2:2; ;132
Taanake0sia T PR 0N e 19.30
Toterskac0ssrs TN TS oan aos 1917

Two H,0 spectral bands at 1.8n and 2.7um were tested using transmissivity data measured
at temperatures from 1073 K to 1673 K and concentration at 0.35. Tableh@ws the inverse
results. As shown in this table, temperatures are overestimated about 4téonperatures. As
temperature increases, huge errors are obtained for concentratosiams; as large as 40% for the
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Figure 2.19: Comparison of retrieved transmissivity with measured transityigg2] and nominal
transmissivity calculated at the given temperafliz600 K for H,O 1.8um band
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Figure 2.20: Comparison of retrieved transmissivity with measured transityigg2] and nominal
transmissivity calculated at the given temperafliz00 K for H,O 1.8um band

H,O 1.8um band at 1673 K. If the kD 2.7 band is employed for temperatures higher than 1473 K,
the error for retrieved concentrations is about 20%.

Figures 2.21, 2.23, 2.25 and 2.27 show the comparison of retrieved transtyiwith mea-
sured and nominal transmissivity forb8 at 1.8um band and temperatures of 1073 K, 1273 K,
1473 K and 1673 K, respectively. Overall larger errors for cotregions inversion were obtained,
however, the retrieved transmissivities always have better match with theireddsansmissivi-
ties. The deviations between nominal and measured transmissivities becgereaatemperature
increases. The deviations between nominal and measured transmissiviéiegaratures around
1000 K are relatively small. At higher temperatures, the deviations becoger lamth at the band
center and band tails. Careful investigation of high-resolution transritjsdista at 1673 K indi-
cates that HITEMP 2010 may fail to describe weak lines in th® Hand tails and miss hot lines
or underestimate line intensities in the band center at higher temperature2. ZBghows the
measured and calculated high-resolution transmissivities at a temperal@@30K and HO con-
centration of 0.35 for small parts of the,@ 1.8m band tails and center. The,& 1.8um band
tails are shown in the upper and lower frames in Fig. 2.29, and the band testeown in the
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Figure 2.21: Comparison of retrieved transmissivity with measured transityiggi3] and nominal
transmissivity calculated at the given temperafliztd 073 K for H,O 1.8um band

middle frame. For the two band tails, the measured transmissvities contain a leakfhO lines
which are missing in the HITEMP 2010 database. At the band center, iaepf&at intensities of
hot lines are underestimated, which causes overestimation of transmissigitigHI TEMP 2010.

Figures 2.22, 2.24, 2.26 and 2.28 show comparison of retrieved trangiyigsth measured
and nominal transmissivity for theJ® 2.7um band at temperatures 1073 K, 1273 K, 1473 K and
1673 K, respectively. Compared to the®1.8um band, the HO 2.7um band is relatively strong
and HITEMP 2010 is more accurate for this strong band. As shown in Tablethe retrieved
concentrations are relatively accurate dfatent temperatures if usingB 2.7um band instead of
H,O 1.8um band. For a temperature of 1073 K both retrieved temperature and ¢t@ticegnare
very accurate. As temperature increases, the retrieved errorsrfogmation become larger. The
deviations between nominal and measured transmissivities at temperatuned 2000 K are quite
small. At higher temperatures, weak lines are missing at band tails and stihatéon of absorp-
tion at the band center is also observed for th®R.7um band. Figure. 2.30 shows measured and
calculated high-resolution transmissivities at 1673 K an®ldoncentration of 0.35 for small parts
of the H,O 2.7 um band tails and center. The,@ 2.7 um band tails are shown in the upper and
lower frames in Fig. 2.30, and the band center is shown in the middle frame.ugjttHarger errors
for concentrations inversion were obtained for higher temperaturesettieved transmissivities
always have better agreement with the measured transmissivities.

Larger errors for concentration inversions were obtained at the htgh®erature of 1673
K; as large as 40% for the 4@ 1.8 um band and about 20% for the,8 2.7 band. At higher
temperatures, the deviations become larger both at the band center ahthilgnas shown in
Figs. 2.27 and 2.28. Although it appears to be a baselifseifor the experimental data, careful
investigation of high-resolution transmissivity data at 1673 K shows the@sgnificant dfset for
the high-resolution transmissivities. Figure 2.29 shows the measuredlanthtad high-resolution
transmissivities at a temperature of 1673 K an@®Htoncentration of 0.35 for small parts of the®
1.8um band tails and center. The@ 1.8um band tails are shown in the upper and lower frames in
Fig. 2.29, and the band center is shown in the middle frame. This indicatesdltgiations may be
caused by HITEMP 2010 failing to describe weak lines in th®Htand tails and missing hot lines
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Figure 2.22: Comparison of retrieved transmissivity with measured transityiggi3] and nominal
transmissivity calculated at the given temperafliztd 073 K for H,O 2.7um band
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Figure 2.23: Comparison of retrieved transmissivity with measured transityiggi3] and nominal
transmissivity calculated at the given temperaflizd 273 K for H,O 1.8um band

or underestimating line intensities in the band center at higher temperaturése Fwo band tails,
the measured transmissivities contain a lot of wea® Hnes which may be missing in the HITEMP
2010 database. Although some of the lines appear to be electronic noiseniediserements, the
band tails do contain weak lines. As shown in Fig. 2.27, after convolvingtnesivities into
medium resolution, most of the electronic noise is smoothed out, the measunsdissivities are
still consistently lower than the calculated transmissivities, which indicates thia #re missing
weak lines at the band tails in the HITEMP 2010 database. At the band cirdppears that
intensities of hot lines are underestimated, which causes overestimatiomsrhisaivities using
the HITEMP 2010 database. This is also observed for th®@ B.7 um band. Figure 2.30 shows
measured and calculated high-resolution transmissivities for small parte éH@ 2.7 um band
tails and center; the band tails are shown in the upper and lower frames. & 8ig and the band
center is shown in the middle frame. The deviations can also be caused kyutitrg errors
during the experiments; more measurements at high resolution need to heteahi validate the
HITEMP 2010 database ford® spectral calculations at higher temperature, which is beyond the
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Figure 2.24: Comparison of retrieved transmissivity with measured transityiggi3] and nominal
transmissivity calculated at the given temperaflizd 273 K for H,O 2.7um band
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Figure 2.25: Comparison of retrieved transmissivity with measured transityggi3] and nominal
transmissivity calculated at the given temperaflizd473 K for HLO 1.8um band

scope of the present study. Although larger errors for concentrati@nsion were obtained for
higher temperatures, the retrieved transmissivities always have betenagmt with the measured
transmissivities.

2.4 Inverse radiation model for gas mixture

The previous study applies to a single combustion species. However, stiombproducts
usually are mixtures of several gas species. In this section, the prenamed is extended to retrieve
temperature, species concentrations for a gas mixture of the three majanstmniproducts C&
H,0O and CO mixed with M. The spectral absorption cieient for the gas mixture is

KU(T’ X) = KT] (T’ XCOz) + KT] (T’ XHzO) + K77 (T’ XCO) (215)
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Figure 2.26: Comparison of retrieved transmissivity with measured transityiggi3] and nominal
transmissivity calculated at the given temperafliztd 473 K for H,O 2.7um band

H,0, T=1673 K, L=53.3 cm, 1.8 uym, 4 cm™

Nominal
0.7F e Retrieved

4800 5000 5200 5400 5600 5800
n [em™]

Figure 2.27: Comparison of retrieved transmissivity with measured transityiggi3] and nominal
transmissivity calculated at the given temperaflizd 673 K for HLO 1.8um band

wherex = [Xco,, XH,0, Xco] IS a set consisting of all the species concentrations. Therefore, the
spectral transmissvities for the gas mixture are

7,(T,x) = g Tk (2.16)

Compared to Eg. (2.1) Eg. (2.16) introduces two more species concemsratho similar
approach as described in Section 2.2.2 (for now 4 other than 2 parapterbe applied to re-
trieve temperature and species concentrations for the gas mixture 0fHGO and CO. Since in
the spectral interval 1800 cth- 2500 cnit, all the three species have spectral bands, as shown
in Fig. 1.2, this part of the spectrum was selected to study the accura@apadility of retrieving
temperature and species concentrations for a gas mixture. An artificlaMeasgenerated at a given
temperaturd =1500 K for a gas mixture containing 10% g€10% H,0O+5% CO at atmospheric
pressure for a 100-cm gas column. “Measured” transmissivities wethesized with 5% of arti-
ficial random noise. The generated spectrum was used to retrieve tgorpesind concentrations
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H,O, T=1673 K, L=53.3 cm, 2.7 ym, 4 cm™
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Figure 2.28: Comparison of retrieved transmissivity with measured transityiggi3] and nominal
transmissivity calculated at the given temperafliztd 673 K for H,O 2.7um band

for the three combustion species. Temperature and all the species tratioaa can be retrieved
simultaneously and the inverse results are shown in Table 2.9. Figure 2®8% sbmparison of
retrieved transmissivity with “measured” and nominal transmissivity for tisengiature. Although

the “measured” data include considerable noise, the retrieved spectmmded agreement with
the nominal one and the inverse results are within an error of 5%.

Table 2.9: Inverse calculation results for retrieving temperatures, speaieentrations for a gas
mixture of 10% CQ+10% H0O+5% CO

retrieved parameters T (K) Xco, XH,0 Xco
Test conditions 1500.00 0.1000 0.1000 0.0500
retrieved 1498.97 0.0957 0.0998 0.0490
error(%o) -0.07 -429 -018 -192

2.5 Real-time Temperature Reconstruction for Homogeneous Media

Real-time measurements of temperature and species concentration are danhghailenge
in combustion systems. It isftlicult to make quantitatively accurate nonintrusive measurements of
temperature and species concentration in real time . Although measurem#rggrainsmissivity
of rotational spectral lines of a gas can reveal its temperature andrioataen, usually measured
transmissivity have considerable noise, which can significafiifcathe accuracy of the retrieved
temperature and concentration. Here we present an inverse calculatiehlmaged on thefiecient
Levenberg-Marquardt inverse method with a Kalman filter technique to rettesmperature and
species concentration in real time for a transient system. A significantseiia the accuracy of
inverse results can be achieved through the filtering method that includéaiots froma priori
knowledge plus measurements.

Usually the measured transmissivityin Eq. (2.10) have considerable noise, which can sig-
nificantly afect the accuracy of the retrieved temperature and concentration. s &é&ig. 2.32,
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H,O, T=1673 K, x=0.35, L=53.3 cm, 0.125 cm™
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Figure 2.29: Comparison of calculated and measured high-resolution (HomswdutionAn =
0.125 cntl) transmissivity [73] at the given temperatuFe:1673 K and concentratior=0.35 for
H>O 1.8um band

based on single measurements to retrieve temperature, the stateaveabbres in a random way
with considerable noise. To sequentially estimate temperature and concenifaticavailable sin-
gle measurements are used together with prior knowledge of the systenrotheagrbe minimized
in a statistical manner through the widely known Kalman filter approach.

2.5.1 The Kalman Filter Approach

For the application of a Kalman filter, the prediction and the measurement modeds-a
sumed to be linear. It assumes that the state vector evolves from the pteométa Gaussian
distributed processing noise which has zero mean and is additive. Like the processing noise,
the measurement noiseis also assumed to be zero mean Gaussian white noise. With all these
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H,O, T=1673 K, x=0.35, L.=53.3 cm, 0.125 cm™
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Figure 2.30: Comparison of calculated and measured high-resolution (HamswdutionAn =
0.125 cntl) transmissivity [73] at the given temperatife-1673 K and concentratior=0.35 for

H,0 2.7um band

assumptions, the prediction and measurement models can be written redpestv

ax = Fray_1 + Sk + Vi1 (2.17a)
Zk = Akak + Nk (2.l7b)

whereF is the state transition matrix. Because the state transition information is not ksovimn,
is simply assumed that the state remains constant over timds+kis an identity matrix A is the
transformation matrix that maps the state vector parameters into the measuremairt.din the
inverse calculation model, temperature and species concentration areeckfrim transmissivity
spectra at each time step. The retrieved temperature and concentratiGatee as measurements
data. In this case, the transformation matrix is also an identity mati®a known vector of inputs.
Herea andz are state vectors of temperature and concentrasgh){ from prediction and mea-
surement. By assuming that the noiseendn have zero means and covariance matr@endR,
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T=1500 K, L=100 cm, 4 cm™
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Figure 2.31: Comparison of retrieved transmissivity with “measured” tramsritis(synthetic) and
nominal transmissivity calculated at the given temperaiuzd500 K for a gas mixture of 10%
CO,+10% H,0+5% CO for the spectral interval 1800 cfa 2500 cnt
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Figure 2.32: Comparison of retrieved temperature evolution based on sieglsurements with
true temperature evolution

respectively, the prediction and update steps of the Kalman filter are lgyven
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Prediction:

a, = Fréyx-1+ s (2.18a)
Pl = Fipi_1Fe + Qx (2.18b)
Update:
Kic = PeAT (APCAT +Ri) ™ (2.19a)
ék=a;+Kk(Zk—Aka[) (2.19b)
Px = (I = KkAk) P (2.19¢)

The matrixK is called Kalman’s gain matrix. Notice above that after predicting the state
variablea and its covariance matriR with equations, gosteriori estimates for such quantities are
obtained in the update step with the utilization of the “measurement§he symbols “ " ” above
indicates an estimate of the state vector

2.5.2 Test Cases

Kalman filters use constraints froanpriori knowledge plus measurements to make an opti-
mal estimation of the state evolution. The prediction ngiaad measurements noisén Eq. (2.17)
are very important for a successful estimation. In this study, we only vette@mperature at each
time step (species concentration can be retrieved in the same fashion),cavahieanceQ andR
become two scalars. The relative valRiR has significant ect on the performance of the filtered
solution. Because we assume that temperature stays constant from ongeprie the next, this
assumption is only truly valid at steady state condition. For time-varying stagegreliction noise
can be very large. If the prediction noise is much larger than the measureaiea (measurements
are more believable than predictions), the retrieved temperature from thraKdlter will pretty
much follow the measurement, as shown in Fig. 2.33 (a). Otherwise, if thécatied noise is
much smaller than the measurement noise, as shown in Fig. 2.33 (c), until &#unpeeach steady
state, the predicted temperatures by Kalman filter have very large discrep&om the true tem-
peratures. For a mediu@/R, as shown in Fig. 2.33 (b), the temperature varies more smoothly
as compared to Fig. 2.33 (a) and is resolved more accurately beforg stedel as compared to
Fig. 2.33 (c). But at steady state, temperature also evolves with cordieledse.

In order to retrieve temperature more accurately before and at steddycstalition, it is
appropriate to using varyin@/R for the prediction of temperatures. As shown in Fig. 2.33 (d),
larger Q/R are used for the Kalman filter method before temperature reaches stetdy/Adtar
temperature reach steady state, the assumption of the state transition functame isccurate and
thus a smalleQ/R leads to a better prediction of temperatures.
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Figure 2.33: (a)Q/R=1, (b): Q/R=1/100, (c): Q/R=1/1000, (d): varyingQ/R

2.6 Summary

An inverse radiation model was developed by applying the Levenberg«dedt scheme for
temperature and concentration inversion in combustion gases. The madehhdated by retriev-
ing temperatures and gas concentrations using previously measuredissivity data over a wide
range of temperatures and gas concentrations for theZZQum and 4.3um bands, and the 4D

1.8 um and 2.7um bands. Although the retrieved temperatures and concentrations disgay la

differences compared to the nominal experimental conditions in some casdsaggeement be-
tween measured and retrieved transmissivities was observed. The geswlérse radiation model
provides a reliable tool for temperature and concentration prediction.nipfoying the Kalman

filter approach, the model was extended for retrieving scalar paranieteagransient system in
real-time.
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Chapter 3

Optimal Spectral Parameters
Investigations

3.1 Introduction

The developed inverse radiation tool for homogeneous media in the psashapter is used
to identify optimal spectral bands and resolutions for a variety of gasesgpeaad conditions of
interest. Radiation spectra usually contain several emission bands for cooumibustion gases,
such as C@, H,O and CO in the infrared range. After inverse algorithms are developgdcén be
used to determine which bands are optimal for inverse calculations at aiditions. For example,
the CQ 4.3um band is a relatively strong band and, while it can be used for invetselagons,
in the presence of high CQroncentrations the transmissivity becomes highly saturated, masking
spectral information, and making the ill-posed inverse radiation calculati@rs rore challeng-
ing. Therefore, optimal spectral bands for particular combustion conditieed to be determined
before more complicated experiments are conducted, and before the ismedttnded to nonho-
mogeneous media. As indicated, optimal spectral resolution will depend/en gonditions. Finer
spectral resolution may contain information for each individual transitiors laved will resolve
more spectral information. However, these spectral data are basatotum mechanics calcula-
tions and experimental measurements, it is subject to some degree of tledamatertainties. This
may be smoothed out by a coarse resolution measurement. While coalséiorsaiso requires
less collection times, on the other hand, one may not resolve some importeimakipdéormation.

Synthetic spectral transmission signals are generated fferet medium-to-coarse resolu-
tions using rovibrational band spectra created from HITEMP2010 to sientha transmissivities
measured by a Fourier transform infrared (FTIR) spectrometer. ifn@lated data are disturbed
with random noise to represent measurement noise inevitable in an expetdisetting. Experi-
mental measurement drifts both on transmissivities and wavenumbers aceésdered to inves-
tigate their éfects on temperature and concentration inversion. Ideal FTIR instrumenghampe
(ILS) functions are used to convolve the high-resolution transmissivitgtsp to generate fier-
ent medium-to-coarse resolutions of FTIR transmissivity spectra for the4Cxum and 2.7um
bands, HO 2.7um and 1.8um bands, and CO 4.4m and 2.3um bands. The goal of this study
is to conduct a systematic investigation to determine what spectral rangerswaswhat resolu-
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Figure 3.1: Spectral transmissivity for GQ.7um band. (a): High resolution transmissivity from
LBL database (b): Convoluted transmissivity with ILS functions

tion for what species leads to the most accurate reconstruction of theyingeemperature and
concentration fields.

3.2 Spectral Resolutions

Equation (2.7) describes the ILS for an ideal instrument. In the presey, sve do not
actually obtain spectra with an FTIR but, we create synthetic spectra by singulettim an FTIR
measures a spectrum. Synthetic spectra were created by convolvingeba@htion transmissiv-
ity spectra with the ideal ILS functions of 1, 2, 4, 8, 16 or 32 ¢mesolution. As an example,
Fig. 3.1 shows spectral transmissivities for g @O, mixture containing 40% C@at 1 bar and a
temperature of 1000K for the Zuih band. The band, as calculated from the HITEMP2010 LBL
database, exhibits the precise line shape of transmissivities, while aftedeton smoother aver-
aged shapes with diminishing structures are obtained. While the fine resdiasanvery distinct
structure, which can be exploited for inversion, this fine structure is sutgetheoretical uncer-
tainty, such as calculated values for line strengths, shapes and widtes.eBaiution is also more
susceptible to experimental noise, and requires large collection times.fdieerene may expect
that a resolution exists, which is fine enough for reconstruction of teryserand concentration,
and also coarse enough to save measurement and computational times.

3.3 Spectral Bands for Combustion Gases

In order to use combustion gases like £®,0 and CO as the media for reconstruction
of temperature and concentration, the ideal spectral band should tieadigedistinct at dfferent
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temperatures and concentrations. For transmission measurements, tloaubaoicbe very strong,
otherwise it will be saturated and will approach zero over much of the;baalbo cannot be too
weak or transmissivity will approach unity for a large part of the bandjramaking it no longer
spectrally distinct. Figure 3.2 shows the possible candidates of spectudd ar three dterent
combustion gases. Ghas three bands in the range of interest: thein3 2.7 um and 2.0um
bands, as shown in Fig. 3.2(a). The 2r band holds little promise at least at atmospheric pressure,
because the band is too weak even for high concentrations and largkepgtihis. As shown in
Fig. 3.2(b), BO bands are wider and spread out over much of the spectrum. It alslrbasands

in the range of interest: the 6u8n, 2.7um and 1.8&:m bands. The 6.8m band is a strong band but

in the region beyond 6m. As mentioned before, because of transmission limits of optical windows
and limited detector ranges, wavelengths beyopthetend to be less useful. The performance of
using the other two bands for inverse calculations may depend on the téampenad concentration
conditions. The CO 4.4m band is a relatively strong band and has distinct temperature trends, as
shown in Fig. 3.2(c), which may make it a good candidate for reconstruoficemperature and
concentration. By contrast, the CO i1 band may be too weak. For a measured CO spectrum,
the signal-to-noise ratio for the CO 2u8n band may be too small, and makes it verffidilty and
inaccurate to retrieve temperature and concentration from this band.pphepaiateness of these
bands of diferent species depends on the temperafuaad pressure path lengBxL, defined as

the product of the partial pressure and gas path length, and needstesiggated.

Figure 3.3 shows transmissivity spectra for several temperatures amtifferent concentra-
tions for the CQ 4.3 um band. The transmissivity data show very distinct temperature trends at
lower concentrations for the GG1.3 um band, but it is seen that transmissivities tend toward zero
for large parts of the band if concentration or, most importantly, the presgmth length becomes
large enough. Thus, for relatively high pressure path lengths, thedCGum band will not be a
good candidate to reconstruct temperatures and concentrations.

Consequently, it is critical to quantitatively investigate the performancedf band for the
reconstruction of temperature and concentration. In this study, two han@$, (4.3um and 2.7
um), two bands for HO (2.7 um and 1.8um), and two bands for CO (4,4m and 2.3um) will
be studied for varying temperatures between 55P850K and varying gas pressure path length
from 0.2 barcm to about 100 bacm to determine the optimal spectral band for each individual
combustion gas for temperature and concentration inversion.

3.4 Results and Discussion

A systematic study was conducted by retrieving gas temperature and t@atioenusing
the developed inverse method to investigate the optimal spectral bandssahdioas for inverse
calculations. Artificial drifts on both transmissivities and wavenumbers weated to simulate
systematic error, and Gaussian random noise was added to the tranigyrgpgietra to simulate the
random error inevitable in experiments.
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Figure 3.2: Spectral transmissivity bands for combustion gases
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Figure 3.3: Spectral transmissivity of G@.3um band for a homogeneous gas path length=¢f0
cm,Res= lcnT?t

Systematic Error

The case of a homogeneous 10-cm-long@@s path of temperature 1050 K and 10% con-
centration using C®4.3 um band was studied to investigate theeets of experimental measure-
ment drifts on the inverse results. fléirent amounts of artificial drift on both transmissivities
and wavenumbengwere created for the synthetic spectra. The errors for retrieved tatmpeand
concentration as shown in Figs. 3.4 and 3.5, indicate that:

1. The developed inverse method converges to the correct solution tivbenare no errors
present in the measured spectral transmissivity.

2. A positive drift on transmissivities will lead to an overestimation of the tentpegand an
underestimation of the concentration and vice versa.

3. When there is a drift in transmissivities, the inverse results get worseodtiser resolution.

4. Measurement drift error on transmissivities has largfeces on the concentration prediction
than on temperature prediction. This is to be expected, since the absoiqufboient (and,
thus, transmissivity) is directly proportional to concentration.

5. A left drift in wavenumbers will lead to an underestimation of the temperatoidean over-
estimation of the concentration and vice versa.

6. When there is a drift in wavenumbers, the inverse results are onlylywagkendent on what
resolution is used for the inverse calculation.
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(a): CO,4.3um, L=10cm, T (b): CO, 4.3 pm, L=10cm, x
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Figure 3.4: Temperature and concentration inversion with drift subjectarientrissivities

(a): CO, 4.3 um, L=10cm, T (b): CO, 4.3 pm, L=10cm, x
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Figure 3.5: Temperature and concentration inversion with drift subjectatenumbers

Random Error

Absorption cofficients taken from the high-resolution LBL database were used to calculate
transmissivity spectra for a homogeneous gas path-D cm and_=320 cm length. After spectra
are convolved with the ideal ILS function, Gaussian random noise withrmean and 5% standard
deviation was added to the convolved spectra. These convoluted spébti@oise were used as
input data instead of actually measured transmissivity spectra from an B€leral spectral bands
for three combustion species were investigated for a large range of t&tugarand concentrations,
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with different spectral resolutions. All cases studied are summarized in Table 3.1.

Table 3.1: Summary of the test cases

Species CO,, HoO and CO
Total pressure K) | 1 bar
Temperature T) | linearly increased from 550 to 2350K
Concentration X) | 0.02,0.04, 0.08, 0.16, 0.32
Gas path lengthl{) | 10cm, 320cm

Resolution Res) | 1,2, 4, 8,16,32cnt

COy: 4.3um, 2. um

Spectral bands H,O: 2.7um, 1.8&m

CO: 4. um, 2.3um

Noise 5% Gaussian random noise

In this study, temperature and concentration were retrieved simultaneashaError
revealing the performance of the inverse calculation is defined as,

1 [[Z;\‘ | Tj — Texact |]2+ [Zz\l | Xj — Xexact |)T

Error = | = 3.1
NTexact N Xexact (3-1)

2

Where Texact and Xexaet are the exact values for temperature and concentration. For each case
N=100 diterent “measurements” were employed andandx; are the retrieved temperature and
concentration for thgth “measurement”. Thugrror can be viewed as an average error when
one retrieves temperature and concentration. On the other hand, redidéderthat the individual
errors for temperature and concentration inversion for most casesstip small diterences, i.e.,
the individual inverse errors closely follow the total error given by Eg§.1). An exception is the
CO, 4.3um band, for which the individual errors for temperature and conceémtrahow very large
differences, so only the individual inverse errors for this band arepted. Many error contours
for temperature and concentration inversion were created. Thedes remu be used as references
to find optimal experimental parameters.

The relationship between transmissivities and temperature and concentrattigs. 3.2
and 3.3 show that the transmissivity increases with decreasing tempenahile,occupying a
wider part of the spectrum, and decreases with increasing concenti@timore importantly, with
pressure path lengtAxL. For the CQ 4.3 um band, the individual errors for concentration and
temperature inversion are shown in Fig. 3.6 and Fig. 3.7, respectiveididates that for this band,
the error for concentration inversion is much larger than temperaturesioneior a wide range of
conditions. With increasing temperature, the spectral band will become, md&mng the spectrum
more distinct at varying temperatures. That is why there is a smaller retriexiogfor temperature
inversion. But as pressure path length increases, first the trandityispiectrum becomes saturated
and large parts of the band reach zero transmissivity, making the spectrdamger spectrally
distinct. If pressure path lengths are further increased, the speatrdiwill also become wider.
That is why the error for retrieving concentration becomes smaller foehigfessure path lengths.
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Figure 3.6: Error contours for concentration inversion when temperatnd concentration are
retrieved simultaneously, C@.3um band

Correspondingly, the conditions for temperature and concentratiorsiovewithin a required error
limit can be determined from Figs. 3.6 and 3.7.

If the CO, 2.7 um band is employed at atmospheric pressure, as shown in Fig. 3.8, large
errors are incurred at coarse resolution for srRall. That is because this band is relatively weak
for small pressure path length. If the pressure path length is not lacygkentransmissivities will
approach unity for this band and make the ill-posed radiation problem wéiselargePxL, as
shown in Fig. 3.8, the results improve considerably for using the Zoum band.

Optimal spectral band and resolution depend on conditions as well rewgrite. For exam-
ple, consider a temperature of about 1350 K ang €C@nhcentration of about 20%, and a pressure
path length ofPxL=1 barx 20%x 100 cm=20 barcm. If the desiredrror for retrieving tempera-
ture and concentration is to be less than 5%, comparing all the frames in F6g3.Band 3.8, it is
found that if the C@2.7um band is used, all resolutions from 1 to 32 ¢man retrieve temperature
and concentration accurately. However, the,@C um band meets the requirements only for the
finer 1 cnt® or 2 cn! resolutions for concentration inversion. Thus, for this case, the ZZ0Oum
band and 32 crit resolution are the optimal parameters, since they can meet the requirenments an
are the mostfécient.

Generally, the HO 2.7 um band performs good for large pressure path lengths at all the
medium to coarse resolutions. Large errors are incurred only forsragll PxL at coarse resolu-
tions, as shown in Fig. 3.9. Considering an example for temperature ofR 1360 concentration
of 10% and a pressure path lengthRfL=1 barx 10%x 100 cm=10 barcm. Again, if the desired
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Figure 3.7: Error contours for temperature inversion when temperatgre@ncentration are re-
trieved simultaneously , CO4.3um band

Error for retrieving temperature and concentration is to be less than 5%, then @dktiiations can
be used to retrieve temperature anglCH By contrast, if the KO 1.8um band is used at this con-
dition, only finer resolutions of 1 and 2 crhcan meet the requirements for retrieving temperature
and concentration. As shown in Fig. 3.10, for coarse resolutions framd®2 cm?, the HO 1.8
um band only performs well at very larg®L. Large errors for temperature and concentration in-
versions occur at higher temperature and lower pressure path Brigthvhile the results get even
worse at coarser resolution. Therefore, if the pressure path [Exgtts not suficiently large, using
these two bands at lower resolution cannot retrieve temperature aneht@tion accurately. Finer
resolution may be used if computational and measurement times are not cedsigeoblem.

The CO 4.7um band shows similar performance to the@H2.7 um band. CO only has
two bands in the infrared region, the CO 4fh and 2.3um bands. The CO 4.4m band is a
relatively strong band but not as strong as the, @ um band; then using this band, one can
retrieve temperature and species concentration accurately over arkangerof temperatures and
pressure path lengths, as shown in Fig. 3.11. As indicated in Fig. 3.2¢}@1.3um band may be
too weak and holds little promise for temperature and concentration invei@mcan be proved
by the results in Fig. 3.12. There are huge errors for retrieving temperatul concentration at
all the studied temperatures and pressure path lengths using relativedg cesolutions. For finer
resolutions, temperatures and concentrations can only be accuratielye@t very large pressure
path lengths. For example, if we want the desigedor for retrieving temperature and concentration
to be less than 5% for all the temperatures from 550 K to 2350 K, only thergsetutions 1 and
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Figure 3.9: Error contours for temperature and concentration invetdi@ 2.7um band

56



1 cm™ Resolution

i
o
=]

Error [%] 100

@
S
©
@
S

3
=]
o
=]

>

@«
-3
=]

PxL [bar cm]
PxL [bar cm]
PxL [bar cm]

I
S
I
S
S
@
I
S

~
@

N
S

| O NNV NN VY NS B Sy | 8 ATV VTN NN S My | 8 NNV NN VY YN B Sy
550 950 1350 1750 2150 550 950 1350 1750 2150 550 950 1350 1750 2150
TIK TIKI TIK]

32 cm™ Resolution

16 cm™ Resolution

8 cm” Resolution

Error [%] Error [%] Error [%]

@
=)
=
@
@
o
°
@
@
=)

PxL [bar cm]
PxL [bar cm]
PxL [bar cm]

IS
S
N
o
IN
S
~
o
IS
S

N
=]
Y
N
=]
~
@«
N
=]

| S8 SR S W S SR S B Sy 8 S Y NS S VTS S S | S8 S SR S W S SR S B Sy
550 950 1350 1750 2150 550 950 1350 1750 2150 550 950 1350 1750 2150
TIK] TIK] TIK

Figure 3.10: Error contours for temperature and concentration invetdi® 1.8um band

2 cnm! can be used and the pressure path lengths have to be larger thanc2® dxad 60 bacm,
receptively.

3.5 Summary

The developed inverse radiation model is used to determine the optimal $pectdaand
resolution for temperature and concentration inversion in combustion sysEmihetic transmis-
sivities were created by convolving high-resolution transmissivity sp@dthaan ideal FTIR ILS
function for three combustion species, severffiedent spectral bands andidrent FTIR spectral
resolutions for 10 dferent temperatures from 550 K to 2350 K and Bealent gas concentrations
from 2% to 32% for varying pressure path length. These synthetic speetre disturbed with
Gaussian random noise and artificial measurement drift to systematicaljyteeigerformance of
inverse calculations. Experimental parameters (wavenumber rangeswidtion) that can mini-
mize the ill-posedness of inversion were determined.
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Chapter 4

Inverse Radiation Model for
Nonhomogeneous Media

4.1 Introduction

In this chapter, we present an inverse calculation model based on teelerg-Marquardt
optimization method with Tikhonov Regularization to reconstruct, @&nperature profiles and
average concentrations from measured line-of-sight spectral intetaddly The measured spectra
were synthesized through calculations from HITEMP 2010, the high-teathpe spectral database,
forthe CQ 4.3um and CQ 2.7 um bands. Although it has been shown Tikhonov regularization is
suitable for ill-posed inverse problems, it igftbult to select an appropriate regularization param-
eter, especially for nonlinear problems. Due to the ill-posedness of thesenpeoblem, additional
conditions or criteria need to be imposed to determine the most realistic solutict.réduolariza-
tion methods transform an ill-posed inverse problem into a well-behavethyadding auxiliary
information based on desired or assumed characteristics. Tikhondaniggtion imposes smooth-
ness to the solution by adding a regularization term and the extent of regtilam is controlled by
a regularization parameter. In the present study, a new regularizatemise method is proposed
and performs very well for dierent temperature profiles inversion.

4.2 Forward calculation

Figure.1.1 shows a schematic diagram of the physical system. A non-is@th@ymbustion
gaseous column is presented. It is assumed the system is in local therntiblriequand scatter-
ing effects in the medium can be neglected. The spectral intensity along a linehofastgin a
nonscattering medium, as seen by a detectsr=at is given by [38]

L L L
I, = lo,e b 198 4 fo Ky lpy€ = 195 dis (4.1)
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wherex, is the spectral absorption dieient at wavenumbey (which depends on temperature and
concentration)]y, is the local blackbody intensity of the medium ahyg is external irradiation
entering the gas column® s < L ats = 0. In this study, we assume there is no external irradiation
and only emission from the gaseous medium is taken into account.

In order to determine the intensity given by Eq. (4.1) numerically, the entsecgamn is
divided inton coarse sub-columns for each of which temperature is assumed constanautWV
external irradiation, Eq. (4.1) can then be discretized as

ly= ) I (1- e29%) @ Zkina 8960 4 |y, (1— @745%m) = £ (T) (4.2)

where
T=[Ti]; i=1..n (4.3)

and f is a nonlinear function of the temperatures of all sub-columgsis the absorption cdg-
cient calculated from the HITEMP 2010 line-by-line database [33] forté¢eperature of théth
sub-column. Eq. (4.2) shows the relationship between the outgoing intenslittha temperature
distribution along a line-of-sight.

Since intensity spectra can only be measured at a finite resolution, LBLrapetensities
of Eq. (4.2) are convolved with an ideal instrument line shape (ILS)tion¢o mimic the diferent
spectral resolutions of a spectrometer. Here we use triangular apodif@ticreating the ideal ILS
I'(n), and the ILS function we used is the same as in Eq. 2.7. In this study, L&tirspintensities
are convolved with an ILS function with nominal resolution of 8 ¢rto create medium-resolution
intensity spectra.

After intensity spectra are convolved with the ICE;), they become,

e = fo ) - )y (4.4)

If one measures intensity with a certain spectral resolution, obtaimidgscrete values of
wavenumberrfi > n), a system of nonlinear equation results,

I = f(T) (4.5)

where

le= 1]

f=[f(TD]; i=1..nandj=1..m (4.6)

4.3 Inverse calculation

Equation (4.5) cannot be inverted directly to obtain the temperature prothe gias column.
An inverse procedure is required to solve this equation numerically. Inttidg,ghe solution to the
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inverse problem is found by minimizing an objective functién, [38]

Fi(T) = > (i =Y =11 -)IP (4.7)

i=1

wherel; is the predicted intensity spectrum from forward calculations,i&lthe measured inten-
sity spectrum.

In order to determine the most realistic inverse solution, this ill-posed probésdsnto be
transformed into a well-behaved one by adding auxiliary information baseksired or assumed
characteristics. For this problem, Tikhonov regularization is employed to iegrasothness to the
solution by adding a regularization tethil ' - R - T to Eq. (4.7),

FoM) =11 -y)IP+ATT-R-T (4.8)

where
n-2

T-R-T= Z (Ti = 2Tie1 + Tir2)? (4.9)
i=1
and hereR is a second order smoothing matrix, which can be found by calculating tlomdec
derivatives of Eq. (4.9) versus temperature for each sub-columeredder is referred tdumerical
Recipes [78] for more details about how to obtain a smoothing matrix. The regularizaticmmeter
A determines the smoothness of the solution: a small valuemplies little regularization, while
a largerd imposes more presumed information to the solution. A good selection of regtianiz
parameter is critical to obtain a good inverse solution. In the present stiudgw method for
selecting an optimal for this nonlinear problem is proposed.
To solve this problem numerically, the parameter vegdtés gradually increased by a small
valuesT at each iteration,
Thew = Tog+ 6T (4.10)

with
ST=-H+uQ+AR)1B (4.11)

In the Levenberg-Marquardt method, The vedBbr= VF4(T) is the gradient vector of; with
respect tol, andH is the Hessian matrild = V2F1(T). Q is a unit matrix with diagonal elements
equal to 1. The same Levenberg-Marquardt algorithm as in Chaptes 2pydied here to retrieve
temperature profiles. The parameter vector became the set of discreteatmgle

4.4 Selecting the Regularization Parameter

Itis intuitively known from Eq.(4.8) that a large regularization paramgtaakes the temper-
ature profile overregularized and a small regularization parameteakes the temperature profile
underregularized. It is fliculty to select a good regularization parameter for a nonlinear problem
like EQ.(4.8). In this section a new method is proposed to select an appeopaipularization pa-
rameterd. This method is based on the theory of the L-curve criterion [126] andifiteeghancy
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principle [127]. Several types of temperature profiles are retrievegrately using this method.

The L-curve is a log-log plot of the regularization teyjp = TT - R - T vs. the residual
termp, = ||(i —y)|I°. A good regularization parameter and well-regularized inverse solution ca
be found by locating the corner on the L-curve. For a linear problem,ribeeps is pretty straight-
forward. First the problem is solved for a wide range of regularizaterameters to obtain the
L-curve and then the corner is located. But for a nonlinear problem, théemns on the right hand
side (RHS) of Eq. (4.8) require the solution to a nonlinear problem, makingérisdifficult and
time consuming to compute the “exact” L-curve. Based on the fact that allleééd points always
lie on or above the exact L-curve, Viklands and Gulliksson [128] ssiggkto gather points given
during iteration and pick a subset from all gathered points to define a ntooally decreasing
convex function. This function can be treated as an approximated lec&ince it still requires a
considerably large number of points to create a relatively smooth and médrapgroximate L-
curve, this parameter selection method is still not practical for solving n@mlingerse problems.
The discrepancy principle is based on the reasoning that the residuasheuld be at least the
same order of magnitude as the noise. This suggests to choose the ratjalaparameter so that
the residual erroff (i(T ) — y) || of the regularized system is less than or equal. tdhis impliesA
should be chosen so that

(T2 -Y)I7 =€ (4.12)

whereT, is the regularized solution corresponding to the regularization paramet€his also
requires to solve the nonlinear Eq. (4.12) many times and both the L-cutedamr and the dis-
crepancy principle will choose a fixetl as regularization parameter. However, as stated in the
previous section, Eq. (4.8) is solved by iteration and iteration with a fixetakes it converge
slowly. Kim and Song [86] suggested using a fast affitient model to choose fierent valuest
for each iteration, i.e., ,
I(-y)II°1

A T R.TG (4.13)
whereG is a correction factor which counterbalances the weight between theaésdm and reg-
ularization term. This biases the solution toward the true profile without séogifike smoothness
of the profile and thus makes the solution converge faster. Kim and Séh@f@loyed an em-
pirical value, which is based on their own practical experience throughenical experiments. A
“magic” numberG = 5 is claimed to be appropriate for many problems. According to our extensive
numerical experiments, the optim@lis quite diferent for diferent temperature profiles and also
relies on the initial guess of the temperature distribution. A “magic” nurftber5 cannot always
guarantee a good inverse solution.

In the present study, Eq. (4.13) is used to determine the regularizatiameter at each iter-
ation, but the correction numbeéris selected based on the combination of the L-curve criterion and
the discrepancy principle. An appropriate correction number can &l floy solving the nonlinear
Eqg. (4.8) only a few times. Assuming the noise of the measured transmissidtidsecestimated
and employing the discrepancy principle, the residual grfot || (i — y) ||? of the regularized sys-
tem should be less than or equal to the measurement edideor a given correction numbe,

Eq. (4.8) is solved by iteration, which is stopped whan< €. For different correction numbers
G, the regularized solution hasfitirent values fory; = T' - R - T. Based on the fact that all
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calculated pointsy, p,) always lie on or above the exact L-curve, the one which is closest to the
“exact” L-curve will have the best inverse solution. Usually the “exacturve is not known, so

the one satisfies, < € and with the smallest, will have the best inverse solution. This process
can be summarized as: for a given correction nun@esolve Eq. (4.8) by iteration; stop iteration

if p; < €2 or the number of iterations exceeds a given maximum iteration number (4@@)se the

one which satisfies, < €% and has the smalleg} as the best inverse solution.

4.5 Results and Discussions

4.5.1 Temperature profiles reconstruction

In this section, two fictitious temperature profiles are retrieved based onewenberg-
Marquardt optimization method with Tikhonov Regularization. The propoegdlarization pa-
rameter selection scheme is employed. Because there is no experimentalailatdleg synthetic
intensity spectra for the CO4.3 um band (2000 cm—2500 cnt) are created from the HITEMP
2010 database for a 10 cm-long gas column with a uniform @D centration of 20%. The gas col-
umn is divided into 21 sub-columns and each temperature is assumed unifediunvresolution
(8 cnT?!) spectral data are created with 260 data points for the spectral raBge20'—2500 cnt?.
Gaussian random noise was added to the intensity spectra to simulate the ramdoinevitable
in experiments: first a small relative error (0.5%) is added to the synthetitrage investigate the
performance of the inverse model, and then more realistic relative ef@rigused.

The first tested temperature profile has one peak and is symmetric, as ishiBign4.1 (a).

In order to select an appropriate correction number in Eq. (4.13) tovettie temperature distribu-
tion, several correction number values from 0.1-1000 were testedesmstrated in Fig. 4.1 (c),

if the correction number is too smalbE€0.1), the solution is overregularized and the residual term
pa = |I(i —y)|I> may never converge to the noise level and stop befgre €. If the correction
number is too largeG=1000), the temperature profile is underregularized and will have a large
value for the regularization terg, = TT - R- T whenp, < €. Retrieved temperatures and spectral
intensities using correction number valigs- 0.1 andG = 100 are also shown in Fig. 4.1 (a) and
(b). For the five tested correction numbers, solving Eq. (4.8) uSiagl produced the smallesj

and according to the proposed parameter selection schigmel is chosen as the optimal correc-
tion number for the given problem. As shown in Fig. 4.1 (a), the inversdisolagrees very well
with the exact temperature profile.

The second temperature profile has two symmetric peaks, as shown in Ha).4&R2trieved
temperatures and spectral intensities using correction number Valg#ed1, G = 1 andG = 100
are shown in Fig. 4.2 (a) and (b). The proposed correction numbetiselscheme is employed and
againG=1 is found to be the optimal correction number for this problem, as shown iftEdc).

In this case, the retrieved optimal temperature profile does not match withdbeane very well:
discrepancies are observed at locations between the two peaks. iExtemserical experiments
indicate that obtaining a best inverse solution not only relies on an aggi®porrection number,
but an appropriate initial guess for the temperature profile is also importanthig problem, the
temperature distribution labeled “Initial guess 1” in Fig. 4.3 was used as thd mitéss of the
temperature profile. If a sine-shape temperature distribution is used witartreersumber of peaks
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Figure 4.1: (a): Comparison of retrieved temperature and exact tempgefaita one-peak temper-
ature profile using correction numbéss= 0.1, G = 1 andG = 1000. (b): Comparison of retrieved
intensity spectra with synthetic intensity spectrum for correction numBets 0.1, G = 1 and
G = 1000. (c): lllustration of using the L-curve criterion and the discrepamimciple to determine
the optimal correction numb@&, hereG = 1 is selected for the given problem.

and valleys as the exact one, such as “Initial guess 2" shown in Figtht 3etrieved temperature
improves significantly and matches perfectly with the exact one as shown ih.&i@). The optimal
correction number is found to &=0.01 for this case, as shown in Fig. 4.4 (c). This implies that
the optimal correction number also depends on the initial guess of the tenmpatistibution. In
order to get a unique solution for this kind of ill-posed problem, one mustssecily introduce
some additional assumptions. For retrieving a best inverse solution, adibt matters is not the
exact value of the optimal correction numkterut the magnitude of the correction number. As
shown in Figs. 4.1 (c), 4.2 (c) and 4.4 (c), there is a range of correntionbers, which produce
similar results. Using these values as the correction number can also gracheptable results.
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Figure 4.2: (a): Comparison of retrieved temperature and exact tempeei@ta two-peaks temper-
ature profile using correction numbéss= 0.1, G = 1 andG = 1000. (b): Comparison of retrieved
intensity spectra with synthetic intensity spectrum for correction numBets 0.1, G = 1 and
G = 1000. (c): lllustration of using the L-curve criterion and the discrepamimciple to determine
the optimal correction numb@&, hereG = 1 is selected for the given problem.

One important characteristic of ill-posed problems is that the solution is vesitise to
noise: without enough additional information for the system, small noise maytha#esolution
significantly. The above two temperature profiles were retrieved frorthetio spectral intensity
with small random noise (0.5%). Even for this small noise, the retrieved tetypercan have large
discrepancies from the exact one if a bad initial guess is used, as intllmatee case in Fig. 4.2
(a). Itis not a surprise that worse temperature profiles will be retrid\tedre is more noise in the
intensity spectra. Figure 4.5 (a) shows two retrieved temperature problesaf synthetic spectral
intensity spectrum with 3% of Gaussian random noise for the two-peak tampeprofile. “Re-
trieved 1” and “Retrieved 2" are retrieved temperature profiles usingdlrguess 1” and “Initial
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Figure 4.4: (a). Comparison of retrieved temperature and exact tempefatia two-peak tem-
perature profile using correction numi@r= 0.01. (b): Illustration of using the L-curve criterion
and the discrepancy principle to determine the appropriate correction n@nbereG = 0.01 is
selected for the given problem.

guess 2" as the initial guesses in Fig. 4.3, respectively. As shown in thigfithe retrieved temper-
ature profiles dfer significantly from the exact one, especially for sngtho matter which initial
guess is used (i.e., locations farther away from the detector).

All these cases so far are based on one-sided measured data takdetbgtar ats = L as
shown in Fig. 1.1. Accuracy improves considerably if optical accessaiade for two-sided mea-
surements (exiting intensity to the rightsat L, and also to the left a&& = 0). This is demonstrated
in Fig. 4.5 (b), which shows two retrieved temperature profiles from a syiotbpectral intensity
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Figure 4.5: Comparison of retrieved temperature and exact temperataréxfo-peak temperature
profile using two diferent initial guesses from spectral intensity spectrum with 3% randore.nois
(a): Temperature is retrieved from one-side measured spectral atalefnperature is retrieved
from two-side measured spectral data.

spectrum with 3% Gaussian random noise for the two-peak temperatdile,pme retrieved from
two-sided spectral intensity measurements. As shown in the figure, theingstoves significantly
for both initial guesses. Another advantage of using two-sided meadatads that the inverse cal-
culation is more fficient than using one-sided measured data: because additional inforifinaton
both sides of the gas column is provided to the inverse calculation model, th®saanverges
faster than using one-sided measured data.

4.5.2 Comparison of the CQ 4.3um and 2.7um bands

All the test cases in the previous section use the €Qum intensity band to retrieve tem-
perature profiles for a 10 cm-long gas column with 20% ob®@volume, i.e., for a pressure path
length (defined as the product of the partial pressure and gas path)lehBxL=1 barx 20%x 10
cm=2 barcm. In this section, the performance of the £0O3 um and 2.7um bands for retrieving
temperature profiles are investigated for threffedént pressure path lengths. Synthetic intensity
spectra from the C4.3m band (2000 cmt—2500 cntt) and the CQ 2.7 um band (3200 cm'—
3800 cntt) are created from the HITEMP 2010 database for a 10 cm, a 100 cmEs@Dacm long
gas column (all for a fixed C&concentration of 20%). The three gas columns are each divided into
21 sub-columns and each temperature is assumed uniform. Again, 0.5%idBadom noise
was added to the intensity spectra.

Figure 4.6 shows retrieved temperatures from the @@ um and 2.7um spectral bands
compared against the true temperatures for the three gas columnsfi@tkmti gas path lengths. It
is seen that, for a wide range of gas path lengths, using thedGBam band can retrieve temperature
profiles relatively accurately. The 24tm band only performs better when the gas path length
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Figure 4.6: Comparison of retrieved temperature and exact temperaiorétfe CQ 4.3 um and
2.7 um spectral bands. (a): 10 cm-long gas column. (b): 100 cm-long gamnpolic): 1000
cm-long gas column.

gets stiiciently large. For an ideal spectral band used for inverse calculatattgn the band
every portion of the gas column should make a contribution to the detectediiigtgrasnd all the
contributions should be spectrally distinguishable. In order to explain ffexelit performances in
Fig. 4.6, it is important to understand what are the intensity contributions dliffierent portions
of the gas column. Figures 4.7, 4.8 and 4.9 show the “detected” spectnasitytevhich are
contributed by the 1st, 6th, 11th, 16th and 21st sub-columns (one exrarc@0 is also included
in order to show the dynamics in the intensity contributions; red lines for colunme hat seen
because its emission is almost completely absorbed by the gas along the ghthlCad 4.3 um
and 2.7um bands for the 10 cm-long, 100 cm-long and 1000 cm-long gas columpectaly.
For the CQ 4.3 um band, diferent portions of the gas column have spectrally distinguishable
contributions to the spectral intensity for all gas path lengths from 10 cm@0 &6, as indicated
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Figure 4.7: Spectral intensity contribution from 6 sub-columns for a 10 e@-gas column, the
true temperature profile is shown in Fig. 4.6 (a). (a): thee@@um band. (b): the C®2.7 um

band.

in Figs. 4.7 (a), 4.8 (a) and 4.9 (a). For the £27 um band, as shown in Fig. 4.7 (b), the spectral
intensities from dferent portions of the gas column have similar patterns for the 10 cm long gas
column. Increasing the gas path length to 1000 cm, as shown in Figs 4.81(%)%b), the intensity
from different portions of the gas column become spectraliiedint. This explains why the 2.7
um band performs well only at large pressure path lengths. Since the4@m band shows
equal or better performance for all inverse radiation calculations, thid vy always be used for

temperature and concentration inversion.

4.5.3 Temperature profile and average concentration recomsiction

Unfortunately, only the temperature profile can be retrieved from the emittexisity. This
can be shown by assuming temperatiiréo be constant, and concentration to be a function of
location s,x = x(s): for such case the emitted intensity is

L
l, = f Ly (T ) (T x)e ke (T9d8 gg (4.14)
0

For species like Cg absorption coficient, is almost linear with concentrationdue to weak
self-broadeningféects of CQ, i.e.,

K (T, X) = &py(T)X (4.15)
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Figure 4.8: Spectral intensity contribution from 6 sub-columns for a 100ocim-gas column, the
true temperature profile is shown in Fig. 4.6 (b). (a): thee@3 um band. (b): the C®2.7 um
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Figure 4.9: Spectral intensity contribution from 6 sub-columns for a 1@@0ng gas column, the
true temperature profile is shown in Fig. 4.6 (c). (a): thee@3 um band. (b): the C®2.7 um

band.

Where «p, is the pressured-based absorptionfioent and is a function of temperature only.
Rewriting Eq. (4.14) gives

L
Iy =ty (T)kpy(T) f x(g)e 1T fy X)ds gg
0

= — lpy(T)kpy(T) fo ] gl 3 X(s)ds d( f ] x(s’)ds’)

=Iby(T) [1 —em Mk X(S)ds] (4.16)
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wherefol‘ x(s)ds is the area under the curvés) for sfrom 0 toL. As long as this area remain
the same, the emitted intensity will be the same and, for a given intensity specteinefribved
concentration profile will have infinitely many solutions; thus, it is impossible tomstruct the
concentration profile based on the emitted intensity spectrum alone. Onbgaveoncentration
can be retrieved. Therefore, in the previous section it was assumembti@ntration is known and
constant (20%) along the path, and only temperature profiles are reftrieviis section, the model
is extended to include average concentration as another inverse paraemaperature profile plus
average concentration can be retrieved simultaneously. Temperattitespaoe retrieved in the
same fashion as discussed before using the same regularization methadis Tteeregularizations
applied between temperatures and average concentration. Figurehdw§ the comparison of
exact temperature profile and exact average concentration with retitiengerature profile and
retrieved average concentration from the G138 um band. They both match very well.

2000+
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X. 1400 F
'_
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1200 ——a—— Retrieved T
Exact x=0.2000
1000 Retrieved x=0.2002
| G=0.01
800 '
T T TR TN T I S R
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Figure 4.10: Inverse results for retrieving temperature profile plusgesconcentration.

4.6 Summary

An inverse radiation model was developed by applying the Levenbergtdedt inverse
scheme with Tikhonov regularization to a nonhomogeneous gas medium. Thé$ isiodpable of
retrieving the temperature profile plus average concentration based emitied intensity spectra
from the hot gas medium. A new selection method is proposed to determine the loptjmar-
ization parameter for Tikhonov regularization. This new method is tested agirigetic intensity
data, which were created based on the HITEMP 2010 database for thd.8fm band for two
fictitious temperature profiles and disturbed with Gaussian random noigené regularization
parameter selection method shows good generality fégréint temperature profile inversions.

71



Chapter 5

Inverse Radiation Model for Turbulent
Systems

5.1 Introduction

In the present study, by assuming the pdf shape of temperature aridsspewcentration
fluctuations, time-averaged transmissivity and its rms spectrum are siudigegdated to the time-
averaged and rms values of temperature and species concentration;tti@ss-called forward
calculation. Once these relationships are established, time-averagedswalues of temperature
and species concentration and turbulence scales can be retrievetihfieaveraged transmissivity
and its rms spectrum; this is the so-called inverse calculation. The absorp#icients, which
are required to calculate transmissivity and its rms spectrum, are calculatedHiTEMP 2010.
For the present work, synthetic turbulent fields for temperature antespeoncentration fluctu-
ations are generated by a stochastic approach. Instantaneous trassnsigsctra are generated
along a line-of-sight for dferent spectral bands of GOH,O and CO. Synthetic time-averaged
transmissivities and their rms spectra are calculated by conducting a sto@rasgysis on these
instantaneous transmissivity spectra and are used as input data to rémnexs/eraged and rms
values of temperature, species concentration and turbulence length scale

5.2 Instantaneous turbulence fields

A stochastic approach developed by Kritzstein and Soufiani [129] istaddiere, in which
instantaneous temperature and species concentration fields are gkbgr&turier transforming
an assumed space-time correlation function. Without specifying the entireajey of the system,
turbulent scalar fields are created along a line-of-sight over a gasnaddi lengthL and for the
time interval 0< t < tp. The scalar fields are assumed to be stationary, homogeneous stochastic
process, with a Gaussian probability density function. They are deterrimomadhese assumptions
and the following properties:

(U(st)=0 (5.1)

(s, u(s+r,t + 7)) = U%C(r, 7) (5.2)
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where a prime denotes a fluctuation about the local mean value and ancitetbrdenote time-
averaged quantities. The generated scalar fitdd) is assumed to have a zero mean, a standard
deviationU = 1 and to statistically satisfy a space-time correlation function:

C(r,7) = Cs(NGi(r) (5.3)

whereCs(r) = e"/A is the two-pointone-time correlation function an€(r) = e/ is the one-
pointtwo-time correlation function, and andte are the turbulence integral length scale and time
scale, respectively. Kritzstein and Soufiani [129] studied the TRIcefor diferent forms of spa-
tial correlation function and concluded that the contribution of turbulemceadiation is not very
sensitive to the shape of the spatial correlation function. Thereforeisistidy we only use expo-
nential decay functions for both spatial and temporal correlation furetibemperature and species
concentration fields are generated by

T(st) =To[1+Brur(st)] (5.42)
X($ 1) =x0[1+Bxti(s D] (5.4b)

whereSt and By represent the percentage of temperature and species concentratioatituns
around mean temperature and concentrafipand X, respectively.u’.(s, t) andui(s,t) are turbu-
lent fluctuations used to generate temperature and species concenteddi®sdiisfying properties
as in Egs. (5.1) and (5.2). The reader is referred to [129, 130] foe metails on the approach of
numerically generating the turbulent scalar fields.

Once temperature and species concentration fields along a line-of-sgtittained, instan-
taneous spectral transmissvitiggt) can be calculated as

L
7,(t) = e b (T0ds (5.5)

wherex,(T, X) is the spectral absorption diieient calculated from the HITEMP 2010 line-by-
line (LBL) database. Since transmissivity spectra can only be measueefirdtie resolution by
a spectrometer, the LBL spectral transmissvities of Eqg. (5.5) have to weleed with an pixel
response function (PRF) to mimic the resolution of a spectrometer. After thenissivity spectra
are convolved with the PRF(), they become,

m®=£TNmmmMm (5.6)

The PRH () is a property associated with the optical detector, and it can be deternyirizston-
volution of a measured spectrum. For an array detector, the PRF canaaksohle same shape as
in Eq. 2.7 [131]. Therefore, Eq. 2.7 was also used as the PRF in this stilyspectral trans-
missivity are convolved with an PRF with nominal resolution of 4-érto create instantaneous
medium-resolution transmissivity spectra based on the generated turlmdtmsdiled.

Instantaneous scalar fields are created with an integral length scalfof gas medium of
lengthL and with an integral time scale tyffor a total time interval of. Time-averaged transmissiv-
ity (rc(n)) and its varianczér’c(n)2> can be obtained by conducting a stochastic analysis over the in-
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stantaneous transmissivity of Eq. (5.6). These values are used adatat retrieve time-averaged
temperaturéT), concentratiofx) and their variancegT'?), (x'?) and(T’x’). The retrieved statis-
tical data will be compared with the the ones directly calculated from the craatadent scalar
fields.

5.3 Forward calculation

In order to retrieved mean scalars and their rms values from optically nesbsansmissivity
and its rms spectra, it is important to have an accurate forward calculatiosl thatlcan relate the
mean and rms transmissvities to the mean and rms values of temperature andretince It is
assumed that the time-averaged transmissivity and its variance can beedaeasuinite resolution.
Also, it is assumed transmissivities vary temporally and the fluctuation hasreso. The forward
calculation model is using time-averaged temperatiine concentrationx) and their variances
<T’2>, <x’2> and(T’x’) to predict the measured time-averaged transmissivily))) and its variance

<T’C(n)2> , Which involves several levels of calculation.

5.3.1 From temperature and concentration to LBL absorption cefficient

It is known that absorption cdécient «, tends to be relatively linear it andx, and it is
reasonable to assume that

aKT](<T> ’ <X>)T/ + aK77(<T> ’ <X>) X,

a6 T) ~ Ky (T, 00) + =5 o

(5.7)

where temperature and concentration fluctuatibhend x’ are assumed to be Gaussian random
variables with zero mean. Taking the average of Eq. (5.7) leads to

(ko) = Ky ((TY 1 (x0) (5.8)

This basically means the time-averaged absorptiofficaent can be calculated from time-averaged
temperature and species concentration. The variance of the absoqmibicient is defined as the
mean-square fluctuation of the absorptionfiomnt. Combining Egs. (5.7) and (5.8), the variance
of x, can be deduced as

, In((T) (), Oy (%) |2
<’<n2>:<(’<n‘<"n>)2>z<[ . aT T ox : X”

_ [akn(<T>,<X>)]2 (17) + [6Kn(<T>,<x>) r (x2) + 229D 09) 25T, )

(T'x)
(5.9)

oT OX oT ox

Where(x;?), (T’2) and(x'2) are variance of absorption dfieient«,, temperaturd and species
concentratiorx, respectively{T’x’) is the covariance of temperature and species concentration.
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5.3.2 From LBL absorption codficient to LBL transmissivity

Because of the approximately linear relation between absorptidhaert, temperature and
species concentration, the absorptionfiorents also vary temporally with a Gaussian distribution,
which have mean and variance(af;) and(;?), respectively. It is known that

— b a(9ds — o o [(a)+i(9)]ds
=)k (o (5.10)
Averaging over Eq. (5.10) yields
L a
(ry) (et (e brsoee) (5.11)

and the variance of the transmissivity can be written as
2
(0= (= el = 1 [fe 26 500) - o )

Here we defing,, = fOL ky(S)ds as the turbulence optical thickness, which is a normally distributed

random variable with meay,) and variancgy;?). By definition, the positive random variable
e is log-normally distributed with mean and variance of [132]

(5.12)

<e—Xrl> :e_</Y'7>+%<X:72> (513)
var(e ) = (en)? (eler) — 1) (5.14)

In order to evaluate Egs. (5.11) and (5.12), the mean and varianceefasrttulence optical
thicknessy, need to be evaluated first. The mean is

(rn) = <foL’<r'7(S)d3> = fOL (k)(9))ds=0 (5.15)

L 2 L AL
<X%2>=<[ fo Ky(S)ds >= fo fo (K (s1)x;(s2)) dsydis, (5.16)

where</<,’7(sl)/<;7(52)> is the covariance of absorption dheients at two dierent spatial locations;

and its variance is
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andsp, and according to Egs. (5.7) and (5.8),
(etseg(ea) =t = fat)] b = st

()
RIS

oT
For homogeneous turbulent€(s:)T'(s2)) = (X' (s2)T’(s1)), so Eq. (5.17) becomes,

9n) | )| 0 (k) 9 {1)

(ki (s)ri(2)) = { pas ] (T"(s)T’ (sZ)>+( o ]<x ()X (%)) + 22— — = (T'(s)X(%2))
(5.18)

0( )Y
(T'(s)T'(s2)) + (X (s1)X(2))

0<K >6<Kn>

LX) (B17)

(T'(s1)X (%)) + ——

If the turbulent fields have a spatial correlation funct@gr), wherer is the distance between two
arbitrary spatial locations, Eq. (5.18) can be rewritten as

2

<K;,(s1)K;7(sQ)>=(a§§>]zcs(|s1 ) (T7%) + [a§;>} Cellse — 52 (X?)

d{x,) o
+2 é? §?>Cs(lsl—32l)<T’X’> (5.19)
let
1 L L
=5 j; fo Cs(ls1 — s2l)dsids, (5.20)

then Eq. (5.16) becomes,
(x7) = (2) L2 (5.21)

Up to here, we have calculated the mean and variance of the turbulencal dipit&ness
Xxn- Applying Egs. (5.13) and (5.14) to Egs. (5.11) and (5.12) yields the malue for the LBL
transmissivity

(1) = e (LI (5.22)

and variance for LBL transmissivity

(77) = (o (91 ©29
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5.3.3 Convolution

In the forward calculation, the calculated LBL spectral transmissivity hdsetoonvolved
with a pixel response function (PRF) to mimic the resolution of a spectromeiter. tlansmissivity
spectra are convolved with the PRE;), they become,

Tye = f(; T L'(7 = ma)dma (5.24)

After convolution, the time-averaged transmissivity can be rewritten as,

<Tnc> = <f(; Tnlr(n - 771)d771>
= [ (m) 0= nyin (5.25)
This implies that the convoluted time-averaged lower-resolution transmissiuigl®the convolu-

tion of the time-averaged LBL transmissivity.
The variance of the convoluted transmissivity is

00 00 2

(Tr2) =<[ fo Tyl = m1)dg — fo (Tn1>F(n—n1)dm] >
00 2
=<[ f Tl (1 - m)dm] >

f f 7,7, ) T = n)T (1 = 172)clpa (5.26)

Where<'r,71'r,72> is the covariance of transmissivity at two arbitrary wavenumber locations and

12, Where the transmissivity fluctuation is
T;] = e‘(Kn>L fo Ky(s)ds _ e <K71>Lez<)('1> (5.27)

thent; ), can be expressed as

n2

7y, = € ) on)L (g & b (90 _ e%<x;i>)(e—fmz(s>ds etliz)) (5.28)

Taking the average of Eq. (5.28) yields the covariancg,péndr,,,
<T7I T’I2> (<K'71>+<K712>) (<e_ IC)L(K;11+KTI72)dS> + e%((X;zzl>+<X;122>) — <e_fo Kril(s)d5> %(X%) e%(sz1> <e_ fOL K;72(S)d5>)
—e_(<"'11>+<’('72>)|- ((e‘ fo (kny +/<,]2)ds> e%(<)(/”2]_>+<)(;122>)) (5.29)
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and it is known that

L L
< fo €, + K;n)ds> _ fo (), +,))ds=0 (5.30)

and

L 2 L oL
(| [l )= [ [ (o0 (5] 1,50 + 60
12 ’2 - - ’ ’
i)z [ [ (tsne) dsds,
=(2)+ (02) + 2(xpx0,) (5.31)

where(x)x;,) = fol‘ fol‘ (7, (1)K}, (s2)) dsyds; s the covariance of turbulent optical thickness at

two arbitrary wavenumber locatiomg andn» and(K;n(S]_)K;yz(Sz)> is the covariance of absorption
codficients at two arbitrary wavenumber locatiomsandn, as well as at two arbitrary spatial
locationss; andsp, which can be calculated from

(k) & i) 0 {kn) 0 i)

(i (S5, (52)) =t (T (ST (S2)) + — - —5 5 (X (s)X ()
9 {kp,) 0 (Ky,) D (K, ) (K,
+[ §T> <6K1>+ <8K;7> g“ﬁ]msl)x«s?» (5.32)

For turbulent fields with a spatial correlation functi@q(r), the covariance of turbulent optical
thickness{x;,x;,) can be calculated as

L L
(o) = [ [ {050, (c0) drce

0k, ) 0 (K L oL A (K, ) 0 Ky, L oL
_0n) <"><T'2>f0 fo Cs(ls - Sel)dsidse + o) <n><x'2>f0 fo Collen ~ s2l)deds,

oT oT 15)4 0X
O0(kny ) O(kn,)  O(ky,) 0Ky, L L
+[ E’)'I"]> <(9;>+ <8)Z> <6T’7>]<T/X’>fo fo Cs(ls1 — s2l)dsids,
0 (i) k) |0 k) 0{kna) | o () (i) O k) 0(kna))
=L’ aTn aTn (T7%)+ al a; <X2>+[ aTT7 a; * az aTT7 )<TX>

(5.33)
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So Eq. (5.29) reduces to
(7)) =eCom (DL ghlrin)r30c) (e<xamz> _ 1)

- <Tn1> <T'72> (e<X W) — 1)
~ <Tm> <Tnz> <X%1X%z> (5.34)

and Eq. (5.26) becomes
(B = [ [ (o) o)) T = 1 = nedimaie (5.35)

5.4 Inverse calculation

The present study is limited to homogeneous turbulent fields op-8C,, No+H>O or
N2>+CO mixtures and, therefore, the parameters that need to be determined &reetfaveraged
temperaturéT) and concentratiokx), the variance of temperatu(é’ ’2> and concentratioﬁxa),
and the covariance of temperature and concentr&fioxi). Usually, the turbulence length scale
is an unknown parameter, so it also need to be determined.

Assuming time-averaged transmissivity and its variance can be optically redesua rela-
tively low resolution, generally the equations we need to solve to obtain alktfzereters are

(tye) = B (T, (0. (T2) . (x2) (T'X) . A) (5.36)

or

(72) = g, (). 0. (T2) . (x?) (T'X) . A) (5.37)

where the nonlinear functiorfg andg, can be determined with Egs. (5.25) and (5.26), respectively.
In principle, either of Egs. (5.36) and (5.37) can be used to solve allateneters if one measures
the time-averaged transmissivity or the variance of transmissivity with a cegattral resolution,
obtaining enough discrete values affelient wavenumbers. However, these two equations show
different sensitivity to dierent parameters, as indicated in Eqgs. (5.22) and (5.23). In Eq. (h22)

term e%<’<;72>'-292 gives the &ect of turbulent fluctuations on transmissivity of the gaseous medium.
It is easy to demonstrate this term is larger than unity, which means turbulemnizflions increase
transmissivity. But if the optical thickness of the gas medium based on thddutlntegral length
scale k,A) is small, this term is always close to unity, i.e., time-averaged transmissivity is not
sensitive to the intensity of turbulence fluctuations. By contrast, as sho®&q.i(6.23), turbulent
fluctuations always have significarftects on the fluctuation of transmissivities. Dedugimg, (x),

(172), (x2), (T’x'y andA from Egs. (5.36) or (5.37) requires deconvolution and makes thebe pro
lems ill-posed and, therefore these equations cannot be inverted direaltifato all the parameters.
Inverse procedures are required to solve them numerically. In this, siondyaveraged temperature
(T)y and concentratiofx) are solved by minimizing an objective functién, which represents the
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difference between the predicted and measured time-averaged transmigsiyity,
|
Fi(z1) = ) (rie) - fi)? (5.38)
i=1

wherei denotes discrete wavenumber. The variance of temper{aTtﬁﬁkand concentratio(xx’2>,
the covariance of temperature and concentrafioi’) and the turbulence length scaleare solved
by minimizing an objective functiofr2, which represents theftierence between the predicted and
measured variance of transmissivity, i.e.,

Faz) = > () - g)° (5.39)

i=1

Here we separate all unknown parameters into two parameter vectone myhe((T), (x)" is
solved from Eq. (5.38) angh :((T’2>,<x’2>,<T’x’>,A)T is solved from Eq. (5.39). The goal of
inverse calculations is to minimize these two functions by properly guessingthenpter vectors
until the best matches between the measured spectra and predicted dgiactre achieved. In our
previous study [121, 122], the Levenberg-Marquardt optimization naettes applied to retrieve
temperatures and species concentrations for laminar gaseous media.untlettie Levenberg-
Marquardt optimization method to be relatively reliable, more accurate andrireyless com-
putational €ort than several other methods tested. Therefore, the Levenbemibtdt is also
employed in the present study. In this method, the parameter ve@aradually increased by a
small valuesz,

Znew = Zold + 6Z (5.40)
with

sz=-H"'B (5.41)

and the vectoB = VF(2) is the gradient vector of the objective functiBrwith respect ta, andH’

is a matrix with elements
;o (1+ /l)hij i = ]
h _{ h i % (5.42)
where theh;j are the elements of the Hessian matix V2F(2).

The same algorithm in Chapter 2 was applied to retrigvendz, separately, the procedure
for retrieving all the parameters is summarized as follows

1. Assume starting points fag andz.
2. Fixz; and apply the Levenberg-Marquardt method to Eq. (5.38) to udate

3. With the updated;, apply the Levenberg-Marquardt method again to Eq. (5.39) to update
Z7.

4. With the updated,, go back to 2 and updat®g again.
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5. Stop iteration when the changeszgfandz, become sfiiciently small

5.5 Results and discussion

Instantaneous turbulence fields were generated assuming that the mearatansp, of the
gas medium is 1500 K and mean species concentragos 0.1. Temperature and species con-
centration have 10% fluctuations around the mean values. These valteeshesen to represent
physical conditions, which are typical of the far-field self-preservagjon of a turbulent reacting
jet, downstream of the location where combustion has taken place [138perature and species
concentration fields are created for 100 spatial points along the gas cofudnm and for 1000 time
realizations in 1 s. The integral length and time scales are 0A=0.0 L) and 0.1ms, respectively,
which makes a spatially correlated and temporally independent turbuleftteHigure 5.1 shows
representative spatial temperature fluctuations at an arbitrary time andregit@moperature fluctu-
ations at an arbitrary location for the created turbulent temperature figjdreF5.2 shows typical
correlation functions computed from the stochastic scalars fields aslababove, averaged over
1000 time realizations for all the spatial points, which is compared with the tihesdrgpatial corre-
lation functionCs(r) = e”"/A. Instantaneous transmissvitigg are calculated from Eq. (5.6) for the
instantaneous temperature and species concentration fields $oHz0 and CO. Stochastic anal-
ysis was conducted to calculate the time-averaged transmissivity and theipegtsas which are
denoted as “actual” spectra and were used to retrieve tempetatyreoncentratiorx) and their
variance(T’2>, <x’2> and(T’x’) for the three species from the inverse calculation model. On the
other hand, these mean and rms values can also be directly calculateddraurbtiience fields by
conducting a stochastic analysis and the results are shown in Table Soledles “actual values”,
which are used as the benchmark for the retrieved values from invaizdations.

The “actual” time-averaged transmissivity and their rms spectra for, B0 and CO were
used to retrieve temperature, concentration, their rms values and turlemgtit scale. The perfor-
mance of diferent spectral bands for inverse calculation was investigated, anettleyed results
are shown in Table 5.1Actual transmissivity and their rms spectra are compared with the spectra
calculated with theetrieved parameter values in Table 5.1 from Egs. (5.25) and (5.26) and also
compared with the spectra calculated friorward calculations with the actual parameter values in
Table 5.1 from Egs. (5.25) and (5.26). All comparisons are shown in 5ig§s5.4 and 5.5.

Two CO, spectral bands at 4.3 and Zih were tested. The retrieved parameters are shown
in Table 5.1. Large errors occur when retrieving rms values fop €@centration from the 4.3
um band and the retrieved turbulent length scale also has a relatively lasgemincy from the
actual value. For the C{2.7 um band all retrieved results are very accuratéfedences from ac-
tual parameter values are less than 1%. Figure 5.3 shows the companistniestd transmissivity
and their rms spectra with the “actual” spectra and forward spectra faC@e4.3 and 2.7um
bands. It appears that the forward calculated transmissivity and thepeosa are overestimated
at lower wavenumbers for the G@.3um band compared with the “actual” spectra. In the forward
calculation model, we invoke the assumption that the spectral absorptifiiciese is only a linear
function over the temperature range(®) + T, and species concentration rang(Bf + X/, as
given by Eq. (5.7). The linear assumption for absorptiorfiocdents with concentration is valid due
to weak self-broadeninglects of CQ. However, for the the C©4.3um band, the spectral absorp-
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Figure 5.1: Demonstration of (a): spatial temperature fluctuations at @raaytiime and (b) tem-
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Figure 5.2: Comparison of theoretical spatial correlation fundiigin) = e/ with the correlation
function calculated from the created turbulence fields

tion codficient may be slightly nonlinear over the temperature range 4580 K. Comparing to
the CQ 2.7 um band, the C@4.3 um band is so strong that slightly nonlinearity may cause large
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Table 5.1: Inverse calculation results for retrieving temperatures, speaieentrations, their rms
values and turbulent length scales from time-averaged transmissivityaped their rms spectra

retrieved parameters (MK O THEK) VxD (T'X)K) AL

actual values 1495.13 0.0997 150.83 0.0101 1.52 0.100
CO; 4.3um retrieved 1524.29 0.1017 145.21 0.0125 1.54 0.092
(1900 to 2500 cmt)  error(%)  1.95 204  -373 24.21 1.78 -7.93
CO, 2.7um retrieved 1498.20 0.0995 149.46 0.0101 152 0.099
(3300 to 3800 cmt)  error(%) 0.21 -0.19 -0.91 0.64 -0.07 -0.78
H,0 2.7um retrieved 1490.04 0.0994 151.03 0.0098 151 0.102
(3200 to 4200 cmt) error(%) -0.34 -0.26 0.13 -3.04 -0.24 1.58
H,0 1.8um retrieved 1491.38 0.0994 149.64 0.0101 1.54 0.099
(4800 to 5800 cm) error(%) -0.25 -0.24 -0.79 0.04 1.49  -1.37
CO 4.7um retrieved 1495.54 0.1006 149.52 0.0100 1.49 0.099
(1800 to 2400 cmt)  error(%)  0.03 095  -0.87 -025 -157 -0.75
CO 2.3um retrieved 1497.42 0.1000 149.79 0.0095 1.49 0.100
(3900 to 4400 cmt)  error(%) 0.15 0.36 -0.69 -5.43 -171 0.07

discrepancies for larger optical thicknegg,fL). This is easy to demonstrate from Egs. (5.22) and
(5.23).

Two H,O spectral bands at 24m and 1.8um and two CO spectral bands at 4:ih and
1.8 um were also tested using transmissivity data synthesized from the turbdileldse Table 5.1
shows the inverse results and Figs. 5.4 and 5.5 show the comparisoni@fe@tiransmissivity
and their rms spectra with the “actual” spectra and spectra calculated fowarfl calculation
model. For these $D and CO transmissivity spectral bands, retrieved and forward spefectly
overlap with the “actual” spectra. Although “actual” and forward rms seshow discrepancies
with the “actual” rms spectra at smaller rms values, the spectral peaks ahgamiost the “actual”
rms spectra bands are well captured by the retrieved and forward engap This shows that
the forward calculations for predicting lower-resolution time-averageusingssivities and their
rms values are accurate enough and the resulting inverse radiation nodeleg a reliable tool
for retrieving mean temperature, concentration, their rms values and wirbeiwth scale from
turbulent transmissivity measurements.

All the previous test cases are for perfectly correlated temperaturspaeies concentration
fields, i.e.,ur = uyx as in Eqgs. (5.4a) and (5.4a). Although experiments show there are swong
relations between temperature and species concentration for flameffir3a}y proposed method,
there is no pre-assumption for the correlation between temperature anmeksspancentration. Time-
averaged temperature and species concentration are retrieved simustgresad independently.
Table 5.2 shows the results for non-correlated temperature and spec@ntration fields (other
conditions remain the same). Except large errors occur when retrievimgalues for species con-

centration from the strong CGO1.3 um band in this case, acceptable results are obtained from the

CO; 2.7um band as well as from other bands of the other two species.
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Figure 5.3: Comparison of retrieved transmissivity and its rms spectra wittatted!” spectra and
forward spectra calculated by the actual turbulent scalars for thedCGam and 2.7um bands

Table 5.2: Inverse calculation results for retrieving temperatures, speaieentrations, their rms
values and turbulent length scales from time-averaged transmissivitirapad their rms spectra
for non-correlated temperature and species concentration fields.

retrieved parameters (MYK) (X VT2 (K)  (x2 (T'Xy(K) A/L
actual values 1495.13 0.1001 150.83 0.0101 0.00 0.100
CO, 4.3um retrieved 1510.14 0.1021 143.82 0.0151 0.08 0.091
(1900 to 2500 cmt)  error(%) 1.00 2.06 -4.65 49.70 - -8.70
COy 2.7um retrieved 1483.07 0.0999 150.59 0.0100 -0.05 0.101
(3300to 3800 cm) error(%) -0.81 -0.17 -0.16 -0.99 - 1.08
H,0 2.7um retrieved 1474.62 0.0998 154.58 0.0090 -0.05 0.107
(3200 to 4200 cmt) error(%) -1.37 -0.24 2.48 -1103 - 6.61
H,0 1.8um retrieved 1475.93 0.0998 154.10 0.0088 -0.05 0.106
(4800 to 5800 cmt) error(%) -1.28 —-0.24 2.16 -1272 - 5.94
CO 4.7um retrieved 1480.19 0.1010 152.62 0.0094 -0.15 0.104
(1800 to 2400 cmt)  error(%) —1.00 0.99 1.18 —-6.96 - 4.18
CO 2.3um retrieved 1482.02 0.1004 151.55 0.0094 -0.13 0.102
(3900 to 4400 cmt)  error(%) —0.88 0.38 0.48 -6.16 - 1.85
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Figure 5.4: Comparison of retrieved transmissivity and its rms spectra wittatted!” spectra and
forward spectra calculated by the actual turbulent scalars for $eZ7um and 1.8«m bands

5.6 Inverse radiation model for turbulent gas mixture

The previous study is also for a single combustion species. In this sectomadtel was
extended to retrieve time-averaged and rms values for temperature, sspacgentrations as well
as turbulence length scale for gas mixture of three major combustion pra@dgtdd,O and CO
with N». The spectral absorption déieient for the gas mixture can be approximated linearly as

Oy (KT),
T2~ (T) . 00) + 220100

Ik ((T), (Xco,)) _, Ok ((T) . (XH,0)) ,
T oo, 2T T ko Hz0

9Ky ((T) , {Xco))
+ e —

5.43
xco (5.43)

Xco
wherex = [Xco,, XH,0, Xco] IS @ set consisting of all the species concentrations. Based on the
absorption cogicient for the gas mixture, a similar approach can be applied to a gas mixture and
equations for time-averaged lower-resolution transmissivity and its varizant be derived accord-
ingly. For a gas mixture of C& H,O and CO with N, Egs. (5.36) and (5.37) can be rewritten

as

(rie) = £ (. 00 (T%).(x%). {T'%). (%)) . A)
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Figure 5.5: Comparison of retrieved transmissivity and its rms spectra withatted!” spectra and
forward spectra calculated by the actual turbulent scalars for the C@lahd 2.3um bands

(72) = 9 (.00 (T2) . (x2) (T'%) . (XX) . A)  i,j=CO.H0.CO  (5.45)

Comparing to Egs. (5.36) and (5.37) for a single gas species, Egs) @nd4(5.45) introduces
two more time-averaged species concentrations, two more variancesmsspencentrations, two
more covariances of temperature and species concentration and theeeavarances of éierent
species concentrations. Totally, there are 15 parameters need to bestktrie

New test cases were generated for a gas mixture assuming that the mearaterajig
of the gas mixture is 1500 K and mean concentration for @@d HO are both 0.1 and mean
concentration for CO is 0.05. Again, temperature and species concemsrative 10% fluctuations
around the mean values. Other conditions remain the same as in the presessfaasingle
species. Radiation spectra for the three gases usually contain sdx@ngl lsands and present at

different spectral locations forftitrent gas species. In order to retrieve these parameters accurately

and dficiently, it is very important to choose appropriate spectral bands to corkle inverse
calculations. Figure 5.6 shows the spectral absorptiofficants for the three species at 1500 K.
In this part of the spectrum, Ghas two strong bands, so does CO. FgOHthe bands are wider
and spread out over the spectrum.

Ideally, choosing part of the spectrum where all three species har&aps can retrieve all
the parameters simultaneously. For example in the spectral interval 1800- @600 cm?, as
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shown in Fig. 5.6, spectral bands for &®,0 and CO all have overlaps. However, as indicated
before, this part of the spectrum contains the, @ um band. Even for a single species, using this
band cannot retrieve rms values for temperature and concentrationvediryOur investigations
show that only time-averaged values for temperature and species tratiogis for the turbulent
gas mixture can be retrieved relatively accurately if transmissivities at #herapinterval 1800
cm1- 2500 cm! are used. Therefore, in our study, instead of retrieving all the parasrsiteul-
taneously from the spectral interval 1800 ¢m 2500 cm?, parameters for C§ H,O and their
correlations are retrieved from the spectral interval 3200%er3800 cn! and the spectral interval
4200 cnTi- 4400 cmt is used as supplementary band to retrieve parameters for CO. For the spec
tral interval 3200 cm®— 3800 cmt, CO;, and HO have strong overlap, but there is no overlap with
CO. That means only parameters for £, 8,0 and their correlations can be retrieved from this part
of the spectrum. For CO, as shown in Fig. 5.6, there is a strong band withspéuotral interval
4000 cnTl- 4400 cm! and overlaps with KO, which can be used to retrieve parameters for CO.
However, in the spectral interval 4000 cths 4200 cm?, the spectrum for KO is stronger than CO
and make the inverse results for CO less accurate than using the speetrallin200 cm’— 4400
cm! to retrieve parameters for CO. So first the spectral interval 3208-8800 cnm? is used to
retrieved(T), (Xco,), (X,0), (T2, (G, (X o) (T"Xc0,), ("X, o) @ndA. Then(xco), (X
and(T’x¢) will be retrieved from the spectral interval 4200 T 4400 cmit. The inverse results
are shown in Table 5.3.

10' | P=1bar — H,0,1500K, 0.1
g CO,, 1500 K, 0.1
CO, 1500 K, 0.05

_______________
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Figure 5.6: Spectral absorption ¢beient for three combustion species: £®l,0 and CO

In Table 5.3, there are only 12 parameters instead of 15 parametersvioys studies for
turbulent simulations and measurements [134—137], no results havelmwemfer correlations be-
tween species concentrations. This is one of the reasons that the resatigdriances of dierent
species are not shown here. Another reason is that we fiseedit part of the spectrum to retrieved
parameters for dierent species separately, covariance between ttkerelnt species cannot be re-
trieved if there is no overlap for the emission bands of the two speciesx&mpﬁe,(x&ozx’w).
AIthough,<x’Coz x,’420> and(x’Hsz’CO) can be retrieved from the spectral intervals 3200a8800
cm ! and 4200 cm!— 4400 cm?, respectively, these parameters are not interested and thus will

87



Table 5.3: Inverse calculation results for retrieving temperatures, speaieentrations, their rms
values and turbulent length scales from time-averaged transmissivitiragped their rms spectra
for a gas mixture of 10% C£&-10% H,O+5% CO

retrieved parameters (T) (K) (Xco,) (XH,0) {Xco)
actual values 1495.13 0.0997 0.0997 0.0498
retrieved 1492.56 0.0987 0.1005 0.0502
error(%) -0.17 -0.96 0.84 0.65
retrieved parameters +/(T’2) (K) (x’czoz) \/<x;4220) \/<x’czo>
actual values 150.83 0.0101 0.0101 0.0050
retrieved 151.3478 0.0101 0.0091 0.0049
error(%) 0.34 0.14 -9.90 -2.74
retrieved parameters(T’x’COZ> (K) <T’x;|20) (K) (T'xco) (K) A/L
actual values 1.52 1.52 0.76 0.100
retrieved 1.54 1.52 0.70 0.102
error(%) 1.25 0.32 -7.57 2.10

be neglected. Fig. 5.7 shows the comparison of retrieved transmissivity@indms spectra with
the “actual” spectra and spectra calculated from the forward calculatioelnfmr the gas mixture,
agreements are very good.

5.7 Summary

An inverse radiation model was developed to reconstruct time-averagpetature, species
concentration, their rms values and the turbulence length scale from timegadaransmissivities
and their rms spectra for homogeneous gaseous media. Synthetic tuebfidds were created
for temperatures and species concentrations and synthetic turbulesmisaivity spectra were cre-
ated for CQ, H,O and CO based on the created turbulence fields. Statistical parameteithéro
turbulence fields and time-averaged transmissivity and rms transmissivitirapalculated from
instantaneous turbulent transmissivity spectra were used to validate tmseimeeliation model.
Results show that, by considering interaction between turbulence antdoadiene-averaged tem-
perature, concentration, their rms values and turbulent length scale @cbrately retrieved from
turbulent transmissivity measurements.
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Chapter 6

Summary and Future Work

6.1 Concluding Remarks

The objective of the current research was to develop nonintrusiliatian tools that allow
for measuring temperature and species concentrations. These toolsleveteped for laminar
systems and, in particular, turbulent systems where turbulence-radiat@vadtions (TRI) can be
significant. The tools naturally require the use of inverse methods, as the taltohpective is
to determine temperatures and concentrations from emitteramdnsmitted intensity measure-
ments. Inverse radiation models were developed and these model are sdilget@ temperature
and species concentrations for homogeneous laminar gaseous mediaatareparofiles and av-
erage species concentrations for nonhomogeneous laminar gasedasanddime-averaged and
rms values as well as turbulent length scales for turbulent gaseous media.

In order to simulate the emission/and transmission spectrum for combustion species, an
updated absorption cfiicient database was created based on the spectroscopic databad&"HITE
2010 [33], which enablefgcient forward calculations for the inverse radiation tools. The new ab-
sorption coéicient database contains three species;, Q0 and CO, and has tabulated data for
temperatures of 30& T < 3000 K, total pressures ofD< P < 80 bar and species concentra-
tions of Q0 < x < 1.0. An inverse radiation model was developed to retrieve temperature and
species concentration for a laminar homogeneous medium, which can alsed#uetrieve av-
erage temperatures and species concentrations for laminar nonhomoegemedium. This model
was validated against experimental measurements of transmissivity spec@&,fand HO for
a wide range of temperatures and species concentrations. Investigatiaptimal wavenumber
ranges and resolutions were conducted by considering multiple factohsdiimg spectral region,
spectral resolution, temperature and concentration range, and sbiditgpo systematic and ran-
dom errors. For nonhomogeneous gaseous media, it was found tighisavities are not sensitive
to temperature and concentration distributions, and, therefore emissicinaspeed to be used to
retrieve temperature profiles. A new regularization selection method bageé theory of the dis-
crepancy principle and the L-curve criterion was proposed and spoad generality for dierent
temperature profiles inversion. Several types of temperature profilesetéeved accurately using
this method. It was found using two-sided measured spectra can sigtiyficajprove the results for
temperature profile inversion. To develop the turbulent inverse radiatiokelptte nonlinear inter-
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action between turbulence and radiation has to be considered. Sucleeseiradiation model for a
path along the detector’s line-of-sight has been developed to deducavereged and rms values
of temperature and concentrations. This model works for single gagesmewell as combustion
gas mixtures and is capable of retrieving turbulent length scales from tlvalapeasurements, as
well.

6.2 Future Work

Although the developed inverse radiation tools show good capability for texiype and
species retrieval for laminar and turbulent combustion system, a numbepetta need further
development and closer examination.

6.2.1 Spectroscopic Database Validation

Accurate prediction of gas radiative spectra at higher temperatur@eie great importance
in developing inverse radiation tools. The latest spectroscopic databBE&IR 2010, as discussed
earlier, was extensively tested by experimental measurements. Thdél ageements are good,
but our studies indicate it may be possible that there are missing hot line©fo4.Gum at higher
temperatures and also missing weak lines at the band tailsfOr 247 um band. Although for
developing inverse radiation models, this shortcoming can be overcamiebijrsgoptimal spectral
ranges and resolutions, more measurements, especially at high resalagdrito be conducted to
validate the HITEMP 2010 database for higher temperature gas emissctioms.

6.2.2 Experimental Validation for Laminar Nonhomogeneous Medh

The inverse radiation model for the laminar homogeneous media were valatgatt ex-
perimentally measured transmissivities of £&ahd HO, but there are no experimental data avail-
able for nonhomogeneous media. In the current research, meapaethsare synthesized from
the spectroscopic database HITEMP 2010 with artificial noise. The highemture flow gas
cell in Fig. 2.1 can be easily adapted for emission measurements of high-sgorpegases with
nonuniform temperatures and concentrations. Temperature or caateamivariations can be in-
troduced along the gas cell. Unlike transmissities, which are the ratio regirgsthe percentages
of how much incoming light transmitted through the gas layer, emitted intensitiestirerigh-
temperature gas are absolute values. The intensity measurements haveatefbky calibrated
against blackbody emission by a blackbody calibrator.

6.2.3 Experimental Validation for Turbulent Media

The developed inverse radiation model for turbulent gaseous mediavai@ated by ana-
lytical “experiments” in the current research. Instantaneous scalds fieere generated to create
instantaneous temperature and concentration fields. “Measured” torlnalesmissvities and their
rms spectra were synthesized by these fields. By measuring gas colusmissimities in turbulent
gas-mixture channel flows and combustion system, this model can be vallagerimental
measurements.
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6.2.4 Multi-Dimensional Inversion Techniques

The emphasis of the current research was to develop optimal spectsatdaetrieve tem-
perature and species concentration and turbulence moments from disetaftsight radiometric
measurements. Based on what has been done for nonhomogeneous ¢ms@taus media, multi-
dimensional reconstructions on a laminar flow field can be achieved. Simpaoaghes can be
used to determine optimal spectral bands and resolution. In principle, théidéld can be recon-
structed based on several line-of-sight measurements with propel spstiation. However, there
are constraints within line-of-sight measurements. If these constrainkecgplied, topographical
reconstruction of the flow field will be much easier and accurate.

6.2.5 Turbulent Inverse Radiation Model Based on Emission Measaments

The turbulent inverse radiation model was based on transmissivity mezsnieof a homo-
geneous turbulence system. It is capable of retrieving time-averagethandlues accurately for
temperature and concentration without invoking the OTFA. In order to xtemmodel to nonho-
mogeneous turbulent systems, it is important to develop inverse radiatiorbessd on turbulent
emission measurements. However, accurate prediction of emission frorhudeturcombustion
gases requires accurate modeling of the correlation between local imstansaradiation along the
optical path and local absorption dheient [115], which is a rather flicult challenge. The OTFA
implies that this correlation can be neglected for not very strong spectal lirherefore, investiga-
tion can be done to study the accuracy of applying the OTFA for predictibglient time-averaged
emission and their rms values forfidirent combustion species andféient spectral bands. An
optimal spectral band should be selected afterwards; similar inversedatalnowalgorithm as in the
laminar models can be applied to retrieve time-averaged and rms scale valoestiomogeneous
turbulent systems.

6.2.6 Multi-species Inversion Techniques

Although the current studies show the capability of retrieving temperatutespecies con-
centrations for gas mixture of major combustion species;(G0 and CO), detection of concen-
trations for other minor species is also important. The concentrations for thar species, for
example, OH, NQ and SQ, are good indicator for the completeness of combustion and pollution
control, which is critical for developing next-generation of clean afidient combustion systems.
The latest HITRAN database, HITRAN2012 [34], contains spectqmisatdata for 47 gas species.
Studies should be conducted to investigate the capability of retrieving temeeaait species con-
centrations with this spectroscopic database and the developed inwieg@remodels.

6.2.7 Improve Computational Hficiency

The current studies focus on investigating the capability of retrieving rscatam laminar
or turbulent radiation measurements. The uncertainties of the solution mamby ftrom theoret-
ical uncertainties of the forward calculation model (due to assumptions nmadhe accuracy of
the spectroscopic database). Other uncertainties of the retrieved permimave been artificially
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reduced by using sficient spectral data from wide spectral bands, which also makes theénver
calculation artificially “slow”. Currently, it takes few seconds to retrievesthparameters for a
homogeneous gas medium (laminar or turbulent) and takes few minutes toergaiameter pro-
files for non-homogeneous gas medium. Computatiofii@iency can be significantly improved if
less spectral data in the most active part of the spectrum within a speatichile used to retrieve
temperatures and species concentrations.
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