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Despite that combustion diagnostics have reached high levels of refinement,it remains diffi-
cult to make quantitatively accurate nonintrusive measurements of temperature and species concen-
trations in realistic combustion environments. The goal of the present study isto develop nonintru-
sive spectral radiation tools to allow efficient high-fidelity determination of temperature and species
concentrations in laminar and turbulent combustion systems. Temperature andconcentrations are
deduced from medium-to-coarse resolution measurements of spectral transmissivity and emitted in-
tensity for homogeneous gas media, nonhomogeneous gas media and turbulent systems considering
the turbulence radiation interaction (TRI).

For a homogeneous gas medium, by minimizing the differences between measured and pre-
dicted transmissivity spectra, an inverse radiation model is developed to retrieve temperature and
species concentrations simultaneously using the the Levenberg-Marquardt optimization method.
This model has been validated by experimental measurements. The developed inverse radiation
model is used to determine the optimal wavenumber range and resolution by retrieving tempera-
ture and species concentrations from a homogeneous gas column for a wide range of temperatures
and concentrations. Multiple factors, including spectral region, spectral resolution, temperature and
concentration range, and susceptibility to systematic error and random error have been considered.
Results are obtained for homogeneous mixtures containing CO2, H2O or CO with N2.

In nonhomogeneous gas media, transmissvities are not sensitive to temperature and concen-
tration distributions, making it impossible to reconstruct temperature and species concentrations
fields from transmissivity spectra. Another inverse calculation model is developed using measured
line-of-sight emitted spectral intensity data to retrieve temperature profiles. Because intensity spec-
tra are also not sensitive to concentration profiles, this model can only deduce the temperature
profile together with an average concentration. Due to the ill-posedness ofthis inverse problem,
additional conditions or criteria are needed to be imposed to determine the most realistic solution.
Most regularization methods transform an ill-posed inverse problem into a well-behaved one by
adding auxiliary information based on desired or assumed characteristics.Tikhonov regularization
imposes smoothness to the solution by adding a regularization term. Tikhonov regularization has
been shown to be suitable for solving these ill-posed problems, but it is difficult to select an appro-
priate regularization parameter, especially for nonlinear problems. A new regularization selection
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method based on the theory of the discrepancy principle and the L-curve criterion is proposed and
shows good generality for different temperature profile inversions. Several types of temperature
profiles are retrieved accurately using this method.

For a turbulent system, the nonlinear interaction between turbulence and radiation has pro-
found effects and cannot be neglected when developing inverse radiation tools. Inthe presence of
TRI, temperature and concentration can never be measured directly. An inverse radiation model
considering how turbulence and radiation interact along the detector’s line-of-sight has been devel-
oped to deduce time-averaged and root-mean-square (rms) values of temperature and concentrations
as well as the turbulent length scale from the time-averaged transmissivity and its rms spectrum for
a single turbulent gas as well as a turbulent gas mixture.
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Chapter 1

Introduction

1.1 Background

Advanced optical diagnostics and multiscale simulation tools will play central roles in the
development of next-generation clean and efficient combustion systems, as well as upcoming high-
temperature alternative energy applications. High-fidelity experimental diagnostics will be re-
quired to validate advanced numerical models, and both are needed to guidethe move toward
nonpetroleum-derived fuels, higher operating temperature and pressures, etc. Although combus-
tion diagnostics have reached a high level of refinement, it remains difficult to make quantitatively
accurate measurements of species concentrations, soot, and temperaturein realistic combustion en-
vironments. In turbulent reacting flows turbulence-radiation interactions (TRI) significantly alter
radiometric signals, effectively making it impossible to “measure” temperature and concentrations
with today’s tools. To validate reacting flow codes it is standard practice to compare temperature
and concentration “measurements” with values predicted from the codes.

As long as there has been research in the field of combustion and other applications involving
heat transfer, researchers have attempted to measure temperature, reaction rates, species concentra-
tions, heat fluxes, etc., in situ. Until recently, this meant using intrusive techniques that invariably
altered the flow and heat transfer fields, such as thermocouples for temperature, gas chromatographs
for concentrations, etc. During the past few decades many nonintrusive optical techniques have been
developed. For example, single- and multi-color pyrometers have been employed to measure tem-
perature [1, 2], Rayleigh and Raman scattering are used as powerful combustion diagnostic tools
for laboratory flames [3–9], laser-induced fluorescence (LIF) wasused to determine concentration
and/or temperature of certain gaseous species [10–13], extinction of a laserbeam was employed to
determine soot volume fractions [14–16], etc.

The optical pyrometer infers temperatures based on the received thermalradiation from a
target and comparing it with the blackbody emission, which has been used for flame [17] and coal
particle [18] temperature measurements. However, in these applications, pyrometer measurements
do not reflect the temperature at any location, nor the average temperature along the line-of-sight be-
cause of nonlinear dependence of radiation emission on temperature [19]. In a turbulent combustion
system, the correlation of temperature and species concentration has to be determined to complete
the turbulent information, but previous pyrometers measurements were mainlyrestricted to time-
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averaged “point” measurements of temperature [20]. Laser-based techniques, such as Raman scat-
tering, Rayleigh scattering and laser-induced fluorescence, are idealfor combustion diagnostics, and
are particularly useful for studying turbulent processes due to their capability of conducting spatially
and temporally resolved measurements [21,22]. These methods are able to provide nonintrusive, in
situ measurements with spatial resolution of less than 0.1 mm and temporal resolution of the order
of 10 ns [20]. However, Raman and Rayleigh scattering measurements require a high power laser
source and clean laboratory conditions, due to the low sensitivity of these method, which limits the
applications to laboratory measurements. The uncertainties in temperature measurement utilizing
Raman spectroscopy were discussed by Laplant et al. [23]. The range and accuracy for Raman
scattering are approximately 20–2230◦C and 7%, respectively. Laser-induced fluorescence is the
optical emission from atoms or molecules that have been excited to higher energy levels by absorp-
tion of laser radiation. The level of fluorescence is known to vary with the concentration or the
temperature and several other parameters. It is used to measure concentration and local temperature
in flames by exciting molecules and atoms in specific species, for example, NO, SiO, OH, N2, and
O2 [24]. This method also requires a laser source with high average power.It was extensively used
for combustion diagnostics, but mainly for laboratory flames [3–9]. The range of application of LIF
is between 200 K and 3000 K and the accuracy of the method is approximately 5% at 2000 K [24].

Among the numerous combustion diagnostic tools, the infrared emission and transmission
spectroscopy techniques are especially attractive due to strong rotational or vibrational transitions
of combustion species in the infrared region, separable and specific transitional bands for differ-
ent species and simplicity of emission and transmission measurements [25–27].The spectra from
a flame or combustion chamber may be recored with line-of-sight emission or transmission spec-
troscopy, and temperature and species concentrations can be retrievedalong the line-of-sight. With
proper tomography techniques, while the combustion fields can be reconstructed [28–31]. In or-
der to evaluate the temperature and species concentration, the measured spectrum was fitted to a
theoretical model, which involves information of molecular parameters, such as transitional line
strengths, shapes and widths. A number of molecular spectroscopic databases [32–34] are avail-
able for infrared spectra predictions, which makes this method even more attractive. However, very
few studies has been done for turbulent combustion diagnostics using infrared emission and trans-
mission spectroscopy due to the difficulty of predicting turbulent radiation accounts for nonlinear
effects from TRI.

1.1.1 Emission and Transmission Spectroscopy

Emission and/or transmission spectroscopy of a combustion gas can reveal its temperature
and concentration, but very few researchers [35–37] have done preliminary studies exploiting the
dependence of spectral absorption coefficients of combustion gases on temperature and species con-
centration. The spectral intensity along a line-of-sight within a nonscattering medium, as seen by a
detector atx = L, as shown in Fig. 1.1, is given by [38]

Iη = I0ηe
−

∫ L
0 κηds +

∫ L

0
κηIbηe

−
∫ L

s κηds′ds (1.1)
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I0η Iη
detector

Figure 1.1: Schematic diagram of the physical system

whereκη is the spectral absorption coefficient at wavenumberη (which depends on temperature and
concentration),Ibη is the local blackbody intensity of the medium andI0η is external irradiation
entering the gas column 0≤ s ≤ L at s = 0. The column transmissivity is defined as

τη(s→ L) = e−
∫ L

s κηds′ (1.2)

Eq. (1.1) simplifies to

Iη = I0ητη(0→ L) +
∫ L

0
κηIbη

dτη(s→ L)

ds
ds (1.3)

For a homogeneous column

Iη = I0ητη(0→ L) + Ibη

(

1− τη(0→ L)
)

(1.4)

Equation (1.4) can be rewritten as

τη(0→ L) =
Iη − Ibη

(

1− τη(0→ L)
)

I0η
(1.5)

Equations (1.4) and (1.5) allow two measurements, which are emission from thegaseous
mediumIη and are transmission of external irradiationτη, and they are depend on temperature and
concentration. For a system which hasn radiating species, including temperature, there aren + 1
unknowns that need to be determined from transmission or emission measurements. In principle,
emission measurements, transmission measurements, or both, can be conducted at infinitely many
different spectral locations to parametrically resolved temperature and concentration fields.

Griffith et al. [39, 40] were the first to recognize that measurements of the transmission or
emission of rotational spectral lines of a gas can reveal its temperature. Intheir experiment [39]
they measured the spectral transmissivity of a CO-air mixture contained in a heated cell. Using an
FTIR spectrometer at moderate (0.5 cm−1) resolution they fit their spectra to theoretically calculated
ones, corrected for the instrument line function [41], using nonlinear least-square fits. With cell
conditions ranging from 90 to 190◦C and various pressures, their deduced temperatures showed an
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averaged error of 1.8 ◦C compared with thermocouple measurements, but with maximum errors of
up to 20◦C at higher temperatures, due to a lack of precise knowledge of line width dependence
on temperature. In their later experiment [39], they used pure CO2 and similar cell conditions as
for the CO experiments, but a finer resolution of 0.29 cm−1 and a nonlinear least-square fit for the
integrated transmission minima. By using only high signal-to-noise spectra and many spectral scans
they extracted temperatures to within a maximum departure of about 2.0 ◦C from thermocouple
measurements. Disadvantages of the method are unacceptably long data acquisition times (1 hr),
transmission (as opposed to simpler emission) measurements, and susceptibility tonoise.

The first ones to apply FTIR spectroscopy to an actual laminar diffusion flame appear to have
been Best et al. [42, 43], who combined tomography and FTIR transmission and emission spectra
to extract temperature, concentration and soot volume fraction fields. Notmuch detail was given,
except that low resolution (32 cm−1) scans were used, an axisymmetric field was assumed, and
temperature uncertainty of± 50◦C was claimed (no secondary technique for validation/comparison
was employed). The first ones to use the new high-resolution spectroscopic database HITRAN [44–
47] appear to have been Hilton et al. [48, 49], who used high-resolutionspectroscopy (0.25 cm−1)
to study a smoke stack plume and laboratory-scale methane flame [48], as wellas a gas turbine
exhaust [49]. Little explanation was given on whether or how temperatureswere determined for
these presumably turbulent conditions; however, species concentrationprofiles were extracted by
observing individual lines of different species, and by scanning the detector across the flame, which
was assumed to be axisymmetric. No errors or uncertainties were given.

The group around Lallemand used both high-resolution [50] and medium-resolution [51] syn-
thetic axisymmetric emission spectra to reconstruct temperature and concentration profiles. In [50]
reconstruction was done by ratioing two isolated CO lines, using several inversion schemes that
exploit the axisymmetric geometry. As Griffiths [39] before them, they noticed that this approach
is very sensitive to experimental noise. In their medium-resolution work they attempted to recover
temperature and CO2 concentration values from axisymmetric synthetic spectra as well as a lami-
nar premixed flame, with thermocouple data for the latter for comparison. The CO2 4.3 µm band
was used, which may be less than ideal because of its high opacity. However, for this small, opti-
cally thin flame the recovered temperature followed measured values qualitatively well (to about±
100◦C)

FTIR emission spectroscopy to deduce temperature and species concentrations in high pres-
sure solid propellant flames was attempted by Thynell et al. [52,53], also using medium-resolution
measurements (2 cm−1). Some attempt was made to recover limited nonisothermality in a “mixing
region.” Finally, Soufiani et al. [26] did a detailed study of FTIR emission spectroscopy, using high-
resolution and medium-resolution data. The spectral data were downgraded to a coarse resolution
of 25 cm−1 and used to deduce temperatures as well as water vapor and carbon dioxide concentra-
tion via a least-squares technique; CO concentration was found by rotioingindividual spectral lines
similar to Lallemand’s work [50]. Temperature profiles were obtained from thedowngraded data
and were found to be within± 75◦C of experiment. They were also able to retrieve temperatures
from the high-resolution CO lines, but again noted a strong susceptibility to noise.

All multispectral diagnostic techniques discussed so far have employed FTIR spectroscopy.
Such devices can provide spectral scans in a wide range of resolutionsand of great accuracy, but
to obtain a spectrally resolved measurements with good signal-to-noise ratio takes 10s of seconds
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for low-resolution narrow-band scans to hours for high-resolution full-spectrum measurements. As
such the application of FTIR is limited to very stable (laminar) systems, while FTIR spectroscopy
has been applied to turbulent plumes [48, 49] to measure mean temperature, itis very question-
able that this is possible (due to the relatively slow modulation of the FTIR signal). Very few
attempts have been made to date to obtain time-resolved multi-spectral signals fromturbulent sys-
tems, because–to obtain snapshots of a turbulent flowfield–exposure time must be of order of 0.1ms
or less. Richardson et al. [54, 55] were perhaps the first to attempt such measurements,using a 32-
elements InSb linear array detector fitted with a grating monochromator. Their device was able
to collect a 32-spectrum signal over 160µs, storing 250 samples for each detector element. This
resulted in an equivalent FTIR resolution of 32 cm−1 when collecting a sample of 250 cm−1 with a
signal-to-noise ratio of about 50. No transient sample was considered. Their improved second de-
vice was able to hold 2048 full spectra collected every 16µs. No reconstruction of temperature, etc.,
was attempted. Mid-infrared radiation measurements from a turbulent nonpremixed/partially pre-
mixed jet flame and plume were made by Gore et al. [56,57] with a high speed infrared camera and
an InSb detector. At each location, 6400 images were collected to ensure that the turbulence statis-
tic of the radiation intensity were converged. Three bandpass filters (2.58± 0.03µm, 2.77± 0.12
µm, 4.34± 0.1µm) were used to measure the radiation from water vapor and from carbon dioxide.
A spectrally integrated signal over the band-pass filter was measured. Most recently, an imaging
Fourier-transform spectrometer [58] was used to probe a turbulent nonpremixed jet flame. Such
device is a hyperspectral imager that combines a Michelson interferometer witha staring (distinct
from scanning) infrared focal-plane array. It was claimed that the high-speed broadband imagery
comprising each interferometric measurement contains information about the fluctuation statistics.

In order to resolve turbulent fluctuations, a fast spectrometer is required. Potential com-
mercial spectrometers include rapid-scan FTIR, ultra-rapid-scan FTIR, step-scan FTIR, and fast
infrared array spectrometer. In rapid-scan FTIR, by increasing the speed of the moving mirror, the
fast FTIR can achieve approximately 110 spectra per second at low (16cm−1) spectral resolutions.
The scan rate is limited by the time required to reverse the direction of the moving mirror. Rapid-
scan FTIR is thus fundamentally limited in the temporal resolution that can be achieved. Various
interferometer modifications have been suggested for further increasingscanning speed by switch-
ing from translation motion of the mirror to rotational movement. A design introduced by Manning
and co-workers in 1999 [59] includes a rotating highly polished aluminum disk as the rotating op-
tical element. This so-called ultra-rapid scan FTIR can achieve high speeds of 1000 spectra per
second. However, obtaining one spectrum in one (ultra-rapid scan) ortens (rapid-scan) of mil-
liseconds is not fast enough for resolving turbulent fluctuations. By contrast with rapid-scan FTIR
and ultra-rapid-scan FTIR, the step-scan technique allows monitoring of temporal progress of very
fast events (nanoseconds). However, step-scan spectrometers obtain high temporal resolution in a
rather different manner: spectral information can only be obtained for highly-repeatable events over
a long period of time [60], i.e., step-scan cannot be used to probe chaotic turbulence spectra. The
fast infrared array spectrometer now available as ES200 (previous model ES100 [61]) from Spec-
traline is a fast imaging spectrometer that can provide the spectral radiation intensity in the mid-IR
region. It does not require reproducible sampling of data for time-resolved data acquisition. The
useful spectral range of the ES200 is from 1.3µm to 4.8µm. The radiation intensity that is inci-
dent on the entrance slit is split into its spectral components using a refractive element. 256 narrow
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bands within the spectral range are obtained, using a 256-element linear PbSe array detector, and its
response at room temperature in the 1.3µm to 4.8µm spectral region is better than 2µs. This essen-
tially freezes the process being studied, with each spectrum being obtainedat a speed of 10280 Hz.
The ES200 and its previous model ES100 have been extensively used to obtain radiation spectra in
fully turbulent flames [62–64] and show good capability for resolving turbulent fluctuations. Later
measurements, carried out with this high-speed infrared array spectrometer, provide a plethora of
data for the otherwise well-documented Sandia Workshop flames [65,66],and for a sooty ethylene
air diffusion flame [67], even though many simplifying assumptions were made in the interpretation
of those data.

1.1.2 Infrared Spectral Bands for Combustion Gases

The rovibrational bands of combustion gases in the infrared lend themselves to spectroscopic
measurements. Depending on the temperature of the external source (fortransmission measure-
ments) or the combustion gas (for emission measurements), the wavelengths from about 0.6µm to
12 µm are of interest. However, because of transmission limits of optical windows, through which
combustion systems must be monitored, and limited detector ranges, wavelengthsbeyond 6µm tend
to be less useful. Even for the wavelength range from 0.6µm – 6µm, the spectra for combustion
gases contain mostly “spectral windows,” since only a few rovibrational bands exist. As an example,
Fig. 1.2 shows the line-by-line (LBL) absorption coefficient spectrum for three different combustion
species at total pressure of 1 bar, temperature of 1000 K and concentration of 10%.

The LBL absorption coefficient exhibits the precise line shape of the the absorption coeffi-
cient. While the fine resolution has a very distinct structure, which can be exploited for inversion,
this fine structure is subject to theoretical uncertainty, such as calculated values for line strengths,
shapes and widths. Fine resolution is also more susceptible to experimental noise, and requires
large collection times. Figure 1.3 shows the smoother averaged shapes of absorption coefficients for
the CO2 4.3µm and 2.7µm spectral bands at three different temperatures. These coarse-resolution
spectra with diminishing structures of line shapes still show very distinct temperature trends, which
make reconstruction of temperature possible.

However, what can be actually measured is not absorption coefficient but emission or trans-
mission spectra. As shown in Fig.1.4 for the CO2 4.3 µm band at 1000 K and a concentration of
10% (with 90% N2), for these conditions the emitted intensity reaches blackbody (BB) emission (at
the same temperature) for a large part of the spectrum, similarly, a large partof the transmissivity
spectrum tends toward zero. In the presence of high concentrations theCO2 4.3µm band becomes
highly saturated for a homogeneous gas medium, which masks some of the spectral information,
making reconstruction of temperature less accurate and less efficient. While for a nonhomogeneous
gas medium, the saturated part of the spectrum provides precise informationat the boundaries and
with a wide band, temperature profiles can be retrieved more accurate. Similarpictures are shown
for the CO2 2.7µm band, the H2O 2.7µm band and the CO 4.7µm band in Figs. 1.5, 1.6 and 1.7, re-
spectively. These are relatively strong bands for the combustion species and are possible candidates
for emission and/or transmission spectroscopy studies.

A number of gas property databases are available for infrared spectrum predictions, such as
HITRAN 2008 [32] and HITEMP 2010 [33], which contain LBL informationfor many gas species.
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Figure 1.2: Spectral absorption coefficients for combustion gases
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Figure 1.3: Spectral absorption coefficient at varying resolutions and temperatures: (a) the CO2 4.3
µm band; (b) the CO2 2.7µm band.

HITEMP 2010 is limited to only 5 species (CO2, H2O, CO, NO and OH), but contains data for “hot
lines,” which become active at high temperature. In the updated HITEMP 2010 CO2 parameters
were calculated from CDSD-1000 [68]. The database was extensivelytested against measured
medium-resolution spectra of CO2 [69,70] for the 15, 4.3, 2.7, and 2.0µm bands at temperatures of
300, 600, 1000, 1300, and 1550 K and measured high-resolution spectra of CO2 in the 15, 4.3 and
2.7 µm bands at temperatures up to 1773 K [71]. The database was also tested against measured
medium-resolution spectra of H2O [72] for the 6.3, 2.7 and 1.8µm bands at temperatures of 600,
1000, and 1550 K and measured high-resolution spectra of H2O in the 2.7 and 1.8µm bands at
temperatures up to 1673 K [73]. Good agreement between measured and calculated spectra was
found.

1.1.3 Inverse Analysis of Radiometric Data

Optical diagnostics based on radiometric measurements is concerned with reconstructing the
spatial distribution of temperature, species concentrations and other parameters inside absorbing
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Figure 1.4: Emitted spectral intensity spectrum and transmissivity spectrum for the CO2 4.3 µm
band at varying resolutions of a 50 cm long CO2 gas column at temperature of 1000 K and concen-
tration of 10%: (a) emitted spectral intensity; (b) transmissivity.

combustion gases. These retrieval techniques based on radiative measurements are known as inverse
radiative heat transfer analyses [38]. First, a forward model is required to predict the detector
reading as a function of the retrieval parameters of the system. Second, an objective function is
formulated which represents the difference between the predicted and measured data. And third,
an inverse model is used to provide updated system parameters by minimization of the objective
function [74, 75]. The most robust methods for minimizing the objective function have proved to
be gradient-based [76]. Steepest descent is the simplest method and canguarantee convergence,
but it is known to have a very slow convergence rate [77]. Quasi-Newton methods are alternatives
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Figure 1.5: Emitted spectral intensity spectrum and transmissivity spectrum for the CO2 2.7 µm
band at varying resolutions of a 50 cm long CO2 gas column at temperature of 1000 K and concen-
tration of 10%: (a) emitted spectral intensity; (b) transmissivity.

to Newton’s method, which are used to find local minima of the objective functions avoiding to
calculate the exact Hessian matrix [38, 77], which can be extremely expensive sometimes. In this
method, at each iteration the objective function is approximated by a quadraticfunction and takes
a step toward the minimum of the quadratic function. If the objective function is quadratic or near-
quadratic, the local minimum can be found in very few steps. One of the disadvantages is that this
method does not guarantee convergence. Unlike the steepest descentmethod, the search direction
for two searching steps may happen to be parallel. The idea of conjugate gradient method is to keep
memory of the previous direction and pick a next search direction orthogonal to all previous ones
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Figure 1.6: Emitted spectral intensity spectrum and transmissivity spectrum for the H2O 2.7µm
band at varying resolutions of a 50 cm long H2O gas column at temperature of 1000 K and concen-
tration of 10%: (a) emitted spectral intensity; (b) transmissivity.

with adequate step size. However, calculation of the adequate step size may be time consuming.
By increasing the value of each diagonal term in the Hessian matrix for Newton’s method to avoid
inverting a near-singular matrix, the Levenberg-Marquardt was developed. An nonnegative scaling
factor for increasing the diagonal term is adjusted at each iteration. If aniteration gives insufficient
reduction, this factor can be increased, and it blend more toward the simple gradient descent method.
Whereas if reduction of the objective function is rapid, a smaller value can be used and the method
become Newton’s method. This method is well-known to have a fast convergence rate and also the
convergence can be guaranteed [78].
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Figure 1.7: Emitted spectral intensity spectrum and transmissivity spectrum for the CO 4.7µm band
at varying resolutions of a 50 cm long CO gas column at temperature of 1000K and concentration
of 10%: (a) emitted spectral intensity; (b) transmissivity.

Hommert et al. [79] tried to retrieve line-of-sight temperature and/or concentrations for a
symmetric laminar CH4/air diffusion flame by spectral emission measurements. A forward calcu-
lation model was developed that relates the emitted spectral intensity to the local temperature and
species concentrations. The measured spectral intensities were synthesized from the forward cal-
culation model with the assumed profiles, which were used to conduct analytical experiments to
investigate the usefulness of this method. In their later experimental verification [80], a study was
conducted in which CO2 with N2 temperatures varying from 700 to 1350 K over a 25 cm path were
produced in an electrically heated furnace. Temperature and concentration profiles were predefined
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as polynomial functions and the coefficients of the polynomials were determined with a gradient
based optimization routine. However, the tested temperature profiles were either linear or second
order polynomials, which may not be the case for line-of-sight flame temperature profiles, since
the maximum flame temperatures do not always occur at axial position. It wasalso indicated that
detailed concentration profile determination is not suitable for their proposedmethod. In order to
retrieve temperature profiles accurately, an approximate concentration distribution was specified for
the emitting species.

Lim et al. [81] linearized the radiative transfer equation (RTE) in conjunction with the maxi-
mum likelihood estimation to deconvolute the spectral emitted intensities for temperatures and con-
centrations. The spectral emitted intensity was approximated as a linear function of temperature,
soot concentration and two major combustion species (CO2 and H2O) concentrations. Coefficients
for the linearized function were obtained from the RADCAL database [82], a narrow-band database.
The method was first verified using synthetic spectral data points in the 1.3 to 4.8µm spectral inter-
val. At the same time, the spectral radiation intensities emitted from a one-dimensional McKenna
burner [83] was measured at multiple wavelengths using the high-speed mid-infrared spectrometer
ES100 [61]. The estimated gas temperature and concentrations obtained using this method are very
close to those obtained with thin filament pyrometry and theoretical calculations.

Although temperatures and species concentration were retrieved using transmission [39, 40]
or emission [79–81,84] measurements in a number of ways, these results were not accurate enough
due to the lack of an accurate radiation prediction model and robust inverse algorithms. Song et
al. [85–88] developed a spectral remote sensing technique to reconstruct CO2 temperature profiles
based on radiative intensity measurements for the CO2 4.3µm band. A correlated-k-based weighted-
sum-of-gray-gases narrow band model [89] was employed to predict the emitted intensity from the
CO2 4.3 µm band, since it has been optimally modeled for this band. Song et al. tested two
inversion algorithms: the modified constrained inversion method (MCIM), andthe base function-
based inversion method (BFIM). The MCIM works well for good starting points while the BFIM
only works well if an appropriate base function is selected. By combining these two methods, they
came up with a new method called BFIM-based MCIM (BCIM). First a base function is selected
for the BFIM and preliminary inverse result is obtained with the BFIM. This result is then used as
the starting points for the MCIM. In the proposed MCIM algorithm, Tikhonov regularization was
applied to enforce some degree of smoothness on the solution to mitigate the ill-posedness of this
problem. This method is considered to be applicable, with good accuracy andcapability, to inverse
problems in large-scale furnaces. However, empirical values for the regularization parameter were
employed and, therefore, this algorithm lacks generality.

The optical diagnostics described so far all deal with a single line-of-sight, and require a
prescribed spatial profile for temperature and concentration. The earliest attempts to relax this re-
striction focused on axisymmetric flames, in which optical data were collected atuniformly-spaced,
parallel lines-of-sight. These data are related to an unknown radial distribution by Abel’s equation,
an ill-posed Volterra equation of the first-kind, or in discrete form of an ill-conditioned matrix equa-
tion. The ill-conditioning amplifies small amounts of measurement noise into large variations in the
desired field variable, and become worse as the spacing between axial data points is refined.

The most common approach used to deconvolve axisymmetric flames in the combustion liter-
ature is the Abel three point inversion [90], which works by smoothing the data in the axial direction
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but does not treat the underlying ill-posedess of Abel’s equation directly, thereby limiting the ac-
curacy and stability of the solution. Very recently Tikhonov regularization has been applied to this
problem [91,92]. In this approach, an extra set of equations that promotes a smooth solution is added
to the ill-conditioned matrix equation. Results obtained by Tikhonov-stabilized deconvolution are
more resilient to experimental noise, and in contract to the Abel three point inversion, deconvolution
accuracy improves as the axial measurements are refined.

Deconvolution of line-of-sight data from nonaxisymmetric flames requires more elaborate
tomography algorithms, which are either based on Fourier transforms, or algebraic reconstruction.
Taking a Fourier transform of Eq. (1.1) with respect to the unknown absorption coefficient makes
its unknown distribution an explicit and continuous function of the optical data. But since data
are only known over a discrete set of angles and axial locations, a filtering function must be used
to reconstruct the image out of low frequency components while neglecting high frequencies that
likely correspond to noise. Unfortunately, this approach requires dense and uniformly spaced axial
and angular measurements exceeding the available optical access in most experiments. Even in
experiments that have the required optical access, multiangle measurements are usually made by
rotating the optics or the tomography field, disallowing time-resolved deconvolution. In algebraic
reconstruction, on the other hand, the tomography field is split into pixels of presumed uniform
properties. This discretization leads to an ill-conditioned and rank-deficient matrix equation that can
be solved using the Tikhonov method described above. Algebraic reconstruction requires far fewer
beams compared to Fourier transform based method, and they need not have a regular arrangement.
This makes them well-suited for applications that permit limited optical access to theflow field, as
is the case in many practical combustion devices. For example, Terzija et al. [93] used an irregular
arrangement of 32 infrared beams, coupled with a regularized algebraicreconstruction algorithm
to measure the time-varying fuel-air concentration distribution within the cylinder of an internal
combustion engine.

For turbulent fields, the conditions along a line-of-sight of a high-speed detector, for any given
snapshot in time, are far too complicated to be reconstructed from spectroscopic data. One must
have knowledge of the flowfield, and of how turbulence and radiation interact along the detector’s
line-of-sight, to deduce mean and rms values of temperature and concentrations.

1.1.4 Effects of Turbulence on Radiation and Radiometric Diagnostics

For a turbulent system, it has long been recognized that the nonlinear interaction between
turbulence and radiation (TRI) has profound effects on turbulent combustion [94–98]. The radiative
signal from combustion gases is influenced by nonlinear interaction with turbulence. In the presence
of TRI, temperature and concentration can never be measured directly, but must be deduced using
knowledge of turbulence structures or employing TRI models. Similarly, the radiative intensity
hitting a detector is influenced by the nonlinear interaction with turbulence. Thetime-averaged
signal of Eq. (1.4) is given by

〈Iη〉 = I0η〈τη(T, x)〉 + 〈Ibη(T )
(

1− τη(T, x)
)

〉

, I0ητη(〈T 〉, 〈x〉) + Ibη(〈T 〉)
(

1− τη(〈T 〉, 〈x〉)
)

(1.6)
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i.e., the mean signal cannot be evaluated in terms of the mean scalars〈T 〉, 〈x〉. Thus, tempera-
tures and concentrations can never be measured directly in a turbulent field in the presence of TRI,
but must be deduced using knowledge of turbulence structures or employing turbulence–radiation
interaction models.

Experimental investigations by Faeth and Gore [65–67,99–109] and probability density func-
tion (PDF) based calculations [110–114] have shown that TRI always increases the heat loss from
a flame, and this additional heat loss can reach 60% of the total and more, leading to a reduction
in the local gas temperature of 200◦C or more. Therefore, the radiative signal hitting a detector is
influenced by the nonlinear interaction with turbulence. The TRI effects, although acknowledged
and qualitatively understood over the last three decades or so, are extremely difficult to model. Most
work in TRI has been devoted to the study of turbulence on total radiative heat transfer emitted by
a hot medium. A rather different challenge is accurate modeling of the correlation between local
instantaneous radiation intensity along the optical path and local absorption coefficients [115]. Most
works have neglected this correlation based on the suggestion and arguments given by Kabashnikov
and Myasnikova [116] that, if the mean free path for radiation is much larger than the turbulence
length scale, then the local intensity is governed by fluctuations far away, and thus should be only
weakly correlated with local absorption coefficient fluctuations. This assumption appears to be valid
over most of the gas spectrum for small-scale, lower-sooting flames and is known as the optically
thin fluctuation assumption (OTFA), but questionable for very strong spectral lines. Ko et al. [117]
developed a spectral remote sensing method to retrieve mean temperature andconcentration from
spectral turbulent intensities using the CO2 4.3µm band by applying the OTFA. For their proposed
method, it is claimed that the coupled temperature/concentration fluctuation amplitudes and mean
values can be successfully inverted from optically measured intensity spectra. However, only re-
trieved mean temperature/concentration profiles along the path were presented and not much detail
was given for the inverse method. Unlike modeling TRI on spectral intensity,TRI on transmissivity
can be accurately modeled by assuming the pdf shape of the absorption coefficient. An early study
by Foster [118] showed that calculation of the mean transmissivity from a turbulent flame must take
turbulent fluctuations into account. Coelho [115] showed that, in the presence of turbulent fluc-
tuations, the turbulent fluctuation of the absorption coefficient increases the transmissivity of the
medium if the pdf of the absorption coefficient is Gaussian and his observation is in agreement with
the theoretical findings of Foster [118].

1.2 Objectives

The goals of the current research are to develop new radiation tools to accurately deduce
temperatures and species concentrations from radiometric measurements in laminar and turbulent
combustion systems. In summary, the following are the objectives:

• Construct an updated line-by-line (LBL) absorption coefficient database based on the spec-
troscopy database HITEMP 2010 for several combustion species.

• Conduct instrument lineshape analysis for FTIR spectrometer by experiments to evaluate the
validness of using ideal FTIR instrument lineshape functions for predicting lower resolution
radiative spectra.
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• Develop inverse radiation tools to deduce temperature and concentrations from medium- and
low-resolution measurements of line-of-sight transmissivities for a homogeneous gas media.
Validate this model by experimental measured transmissivity data for CO2 and H2O.

• Conduct a systematic investigation to determine what spectral range measured at what resolu-
tion for what species leads to the most accurate reconstruction of the underlying temperature
and concentration fields based on the developed inverse radiation tools.

• Develop an inverse radiation model for reconstruction of temperature andconcentration pro-
files for nonhomogeneous gas media. Due to the ill-posedness of the inverse problem, addi-
tional conditions or criteria need to be imposed to determine the most realistic solution.

• Further develop the inverse radiation tools for the more difficult diagnostics in turbulent sys-
tems to retrieve time-averaged temperature and species concentrations, theirrms values and
turbulent length scales from radiometric measurement in combustion system.

1.3 Outline of the Chapters to Follow

Chapter 2 will present the development and validation of an inverse radiation model for op-
tical determination of temperature and species concentration of homogeneous gas media. Based
on the model developed in Chapter 2, a systematic investigation of optimal spectral parameters
(wavenumber and resolution) for determination of combustion gas temperature and concentration
will be presented in Chapter 3. In Chapter 4, temperature profiles and average concentration inver-
sions from CO2 spectral intensities through Levenberg-Marquardt optimization and Tikhonov reg-
ularization will be presented. A new regularization parameter selection scheme will be proposed.
In Chapter 5, an outline for retrieving mean and rms values for temperature and concentration from
time-averaged measurements of turbulent transmissivities and their rms valueswill be presented.
Chapter 6 will conclude this dissertation by summarizing important conclusions made in this work
and proposing some research topics which may be important for the future.
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Chapter 2

Inverse Radiation Model for
Homogeneous Media

2.1 Introduction

As a start, inverse radiation tools for homogeneous gas media are developed to deduce tem-
perature and species concentration from higher to lower-resolution measurements of line-of-sight
transmissivities. A number of inverse techniques have been used for temperature or concentration
inversion. Several inverse radiation algorithms like the Quasi-Newton method[77], Conjugate Gra-
dient Method [38] and the Levenberg-Marquardt method [78] have been applied. As discussed in
the previous section, the Levenberg-Marquardt method is well-known to have a fast convergence
rate and also the convergence can be guaranteed. From many transmissivity inversions, we found
the Levenberg-Marquardt inverse scheme to be relatively reliable to retrieve temperature and con-
centration along single lines-of-sight, and to be more accurate and requiring less computational
effort. Therefore, the Levenberg-Marquardt method is employed in the scheme described below.
The inverse model is validated by retrieving temperatures and species concentrations from experi-
mental medium-resolution CO2 and H2O transmissivity data obtained previously [69–73] for a wide
range of temperatures and species concentrations.

2.2 Inverse Radiation Model Development

2.2.1 Forward Calculation

A forward calculation model is developed to calculate medium-to-coarse resolution trans-
missivities for a given pressure path length, gas concentration and temperature, and is incorporated
into the inverse calculation model (see next section) to provide predicted transmissivities. For a
homogeneous gas path, the spectral transmissivity is given by

τη(T, x) = e−κη(T,x)L (2.1)
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whereκη is the absorption coefficient calculated from the HITEMP 2010 LBL database, andL is
gas path length.

In optical measurements of combustion gases, transmissivity spectra can beobtained with a
Fourier transform infrared (FTIR) spectrometer. To obtain the final spectrum, a Fourier transform
(FT) must be performed on the interferogram. Because of the finite rangeof the interferometer’s
moving mirror the interferogram does not extend to infinity, effectively causing the interferogram
to be multiplied by a truncating function. By the convolution theorem, the FT of two functions
multiplied together can be described as the convolution of the transforms of each individual function,

F ( f · g) = F ( f ) ∗ F (g), (2.2)

where∗ denotes convolution, for functionsf andg, the convolution is defined as,

( f ∗ g)(t) =
∫ ∞

0
f (τ)g(t − τ)dτ (2.3)

Eq. (2.2) meaning that the output of any FTIR is convolved with the FT of the truncating function
A(z), which is unity between−∆ and+∆, and zero at all other points, that is,

A(z) =

{

1 −∆ ≤ z ≤ ∆
0 z > |∆|

(2.4)

wherez is the distance traveled by the moving mirror and∆ defines the limits of the mirror, com-
monly termed the FTIR retardation.

In order to make more information to be resolved in the final spectrum, truncating functions
may be weighted by so-called apodization functions. For triangular apodization,

A(z) =

{

1−
∣

∣

∣

z
∆

∣

∣

∣ −∆ ≤ z ≤ ∆
0 z > |∆|

(2.5)

The Fourier transform (FT) of the triangular apodization function is the instrument line function
(ILF). A Mattson infinity HR series FTIR used by Bharadwaj and Modest[69,70,72] uses triangular
apodization. In order to use their experimental data to validate the model, the ILFΓ of this FTIR is
used in the present study,

Γ(η) = ∆sinc2 (π∆η) = ∆
sin2(π∆η)

(π∆η)2
(2.6)

where∆ is commonly termed the FTIR retardation.The nominal resolution (Res) of an FTIR is
generally defined as 1/∆ [119]. Because retardation cannot be infinitely large, FTIRs can only
obtain finite resolution and the resolution can be adjusted by changing the retardation of the moving
mirror. However, the relationship between retardation and resolution may bedefined in different
ways [120]. The Mattson infinity HR series FTIR used by Bharadwaj andModest [69, 70, 72] has
a retardation of∆ = 0.666/Res and the ILF of this FTIR is used in the present study to compare
against Bharadwaj and Modest’s measurements [69,70,72], as well as convolved medium-resolution
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data from Fateev and Clausen’s [71,73] transmissivity measurements. Then Eq. (2.6) becomes

Γ(η) =
0.666
Res

sinc2
(

0.666π
Res

η

)

(2.7)

After transmissivity spectra are convolved with the ILFΓ(η), they become,

τηc =

∫ ∞

0
τ(η′)Γ(η − η′)dη′ (2.8)

As the convolution theorem states, the convolution of two functions equals theinverse Fourier trans-
form of the product of the Fourier transforms of the two functions, or

τηc = F
−1 [F (τ) · F (Γ)] (2.9)

2.2.2 Inverse Calculation

The present study is limited to homogeneous gas layers of N2+CO2 or N2+H2O mixtures
and, therefore, only two parameters need to be determined from inverse algorithms, temperature
and concentration. By minimizing an objective function, gas temperature and concentration will
be deduced. The objective function represents the difference between the predicted and measured
transmissivities, i.e.,

F =
I

∑

i=1

(

τi − Yi

σi

)2

= F(z) (2.10)

whereτi is the predicted transmissivity spectrum from forward calculations,Yi is the measured
transmissivity spectrum,σ2

i is the experimental uncertainty of the data points andz = (x,T )T is the
parameter vector. The goal of inverse calculations is to minimize this function byproperly guessing
the parameter vector until the best match between the measured transmissivity spectrumYi and
predicted transmissivity spectrumτi is achieved. In the present study, the Levenberg-Marquardt
method is applied in the inverse radiation calculations. In this method, the parametervectorz is
gradually increased by a small valueδz,

znew = zold + δz (2.11)

with
δz = −H′−1b (2.12)

and the vectorb = ∇F(z) is the gradient vector ofF with respect toz, andH′ is a matrix with
elements

h′i j =

{

(1+ µ)hi j i = j
hi j i , j

(2.13)

where thehi j are the elements of the Hessian matrixH = ∇2F(z).
The nonnegative scaling factor,µ, is adjusted at each iteration. If reduction of the objective

function is rapid, a smaller value can be used, whereas if an iteration givesinsufficient reduction,µ
can be increased. Ifδ~z gets sufficiently small, the iteration will stop and the parameter vector~z will
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be obtained. The Levenberg-Marquardt method increases the value ofeach diagonal term of the ill-
conditioned Hessian matrixH (regularization), to mitigate the ill-posedness of the problem. Details
for the computational algorithm using the Levenberg-Marquardt method can be found in [78, 121,
122]. the procedure for retrieving all the parameters is summarized as follows

1. Assume a starting pointz0.

2. Compute objective functionF(z0).

3. Pick a safe (relatively large) value forµ.

4. Solveδz using Eq. (2.12).

5. If F(z+ δz) ≥ F(z), increaseµ, go back to 4.

6. If F(z+ δz) < F(z), decreaseµ, updatez by z+ δz and go back to 4.

7. Stop iteration when|δz| gets sufficiently small

2.3 Transmissvity measurements for CO2 and H2O

Bharadwaj and Modest performed measurements of CO2 and H2O transmissivity at tem-
peratures up to 1550 K and with a resolution of 4 cm−1 using a drop tube mechanism and FTIR
spectrometer [69,70,72]. The gas temperature was measured by a thermocouple and a gas delivery
system was used to supply mixtures of N2+CO2 and N2+H2O. By controlling the flow rate of N2
and CO2 or N2 and H2O, the desired mole fraction of CO2 or H2O in the test cell was obtained. CO2

concentrations were measured by ball flow meters and H2O concentrations were measured by an
Agilent series micro gas chromatograph. The reader is referred to [69,70] and [72] for more details
on the experiment.

High-resolution transmissivity measurements have been made by Fateev and Clausen with
an atmospheric-pressure high-temperature flow gas cell (HGC), Fig. 2.1, for CO2 at temperatures
up to 1773 K [71] and H2O at temperatures up to 1673 K [73]. The gas cell was designed as a
flow gas cell with a so-called “laminar flow window”, where care was taken toobtain a uniform gas
temperature profile and a well defined path length. “Laminar flow window” is not an actual window
and its not an aerodynamic lens. A laminar flow window forms by two opposite gas flows that meet
each other and escape the cell through a narrow gap between the left/right buffer and the central
parts of the cell, Fig. 2.1. Arrows in Fig. 2.1 show directions of the gas flows.

It consists of three different parts: a high-temperature sample cell with a length of 0.533 m
and two “buffer” cold gas parts on the left- and the right-hand sides of the hot sample cell.The
buffer parts are filled with a UV/IR-transparent (purge) gas (e.g., N2), whereas the central sample
cell can be filled with the gas under investigation (e.g., N2+H2O/CO2). The aperture of the sample
cell is kept small (i.e., a diameter of 0.015 m) in order to reduce heat transferby radiation from the
sample cell and to reduce the risk of collapse of well-defined flows in the laminar flow windows.
The laminar flow windows also function as a radiation shield. Similarly, apertures placed at the
ends between the laminar flow windows and the cold windows reduce the heatlosses by radiation
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Figure 2.1: High-temperature flow gas cell (HGC) used in the experiments [71, 73]. Arrows show
directions of the gas flows. See text for more explanation.

and convection by breaking down the vortices created by the thermal gradient in the buffer sections.
High-quality alumina ceramics were used in order to minimize hetero-phase reactions and to avoid
contact of the sample gas with any hot metal parts. A uniform temperature profile is obtained by
heating the gas cell with a dedicated three-zone furnace in order to compensate for the heat loss at
the ends of the gas cell. The sample gas is preheated. Flows of the gases in the sample cell and
in the buffer parts are kept at about the same flow rates. The outer windows placedat the ends of
the buffer parts are replaceable. In all experiments, KBr-windows have been used. The gas flow
through the HGC maintains a highly uniform and stable temperature in the range 23 ◦C to 1500◦C.
The temperature uniformity over 0.45 m in the sample cell was found to be better than± 1 ◦C (the
maximum and minimum temperature valuesTmax andTmin measured by a calibrated thermocouple
along the central zone of the cell showTmax − Tmin ≤ 1 ◦C), or on average± 0.5 ◦C.

High-resolution IR-absorption measurements were performed with an FTIR-spectrometer
(Nicolet model 5700) equipped with DTGS and InSb IR-detectors. The nominal resolution of the
FTIR,∆η, was set to 0.125 cm−1 and was sufficient in order to observe in fine-structure absorption
bands features of CO2 and H2O molecules.

A highly stable calibrated blackbody operating at 800◦C was utilized as an IR light source
for absorption and reference measurements. After passing through theHGC, the IR light beam was
restricted by a variable aperture to minimize possible surface effects from the HGC with another pass
through an aperture (Jacquinot-stop) mounted on the outer part of the Nicolet spectrometer operated
in the external light source mode. More detail about the experimental setupcan be found in [71].
Experiments have been performed with various mixtures of N2+CO2 (1-100 %) and N2+H2O (8-40
%) at a flow rate about 2 l/min. Different CO2 concentrations were obtained by flow mixing of
N2 with either pre-mixed N2+CO2 (1%, 10%) or CO2 (100%) gases at different N2:N2+CO2 (1%,
10%) or N2 : CO2 (100%) ratios at temperatures from 1000 K up to 1773 K. Calibrated mass-
flow controllers were used to control the gas flows. More detail can be found in [71]. For H2O
IR-absorption measurements an accurate HAMILTON syringe pump system[123] with a water
evaporator was used in order to produce controlled N2+H2O (8-40%) mixtures for temperatures
up to 1673 K. Transmissivity spectra of CO2 and H2O were calculated from four interferograms
measured with N2 and N2+CO2 (or H2O) with and without IR light source as described in [71],
Eq. (1). To make these data comparable with Bharadwaj and Modest’s experimental transmissivity
data and to make the inverse calculation more efficient, the high-resolution data were convolved to
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medium-resolution (nominal resolution∆η = 4 cm−1).
In this study, the CO2 and H2O transmissivity data measured by Bharadwaj and Modest [69,

70,72] with medium-resolution (∆η = 4 cm−1) at lower temperatures (below 600 K) are used as in-
puts for the inverse calculation model. For temperatures of 1000 K and beyond, medium-resolution
(∆η = 4 cm−1) data, which are convolved from the high-resolution CO2 and H2O transmissivities of
Fateev and Clausen’s [71, 73], are used as inputs. For Bharadwaj and Modest’s measurements, the
uncertainty in temperature is claimed to be< 2% at all temperatures. The experimental uncertainty
for measurement of CO2 concentration by the flow meter is 5% of maximum flow meter range [124]
(the error can be very high for measuring small CO2 concentration). The gas chromatograph used
for measuring H2O concentrations is accurate to 5% [72]. In Fateev and Clausen’s measurements,
temperatures and gas concentrations were claimed very accurate and dueto design of the cell and
laminar flow arrangement the concentration profile is highly uniform along thecell [125]. However,
as shown in Fig. 2.1, small fluctuations of sample gas path length are also possible due to thermal
expansion of the gas cell ceramics with temperature. It is estimated that the optical path length is
increased by 0.7 cm or 1.3% when raising the temperature from ambient to 1600 ◦C [125].

2.3.1 Validation for Convolution of Convolution

Figure 2.2 shows spectral transmissivities for a N2-CO2 mixture containing 10% CO2 at 1
bar and a temperature of 1000 K for small part of the 4.3µm band. As an example, the band with
a nominal resolution of 0.125 cm−1 exhibits the distinct line shape of all stronger lines. While
the fine resolution has a very distinct structure, which can be exploited forinversion, it is also
subject to theoretical uncertainty, such as calculated values for line strengths, shapes and widths.
Fine resolution is also more susceptible to experimental noise, and requires large collection and
computational times. After convolving to a medium resolution (here shows 4 cm−1), smoother
averaged shapes with less data points are obtained.
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Figure 2.2: Comparison of measured transmissivity with calculated transmissivity for lower
wavenumber parts of CO2 (10%) 4.3µm band at 1000 K

The experimental data measured by Fateev and Clausen [71, 73] were recorded as inter-
ferograms. In order to calculate spectra, an inverse Fourier transform is performed with a certain
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apodization function. In their experiments, a boxcar apodization function corresponding to a nom-
inal resolution of 0.125 cm−1 was used, meaning the ILF is asinc function. These high-resolution
spectra are further convolved with Eq. (2.7) to convert the spectra into medium-to-coarse resolution
data. Accordingly, the forward calculations need to consider the effects of the boxcar apodization
function as well as the triangular apodization function. This means Eq. (2.9)in the forward calcu-
lations needs to be changed to,

τηc = F
−1 [F (τ) · F (Γ1) · F (Γ2)] (2.14)

whereΓ1 is a sinc function with nominal resolution of 0.125 cm−1 andΓ2 is a sinc2 function with
medium-to-coarse nominal resolution, i.e. 1, 2, 4, 8, 16 and 32 cm−1.

It is found that Eqs. (2.14) and (2.7) are almost identical for calculating medium-to-coarse
resolution transmissivities. Because of the big difference between the nominal resolutions of these
two ILFs, as shown in Fig. 2.3 (a) for thesinc function with nominal resolution of 0.125 cm−1 and
the sinc2 function with nominal resolution of 1 cm−1, the sinc function with nominal resolution of
0.125 cm−1 has negligible impact on Eq. (2.14). This can be seen in Fig. 2.3 (b): the convolution
of the two ILFs are almost identical to thesinc2 function with nominal resolution of 1 cm−1. Very
minor differences are observed at the primary peaks and valleys. For other medium-to-coarse reso-
lutions, the differences are even smaller. Therefore, Eq. (2.7) remains valid for forward calculations.
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Figure 2.3: (a), Comparison of thesinc function with nominal resolution of 0.125 cm−1 and the
sinc2 function with nominal resolution of 1 cm−1. (b), Comparison of convolutions between the two
ILFs andsinc2 function with nominal resolution of 1 cm−1.

Table. 2.1 shows the comparison of inverse results using fine-resolution (0.125 cm−1)) and
medium-to-coarse resolutions (1, 2, 4, 8, 16 and 32 cm−1) transmissivity data for the CO2 2.7µm
and 4.3µm bands for temperature and concentration of 1000 K and 0.10, respectively. As shown in
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the table, the fine-resolution data do not give better results than medium-to-coarse resolution data
and the resolutions variation from 1-32 cm−1 do not have significant effect on the inverse results.
Coarse resolutions have fewer data points and require less collection andcomputational time, so
coarse-resolution spectra should be used for optical diagnostics. However, in the present study, the
experimental transmissivities measured by Bharadwaj and Modest [69,70,72] have resolution of 4
cm−1. In order to use these data to validate the model, the resolution of 4 cm−1 is used. Accordingly,
Fateev and Clausen’s experimental transmissivities are convolved to a medium resolution of 4 cm−1

to make them comparable with Bharadwaj and Modest’s measurements.

Table 2.1: Comparison of inverse calculation results using Fateev and Clausen’s transmissivity
spectra [71] at fine and medium-to-coarse resolutions for CO2 at 1000 K and concentration at 0.1

Test condition (1000 K,0.10) RetrievedT (K) Retrievedx Error for T (%) Error forx (%)

L=53.3 cm, 2.7µm

0.125 cm−1 1024.07 0.1072 2.41 7.22
1 cm−1 992.32 0.1072 -0.77 7.18
2 cm−1 986.97 0.1069 -1.30 6.87
4 cm−1 990.84 0.1076 -0.92 7.64
8 cm−1 988.17 0.1077 -1.18 7.70
16 cm−1 993.96 0.1065 -0.60 6.52
32 cm−1 993.31 0.1070 -0.67 6.97

L=53.3 cm, 4.3µm

0.125 cm−1 989.07 0.1099 -1.09 9.86
1 cm−1 995.36 0.1064 -0.46 6.35
2 cm−1 996.24 0.1061 -0.38 6.07
4 cm−1 995.48 0.1065 -0.45 6.49
8 cm−1 994.17 0.1066 -0.58 6.60
16 cm−1 996.30 0.1055 -0.37 5.52
32 cm−1 998.46 0.1049 -0.15 4.94

2.3.2 Carbon Dioxide

Two CO2 spectral bands at 2.7 and 4.3µm were tested. The test conditions and inverse results
are summarized in Tables 2.2 to 2.7.

First, medium-resolution (4 cm−1) data at lower temperatures for 300 K and 600 K measured
by Bharadwaj and Modest were used. As shown in Figs. 2.4-2.7, the measured data include error
bars, which are the experimental standard deviations of six different sets of transmission spectra.
Table 2.2, Figs. 2.4 and 2.5 show the inverse results and transmissivities comparison for 300 K. As
shown in Fig. 2.4, there are only small differences among the the measured, nominal and retrieved
spectra for 2.7µm band if CO2 concentrationx = 0.01, but large errors occur when retrieving CO2

temperature and concentration. Because the pressure path length (PxL) for this case is very small,
transmissivities approach unity for large parts of the band and absorptionis so weak that the signal-
to-noise ratio (SNR) is very small, making the inverse results very sensitivesto noise. This may
explain why the inverse errors both for temperature and concentration are relatively large. If the
pressure path length (PxL) increases, the SNR also increases, and errors for temperature and con-
centration become smaller. However, there are still some differences at the band center forx = 0.05
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andx = 1.00 as indicated in Fig. 2.4 and errors for concentration inversion are relatively large. This
can be explained by the fact that experimental transmissivities near the band wings appear to be
higher than unity (see insert in Fig. 2.4), which may be due to a wavenumber-dependent base line
offset in the experimental data; On the other hand, for thex = 0.05 case ball-type flow meters were
used to measure CO2 concentration in Bharadwaj and Modest’s measurements, and the experimen-
tal uncertainty for the flow meter is 5% of maximum flow meter range [124]. Nevertheless, retrieved
transmissivities overlap with the measured data very well (as compared to the nominal data), indi-
cating that the inverse radiation technique may be superior to a ball flow meter todetermine CO2
concentrations. Table 2.2 also includes inverse results for the CO2 4.3µm band, for which the re-
trieved temperature and concentration are very accurate; this is also shown in Fig. 2.5. For the pure
CO2 case inversion was aided by not allowing unphysical values for concentration. The retrieved
spectrum perfectly overlaps with the nominal spectrum as well as the measured data.

Table 2.2: Inverse calculation results using Bharadwaj and Modest’s transmissivity spectra [69,70]
for CO2 at 300 K

Test condition (300 K) RetrievedT (K) Retrievedx Error for T (%) Error forx (%)

L=20 cm, 2.7µm
x=0.01 233.10 0.0078 -22.30 -22.00
x=0.05 289.73 0.0426 -3.42 -14.88
x=1.00 312.84 0.8381 4.28 -16.19

L=20 cm, 4.3µm
x=0.01 306.21 0.0102 2.07 1.50
x=0.05 300.40 0.0477 0.13 -4.64
x=1.00 308.71 0.9808 2.90 -1.92
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Figure 2.4: Comparison of retrieved transmissivity with measured transmissivity and nominal trans-
missivity calculated at the given temperatureT=300 K for CO2 2.7µm band

Table 2.3 shows the inverse results for 600 K. It indicates that, if the CO2 2.7µm band is em-
ployed at atmospheric pressure, temperatures and concentrations will beretrieved more accurately
for larger concentration, or more importantly, for larger pressure path lengthsPxL. On the other
hand, if the CO2 4.3µm is employed at atmospheric pressure, temperatures and concentrations will
be retrieved more accurately for a small pressure path length. As shown inFig. 2.6 forx = 0.01, the
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Figure 2.5: Comparison of retrieved transmissivity with measured transmissivity and nominal trans-
missivity calculated at the given temperatureT=300 K for CO2 4.3µm band

Table 2.3: Inverse calculation results using Bharadwaj and Modest’s transmissivity spectra [69,70]
for CO2 at 600 K

Test condition (600 K) RetrievedT (K) Retrievedx Error for T (%) Error forx (%)

L=40 cm, 2.7µm
x=0.01 650.36 0.0114 8.39 14.20
x=0.05 607.42 0.0502 1.24 0.44
x=1.00 588.79 1.0000 -1.87 0.00

L=40 cm, 4.3µm
x=0.01 587.59 0.0100 -2.07 -0.10
x=0.05 552.75 0.0624 -7.88 24.80
x=1.00 585.65 1.0000 -2.39 0.00

CO2 2.7µm band is relatively weak at small concentrations,i.e., transmissivities will approach unity
for this band and make the ill-posed radiation problem worse. For largePxL, as shown in Table 2.3
for the x = 0.05 andx = 1.00 cases, the results improve considerably. For the CO2 4.3µm band,
it is seen that transmissivities tend toward zero for large parts of the band ifconcentration becomes
large enough. Thus, for relatively high CO2 concentrations, the CO2 4.3µm band will not be a good
candidate to reconstruct temperatures and concentrations.

As mentioned before, higher temperature (1000 K, 1473 K, 1550 K, 1773K) transmissiv-
ity data for CO2 were measured at relatively high-resolution (nominal resolution∆η = 0.125
cm−1) [71]. Normally the measurements were done twice, and reproducibility is very good (be-
low 0.5% of difference). Baseline stability is about 0.002 [125]. The experimental uncertainties on
transmissivity measurements were estimated to be within 5% at a unity transmissivity value [71].
After convolving these data into medium-resolution data, most of the random experimental noise
is smoothed out. Examples for temperatures at 1000 K, 1473 K, 1550 K and 1773 K are shown in
Figs. 2.8 to 2.18.

Temperatures are retrieved more accurately than concentrations using theCO2 2.7µm or 4.3
µm transmissivity bands at all temperatures, as shown in Tables 2.4 and 2.7. For thex = 1.00 cases,
large differences are observed over the band center between the retrieved transmissivities and the
measured one if the CO2 2.7µm band is employed, as shown in Figs. 2.8 and 2.17. Errors occur
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Figure 2.6: Comparison of retrieved transmissivity with measured transmissivity [69,70] and nom-
inal transmissivity calculated at the given temperatureT=600 K for CO2 2.7µm band

η [cm-1]

τ 
[-

]

1900 2000 2100 2200 2300 2400 2500
0

0.5

1

Measured
Nominal
Retrieved

CO2, T=600 K, L=40 cm, 4.3 µm, 4 cm-1

x=0.01

x=0.05

x=1.00

Figure 2.7: Comparison of retrieved transmissivity with measured transmissivity [69,70] and nom-
inal transmissivity calculated at the given temperatureT=600 K for CO2 4.3µm band

when retrieving CO2 temperature and concentration, but retrieved spectra are in good agreement
with measured data for all the cases except for pure CO2. For pure CO2, limiting the retrieved con-
centrations to≤ 1 makes retrieved temperatures higher than the nominal temperatures. The retrieved
concentrations are larger than the nominal concentrations, which may indicate the actual pressure
path lengthPxL (probably gas path lengthL due to the “soft” seal for the gas cell) is larger than
the nominal pressure path length in the experiments or alternatively, HITEMP2010 overestimates
transmissivity (i.e., underestimates absorption coefficient) in these regions. Two independent mea-
surements from Bharadwaj and Modest [70] and Fateev and Clausen [71] at temperatures 1000 K
and 1550 K as shown in Figs. 2.9 and 2.15 respectively, both show HITEMP 2010 overestimates
transmissivity at the CO2 2.7 µm band center (Fateev and Clausen’s [71] original data have a gas
path length of 53.3 cm: in these figures they are scaled to 40 cm and 50 cm accordingly). This indi-
cates these differences may be caused by incorrectly extrapolated intensities or missing hotlines in
the HITEMP 2010 database. For the CO2 4.3µm band, although HITEMP 2010 also may overesti-
mate transmissivities at the band center, transmissivities tend toward zero if concentration becomes
large enough, which diminishes deviations between measured and nominal transmissivities at the
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Table 2.4: Inverse calculation results using Fateev and Clausen’s transmissivity spectra [71] for CO2
at 1000 K

Test condition (1000 K) RetrievedT (K) Retrievedx Error for T (%) Error forx (%)

L=53.3 cm, 2.7µm
x=0.01 975.62 0.0102 -2.44 2.30
x=0.10 990.84 0.1076 -0.92 7.64
x=1.00 1026.61 1.0000 2.66 0.00

L=53.3 cm, 4.3µm
x=0.01 997.03 0.0106 -0.30 6.10
x=0.10 995.48 0.1065 -0.45 6.49
x=1.00 1005.94 1.0000 0.59 0.00
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Figure 2.8: Comparison of retrieved transmissivity with measured transmissivity [71] and nominal
transmissivity calculated at the given temperatureT=1000 K for CO2 2.7µm band

band center. However, the deviations become more significant in the lower wavenumber range for
the CO2 4.3 µm band when temperatures are higher and concentrations larger. Two independent
measurements at 1550 K for pure CO2 show that HITEMP 2010 may overestimate transmissivity
at this temperature also, as shown in Fig. 2.16, again perhaps due to missing lines or lines with
incorrect strength in the database. Due to the fact that all retrieved concentrations are higher than
the nominal concentrations and since accurate pre-mixed gases were used with “soft” seals at the
ends, the actual gas path lengths may have been higher than 53.3 cm. However, despite measure-
ment errors in the experiments or shortcomings of the database, temperatures can be retrieved fairly
accurately and the errors for retrieved temperature are less than 4% fortemperatures lower than
1550 K. For the even higher temperature of 1773 K, the deviations become larger, this causing re-
trieved temperatures to be less accurate than lower temperature data, as shown in Figs. 2.17, 2.18
and Table. 2.7.

Although errors occur when retrieving temperature and concentration from measured CO2
transmissivity spectral data, the retrieved transmissivity spectra are in good agreement with the
measured data. The mismatches between the measured and calculated transmissivities based on
HITEMP 2010 are identified.
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Figure 2.9: Comparison of two independently measured transmissivity [70,71] with nominal trans-
missivity calculated at the given temperatureT=1000 K for pure CO2 2.7µm band

η [cm-1]

τ 
[-

]

1900 2000 2100 2200 2300 2400 2500
0

0.5

1

Measured
Nominal
Retrieved

CO2, T=1000 K, L=53.3 cm, 4.3 µm, 4 cm-1

x=1.00

x=0.01

x=0.10

Figure 2.10: Comparison of retrieved transmissivity with measured transmissivity [71] and nominal
transmissivity calculated at the given temperatureT=1000 K for CO2 4.3µm band

Table 2.5: Inverse calculation results using Evseev and Fateev’s transmissivity spectra [71] for CO2
at 1473 K

Test condition (1473 K) RetrievedT (K) Retrievedx Error for T (%) Error forx (%)

L=53.3 cm, 2.7µm
x=0.01 1460.28 0.0106 -0.86 6.10
x=0.10 1464.59 0.1090 -0.57 8.98
x=1.00 1529.91 1.0000 3.86 0.00

L=53.3 cm, 4.3µm
x=0.01 1465.49 0.0107 -0.51 7.10
x=0.10 1471.80 0.1068 -0.08 6.79
x=1.00 1524.53 1.0000 3.50 0.00

2.3.3 Water Vapor

Two H2O spectral bands at 1.8µm and 2.7µm are tested using transmissivity data measured
by Bharadwaj and Modest [72], and Fateev and Clausen [73] at temperatures from 600 K to 1673 K.
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Figure 2.11: Comparison of retrieved transmissivity with measured transmissivity [71] and nominal
transmissivity calculated at the given temperatureT=1473 K for CO2 2.7µm band
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Figure 2.12: Comparison of retrieved transmissivity with measured transmissivity [71] and nominal
transmissivity calculated at the given temperatureT=1473 K for CO2 4.3µm band

Table 2.6: Inverse calculation results using Fateev and Clausen’s transmissivity spectra [71] for CO2
at 1550 K

Test condition (1550 K) RetrievedT (K) Retrievedx Error for T (%) Error forx (%)

L=53.3 cm, 2.7µm
x=0.01 1545.04 0.0104 -0.32 4.20
x=0.10 1532.24 0.1061 -1.15 6.13
x=1.00 1600.94 1.0000 3.29 0.00

L=53.3 cm, 4.3µm
x=0.01 1553.52 0.0101 0.23 1.10
x=0.10 1548.48 0.1066 -0.10 6.57
x=1.00 1610.14 1.0000 3.88 0.00

Table 2.8 shows the inverse results at three different temperatures. Here we show the results using
medium-resolution (4 cm−1) data at 600 K measured by Bharadwaj and Modest and convolved
medium-resolution (4 cm−1) transmissvities from Fateev and Clausen’s measurements at 1073 K
and 1673 K.
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Figure 2.13: Comparison of retrieved transmissivity with measured transmissivity [71] and nominal
transmissivity calculated at the given temperatureT=1550 K for CO2 4.3µm band
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Figure 2.14: Comparison of retrieved transmissivity with measured transmissivity [71] and nominal
transmissivity calculated at the given temperatureT=1550 K for CO2 2.7µm band
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Figure 2.15: Comparison of two independently measured transmissivity [70,71] with nominal trans-
missivity calculated at the given temperatureT=1550 K for pure CO2 2.7µm band
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Figure 2.16: Comparison of two independently measured transmissivity [70,71] with nominal trans-
missivity calculated at the given temperatureT=1550 K for pure the CO2 4.3µm band

Table 2.7: Inverse calculation results using Evseev and Fateev’s transmissivity spectra [71] for CO2
at 1773 K

Test condition (1773 K) RetrievedT (K) Retrievedx Error for T (%) Error forx (%)

L=53.3 cm, 2.7µm
x=0.01 1646.38 0.0100 -7.14 0.40
x=0.10 1686.77 0.1078 -4.86 7.84
x=1.00 1734.29 1.0000 -2.18 0.00

L=53.3 cm, 4.3µm
x=0.01 1679.62 0.0102 -5.27 1.90
x=0.10 1689.54 0.1031 -4.71 3.10
x=1.00 1822.31 1.0000 2.78 0.00
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Figure 2.17: Comparison of retrieved transmissivity with measured transmissivity [71] and nominal
transmissivity calculated at the given temperatureT=1773 K for CO2 2.7µm band

Again, for Bharadwaj and Modest’s measurements, the measured data include error bars,
which are the experimental standard deviations of six different sets of transmission spectra, as
shown in Figs 2.19 and 2.20 for the 1.8µm and 2.7µm band, respectively. The retrieved tem-
peratures are fairly accurate. For concentration inversion, the measured transmissivities are smaller
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Figure 2.18: Comparison of retrieved transmissivity with measured transmissivity [71] and nominal
transmissivity calculated at the given temperatureT=1773 K for CO2 4.3µm band

than the nominal transmissivities for the H2O 1.8µm band (as shown in Fig. 2.19) and limiting the
retrieved concentrations to≤ 1, makes the retrieved concentration to be 1. Still, the retrieved trans-
missivities do not agree with the measured transmissivities very well. For the H2O 2.7µm band,
the measured transmissivities are larger than the nominal transmissivities at theband center, which
makes the retrieved concentration more than 10% less than unity. Since measured concentrations
should be correct forx = 1.00, possible causes for the deviations include measurement uncertainty
of temperatures and/or total pressures. The measurements were made over a period of 8-12 hours
for each temperature, the experimental transmissivity in the band is corrected for the drifts of the
intensity over time [72]. It is also possible that the wavenumber-based intensity drifts were not
appropriately corrected for the band.

Table 2.8: Inverse calculation results using Bharadwaj and Modest’s [72] and Fateev and
Clausen’s [73] transmissivity spectra for H2O

Test condition (L=53.3 cm) RetrievedT (K) Retrievedx Error for T (%) Error forx (%)

T=600 K, x=1.00 [72]
1.8µm 606.67 1.0000 1.11 0.00
2.7µm 610.89 0.8701 1.81 -12.99

T=1073K,x=0.35 [73]
1.8µm 1117.95 0.3314 4.18 -5.31
2.7µm 1105.00 0.348 2.97 -0.57

T=1273K,x=0.35 [73]
1.8µm 1350.48 0.3745 6.07 7.01
2.7µm 1331.26 0.3638 4.56 3.93

T=1473K,x=0.35 [73]
1.8µm 1525.57 0.4690 3.56 34.00
2.7µm 1532.86 0.4175 4.05 19.30

T=1673 K,x=0.35 [73]
1.8µm 1751.65 0.5007 4.69 43.05
2.7µm 1741.38 0.4171 4.08 19.17

Two H2O spectral bands at 1.8µm and 2.7µm were tested using transmissivity data measured
at temperatures from 1073 K to 1673 K and concentration at 0.35. Table 2.8shows the inverse
results. As shown in this table, temperatures are overestimated about 4% forall temperatures. As
temperature increases, huge errors are obtained for concentration inversions; as large as 40% for the
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Figure 2.19: Comparison of retrieved transmissivity with measured transmissivity [72] and nominal
transmissivity calculated at the given temperatureT=600 K for H2O 1.8µm band
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Figure 2.20: Comparison of retrieved transmissivity with measured transmissivity [72] and nominal
transmissivity calculated at the given temperatureT=600 K for H2O 1.8µm band

H2O 1.8µm band at 1673 K. If the H2O 2.7 band is employed for temperatures higher than 1473 K,
the error for retrieved concentrations is about 20%.

Figures 2.21, 2.23, 2.25 and 2.27 show the comparison of retrieved transmissivity with mea-
sured and nominal transmissivity for H2O at 1.8µm band and temperatures of 1073 K, 1273 K,
1473 K and 1673 K, respectively. Overall larger errors for concentrations inversion were obtained,
however, the retrieved transmissivities always have better match with the measured transmissivi-
ties. The deviations between nominal and measured transmissivities become larger as temperature
increases. The deviations between nominal and measured transmissivities at temperatures around
1000 K are relatively small. At higher temperatures, the deviations become larger both at the band
center and band tails. Careful investigation of high-resolution transmissivity data at 1673 K indi-
cates that HITEMP 2010 may fail to describe weak lines in the H2O band tails and miss hot lines
or underestimate line intensities in the band center at higher temperatures. Fig.2.29 shows the
measured and calculated high-resolution transmissivities at a temperature of1673 K and H2O con-
centration of 0.35 for small parts of the H2O 1.8µm band tails and center. The H2O 1.8µm band
tails are shown in the upper and lower frames in Fig. 2.29, and the band center is shown in the
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Figure 2.21: Comparison of retrieved transmissivity with measured transmissivity [73] and nominal
transmissivity calculated at the given temperatureT=1073 K for H2O 1.8µm band

middle frame. For the two band tails, the measured transmissvities contain a lot of weak H2O lines
which are missing in the HITEMP 2010 database. At the band center, it appears that intensities of
hot lines are underestimated, which causes overestimation of transmissivitiesusing HITEMP 2010.

Figures 2.22, 2.24, 2.26 and 2.28 show comparison of retrieved transmissivity with measured
and nominal transmissivity for the H2O 2.7µm band at temperatures 1073 K, 1273 K, 1473 K and
1673 K, respectively. Compared to the H2O 1.8µm band, the H2O 2.7µm band is relatively strong
and HITEMP 2010 is more accurate for this strong band. As shown in Table5.4, the retrieved
concentrations are relatively accurate at different temperatures if using H2O 2.7µm band instead of
H2O 1.8µm band. For a temperature of 1073 K both retrieved temperature and concentration are
very accurate. As temperature increases, the retrieved errors for concentration become larger. The
deviations between nominal and measured transmissivities at temperatures around 1000 K are quite
small. At higher temperatures, weak lines are missing at band tails and underestimation of absorp-
tion at the band center is also observed for the H2O 2.7µm band. Figure. 2.30 shows measured and
calculated high-resolution transmissivities at 1673 K and H2O concentration of 0.35 for small parts
of the H2O 2.7µm band tails and center. The H2O 2.7µm band tails are shown in the upper and
lower frames in Fig. 2.30, and the band center is shown in the middle frame. Although larger errors
for concentrations inversion were obtained for higher temperatures, theretrieved transmissivities
always have better agreement with the measured transmissivities.

Larger errors for concentration inversions were obtained at the higher temperature of 1673
K; as large as 40% for the H2O 1.8 µm band and about 20% for the H2O 2.7 band. At higher
temperatures, the deviations become larger both at the band center and band tails, as shown in
Figs. 2.27 and 2.28. Although it appears to be a baseline offset for the experimental data, careful
investigation of high-resolution transmissivity data at 1673 K shows there is no significant offset for
the high-resolution transmissivities. Figure 2.29 shows the measured and calculated high-resolution
transmissivities at a temperature of 1673 K and H2O concentration of 0.35 for small parts of the H2O
1.8µm band tails and center. The H2O 1.8µm band tails are shown in the upper and lower frames in
Fig. 2.29, and the band center is shown in the middle frame. This indicates that the deviations may be
caused by HITEMP 2010 failing to describe weak lines in the H2O band tails and missing hot lines
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Figure 2.22: Comparison of retrieved transmissivity with measured transmissivity [73] and nominal
transmissivity calculated at the given temperatureT=1073 K for H2O 2.7µm band
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Figure 2.23: Comparison of retrieved transmissivity with measured transmissivity [73] and nominal
transmissivity calculated at the given temperatureT=1273 K for H2O 1.8µm band

or underestimating line intensities in the band center at higher temperatures. For the two band tails,
the measured transmissivities contain a lot of weak H2O lines which may be missing in the HITEMP
2010 database. Although some of the lines appear to be electronic noise in themeasurements, the
band tails do contain weak lines. As shown in Fig. 2.27, after convolving transmissivities into
medium resolution, most of the electronic noise is smoothed out, the measured transmissivities are
still consistently lower than the calculated transmissivities, which indicates that there are missing
weak lines at the band tails in the HITEMP 2010 database. At the band center, it appears that
intensities of hot lines are underestimated, which causes overestimation of transmissivities using
the HITEMP 2010 database. This is also observed for the H2O 2.7µm band. Figure 2.30 shows
measured and calculated high-resolution transmissivities for small parts of the H2O 2.7µm band
tails and center; the band tails are shown in the upper and lower frames of Fig. 2.30, and the band
center is shown in the middle frame. The deviations can also be caused by introducing errors
during the experiments; more measurements at high resolution need to be conducted to validate the
HITEMP 2010 database for H2O spectral calculations at higher temperature, which is beyond the
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Figure 2.24: Comparison of retrieved transmissivity with measured transmissivity [73] and nominal
transmissivity calculated at the given temperatureT=1273 K for H2O 2.7µm band
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Figure 2.25: Comparison of retrieved transmissivity with measured transmissivity [73] and nominal
transmissivity calculated at the given temperatureT=1473 K for H2O 1.8µm band

scope of the present study. Although larger errors for concentrationinversion were obtained for
higher temperatures, the retrieved transmissivities always have better agreement with the measured
transmissivities.

2.4 Inverse radiation model for gas mixture

The previous study applies to a single combustion species. However, combustion products
usually are mixtures of several gas species. In this section, the previousmodel is extended to retrieve
temperature, species concentrations for a gas mixture of the three major combustion products CO2,
H2O and CO mixed with N2. The spectral absorption coefficient for the gas mixture is

κη(T, x) = κη
(

T, xCO2

)

+ κη
(

T, xH2O
)

+ κη (T, xCO) (2.15)
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Figure 2.26: Comparison of retrieved transmissivity with measured transmissivity [73] and nominal
transmissivity calculated at the given temperatureT=1473 K for H2O 2.7µm band
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Figure 2.27: Comparison of retrieved transmissivity with measured transmissivity [73] and nominal
transmissivity calculated at the given temperatureT=1673 K for H2O 1.8µm band

wherex = [xCO2, xH2O, xCO] is a set consisting of all the species concentrations. Therefore, the
spectral transmissvities for the gas mixture are

τη(T, x) = e−κη(T,x)L (2.16)

Compared to Eq. (2.1) Eq. (2.16) introduces two more species concentrations. A similar
approach as described in Section 2.2.2 (for now 4 other than 2 parameters) can be applied to re-
trieve temperature and species concentrations for the gas mixture of CO2, H2O and CO. Since in
the spectral interval 1800 cm−1– 2500 cm−1, all the three species have spectral bands, as shown
in Fig. 1.2, this part of the spectrum was selected to study the accuracy andcapability of retrieving
temperature and species concentrations for a gas mixture. An artificial case was generated at a given
temperatureT=1500 K for a gas mixture containing 10% CO2+10% H2O+5% CO at atmospheric
pressure for a 100-cm gas column. “Measured” transmissivities were synthesized with 5% of arti-
ficial random noise. The generated spectrum was used to retrieve temperature and concentrations
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Figure 2.28: Comparison of retrieved transmissivity with measured transmissivity [73] and nominal
transmissivity calculated at the given temperatureT=1673 K for H2O 2.7µm band

for the three combustion species. Temperature and all the species concentrations can be retrieved
simultaneously and the inverse results are shown in Table 2.9. Figure 2.31 shows comparison of
retrieved transmissivity with “measured” and nominal transmissivity for the gas mixture. Although
the “measured” data include considerable noise, the retrieved spectrum isin good agreement with
the nominal one and the inverse results are within an error of 5%.

Table 2.9: Inverse calculation results for retrieving temperatures, species concentrations for a gas
mixture of 10% CO2+10% H2O+5% CO

retrieved parameters T (K) xCO2 xH2O xCO

Test conditions 1500.00 0.1000 0.1000 0.0500
retrieved 1498.97 0.0957 0.0998 0.0490
error(%) −0.07 −4.29 −0.18 −1.92

2.5 Real-time Temperature Reconstruction for Homogeneous Media

Real-time measurements of temperature and species concentration are an important challenge
in combustion systems. It is difficult to make quantitatively accurate nonintrusive measurements of
temperature and species concentration in real time . Although measurements ofthe transmissivity
of rotational spectral lines of a gas can reveal its temperature and concentration, usually measured
transmissivity have considerable noise, which can significantly affect the accuracy of the retrieved
temperature and concentration. Here we present an inverse calculation model based on the efficient
Levenberg-Marquardt inverse method with a Kalman filter technique to retrieve temperature and
species concentration in real time for a transient system. A significant increase in the accuracy of
inverse results can be achieved through the filtering method that include constraints froma priori
knowledge plus measurements.

Usually the measured transmissivityYi in Eq. (2.10) have considerable noise, which can sig-
nificantly affect the accuracy of the retrieved temperature and concentration. As shown in Fig. 2.32,
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Figure 2.29: Comparison of calculated and measured high-resolution (nominal resolution∆η =
0.125 cm−1) transmissivity [73] at the given temperatureT=1673 K and concentrationx=0.35 for
H2O 1.8µm band

based on single measurements to retrieve temperature, the state vectorz evolves in a random way
with considerable noise. To sequentially estimate temperature and concentration, if all available sin-
gle measurements are used together with prior knowledge of the system, the error can be minimized
in a statistical manner through the widely known Kalman filter approach.

2.5.1 The Kalman Filter Approach

For the application of a Kalman filter, the prediction and the measurement models are as-
sumed to be linear. It assumes that the state vector evolves from the prior state with Gaussian
distributed processing noisev, which has zero mean and is additive. Like the processing noise,
the measurement noisen is also assumed to be zero mean Gaussian white noise. With all these
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Figure 2.30: Comparison of calculated and measured high-resolution (nominal resolution∆η =
0.125 cm−1) transmissivity [73] at the given temperatureT=1673 K and concentrationx=0.35 for
H2O 2.7µm band

assumptions, the prediction and measurement models can be written respectively as:

ak = Fkak−1 + sk + vk−1 (2.17a)

zk = Akak + nk (2.17b)

whereF is the state transition matrix. Because the state transition information is not known,so it
is simply assumed that the state remains constant over time, i.e.,F=I is an identity matrix.A is the
transformation matrix that maps the state vector parameters into the measurement domain. In the
inverse calculation model, temperature and species concentration are retrieved from transmissivity
spectra at each time step. The retrieved temperature and concentration aretreated as measurements
data. In this case, the transformation matrix is also an identity matrix.s is a known vector of inputs.
Herea andz are state vectors of temperature and concentration (x,T )T from prediction and mea-
surement. By assuming that the noisesv andn have zero means and covariance matricesQ andR,
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Figure 2.32: Comparison of retrieved temperature evolution based on singlemeasurements with
true temperature evolution

respectively, the prediction and update steps of the Kalman filter are givenby:
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Prediction:

a−k = Fkâk−1 + sk (2.18a)

P−k = Fkpk−1FT
k +Qk (2.18b)

Update:

K k = P−k AT
k

(

AkP−k AT
k + Rk

)−1
(2.19a)

âk = a−k + K k

(

zk − Aka−k
)

(2.19b)

Pk = (I − K kAk) P−k (2.19c)

The matrixK is called Kalman’s gain matrix. Notice above that after predicting the state
variablea and its covariance matrixP with equations, aposteriori estimates for such quantities are
obtained in the update step with the utilization of the “measurements”z. The symbols “ ˆ ” above
indicates an estimate of the state vector

2.5.2 Test Cases

Kalman filters use constraints froma priori knowledge plus measurements to make an opti-
mal estimation of the state evolution. The prediction noisev and measurements noisen in Eq. (2.17)
are very important for a successful estimation. In this study, we only retrieve temperature at each
time step (species concentration can be retrieved in the same fashion), so thecovarianceQ andR
become two scalars. The relative valueQ/R has significant effect on the performance of the filtered
solution. Because we assume that temperature stays constant from one time step to the next, this
assumption is only truly valid at steady state condition. For time-varying states, the prediction noise
can be very large. If the prediction noise is much larger than the measurement noise (measurements
are more believable than predictions), the retrieved temperature from the Kalman filter will pretty
much follow the measurement, as shown in Fig. 2.33 (a). Otherwise, if the predication noise is
much smaller than the measurement noise, as shown in Fig. 2.33 (c), until temperature reach steady
state, the predicted temperatures by Kalman filter have very large discrepancies from the true tem-
peratures. For a mediumQ/R, as shown in Fig. 2.33 (b), the temperature varies more smoothly
as compared to Fig. 2.33 (a) and is resolved more accurately before steady state as compared to
Fig. 2.33 (c). But at steady state, temperature also evolves with considerable noise.

In order to retrieve temperature more accurately before and at steady state condition, it is
appropriate to using varyingQ/R for the prediction of temperatures. As shown in Fig. 2.33 (d),
largerQ/R are used for the Kalman filter method before temperature reaches steady state. After
temperature reach steady state, the assumption of the state transition function ismore accurate and
thus a smallerQ/R leads to a better prediction of temperatures.
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Figure 2.33: (a):Q/R=1, (b): Q/R=1/100, (c):Q/R=1/1000, (d): varyingQ/R

2.6 Summary

An inverse radiation model was developed by applying the Levenberg-Marquardt scheme for
temperature and concentration inversion in combustion gases. The model was validated by retriev-
ing temperatures and gas concentrations using previously measured transmissivity data over a wide
range of temperatures and gas concentrations for the CO2 2.7µm and 4.3µm bands, and the H2O
1.8 µm and 2.7µm bands. Although the retrieved temperatures and concentrations display large
differences compared to the nominal experimental conditions in some cases, good agreement be-
tween measured and retrieved transmissivities was observed. The resulting inverse radiation model
provides a reliable tool for temperature and concentration prediction. By employing the Kalman
filter approach, the model was extended for retrieving scalar parametersfor a transient system in
real-time.
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Chapter 3

Optimal Spectral Parameters
Investigations

3.1 Introduction

The developed inverse radiation tool for homogeneous media in the previous chapter is used
to identify optimal spectral bands and resolutions for a variety of gas species and conditions of
interest. Radiation spectra usually contain several emission bands for common combustion gases,
such as CO2, H2O and CO in the infrared range. After inverse algorithms are developed, they can be
used to determine which bands are optimal for inverse calculations at what conditions. For example,
the CO2 4.3µm band is a relatively strong band and, while it can be used for inverse calculations,
in the presence of high CO2 concentrations the transmissivity becomes highly saturated, masking
spectral information, and making the ill-posed inverse radiation calculations even more challeng-
ing. Therefore, optimal spectral bands for particular combustion conditions need to be determined
before more complicated experiments are conducted, and before the modelis extended to nonho-
mogeneous media. As indicated, optimal spectral resolution will depend on given conditions. Finer
spectral resolution may contain information for each individual transition lines and will resolve
more spectral information. However, these spectral data are based on quantum mechanics calcula-
tions and experimental measurements, it is subject to some degree of theoretical uncertainties. This
may be smoothed out by a coarse resolution measurement. While coarse resolution also requires
less collection times, on the other hand, one may not resolve some important spectral information.

Synthetic spectral transmission signals are generated for different medium-to-coarse resolu-
tions using rovibrational band spectra created from HITEMP2010 to simulate the transmissivities
measured by a Fourier transform infrared (FTIR) spectrometer. The simulated data are disturbed
with random noise to represent measurement noise inevitable in an experimental setting. Experi-
mental measurement drifts both on transmissivities and wavenumbers are alsoconsidered to inves-
tigate their effects on temperature and concentration inversion. Ideal FTIR instrument line shape
(ILS) functions are used to convolve the high-resolution transmissivity spectra to generate differ-
ent medium-to-coarse resolutions of FTIR transmissivity spectra for the CO2 4.3 µm and 2.7µm
bands, H2O 2.7µm and 1.8µm bands, and CO 4.7µm and 2.3µm bands. The goal of this study
is to conduct a systematic investigation to determine what spectral range measured at what resolu-
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Figure 3.1: Spectral transmissivity for CO2 2.7µm band. (a): High resolution transmissivity from
LBL database (b): Convoluted transmissivity with ILS functions

tion for what species leads to the most accurate reconstruction of the underlying temperature and
concentration fields.

3.2 Spectral Resolutions

Equation (2.7) describes the ILS for an ideal instrument. In the present study, we do not
actually obtain spectra with an FTIR but, we create synthetic spectra by simulating how an FTIR
measures a spectrum. Synthetic spectra were created by convolving high-resolution transmissiv-
ity spectra with the ideal ILS functions of 1, 2, 4, 8, 16 or 32 cm−1 resolution. As an example,
Fig. 3.1 shows spectral transmissivities for a N2-CO2 mixture containing 40% CO2 at 1 bar and a
temperature of 1000K for the 2.7µm band. The band, as calculated from the HITEMP2010 LBL
database, exhibits the precise line shape of transmissivities, while after convolution smoother aver-
aged shapes with diminishing structures are obtained. While the fine resolutionhas a very distinct
structure, which can be exploited for inversion, this fine structure is subject to theoretical uncer-
tainty, such as calculated values for line strengths, shapes and widths. Fine resolution is also more
susceptible to experimental noise, and requires large collection times. Therefore, one may expect
that a resolution exists, which is fine enough for reconstruction of temperature and concentration,
and also coarse enough to save measurement and computational times.

3.3 Spectral Bands for Combustion Gases

In order to use combustion gases like CO2, H2O and CO as the media for reconstruction
of temperature and concentration, the ideal spectral band should be spectrally distinct at different
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temperatures and concentrations. For transmission measurements, the bandcannot be very strong,
otherwise it will be saturated and will approach zero over much of the band; it also cannot be too
weak or transmissivity will approach unity for a large part of the band, again making it no longer
spectrally distinct. Figure 3.2 shows the possible candidates of spectral bands for three different
combustion gases. CO2 has three bands in the range of interest: the 4.3µm, 2.7µm and 2.0µm
bands, as shown in Fig. 3.2(a). The 2.0µm band holds little promise at least at atmospheric pressure,
because the band is too weak even for high concentrations and large pathlengths. As shown in
Fig. 3.2(b), H2O bands are wider and spread out over much of the spectrum. It also hasthree bands
in the range of interest: the 6.3µm, 2.7µm and 1.8µm bands. The 6.3µm band is a strong band but
in the region beyond 6µm. As mentioned before, because of transmission limits of optical windows
and limited detector ranges, wavelengths beyond 6µm tend to be less useful. The performance of
using the other two bands for inverse calculations may depend on the temperature and concentration
conditions. The CO 4.7µm band is a relatively strong band and has distinct temperature trends, as
shown in Fig. 3.2(c), which may make it a good candidate for reconstructionof temperature and
concentration. By contrast, the CO 2.3µm band may be too weak. For a measured CO spectrum,
the signal-to-noise ratio for the CO 2.3µm band may be too small, and makes it very difficulty and
inaccurate to retrieve temperature and concentration from this band. The appropriateness of these
bands of different species depends on the temperatureT and pressure path lengthPxL, defined as
the product of the partial pressure and gas path length, and needs to beinvestigated.

Figure 3.3 shows transmissivity spectra for several temperatures and twodifferent concentra-
tions for the CO2 4.3 µm band. The transmissivity data show very distinct temperature trends at
lower concentrations for the CO2 4.3µm band, but it is seen that transmissivities tend toward zero
for large parts of the band if concentration or, most importantly, the pressure path length becomes
large enough. Thus, for relatively high pressure path lengths, the CO2 4.3 µm band will not be a
good candidate to reconstruct temperatures and concentrations.

Consequently, it is critical to quantitatively investigate the performance of each band for the
reconstruction of temperature and concentration. In this study, two bandsfor CO2 (4.3µm and 2.7
µm), two bands for H2O (2.7µm and 1.8µm), and two bands for CO (4.7µm and 2.3µm) will
be studied for varying temperatures between 550K−2350K and varying gas pressure path length
from 0.2 bar·cm to about 100 bar·cm to determine the optimal spectral band for each individual
combustion gas for temperature and concentration inversion.

3.4 Results and Discussion

A systematic study was conducted by retrieving gas temperature and concentration using
the developed inverse method to investigate the optimal spectral bands and resolutions for inverse
calculations. Artificial drifts on both transmissivities and wavenumbers were created to simulate
systematic error, and Gaussian random noise was added to the transmissivity spectra to simulate the
random error inevitable in experiments.
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Figure 3.2: Spectral transmissivity bands for combustion gases
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Figure 3.3: Spectral transmissivity of CO2 4.3µm band for a homogeneous gas path length ofL=10
cm,Res= 1cm−1

Systematic Error

The case of a homogeneous 10-cm-long CO2 gas path of temperature 1050 K and 10% con-
centration using CO2 4.3µm band was studied to investigate the effects of experimental measure-
ment drifts on the inverse results. Different amounts of artificial drift on both transmissivitiesτ
and wavenumbersη were created for the synthetic spectra. The errors for retrieved temperature and
concentration as shown in Figs. 3.4 and 3.5, indicate that:

1. The developed inverse method converges to the correct solution whenthere are no errors
present in the measured spectral transmissivity.

2. A positive drift on transmissivities will lead to an overestimation of the temperature and an
underestimation of the concentration and vice versa.

3. When there is a drift in transmissivities, the inverse results get worse withcoarser resolution.

4. Measurement drift error on transmissivities has larger effects on the concentration prediction
than on temperature prediction. This is to be expected, since the absorption coefficient (and,
thus, transmissivity) is directly proportional to concentration.

5. A left drift in wavenumbers will lead to an underestimation of the temperatureand an over-
estimation of the concentration and vice versa.

6. When there is a drift in wavenumbers, the inverse results are only weakly dependent on what
resolution is used for the inverse calculation.
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Figure 3.4: Temperature and concentration inversion with drift subjects to transmissivities
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Figure 3.5: Temperature and concentration inversion with drift subjects to wavenumbers

Random Error

Absorption coefficients taken from the high-resolution LBL database were used to calculate
transmissivity spectra for a homogeneous gas path ofL=10 cm andL=320 cm length. After spectra
are convolved with the ideal ILS function, Gaussian random noise with zero mean and 5% standard
deviation was added to the convolved spectra. These convoluted spectrawith noise were used as
input data instead of actually measured transmissivity spectra from an FTIR. Several spectral bands
for three combustion species were investigated for a large range of temperatures and concentrations,
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with different spectral resolutions. All cases studied are summarized in Table 3.1.

Table 3.1: Summary of the test cases

Species CO2, H2O and CO
Total pressure (P) 1 bar
Temperature (T ) linearly increased from 550 to 2350K
Concentration (x) 0.02, 0.04, 0.08, 0.16, 0.32
Gas path length (L) 10cm, 320cm
Resolution (Res) 1, 2, 4, 8, 16, 32 cm−1

Spectral bands
CO2: 4.3µm, 2.7µm
H2O: 2.7µm, 1.8µm
CO: 4.7µm, 2.3µm

Noise 5% Gaussian random noise

In this study, temperature and concentration were retrieved simultaneously and theError
revealing the performance of the inverse calculation is defined as,

Error =

√
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(3.1)

WhereTexact and xexact are the exact values for temperature and concentration. For each case,
N=100 different “measurements” were employed andT j andx j are the retrieved temperature and
concentration for thejth “measurement”. Thus,Error can be viewed as an average error when
one retrieves temperature and concentration. On the other hand, results indicate that the individual
errors for temperature and concentration inversion for most cases show only small differences, i.e.,
the individual inverse errors closely follow the total error given by Eq.(3.1). An exception is the
CO2 4.3µm band, for which the individual errors for temperature and concentration show very large
differences, so only the individual inverse errors for this band are presented. Many error contours
for temperature and concentration inversion were created. These results can be used as references
to find optimal experimental parameters.

The relationship between transmissivities and temperature and concentrationin Figs. 3.2
and 3.3 show that the transmissivity increases with decreasing temperature,while occupying a
wider part of the spectrum, and decreases with increasing concentration, or more importantly, with
pressure path lengthPxL. For the CO2 4.3 µm band, the individual errors for concentration and
temperature inversion are shown in Fig. 3.6 and Fig. 3.7, respectively. Itindicates that for this band,
the error for concentration inversion is much larger than temperature inversion for a wide range of
conditions. With increasing temperature, the spectral band will become wider, making the spectrum
more distinct at varying temperatures. That is why there is a smaller retrievingerror for temperature
inversion. But as pressure path length increases, first the transmissivity spectrum becomes saturated
and large parts of the band reach zero transmissivity, making the spectrumno longer spectrally
distinct. If pressure path lengths are further increased, the spectral band will also become wider.
That is why the error for retrieving concentration becomes smaller for higher pressure path lengths.
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Figure 3.6: Error contours for concentration inversion when temperature and concentration are
retrieved simultaneously, CO2 4.3µm band

Correspondingly, the conditions for temperature and concentration inversion within a required error
limit can be determined from Figs. 3.6 and 3.7.

If the CO2 2.7 µm band is employed at atmospheric pressure, as shown in Fig. 3.8, large
errors are incurred at coarse resolution for smallPxL. That is because this band is relatively weak
for small pressure path length. If the pressure path length is not large enough, transmissivities will
approach unity for this band and make the ill-posed radiation problem worse. For largePxL, as
shown in Fig. 3.8, the results improve considerably for using the CO2 2.7µm band.

Optimal spectral band and resolution depend on conditions as well requirements. For exam-
ple, consider a temperature of about 1350 K and CO2 concentration of about 20%, and a pressure
path length ofPxL=1 bar× 20%× 100 cm=20 bar·cm. If the desiredError for retrieving tempera-
ture and concentration is to be less than 5%, comparing all the frames in Figs. 3.6, 3.7 and 3.8, it is
found that if the CO2 2.7µm band is used, all resolutions from 1 to 32 cm−1 can retrieve temperature
and concentration accurately. However, the CO2 4.3µm band meets the requirements only for the
finer 1 cm−1 or 2 cm−1 resolutions for concentration inversion. Thus, for this case, the CO2 2.7µm
band and 32 cm−1 resolution are the optimal parameters, since they can meet the requirements and
are the most efficient.

Generally, the H2O 2.7 µm band performs good for large pressure path lengths at all the
medium to coarse resolutions. Large errors are incurred only for verysmall PxL at coarse resolu-
tions, as shown in Fig. 3.9. Considering an example for temperature of 2150K, H2O concentration
of 10% and a pressure path length ofPxL=1 bar× 10%× 100 cm=10 bar·cm. Again, if the desired
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Figure 3.7: Error contours for temperature inversion when temperature and concentration are re-
trieved simultaneously , CO2 4.3µm band

Error for retrieving temperature and concentration is to be less than 5%, then all theresolutions can
be used to retrieve temperature and H2O. By contrast, if the H2O 1.8µm band is used at this con-
dition, only finer resolutions of 1 and 2 cm−1 can meet the requirements for retrieving temperature
and concentration. As shown in Fig. 3.10, for coarse resolutions from 8and 32 cm−1, the H2O 1.8
µm band only performs well at very largePxL. Large errors for temperature and concentration in-
versions occur at higher temperature and lower pressure path lengthPxL, while the results get even
worse at coarser resolution. Therefore, if the pressure path lengthPxL is not sufficiently large, using
these two bands at lower resolution cannot retrieve temperature and concentration accurately. Finer
resolution may be used if computational and measurement times are not considered a problem.

The CO 4.7µm band shows similar performance to the H2O 2.7 µm band. CO only has
two bands in the infrared region, the CO 4.7µm and 2.3µm bands. The CO 4.7µm band is a
relatively strong band but not as strong as the CO2 4.3 µm band; then using this band, one can
retrieve temperature and species concentration accurately over a largerrange of temperatures and
pressure path lengths, as shown in Fig. 3.11. As indicated in Fig. 3.2(c), the CO 2.3µm band may be
too weak and holds little promise for temperature and concentration inversion.This can be proved
by the results in Fig. 3.12. There are huge errors for retrieving temperature and concentration at
all the studied temperatures and pressure path lengths using relatively coarse resolutions. For finer
resolutions, temperatures and concentrations can only be accurately retrieved at very large pressure
path lengths. For example, if we want the desiredError for retrieving temperature and concentration
to be less than 5% for all the temperatures from 550 K to 2350 K, only the finerresolutions 1 and
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Figure 3.8: Error contours for temperature and concentration inversion, CO2 2.7µm band
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Figure 3.9: Error contours for temperature and concentration inversion, H2O 2.7µm band
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Figure 3.10: Error contours for temperature and concentration inversion, H2O 1.8µm band

2 cm−1 can be used and the pressure path lengths have to be larger than 20 bar·cm and 60 bar·cm,
receptively.

3.5 Summary

The developed inverse radiation model is used to determine the optimal spectral band and
resolution for temperature and concentration inversion in combustion systems. Synthetic transmis-
sivities were created by convolving high-resolution transmissivity spectrawith an ideal FTIR ILS
function for three combustion species, several different spectral bands and different FTIR spectral
resolutions for 10 different temperatures from 550 K to 2350 K and 5 different gas concentrations
from 2% to 32% for varying pressure path length. These synthetic spectra were disturbed with
Gaussian random noise and artificial measurement drift to systematically study the performance of
inverse calculations. Experimental parameters (wavenumber range and resolution) that can mini-
mize the ill-posedness of inversion were determined.
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Figure 3.11: Error contours for temperature and concentration inversion, CO 4.7µm band
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Figure 3.12: Error contours for temperature and concentration inversion, CO 2.3µm band
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Chapter 4

Inverse Radiation Model for
Nonhomogeneous Media

4.1 Introduction

In this chapter, we present an inverse calculation model based on the Levenberg-Marquardt
optimization method with Tikhonov Regularization to reconstruct CO2 temperature profiles and
average concentrations from measured line-of-sight spectral intensitydata. The measured spectra
were synthesized through calculations from HITEMP 2010, the high-temperature spectral database,
for the CO2 4.3µm and CO2 2.7µm bands. Although it has been shown Tikhonov regularization is
suitable for ill-posed inverse problems, it is difficult to select an appropriate regularization param-
eter, especially for nonlinear problems. Due to the ill-posedness of the inverse problem, additional
conditions or criteria need to be imposed to determine the most realistic solution. Most regulariza-
tion methods transform an ill-posed inverse problem into a well-behaved oneby adding auxiliary
information based on desired or assumed characteristics. Tikhonov regularization imposes smooth-
ness to the solution by adding a regularization term and the extent of regularization is controlled by
a regularization parameter. In the present study, a new regularization selection method is proposed
and performs very well for different temperature profiles inversion.

4.2 Forward calculation

Figure.1.1 shows a schematic diagram of the physical system. A non-isothermal combustion
gaseous column is presented. It is assumed the system is in local thermal equilibrium and scatter-
ing effects in the medium can be neglected. The spectral intensity along a line-of-sight within a
nonscattering medium, as seen by a detector ats = L is given by [38]

Iη = I0ηe
−

∫ L
0 κηds +

∫ L

0
κηIbηe

−
∫ L

s κηds′ds (4.1)
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whereκη is the spectral absorption coefficient at wavenumberη (which depends on temperature and
concentration),Ibη is the local blackbody intensity of the medium andI0η is external irradiation
entering the gas column 0≤ s ≤ L at s = 0. In this study, we assume there is no external irradiation
and only emission from the gaseous medium is taken into account.

In order to determine the intensity given by Eq. (4.1) numerically, the entire gas column is
divided into n coarse sub-columns for each of which temperature is assumed constant. Without
external irradiation, Eq. (4.1) can then be discretized as

Iη =
n−1
∑

i=1

Ibi

(

1− e−∆siκηi
)

e−
∑n

k=i+1∆skκη j + Ibn

(

1− e−∆snκηn
)

= f (T) (4.2)

where

T = [Ti] ; i = 1, ..., n (4.3)

and f is a nonlinear function of the temperatures of all sub-columns.κηi is the absorption coeffi-
cient calculated from the HITEMP 2010 line-by-line database [33] for thetemperature of thei-th
sub-column. Eq. (4.2) shows the relationship between the outgoing intensity and the temperature
distribution along a line-of-sight.

Since intensity spectra can only be measured at a finite resolution, LBL spectral intensities
of Eq. (4.2) are convolved with an ideal instrument line shape (ILS) function to mimic the different
spectral resolutions of a spectrometer. Here we use triangular apodization for creating the ideal ILS
Γ(η), and the ILS function we used is the same as in Eq. 2.7. In this study, LBL spectral intensities
are convolved with an ILS function with nominal resolution of 8 cm−1 to create medium-resolution
intensity spectra.

After intensity spectra are convolved with the ILFΓ(η), they become,

Iηc =
∫ ∞

0
I(η′)Γ(η − η′)dη′ (4.4)

If one measures intensity with a certain spectral resolution, obtainingm discrete values of
wavenumber (m > n), a system of nonlinear equation results,

I c = f (T) (4.5)

where

I c =
[

I j

]

;

f =
[

f j([Ti])
]

; i = 1, ..., n and j = 1, ...,m (4.6)

4.3 Inverse calculation

Equation (4.5) cannot be inverted directly to obtain the temperature profile ofthe gas column.
An inverse procedure is required to solve this equation numerically. In this study, the solution to the
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inverse problem is found by minimizing an objective function,F1, [38]

F1(T) =
I

∑

i=1

(Ii − Yi)
2 = ‖ (i − y) ‖2 (4.7)

whereIi is the predicted intensity spectrum from forward calculations, andYi is the measured inten-
sity spectrum.

In order to determine the most realistic inverse solution, this ill-posed problem needs to be
transformed into a well-behaved one by adding auxiliary information based on desired or assumed
characteristics. For this problem, Tikhonov regularization is employed to impose smoothness to the
solution by adding a regularization termλ TT · R · T to Eq. (4.7),

F2(T) = ‖ (i − y) ‖2 + λ TT · R · T (4.8)

where

TT · R · T =
n−2
∑

i=1

(Ti − 2Ti+1 + Ti+2)2 (4.9)

and hereR is a second order smoothing matrix, which can be found by calculating the second
derivatives of Eq. (4.9) versus temperature for each sub-column. The reader is referred toNumerical
Recipes [78] for more details about how to obtain a smoothing matrix. The regularizationparameter
λ determines the smoothness of the solution: a small value ofλ implies little regularization, while
a largerλ imposes more presumed information to the solution. A good selection of regularization
parameter is critical to obtain a good inverse solution. In the present study,a new method for
selecting an optimalλ for this nonlinear problem is proposed.

To solve this problem numerically, the parameter vectorT is gradually increased by a small
valueδT at each iteration,

Tnew = Told + δT (4.10)

with
δT = − (H + µ Ω + λ R)−1 B (4.11)

In the Levenberg-Marquardt method, The vectorB = ∇F1(T) is the gradient vector ofF1 with
respect toT, andH is the Hessian matrixH = ∇2F1(T). Ω is a unit matrix with diagonal elements
equal to 1. The same Levenberg-Marquardt algorithm as in Chapter 2 was applied here to retrieve
temperature profiles. The parameter vector became the set of discrete temperatureT.

4.4 Selecting the Regularization Parameter

It is intuitively known from Eq.(4.8) that a large regularization parameterλmakes the temper-
ature profile overregularized and a small regularization parameterλ makes the temperature profile
underregularized. It is difficulty to select a good regularization parameter for a nonlinear problem
like Eq.(4.8). In this section a new method is proposed to select an appropriate regularization pa-
rameterλ. This method is based on the theory of the L-curve criterion [126] and the discrepancy
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principle [127]. Several types of temperature profiles are retrieved accurately using this method.
The L-curve is a log-log plot of the regularization termγλ = TT · R · T vs. the residual

termρλ = ‖ (i − y) ‖2. A good regularization parameter and well-regularized inverse solution can
be found by locating the corner on the L-curve. For a linear problem, the process is pretty straight-
forward. First the problem is solved for a wide range of regularization parameters to obtain the
L-curve and then the corner is located. But for a nonlinear problem, the two terms on the right hand
side (RHS) of Eq. (4.8) require the solution to a nonlinear problem, making it isvery difficult and
time consuming to compute the “exact” L-curve. Based on the fact that all calculated points always
lie on or above the exact L-curve, Viklands and Gulliksson [128] suggested to gather points given
during iteration and pick a subset from all gathered points to define a monotonically decreasing
convex function. This function can be treated as an approximated L-curve. Since it still requires a
considerably large number of points to create a relatively smooth and meaningful approximate L-
curve, this parameter selection method is still not practical for solving nonlinear inverse problems.
The discrepancy principle is based on the reasoning that the residual term should be at least the
same order of magnitude as the noise. This suggests to choose the regularization parameter so that
the residual error‖ (i(Tλ) − y) ‖ of the regularized system is less than or equal toǫ. This impliesλ
should be chosen so that

‖ (i(Tλ) − y) ‖2 = ǫ2 (4.12)

whereTλ is the regularized solution corresponding to the regularization parameterλ. This also
requires to solve the nonlinear Eq. (4.12) many times and both the L-curve criterion and the dis-
crepancy principle will choose a fixedλ as regularization parameter. However, as stated in the
previous section, Eq. (4.8) is solved by iteration and iteration with a fixedλ makes it converge
slowly. Kim and Song [86] suggested using a fast and efficient model to choose different valuesλ
for each iteration, i.e.,

λ =
‖ (i − y) ‖2

TT · R · T

1
G

(4.13)

whereG is a correction factor which counterbalances the weight between the residual term and reg-
ularization term. This biases the solution toward the true profile without sacrificing the smoothness
of the profile and thus makes the solution converge faster. Kim and Song [86] employed an em-
pirical value, which is based on their own practical experience through numerical experiments. A
“magic” numberG = 5 is claimed to be appropriate for many problems. According to our extensive
numerical experiments, the optimalG is quite different for different temperature profiles and also
relies on the initial guess of the temperature distribution. A “magic” numberG = 5 cannot always
guarantee a good inverse solution.

In the present study, Eq. (4.13) is used to determine the regularization parameter at each iter-
ation, but the correction numberG is selected based on the combination of the L-curve criterion and
the discrepancy principle. An appropriate correction number can be found by solving the nonlinear
Eq. (4.8) only a few times. Assuming the noise of the measured transmissivities can be estimated
and employing the discrepancy principle, the residual errorρλ = ‖ (i − y) ‖2 of the regularized sys-
tem should be less than or equal to the measurement noiseǫ2. For a given correction numberG,
Eq. (4.8) is solved by iteration, which is stopped whenρλ ≤ ǫ2. For different correction numbers
G, the regularized solution has different values forγλ = TT · R · T. Based on the fact that all
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calculated points (γλ, ρλ) always lie on or above the exact L-curve, the one which is closest to the
“exact” L-curve will have the best inverse solution. Usually the “exact” L-curve is not known, so
the one satisfiesρλ ≤ ǫ2 and with the smallestγλ will have the best inverse solution. This process
can be summarized as: for a given correction numberG, solve Eq. (4.8) by iteration; stop iteration
if ρλ ≤ ǫ2 or the number of iterations exceeds a given maximum iteration number (400); choose the
one which satisfiesρλ ≤ ǫ2 and has the smallestγλ as the best inverse solution.

4.5 Results and Discussions

4.5.1 Temperature profiles reconstruction

In this section, two fictitious temperature profiles are retrieved based on the Levenberg-
Marquardt optimization method with Tikhonov Regularization. The proposed regularization pa-
rameter selection scheme is employed. Because there is no experimental data available, synthetic
intensity spectra for the CO2 4.3µm band (2000 cm−1–2500 cm−1) are created from the HITEMP
2010 database for a 10 cm-long gas column with a uniform CO2 concentration of 20%. The gas col-
umn is divided into 21 sub-columns and each temperature is assumed uniform. Medium-resolution
(8 cm−1) spectral data are created with 260 data points for the spectral range 2000 cm−1–2500 cm−1.
Gaussian random noise was added to the intensity spectra to simulate the random error inevitable
in experiments: first a small relative error (0.5%) is added to the synthetic spectra to investigate the
performance of the inverse model, and then more realistic relative error (3%) is used.

The first tested temperature profile has one peak and is symmetric, as shownin Fig. 4.1 (a).
In order to select an appropriate correction number in Eq. (4.13) to retrieve the temperature distribu-
tion, several correction number values from 0.1-1000 were tested. As demonstrated in Fig. 4.1 (c),
if the correction number is too small (G=0.1), the solution is overregularized and the residual term
ρλ = ‖ (i − y) ‖2 may never converge to the noise level and stop beforeρλ ≤ ǫ

2. If the correction
number is too large (G=1000), the temperature profile is underregularized and will have a large
value for the regularization termγλ = TT ·R · T whenρλ ≤ ǫ2. Retrieved temperatures and spectral
intensities using correction number valuesG = 0.1 andG = 100 are also shown in Fig. 4.1 (a) and
(b). For the five tested correction numbers, solving Eq. (4.8) usingG = 1 produced the smallestγλ
and according to the proposed parameter selection scheme,G = 1 is chosen as the optimal correc-
tion number for the given problem. As shown in Fig. 4.1 (a), the inverse solution agrees very well
with the exact temperature profile.

The second temperature profile has two symmetric peaks, as shown in Fig. 4.2(a). Retrieved
temperatures and spectral intensities using correction number valuesG = 0.1, G = 1 andG = 100
are shown in Fig. 4.2 (a) and (b). The proposed correction number selection scheme is employed and
againG=1 is found to be the optimal correction number for this problem, as shown in Fig.4.2 (c).
In this case, the retrieved optimal temperature profile does not match with the exact one very well:
discrepancies are observed at locations between the two peaks. Extensive numerical experiments
indicate that obtaining a best inverse solution not only relies on an appropriate correction number,
but an appropriate initial guess for the temperature profile is also important. For this problem, the
temperature distribution labeled “Initial guess 1” in Fig. 4.3 was used as the initial guess of the
temperature profile. If a sine-shape temperature distribution is used with the same number of peaks
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Figure 4.1: (a): Comparison of retrieved temperature and exact temperature for a one-peak temper-
ature profile using correction numbersG = 0.1, G = 1 andG = 1000. (b): Comparison of retrieved
intensity spectra with synthetic intensity spectrum for correction numbersG = 0.1, G = 1 and
G = 1000. (c): Illustration of using the L-curve criterion and the discrepancy principle to determine
the optimal correction numberG, hereG = 1 is selected for the given problem.

and valleys as the exact one, such as “Initial guess 2” shown in Fig. 4.3,the retrieved temperature
improves significantly and matches perfectly with the exact one as shown in Fig. 4.4 (a). The optimal
correction number is found to beG=0.01 for this case, as shown in Fig. 4.4 (c). This implies that
the optimal correction number also depends on the initial guess of the temperature distribution. In
order to get a unique solution for this kind of ill-posed problem, one must necessarily introduce
some additional assumptions. For retrieving a best inverse solution, what really matters is not the
exact value of the optimal correction numberG but the magnitude of the correction number. As
shown in Figs. 4.1 (c), 4.2 (c) and 4.4 (c), there is a range of correctionnumbers, which produce
similar results. Using these values as the correction number can also produce acceptable results.
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Figure 4.2: (a): Comparison of retrieved temperature and exact temperature for a two-peaks temper-
ature profile using correction numbersG = 0.1, G = 1 andG = 1000. (b): Comparison of retrieved
intensity spectra with synthetic intensity spectrum for correction numbersG = 0.1, G = 1 and
G = 1000. (c): Illustration of using the L-curve criterion and the discrepancy principle to determine
the optimal correction numberG, hereG = 1 is selected for the given problem.

One important characteristic of ill-posed problems is that the solution is very sensitive to
noise: without enough additional information for the system, small noise may alter the solution
significantly. The above two temperature profiles were retrieved from synthetic spectral intensity
with small random noise (0.5%). Even for this small noise, the retrieved temperature can have large
discrepancies from the exact one if a bad initial guess is used, as indicated by the case in Fig. 4.2
(a). It is not a surprise that worse temperature profiles will be retrievedif there is more noise in the
intensity spectra. Figure 4.5 (a) shows two retrieved temperature profiles from a synthetic spectral
intensity spectrum with 3% of Gaussian random noise for the two-peak temperature profile. “Re-
trieved 1” and “Retrieved 2” are retrieved temperature profiles using “Initial guess 1” and “Initial

65



s [cm]

T
 [K

]
0 2 4 6 8 10

800

1000

1200

1400

1600

1800

2000

Exact
Initial guess 1
Initial guess 2

Figure 4.3: Comparison of two initial guesses of the temperature profile for the second tested cases.
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Figure 4.4: (a): Comparison of retrieved temperature and exact temperature for a two-peak tem-
perature profile using correction numberG = 0.01. (b): Illustration of using the L-curve criterion
and the discrepancy principle to determine the appropriate correction number G, hereG = 0.01 is
selected for the given problem.

guess 2” as the initial guesses in Fig. 4.3, respectively. As shown in this figure, the retrieved temper-
ature profiles differ significantly from the exact one, especially for smalls, no matter which initial
guess is used (i.e., locations farther away from the detector).

All these cases so far are based on one-sided measured data taken by adetector ats = L as
shown in Fig. 1.1. Accuracy improves considerably if optical access is available for two-sided mea-
surements (exiting intensity to the right ats = L, and also to the left ats = 0). This is demonstrated
in Fig. 4.5 (b), which shows two retrieved temperature profiles from a synthetic spectral intensity
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Figure 4.5: Comparison of retrieved temperature and exact temperature for a two-peak temperature
profile using two different initial guesses from spectral intensity spectrum with 3% random noise.
(a): Temperature is retrieved from one-side measured spectral data. (b): Temperature is retrieved
from two-side measured spectral data.

spectrum with 3% Gaussian random noise for the two-peak temperature profile, as retrieved from
two-sided spectral intensity measurements. As shown in the figure, the result improves significantly
for both initial guesses. Another advantage of using two-sided measureddata is that the inverse cal-
culation is more efficient than using one-sided measured data: because additional informationfrom
both sides of the gas column is provided to the inverse calculation model, the solution converges
faster than using one-sided measured data.

4.5.2 Comparison of the CO2 4.3µm and 2.7µm bands

All the test cases in the previous section use the CO2 4.3µm intensity band to retrieve tem-
perature profiles for a 10 cm-long gas column with 20% of CO2 by volume, i.e., for a pressure path
length (defined as the product of the partial pressure and gas path length) of PxL=1 bar× 20%× 10
cm=2 bar·cm. In this section, the performance of the CO2 4.3µm and 2.7µm bands for retrieving
temperature profiles are investigated for three different pressure path lengths. Synthetic intensity
spectra from the CO2 4.3µm band (2000 cm−1–2500 cm−1) and the CO2 2.7µm band (3200 cm−1–
3800 cm−1) are created from the HITEMP 2010 database for a 10 cm, a 100 cm and a1000 cm long
gas column (all for a fixed CO2 concentration of 20%). The three gas columns are each divided into
21 sub-columns and each temperature is assumed uniform. Again, 0.5% Gaussian random noise
was added to the intensity spectra.

Figure 4.6 shows retrieved temperatures from the CO2 4.3 µm and 2.7µm spectral bands
compared against the true temperatures for the three gas columns with different gas path lengths. It
is seen that, for a wide range of gas path lengths, using the CO2 4.3µm band can retrieve temperature
profiles relatively accurately. The 2.7µm band only performs better when the gas path length
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Figure 4.6: Comparison of retrieved temperature and exact temperature from the CO2 4.3µm and
2.7 µm spectral bands. (a): 10 cm-long gas column. (b): 100 cm-long gas column. (c): 1000
cm-long gas column.

gets sufficiently large. For an ideal spectral band used for inverse calculations,within the band
every portion of the gas column should make a contribution to the detected intensities, and all the
contributions should be spectrally distinguishable. In order to explain the different performances in
Fig. 4.6, it is important to understand what are the intensity contributions fromdifferent portions
of the gas column. Figures 4.7, 4.8 and 4.9 show the “detected” spectral intensity, which are
contributed by the 1st, 6th, 11th, 16th and 21st sub-columns (one extra column 20 is also included
in order to show the dynamics in the intensity contributions; red lines for column 1 are not seen
because its emission is almost completely absorbed by the gas along the path) ofthe CO2 4.3µm
and 2.7µm bands for the 10 cm-long, 100 cm-long and 1000 cm-long gas columns, respectively.
For the CO2 4.3 µm band, different portions of the gas column have spectrally distinguishable
contributions to the spectral intensity for all gas path lengths from 10 cm to 1000 cm, as indicated
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Figure 4.7: Spectral intensity contribution from 6 sub-columns for a 10 cm-long gas column, the
true temperature profile is shown in Fig. 4.6 (a). (a): the CO2 4.3µm band. (b): the CO2 2.7µm
band.

in Figs. 4.7 (a), 4.8 (a) and 4.9 (a). For the CO2 2.7µm band, as shown in Fig. 4.7 (b), the spectral
intensities from different portions of the gas column have similar patterns for the 10 cm long gas
column. Increasing the gas path length to 1000 cm, as shown in Figs 4.8 (b) and 4.9 (b), the intensity
from different portions of the gas column become spectrally different. This explains why the 2.7
µm band performs well only at large pressure path lengths. Since the CO2 4.3 µm band shows
equal or better performance for all inverse radiation calculations, this band may always be used for
temperature and concentration inversion.

4.5.3 Temperature profile and average concentration reconstruction

Unfortunately, only the temperature profile can be retrieved from the emitted intensity. This
can be shown by assuming temperatureT to be constant, and concentration to be a function of
location s,x = x(s): for such case the emitted intensity is

Iη =
∫ L

0
Ibη(T )κη(T, x)e−

∫ L
s κη(T,x)ds′ds (4.14)

For species like CO2, absorption coefficient κη is almost linear with concentrationx due to weak
self-broadening effects of CO2, i.e.,

κη(T, x) = κPη(T )x (4.15)
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Figure 4.8: Spectral intensity contribution from 6 sub-columns for a 100 cm-long gas column, the
true temperature profile is shown in Fig. 4.6 (b). (a): the CO2 4.3µm band. (b): the CO2 2.7µm
band.
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Figure 4.9: Spectral intensity contribution from 6 sub-columns for a 1000 cm-long gas column, the
true temperature profile is shown in Fig. 4.6 (c). (a): the CO2 4.3µm band. (b): the CO2 2.7µm
band.

Where κPη is the pressured-based absorption coefficient and is a function of temperature only.
Rewriting Eq. (4.14) gives

Iη =Ibη(T )κPη(T )
∫ L

0
x(s)e−κPη(T )

∫ L
s x(s′)ds′ds

= − Ibη(T )κPη(T )
∫ L

0
e−κPη(T )

∫ L
s x(s′)ds′d

(∫ L

s
x(s′)ds′

)

=Ibη(T )
[

1− e−κPη(T )
∫ L
0 x(s)ds

]

(4.16)
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where
∫ L

0
x(s)ds is the area under the curvex(s) for s from 0 to L. As long as this area remain

the same, the emitted intensity will be the same and, for a given intensity spectrum, the retrieved
concentration profile will have infinitely many solutions; thus, it is impossible to reconstruct the
concentration profile based on the emitted intensity spectrum alone. Only average concentration
can be retrieved. Therefore, in the previous section it was assumed thatconcentration is known and
constant (20%) along the path, and only temperature profiles are retrieved. In this section, the model
is extended to include average concentration as another inverse parameter: temperature profile plus
average concentration can be retrieved simultaneously. Temperature profiles are retrieved in the
same fashion as discussed before using the same regularization method. There is no regularizations
applied between temperatures and average concentration. Figure. 4.10 shows the comparison of
exact temperature profile and exact average concentration with retrieved temperature profile and
retrieved average concentration from the CO2 4.3µm band. They both match very well.

s [cm]

T
 [K

]

0 2 4 6 8 10

800

1000

1200

1400

1600

1800

2000

Exact T
Retrieved T

Exact  x=0.2000
Retrieved   x=0.2002
G=0.01

Figure 4.10: Inverse results for retrieving temperature profile plus average concentration.

4.6 Summary

An inverse radiation model was developed by applying the Levenberg-Marquardt inverse
scheme with Tikhonov regularization to a nonhomogeneous gas medium. This model is capable of
retrieving the temperature profile plus average concentration based on theemitted intensity spectra
from the hot gas medium. A new selection method is proposed to determine the optimal regular-
ization parameter for Tikhonov regularization. This new method is tested usingsynthetic intensity
data, which were created based on the HITEMP 2010 database for the CO2 4.3 µm band for two
fictitious temperature profiles and disturbed with Gaussian random noise. This new regularization
parameter selection method shows good generality for different temperature profile inversions.
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Chapter 5

Inverse Radiation Model for Turbulent
Systems

5.1 Introduction

In the present study, by assuming the pdf shape of temperature and species concentration
fluctuations, time-averaged transmissivity and its rms spectrum are successfully related to the time-
averaged and rms values of temperature and species concentration; this isthe so-called forward
calculation. Once these relationships are established, time-averaged and rms values of temperature
and species concentration and turbulence scales can be retrieved fromtime-averaged transmissivity
and its rms spectrum; this is the so-called inverse calculation. The absorption coefficients, which
are required to calculate transmissivity and its rms spectrum, are calculated from HITEMP 2010.
For the present work, synthetic turbulent fields for temperature and species concentration fluctu-
ations are generated by a stochastic approach. Instantaneous transmissivity spectra are generated
along a line-of-sight for different spectral bands of CO2, H2O and CO. Synthetic time-averaged
transmissivities and their rms spectra are calculated by conducting a stochastic analysis on these
instantaneous transmissivity spectra and are used as input data to retrievetime-averaged and rms
values of temperature, species concentration and turbulence length scale.

5.2 Instantaneous turbulence fields

A stochastic approach developed by Kritzstein and Soufiani [129] is adopted here, in which
instantaneous temperature and species concentration fields are generated by Fourier transforming
an assumed space-time correlation function. Without specifying the entire geometry of the system,
turbulent scalar fields are created along a line-of-sight over a gas column of lengthL and for the
time interval 06 t 6 t0. The scalar fields are assumed to be stationary, homogeneous stochastic
process, with a Gaussian probability density function. They are determinedfrom these assumptions
and the following properties:

〈

u′(s, t)
〉

= 0 (5.1)

〈u(s, t)u(s + r, t + τ)〉 = U2C(r, τ) (5.2)
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where a prime denotes a fluctuation about the local mean value and angle brackets denote time-
averaged quantities. The generated scalar fieldu(s, t) is assumed to have a zero mean, a standard
deviationU = 1 and to statistically satisfy a space-time correlation function:

C(r, τ) = Cs(r)Ct(τ) (5.3)

whereCs(r) = e−r/Λ is the two-point/one-time correlation function andCt(τ) = e−τ/te is the one-
point/two-time correlation function, andΛ andte are the turbulence integral length scale and time
scale, respectively. Kritzstein and Soufiani [129] studied the TRI effect for different forms of spa-
tial correlation function and concluded that the contribution of turbulence on radiation is not very
sensitive to the shape of the spatial correlation function. Therefore, in this study we only use expo-
nential decay functions for both spatial and temporal correlation functions. Temperature and species
concentration fields are generated by

T (s, t) =T0

[

1+ βT u′T (s, t)
]

(5.4a)

x(s, t) =x0
[

1+ βxu′x(s, t)
]

(5.4b)

whereβT andβx represent the percentage of temperature and species concentration fluctuations
around mean temperature and concentrationT0 andx0, respectively.u′T (s, t) andu′x(s, t) are turbu-
lent fluctuations used to generate temperature and species concentration fields satisfying properties
as in Eqs. (5.1) and (5.2). The reader is referred to [129, 130] for more details on the approach of
numerically generating the turbulent scalar fields.

Once temperature and species concentration fields along a line-of-sight are obtained, instan-
taneous spectral transmissvitiesτη(t) can be calculated as

τη(t) = e−
∫ L
0 κη(T,x)ds (5.5)

whereκη(T, x) is the spectral absorption coefficient calculated from the HITEMP 2010 line-by-
line (LBL) database. Since transmissivity spectra can only be measured ata finite resolution by
a spectrometer, the LBL spectral transmissvities of Eq. (5.5) have to be convolved with an pixel
response function (PRF) to mimic the resolution of a spectrometer. After the transmissivity spectra
are convolved with the PRFΓ(η), they become,

τηc(t) =
∫ ∞

0
τη(t)Γ(η − η1)dη1 (5.6)

The PRFΓ(η) is a property associated with the optical detector, and it can be determined by decon-
volution of a measured spectrum. For an array detector, the PRF can also have the same shape as
in Eq. 2.7 [131]. Therefore, Eq. 2.7 was also used as the PRF in this study. LBL spectral trans-
missivity are convolved with an PRF with nominal resolution of 4 cm−1 to create instantaneous
medium-resolution transmissivity spectra based on the generated turbulent scalars filed.

Instantaneous scalar fields are created with an integral length scale ofΛ for a gas medium of
lengthL and with an integral time scale ofte for a total time interval oft. Time-averaged transmissiv-
ity 〈τc(η)〉 and its variance

〈

τ′c(η)
2
〉

can be obtained by conducting a stochastic analysis over the in-
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stantaneous transmissivity of Eq. (5.6). These values are used as inputdata to retrieve time-averaged
temperature〈T 〉, concentration〈x〉 and their variances

〈

T ′2
〉

,
〈

x′2
〉

and〈T ′x′〉. The retrieved statis-
tical data will be compared with the the ones directly calculated from the createdturbulent scalar
fields.

5.3 Forward calculation

In order to retrieved mean scalars and their rms values from optically measured transmissivity
and its rms spectra, it is important to have an accurate forward calculation model that can relate the
mean and rms transmissvities to the mean and rms values of temperature and concentration. It is
assumed that the time-averaged transmissivity and its variance can be measured in a finite resolution.
Also, it is assumed transmissivities vary temporally and the fluctuation has zeromean. The forward
calculation model is using time-averaged temperature〈T 〉, concentration〈x〉 and their variances
〈

T ′2
〉

,
〈

x′2
〉

and〈T ′x′〉 to predict the measured time-averaged transmissivity〈τc(η)〉 and its variance
〈

τ′c(η)
2
〉

, which involves several levels of calculation.

5.3.1 From temperature and concentration to LBL absorption coefficient

It is known that absorption coefficient κη tends to be relatively linear inT and x, and it is
reasonable to assume that

κη(x,T ) ≈ κη (〈T 〉 , 〈x〉) +
∂κη(〈T 〉 , 〈x〉)

∂T
T ′ +

∂κη(〈T 〉 , 〈x〉)

∂x
x′ (5.7)

where temperature and concentration fluctuationsT ′ and x′ are assumed to be Gaussian random
variables with zero mean. Taking the average of Eq. (5.7) leads to

〈

κη
〉

≈ κη(〈T 〉 , 〈x〉) (5.8)

This basically means the time-averaged absorption coefficient can be calculated from time-averaged
temperature and species concentration. The variance of the absorption coefficient is defined as the
mean-square fluctuation of the absorption coefficient. Combining Eqs. (5.7) and (5.8), the variance
of κη can be deduced as

〈

κ′2η
〉

=

〈

(

κη −
〈

κη
〉)2

〉

≈

〈[

∂κη(〈T 〉 , 〈x〉)

∂T
T ′ +

∂κη(〈T 〉 , 〈x〉)

∂x
x′
]2〉

=

[

∂κη(〈T 〉 , 〈x〉)

∂T

]2
〈

T ′2
〉

+

[

∂κη(〈T 〉 , 〈x〉)

∂x

]2
〈

x′2
〉

+ 2
∂κη(〈T 〉 , 〈x〉)

∂T

∂κη(〈T 〉 , 〈x〉)

∂x
〈

T ′x′
〉

(5.9)

Where
〈

κ′2η
〉

,
〈

T ′2
〉

and
〈

x′2
〉

are variance of absorption coefficient κη, temperatureT and species
concentrationx, respectively;〈T ′x′〉 is the covariance of temperature and species concentration.
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5.3.2 From LBL absorption coefficient to LBL transmissivity

Because of the approximately linear relation between absorption coefficient, temperature and
species concentration, the absorption coefficients also vary temporally with a Gaussian distribution,
which have mean and variance of

〈

κη
〉

and
〈

κ′2η
〉

, respectively. It is known that

τη =e−
∫ L
0 κη(s)ds = e−

∫ L
0

[

〈κη〉+κ′η(s)
]

ds

=e−〈κη〉Le−
∫ L
0 κ
′
η(s)ds (5.10)

Averaging over Eq. (5.10) yields

〈

τη
〉

=e−〈κη〉L
〈

e−
∫ L
0 κ
′
η(s)ds

〉

(5.11)

and the variance of the transmissivity can be written as

〈

τ′2η
〉

=

〈

(

τη −
〈

τη
〉)2

〉

=
[

e−〈κη〉L
]2

[

〈

e−2
∫ L
0 κ
′
η(s)ds

〉

−

〈

e−
∫ L
0 κ
′
η(s)ds

〉2
]

(5.12)

Here we defineχη =
∫ L

0
κ′η(s)ds as the turbulence optical thickness, which is a normally distributed

random variable with mean
〈

χη
〉

and variance
〈

χ′2η
〉

. By definition, the positive random variable
e−χη is log-normally distributed with mean and variance of [132]

〈

e−χη
〉

=e−〈χη〉+
1
2

〈

χ′2η
〉

(5.13)

var
(

e−χη
)

=
〈

e−χη
〉2 (e

〈

χ′2η
〉

− 1) (5.14)

In order to evaluate Eqs. (5.11) and (5.12), the mean and variance for the turbulence optical
thicknessχη need to be evaluated first. The mean is

〈

χη
〉

=

〈∫ L

0
κ′η(s)ds

〉

=

∫ L

0

〈

κ′η(s)
〉

ds = 0 (5.15)

and its variance is

〈

χ′2η
〉

=

〈[∫ L

0
κ′η(s)ds

]2〉

=

∫ L

0

∫ L

0

〈

κ′η(s1)κ′η(s2)
〉

ds1ds2 (5.16)

where
〈

κ′η(s1)κ′η(s2)
〉

is the covariance of absorption coefficients at two different spatial locationss1
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ands2, and according to Eqs. (5.7) and (5.8),
〈

κ′η(s1)κ′η(s2)
〉

=
〈[

κη(s1) −
〈

κη(s1)
〉] [

κη(s2) −
〈

κη(s2)
〉]〉

=

















∂
〈

κη
〉

∂T

















2
〈

T ′(s1)T ′(s2)
〉

+

















∂
〈

κη
〉

∂x

















2
〈

x′(s1)x′(s2)
〉

+
∂
〈

κη
〉

∂T

∂
〈

κη
〉

∂x
〈

T ′(s1)x′(s2)
〉

+
∂
〈

κη
〉

∂x

∂
〈

κη
〉

∂T
〈

x′(s1)T ′(s2)
〉

(5.17)

For homogeneous turbulence,〈x′(s1)T ′(s2)〉 = 〈x′(s2)T ′(s1)〉, so Eq. (5.17) becomes,

〈

κ′η(s1)κ′η(s2)
〉

=

















∂
〈

κη
〉

∂T

















2
〈

T ′(s1)T ′(s2)
〉

+

















∂
〈

κη
〉

∂x

















2
〈

x′(s1)x′(s2)
〉

+ 2
∂
〈

κη
〉

∂T

∂
〈

κη
〉

∂x
〈

T ′(s1)x′(s2)
〉

(5.18)

If the turbulent fields have a spatial correlation functionCs(r), wherer is the distance between two
arbitrary spatial locations, Eq. (5.18) can be rewritten as

〈

κ′η(s1)κ′η(s2)
〉

=

















∂
〈

κη
〉

∂T

















2

Cs(|s1 − s2|)
〈

T ′2
〉

+

















∂
〈

κη
〉

∂x

















2

Cs(|s1 − s2|)
〈

x′2
〉

+2
∂
〈

κη
〉

∂T

∂
〈

κη
〉

∂x
Cs(|s1 − s2|)

〈

T ′x′
〉

(5.19)

let

θ2 =
1
L2

∫ L

0

∫ L

0
Cs(|s1 − s2|)ds1ds2 (5.20)

then Eq. (5.16) becomes,
〈

χ′2η
〉

=
〈

κ′2η
〉

θ2L2 (5.21)

Up to here, we have calculated the mean and variance of the turbulence optical thickness
χη. Applying Eqs. (5.13) and (5.14) to Eqs. (5.11) and (5.12) yields the meanvalue for the LBL
transmissivity

〈

τη
〉

= e−〈κη〉Le
1
2

〈

κ′2η
〉

L2θ2 (5.22)

and variance for LBL transmissivity

〈

τ′2η
〉

=
〈

τη
〉2

[

e
〈

κ′2η
〉

L2θ2
− 1

]

(5.23)
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5.3.3 Convolution

In the forward calculation, the calculated LBL spectral transmissivity has tobe convolved
with a pixel response function (PRF) to mimic the resolution of a spectrometer. After transmissivity
spectra are convolved with the PRFΓ(η), they become,

τηc =

∫ ∞

0
τη1Γ(η − η1)dη1 (5.24)

After convolution, the time-averaged transmissivity can be rewritten as,

〈

τηc
〉

=

〈∫ ∞

0
τη1Γ(η − η1)dη1

〉

=

∫ ∞

0

〈

τη1
〉

Γ(η − η1)dη1 (5.25)

This implies that the convoluted time-averaged lower-resolution transmissivity equals the convolu-
tion of the time-averaged LBL transmissivity.

The variance of the convoluted transmissivity is

〈

τ′2ηc
〉

=

〈[∫ ∞

0
τη1Γ(η − η1)dη1 −

∫ ∞

0

〈

τη1
〉

Γ(η − η1)dη1

]2〉

=

〈[∫ ∞

0
τ′η1Γ(η − η1)dη1

]2〉

=

∫ ∞

0

∫ ∞

0

〈

τ′η1τ
′
η2

〉

Γ(η − η1)Γ(η − η2)dη1dη2 (5.26)

where
〈

τ′η1τ
′
η2

〉

is the covariance of transmissivityτη at two arbitrary wavenumber locationsη1 and
η2, where the transmissivity fluctuation is

τ′η = e−〈κη〉Le−
∫ L
0 κ
′
η(s)ds − e−〈κη〉Le

1
2

〈

χ′2η
〉

(5.27)

thenτ′η1τ
′
η2

can be expressed as

τ′η1τ
′
η2
= e−(〈κη1〉+〈κη2〉)L

(

e−
∫ L
0 κ
′
η1

(s)ds
− e

1
2

〈

χ′2η1

〉) (

e−
∫ L
0 κ
′
η2

(s)ds
− e

1
2

〈

χ′2η2

〉)

(5.28)

Taking the average of Eq. (5.28) yields the covariance ofτη1 andτη2,

〈

τ′η1τ
′
η2

〉

=e−
(

〈κη1〉+〈κη2〉
)

L
(〈

e−
∫ L
0

(

κ′η1
+κ′η2

)

ds
〉

+ e
1
2

(〈

χ′2η1

〉

+
〈

χ′2η2

〉)

−

〈

e−
∫ L
0 κ
′
η1

(s)ds
〉

e
1
2

〈

χ′2η2

〉

− e
1
2

〈

χ′2η1

〉 〈

e−
∫ L
0 κ
′
η2

(s)ds
〉)

=e−
(

〈κη1〉+〈κη2〉
)

L
(〈

e−
∫ L
0 (κ′η1+κ

′
η2

)ds
〉

− e
1
2

(〈

χ′2η1

〉

+
〈

χ′2η2

〉))

(5.29)
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and it is known that
〈∫ L

0
(κ′η1 + κ

′
η2

)ds

〉

=

∫ L

0

〈

(κ′η1 + κ
′
η2

)
〉

ds = 0 (5.30)

and

〈[∫ L

0
(κ′η1 + κ

′
η2

)ds

]2〉

=

∫ L

0

∫ L

0

〈[

κ′η1(s1) + κ′η2(s1)
] [

κ′η1(s2) + κ′η2(s2)
]〉

ds1ds2

=
〈

χ′2η1

〉

+
〈

χ′2η2

〉

+ 2
∫ L
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+
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where
〈

χ′η1χ
′
η2

〉

=
∫ L

0

∫ L

0

〈

κ′η1(s1)κ′η2(s2)
〉

ds1ds2 is the covariance of turbulent optical thickness at

two arbitrary wavenumber locationsη1 andη2 and
〈

κ′η1(s1)κ′η2(s2)
〉

is the covariance of absorption
coefficients at two arbitrary wavenumber locationsη1 and η2 as well as at two arbitrary spatial
locationss1 ands2, which can be calculated from
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For turbulent fields with a spatial correlation functionCs(r), the covariance of turbulent optical
thickness

〈

χ′η1χ
′
η2

〉

can be calculated as
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So Eq. (5.29) reduces to

〈

τ′η1τ
′
η2

〉

=e−(〈κη1〉+〈κη2〉)Le
1
2

〈

χ′2η1

〉

+ 1
2

〈

χ′2η2

〉 (

e
〈

χ′η1
χ′η2

〉

− 1
)

=
〈

τη1
〉 〈

τη2
〉

(

e
〈

χ′η1
χ′η2

〉

− 1
)

≈
〈

τη1
〉 〈

τη2
〉 〈

χ′η1χ
′
η2

〉

(5.34)

and Eq. (5.26) becomes

〈

τ′2ηc
〉

=

∫ ∞

0

∫ ∞

0

(〈

τη1
〉 〈

τη2
〉 〈

χ′η1χ
′
η2

〉)

Γ(η − η1)Γ(η − η2)dη1dη2 (5.35)

5.4 Inverse calculation

The present study is limited to homogeneous turbulent fields of a N2+CO2, N2+H2O or
N2+CO mixtures and, therefore, the parameters that need to be determined are the time-averaged
temperature〈T 〉 and concentration〈x〉, the variance of temperature

〈

T ′2
〉

and concentration
〈

x′2
〉

,
and the covariance of temperature and concentration〈T ′x′〉. Usually, the turbulence length scaleΛ
is an unknown parameter, so it also need to be determined.

Assuming time-averaged transmissivity and its variance can be optically measured at a rela-
tively low resolution, generally the equations we need to solve to obtain all the parameters are

〈

τηc
〉

= fη
(

〈T 〉 , 〈x〉 ,
〈

T ′2
〉

,
〈

x′2
〉

,
〈

T ′x′
〉

,Λ
)

(5.36)

or
〈

τ′2ηc
〉

= gη
(

〈T 〉 , 〈x〉 ,
〈

T ′2
〉

,
〈

x′2
〉

,
〈

T ′x′
〉

,Λ
)

(5.37)

where the nonlinear functionsfη andgη can be determined with Eqs. (5.25) and (5.26), respectively.
In principle, either of Eqs. (5.36) and (5.37) can be used to solve all the parameters if one measures
the time-averaged transmissivity or the variance of transmissivity with a certainspectral resolution,
obtaining enough discrete values at different wavenumbers. However, these two equations show
different sensitivity to different parameters, as indicated in Eqs. (5.22) and (5.23). In Eq. (5.22), the

term e
1
2

〈

κ′2η
〉

L2θ2 gives the effect of turbulent fluctuations on transmissivity of the gaseous medium.
It is easy to demonstrate this term is larger than unity, which means turbulent fluctuations increase
transmissivity. But if the optical thickness of the gas medium based on the turbulent integral length
scale (κηΛ) is small, this term is always close to unity, i.e., time-averaged transmissivity is not
sensitive to the intensity of turbulence fluctuations. By contrast, as shown inEq. (5.23), turbulent
fluctuations always have significant effects on the fluctuation of transmissivities. Deducing〈T 〉, 〈x〉,
〈

T ′2
〉

,
〈

x′2
〉

, 〈T ′x′〉 andΛ from Eqs. (5.36) or (5.37) requires deconvolution and makes these prob-
lems ill-posed and, therefore these equations cannot be inverted directly toobtain all the parameters.
Inverse procedures are required to solve them numerically. In this study, time-averaged temperature
〈T 〉 and concentration〈x〉 are solved by minimizing an objective functionF1, which represents the
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difference between the predicted and measured time-averaged transmissivity,i.e.,

F1(z1) =
I

∑

i=1

(〈τic〉 − fi)
2 (5.38)

wherei denotes discrete wavenumber. The variance of temperature
〈

T ′2
〉

and concentration
〈

x′2
〉

,
the covariance of temperature and concentration〈T ′x′〉 and the turbulence length scaleΛ are solved
by minimizing an objective functionF2, which represents the difference between the predicted and
measured variance of transmissivity, i.e.,

F2(z2) =
I

∑

i=1

(〈

τ′2ic

〉

− gi

)2
(5.39)

Here we separate all unknown parameters into two parameter vectors, where z1 =(〈T 〉 , 〈x〉)T is

solved from Eq. (5.38) andz2 =
(〈

T ′2
〉

,
〈

x′2
〉

, 〈T ′x′〉 ,Λ
)T

is solved from Eq. (5.39). The goal of
inverse calculations is to minimize these two functions by properly guessing the parameter vectors
until the best matches between the measured spectra and predicted spectradata are achieved. In our
previous study [121, 122], the Levenberg-Marquardt optimization method was applied to retrieve
temperatures and species concentrations for laminar gaseous media. We found the Levenberg-
Marquardt optimization method to be relatively reliable, more accurate and requiring less com-
putational effort than several other methods tested. Therefore, the Levenberg-Marquardt is also
employed in the present study. In this method, the parameter vectorz is gradually increased by a
small value~δz,

znew = zold + δz (5.40)

with
δz = −H′−1B (5.41)

and the vectorB = ∇F(z) is the gradient vector of the objective functionF with respect toz, andH′

is a matrix with elements

h′i j =

{

(1+ λ)hi j i = j
hi j i , j

(5.42)

where thehi j are the elements of the Hessian matrixH = ∇2F(z).
The same algorithm in Chapter 2 was applied to retrievez1 andz2 separately, the procedure

for retrieving all the parameters is summarized as follows

1. Assume starting points forz1 andz2.

2. Fix z2 and apply the Levenberg-Marquardt method to Eq. (5.38) to updatez1.

3. With the updatedz1, apply the Levenberg-Marquardt method again to Eq. (5.39) to update
z2.

4. With the updatedz2, go back to 2 and updatez1 again.
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5. Stop iteration when the changes ofz1 andz2 become sufficiently small

5.5 Results and discussion

Instantaneous turbulence fields were generated assuming that the mean temperatureT0 of the
gas medium is 1500 K and mean species concentrationx0 is 0.1. Temperature and species con-
centration have 10% fluctuations around the mean values. These values were chosen to represent
physical conditions, which are typical of the far-field self-preservingregion of a turbulent reacting
jet, downstream of the location where combustion has taken place [133]. Temperature and species
concentration fields are created for 100 spatial points along the gas columnof 1 m and for 1000 time
realizations in 1 s. The integral length and time scales are 0.1 m (Λ=0.1 L) and 0.1ms, respectively,
which makes a spatially correlated and temporally independent turbulence field. Figure 5.1 shows
representative spatial temperature fluctuations at an arbitrary time and temporal temperature fluctu-
ations at an arbitrary location for the created turbulent temperature field. Figure 5.2 shows typical
correlation functions computed from the stochastic scalars fields as described above, averaged over
1000 time realizations for all the spatial points, which is compared with the theoretical spatial corre-
lation functionCs(r) = e−r/Λ. Instantaneous transmissvitiesτηc are calculated from Eq. (5.6) for the
instantaneous temperature and species concentration fields for CO2, H2O and CO. Stochastic anal-
ysis was conducted to calculate the time-averaged transmissivity and their rms spectra, which are
denoted as “actual” spectra and were used to retrieve temperature〈T 〉, concentration〈x〉 and their
variance

〈

T ′2
〉

,
〈

x′2
〉

and〈T ′x′〉 for the three species from the inverse calculation model. On the
other hand, these mean and rms values can also be directly calculated from the turbulence fields by
conducting a stochastic analysis and the results are shown in Table 5.1, denoted as “actual values”,
which are used as the benchmark for the retrieved values from inverse calculations.

The “actual” time-averaged transmissivity and their rms spectra for CO2, H2O and CO were
used to retrieve temperature, concentration, their rms values and turbulentlength scale. The perfor-
mance of different spectral bands for inverse calculation was investigated, and the retrieved results
are shown in Table 5.1.Actual transmissivity and their rms spectra are compared with the spectra
calculated with theretrieved parameter values in Table 5.1 from Eqs. (5.25) and (5.26) and also
compared with the spectra calculated fromforward calculations with the actual parameter values in
Table 5.1 from Eqs. (5.25) and (5.26). All comparisons are shown in Figs. 5.3, 5.4 and 5.5.

Two CO2 spectral bands at 4.3 and 2.7µm were tested. The retrieved parameters are shown
in Table 5.1. Large errors occur when retrieving rms values for CO2 concentration from the 4.3
µm band and the retrieved turbulent length scale also has a relatively large discrepancy from the
actual value. For the CO2 2.7µm band all retrieved results are very accurate: differences from ac-
tual parameter values are less than 1%. Figure 5.3 shows the comparison ofretrieved transmissivity
and their rms spectra with the “actual” spectra and forward spectra for theCO2 4.3 and 2.7µm
bands. It appears that the forward calculated transmissivity and the rms spectra are overestimated
at lower wavenumbers for the CO2 4.3µm band compared with the “actual” spectra. In the forward
calculation model, we invoke the assumption that the spectral absorption coefficient is only a linear
function over the temperature range of〈T 〉 ± T ′max and species concentration rang of〈x〉 ± x′max, as
given by Eq. (5.7). The linear assumption for absorption coefficients with concentration is valid due
to weak self-broadening effects of CO2. However, for the the CO2 4.3µm band, the spectral absorp-
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function calculated from the created turbulence fields

tion coefficient may be slightly nonlinear over the temperature range 1500±150 K. Comparing to
the CO2 2.7µm band, the CO2 4.3µm band is so strong that slightly nonlinearity may cause large
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Table 5.1: Inverse calculation results for retrieving temperatures, species concentrations, their rms
values and turbulent length scales from time-averaged transmissivity spectra and their rms spectra

retrieved parameters 〈T 〉 (K) 〈x〉
√

〈T ′2〉 (K)
√

〈x′2〉 〈T ′x′〉 (K) Λ/L
actual values 1495.13 0.0997 150.83 0.0101 1.52 0.100

CO2 4.3µm retrieved 1524.29 0.1017 145.21 0.0125 1.54 0.092
(1900 to 2500 cm−1) error(%) 1.95 2.04 −3.73 24.21 1.78 −7.93

CO2 2.7µm retrieved 1498.20 0.0995 149.46 0.0101 1.52 0.099
(3300 to 3800 cm−1) error(%) 0.21 −0.19 −0.91 0.64 −0.07 −0.78

H2O 2.7µm retrieved 1490.04 0.0994 151.03 0.0098 1.51 0.102
(3200 to 4200 cm−1) error(%) −0.34 −0.26 0.13 −3.04 −0.24 1.58

H2O 1.8µm retrieved 1491.38 0.0994 149.64 0.0101 1.54 0.099
(4800 to 5800 cm−1) error(%) −0.25 −0.24 −0.79 0.04 1.49 −1.37

CO 4.7µm retrieved 1495.54 0.1006 149.52 0.0100 1.49 0.099
(1800 to 2400 cm−1) error(%) 0.03 0.95 −0.87 −0.25 −1.57 −0.75

CO 2.3µm retrieved 1497.42 0.1000 149.79 0.0095 1.49 0.100
(3900 to 4400 cm−1) error(%) 0.15 0.36 −0.69 −5.43 −1.71 0.07

discrepancies for larger optical thickness (〈κη〉L). This is easy to demonstrate from Eqs. (5.22) and
(5.23).

Two H2O spectral bands at 2.7µm and 1.8µm and two CO spectral bands at 4.7µm and
1.8µm were also tested using transmissivity data synthesized from the turbulencefields. Table 5.1
shows the inverse results and Figs. 5.4 and 5.5 show the comparison of retrieved transmissivity
and their rms spectra with the “actual” spectra and spectra calculated from froward calculation
model. For these H2O and CO transmissivity spectral bands, retrieved and forward spectraperfectly
overlap with the “actual” spectra. Although “actual” and forward rms spectra show discrepancies
with the “actual” rms spectra at smaller rms values, the spectral peaks and most part of the “actual”
rms spectra bands are well captured by the retrieved and forward rms spectra. This shows that
the forward calculations for predicting lower-resolution time-averaged transmissivities and their
rms values are accurate enough and the resulting inverse radiation model provides a reliable tool
for retrieving mean temperature, concentration, their rms values and turbulent length scale from
turbulent transmissivity measurements.

All the previous test cases are for perfectly correlated temperature andspecies concentration
fields, i.e.,uT = ux as in Eqs. (5.4a) and (5.4a). Although experiments show there are strongcor-
relations between temperature and species concentration for flame [134],for our proposed method,
there is no pre-assumption for the correlation between temperature and species concentration. Time-
averaged temperature and species concentration are retrieved simultaneously and independently.
Table 5.2 shows the results for non-correlated temperature and species concentration fields (other
conditions remain the same). Except large errors occur when retrieving rms values for species con-
centration from the strong CO2 4.3µm band in this case, acceptable results are obtained from the
CO2 2.7µm band as well as from other bands of the other two species.
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Figure 5.3: Comparison of retrieved transmissivity and its rms spectra with the “actual” spectra and
forward spectra calculated by the actual turbulent scalars for the CO2 4.3µm and 2.7µm bands

Table 5.2: Inverse calculation results for retrieving temperatures, species concentrations, their rms
values and turbulent length scales from time-averaged transmissivity spectra and their rms spectra
for non-correlated temperature and species concentration fields.

retrieved parameters 〈T 〉 (K) 〈x〉
√

〈T ′2〉 (K)
√

〈x′2〉 〈T ′x′〉 (K) Λ/L
actual values 1495.13 0.1001 150.83 0.0101 0.00 0.100

CO2 4.3µm retrieved 1510.14 0.1021 143.82 0.0151 0.08 0.091
(1900 to 2500 cm−1) error(%) 1.00 2.06 −4.65 49.70 – −8.70

CO2 2.7µm retrieved 1483.07 0.0999 150.59 0.0100 −0.05 0.101
(3300 to 3800 cm−1) error(%) −0.81 −0.17 −0.16 −0.99 – 1.08

H2O 2.7µm retrieved 1474.62 0.0998 154.58 0.0090 -0.05 0.107
(3200 to 4200 cm−1) error(%) −1.37 −0.24 2.48 −11.03 – 6.61

H2O 1.8µm retrieved 1475.93 0.0998 154.10 0.0088 -0.05 0.106
(4800 to 5800 cm−1) error(%) −1.28 −0.24 2.16 −12.72 – 5.94

CO 4.7µm retrieved 1480.19 0.1010 152.62 0.0094 -0.15 0.104
(1800 to 2400 cm−1) error(%) −1.00 0.99 1.18 −6.96 – 4.18

CO 2.3µm retrieved 1482.02 0.1004 151.55 0.0094 -0.13 0.102
(3900 to 4400 cm−1) error(%) −0.88 0.38 0.48 −6.16 – 1.85
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Figure 5.4: Comparison of retrieved transmissivity and its rms spectra with the “actual” spectra and
forward spectra calculated by the actual turbulent scalars for the H2O 2.7µm and 1.8µm bands

5.6 Inverse radiation model for turbulent gas mixture

The previous study is also for a single combustion species. In this section, the model was
extended to retrieve time-averaged and rms values for temperature, species concentrations as well
as turbulence length scale for gas mixture of three major combustion productsCO2, H2O and CO
with N2. The spectral absorption coefficient for the gas mixture can be approximated linearly as

κη(T, x) ≈κη (〈T 〉 , 〈x〉) +
∂κη(〈T 〉 , 〈x〉)

∂T
T ′

+
∂κη(〈T 〉 ,

〈

xCO2

〉

)

∂xCO2

x′CO2
+
∂κη(〈T 〉 ,

〈

xH2O
〉

)

∂xH2O
x′H2O +

∂κη(〈T 〉 , 〈xCO〉)

∂xCO
x′CO (5.43)

wherex = [xCO2, xH2O, xCO] is a set consisting of all the species concentrations. Based on the
absorption coefficient for the gas mixture, a similar approach can be applied to a gas mixture and
equations for time-averaged lower-resolution transmissivity and its variance can be derived accord-
ingly. For a gas mixture of CO2, H2O and CO with N2, Eqs. (5.36) and (5.37) can be rewritten
as

〈

τηc
〉

= fη
(

〈T 〉 , 〈xi〉 ,
〈

T ′2
〉

,
〈

x′2i
〉

,
〈

T ′x′i
〉

,
〈

x′i x
′
j

〉

,Λ
)

i, j = CO2,H2O,CO (5.44)
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Figure 5.5: Comparison of retrieved transmissivity and its rms spectra with the “actual” spectra and
forward spectra calculated by the actual turbulent scalars for the CO 4.7µm and 2.3µm bands

〈

τ′2ηc
〉

= gη
(

〈T 〉 , 〈xi〉 ,
〈

T ′2
〉

,
〈

x′2i
〉

,
〈

T ′x′i
〉

,
〈

x′i x
′
j

〉

,Λ
)

i, j = CO2,H2O,CO (5.45)

Comparing to Eqs. (5.36) and (5.37) for a single gas species, Eqs. (5.44) and (5.45) introduces
two more time-averaged species concentrations, two more variances of species concentrations, two
more covariances of temperature and species concentration and three more covariances of different
species concentrations. Totally, there are 15 parameters need to be retrieved.

New test cases were generated for a gas mixture assuming that the mean temperatureT0

of the gas mixture is 1500 K and mean concentration for CO2 and H2O are both 0.1 and mean
concentration for CO is 0.05. Again, temperature and species concentrations have 10% fluctuations
around the mean values. Other conditions remain the same as in the previous cases for single
species. Radiation spectra for the three gases usually contain several strong bands and present at
different spectral locations for different gas species. In order to retrieve these parameters accurately
and efficiently, it is very important to choose appropriate spectral bands to conduct the inverse
calculations. Figure 5.6 shows the spectral absorption coefficients for the three species at 1500 K.
In this part of the spectrum, CO2 has two strong bands, so does CO. For H2O, the bands are wider
and spread out over the spectrum.

Ideally, choosing part of the spectrum where all three species have overlaps can retrieve all
the parameters simultaneously. For example in the spectral interval 1800 cm−1– 2500 cm−1, as
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shown in Fig. 5.6, spectral bands for CO2, H2O and CO all have overlaps. However, as indicated
before, this part of the spectrum contains the CO2 4.3µm band. Even for a single species, using this
band cannot retrieve rms values for temperature and concentration verywell. Our investigations
show that only time-averaged values for temperature and species concentrations for the turbulent
gas mixture can be retrieved relatively accurately if transmissivities at the spectral interval 1800
cm−1– 2500 cm−1 are used. Therefore, in our study, instead of retrieving all the parameters simul-
taneously from the spectral interval 1800 cm−1– 2500 cm−1, parameters for CO2, H2O and their
correlations are retrieved from the spectral interval 3200 cm−1– 3800 cm−1 and the spectral interval
4200 cm−1– 4400 cm−1 is used as supplementary band to retrieve parameters for CO. For the spec-
tral interval 3200 cm−1– 3800 cm−1, CO2 and H2O have strong overlap, but there is no overlap with
CO. That means only parameters for CO2, H2O and their correlations can be retrieved from this part
of the spectrum. For CO, as shown in Fig. 5.6, there is a strong band within thespectral interval
4000 cm−1– 4400 cm−1 and overlaps with H2O, which can be used to retrieve parameters for CO.
However, in the spectral interval 4000 cm−1– 4200 cm−1, the spectrum for H2O is stronger than CO
and make the inverse results for CO less accurate than using the spectral interval 4200 cm−1– 4400
cm−1 to retrieve parameters for CO. So first the spectral interval 3200 cm−1– 3800 cm−1 is used to
retrieved〈T 〉, 〈xCO2〉, 〈xH2O〉, 〈T ′2〉 , 〈x′2CO2

〉, 〈x′2H2O〉, 〈T
′x′CO2

〉, 〈T ′x′H2O〉 andΛ. Then〈xCO〉, 〈x′2CO〉

and〈T ′x′CO〉 will be retrieved from the spectral interval 4200 cm−1– 4400 cm−1. The inverse results
are shown in Table 5.3.
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Figure 5.6: Spectral absorption coefficient for three combustion species: CO2, H2O and CO

In Table 5.3, there are only 12 parameters instead of 15 parameters. In previous studies for
turbulent simulations and measurements [134–137], no results have been shown for correlations be-
tween species concentrations. This is one of the reasons that the results for covariances of different
species are not shown here. Another reason is that we use different part of the spectrum to retrieved
parameters for different species separately, covariance between two different species cannot be re-
trieved if there is no overlap for the emission bands of the two species, for example,〈x′CO2

x′CO〉.

Although,〈x′CO2
x′H2O〉 and〈x′H2Ox′CO〉 can be retrieved from the spectral intervals 3200 cm−1– 3800

cm−1 and 4200 cm−1– 4400 cm−1, respectively, these parameters are not interested and thus will
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Table 5.3: Inverse calculation results for retrieving temperatures, species concentrations, their rms
values and turbulent length scales from time-averaged transmissivity spectra and their rms spectra
for a gas mixture of 10% CO2+10% H2O+5% CO

retrieved parameters 〈T 〉 (K) 〈xCO2〉 〈xH2O〉 〈xCO〉

actual values 1495.13 0.0997 0.0997 0.0498
retrieved 1492.56 0.0987 0.1005 0.0502
error(%) −0.17 −0.96 0.84 0.65

retrieved parameters
√

〈T ′2〉 (K)
√

〈x′2CO2
〉

√

〈x′2H2O〉

√

〈x′2CO〉

actual values 150.83 0.0101 0.0101 0.0050
retrieved 151.3478 0.0101 0.0091 0.0049
error(%) 0.34 0.14 −9.90 −2.74

retrieved parameters〈T ′x′CO2
〉 (K) 〈T ′x′H2O〉 (K) 〈T ′x′CO〉 (K) Λ/L

actual values 1.52 1.52 0.76 0.100
retrieved 1.54 1.52 0.70 0.102
error(%) 1.25 0.32 −7.57 2.10

be neglected. Fig. 5.7 shows the comparison of retrieved transmissivity andtheir rms spectra with
the “actual” spectra and spectra calculated from the forward calculation model for the gas mixture,
agreements are very good.

5.7 Summary

An inverse radiation model was developed to reconstruct time-averaged temperature, species
concentration, their rms values and the turbulence length scale from time-averaged transmissivities
and their rms spectra for homogeneous gaseous media. Synthetic turbulence fields were created
for temperatures and species concentrations and synthetic turbulent transmissivity spectra were cre-
ated for CO2, H2O and CO based on the created turbulence fields. Statistical parameters from the
turbulence fields and time-averaged transmissivity and rms transmissivity spectra calculated from
instantaneous turbulent transmissivity spectra were used to validate the inverse radiation model.
Results show that, by considering interaction between turbulence and radiation, time-averaged tem-
perature, concentration, their rms values and turbulent length scale can be accurately retrieved from
turbulent transmissivity measurements.
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Figure 5.7: Comparison of retrieved transmissivity and its rms spectra with the “actual” spectra
and forward spectra calculated by the actual turbulent scalars for a gas mixture of 10% CO2+10%
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Chapter 6

Summary and Future Work

6.1 Concluding Remarks

The objective of the current research was to develop nonintrusive radiation tools that allow
for measuring temperature and species concentrations. These tools weredeveloped for laminar
systems and, in particular, turbulent systems where turbulence-radiation interactions (TRI) can be
significant. The tools naturally require the use of inverse methods, as the ultimate objective is
to determine temperatures and concentrations from emitted and/or transmitted intensity measure-
ments. Inverse radiation models were developed and these model are able toretrieve temperature
and species concentrations for homogeneous laminar gaseous media, temperature profiles and av-
erage species concentrations for nonhomogeneous laminar gaseous media, and time-averaged and
rms values as well as turbulent length scales for turbulent gaseous media.

In order to simulate the emission or/and transmission spectrum for combustion species, an
updated absorption coefficient database was created based on the spectroscopic database HITEMP
2010 [33], which enable efficient forward calculations for the inverse radiation tools. The new ab-
sorption coefficient database contains three species, CO2, H2O and CO, and has tabulated data for
temperatures of 300≤ T ≤ 3000 K, total pressures of 0.1 ≤ P ≤ 80 bar and species concentra-
tions of 0.0 ≤ x ≤ 1.0. An inverse radiation model was developed to retrieve temperature and
species concentration for a laminar homogeneous medium, which can also be used to retrieve av-
erage temperatures and species concentrations for laminar nonhomogeneous medium. This model
was validated against experimental measurements of transmissivity spectra for CO2 and H2O for
a wide range of temperatures and species concentrations. Investigationsfor optimal wavenumber
ranges and resolutions were conducted by considering multiple factors, including spectral region,
spectral resolution, temperature and concentration range, and susceptibility to systematic and ran-
dom errors. For nonhomogeneous gaseous media, it was found that transmissvities are not sensitive
to temperature and concentration distributions, and, therefore emission spectra need to be used to
retrieve temperature profiles. A new regularization selection method based on the theory of the dis-
crepancy principle and the L-curve criterion was proposed and showsgood generality for different
temperature profiles inversion. Several types of temperature profiles were retrieved accurately using
this method. It was found using two-sided measured spectra can significantly improve the results for
temperature profile inversion. To develop the turbulent inverse radiation model, the nonlinear inter-
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action between turbulence and radiation has to be considered. Such an inverse radiation model for a
path along the detector’s line-of-sight has been developed to deduce time-averaged and rms values
of temperature and concentrations. This model works for single gas species as well as combustion
gas mixtures and is capable of retrieving turbulent length scales from the optical measurements, as
well.

6.2 Future Work

Although the developed inverse radiation tools show good capability for temperature and
species retrieval for laminar and turbulent combustion system, a number of aspects need further
development and closer examination.

6.2.1 Spectroscopic Database Validation

Accurate prediction of gas radiative spectra at higher temperature are one of great importance
in developing inverse radiation tools. The latest spectroscopic database HITEMP 2010, as discussed
earlier, was extensively tested by experimental measurements. The overall agreements are good,
but our studies indicate it may be possible that there are missing hot lines for CO2 4.3µm at higher
temperatures and also missing weak lines at the band tails for H2O 2.7 µm band. Although for
developing inverse radiation models, this shortcoming can be overcame by selecting optimal spectral
ranges and resolutions, more measurements, especially at high resolution,need to be conducted to
validate the HITEMP 2010 database for higher temperature gas emission predictions.

6.2.2 Experimental Validation for Laminar Nonhomogeneous Media

The inverse radiation model for the laminar homogeneous media were validatedagainst ex-
perimentally measured transmissivities of CO2 and H2O, but there are no experimental data avail-
able for nonhomogeneous media. In the current research, measured spectra are synthesized from
the spectroscopic database HITEMP 2010 with artificial noise. The high-temperature flow gas
cell in Fig. 2.1 can be easily adapted for emission measurements of high-temperature gases with
nonuniform temperatures and concentrations. Temperature or concentration variations can be in-
troduced along the gas cell. Unlike transmissities, which are the ratio representing the percentages
of how much incoming light transmitted through the gas layer, emitted intensities fromthe high-
temperature gas are absolute values. The intensity measurements have to be carefully calibrated
against blackbody emission by a blackbody calibrator.

6.2.3 Experimental Validation for Turbulent Media

The developed inverse radiation model for turbulent gaseous media werevalidated by ana-
lytical “experiments” in the current research. Instantaneous scalar fields were generated to create
instantaneous temperature and concentration fields. “Measured” turbulent transmissvities and their
rms spectra were synthesized by these fields. By measuring gas column transmissivities in turbulent
gas-mixture channel flows and combustion system, this model can be validatedby experimental
measurements.
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6.2.4 Multi-Dimensional Inversion Techniques

The emphasis of the current research was to develop optimal spectral tools to retrieve tem-
perature and species concentration and turbulence moments from a set ofline-of-sight radiometric
measurements. Based on what has been done for nonhomogeneous laminar gaseous media, multi-
dimensional reconstructions on a laminar flow field can be achieved. Similar approaches can be
used to determine optimal spectral bands and resolution. In principle, the flow field can be recon-
structed based on several line-of-sight measurements with proper spatial resolution. However, there
are constraints within line-of-sight measurements. If these constraints canbe applied, topographical
reconstruction of the flow field will be much easier and accurate.

6.2.5 Turbulent Inverse Radiation Model Based on Emission Measurements

The turbulent inverse radiation model was based on transmissivity measurements of a homo-
geneous turbulence system. It is capable of retrieving time-averaged andrms values accurately for
temperature and concentration without invoking the OTFA. In order to extend the model to nonho-
mogeneous turbulent systems, it is important to develop inverse radiation toolsbased on turbulent
emission measurements. However, accurate prediction of emission from a turbulent combustion
gases requires accurate modeling of the correlation between local instantaneous radiation along the
optical path and local absorption coefficient [115], which is a rather difficult challenge. The OTFA
implies that this correlation can be neglected for not very strong spectral lines. Therefore, investiga-
tion can be done to study the accuracy of applying the OTFA for predicting turbulent time-averaged
emission and their rms values for different combustion species and different spectral bands. An
optimal spectral band should be selected afterwards; similar inverse calculation algorithm as in the
laminar models can be applied to retrieve time-averaged and rms scale values for nonhomogeneous
turbulent systems.

6.2.6 Multi-species Inversion Techniques

Although the current studies show the capability of retrieving temperature and species con-
centrations for gas mixture of major combustion species (CO2, H2O and CO), detection of concen-
trations for other minor species is also important. The concentrations for the minor species, for
example, OH, NOx and SOx, are good indicator for the completeness of combustion and pollution
control, which is critical for developing next-generation of clean and efficient combustion systems.
The latest HITRAN database, HITRAN2012 [34], contains spectroscopic data for 47 gas species.
Studies should be conducted to investigate the capability of retrieving temperature and species con-
centrations with this spectroscopic database and the developed inverse radiation models.

6.2.7 Improve Computational Efficiency

The current studies focus on investigating the capability of retrieving scalars from laminar
or turbulent radiation measurements. The uncertainties of the solution mainly come from theoret-
ical uncertainties of the forward calculation model (due to assumptions made and the accuracy of
the spectroscopic database). Other uncertainties of the retrieved parameters have been artificially
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reduced by using sufficient spectral data from wide spectral bands, which also makes the inverse
calculation artificially “slow”. Currently, it takes few seconds to retrieve these parameters for a
homogeneous gas medium (laminar or turbulent) and takes few minutes to retrieve parameter pro-
files for non-homogeneous gas medium. Computational efficiency can be significantly improved if
less spectral data in the most active part of the spectrum within a spectral band are used to retrieve
temperatures and species concentrations.
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