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ABSTRACT OF THE DISSERTATION

Singular Isoperimetric Regions and Twisted Jacobi Fields on Locally Stable CMC
Hypersurfaces with Isolated Singularities

by

Gongping Niu

Doctor of Philosophy in Mathematics

University of California San Diego, 2024

Professor Luca Spolaor, Chair
Professor Bennett Chow, Co-Chair

In this dissertation, we study singular isoperimetric hypersurfaces and singular

constant mean curvature hypersurfaces in closed Riemannian manifolds. It is well known

that isoperimetric regions in a smooth, compact (n+ 1)-manifold have smooth boundaries,

except possibly on a closed set of codimension at most 8. For n ≥ 7, we construct

an (n + 1)-dimensional compact, smooth manifold whose unique isoperimetric region,

containing half the volume of the manifold, exhibits isolated singularities. These are the

first known examples of singular isoperimetric regions.

We then explore the twisted Jacobi field of singular constant mean curvature hy-
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persurfaces under certain regularity assumptions. This exploration provides a direction for

studying the generic regularity of isoperimetric and constant mean curvature hypersurfaces

in eight dimensions.
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Chapter 1

Introduction

In this chapter, we will discuss two main topics covered in this dissertation. For

each, we will provide an overview of my work and outline my research objectives. Then I

will talk about my future research plan for each topic.

1.1 Singular Isoperimetric Hypersurfaces

Given an (n + 1)-dimensional smooth closed Riemannian manifold (M, g), an

isoperimetric region is a subset Ω ⊂ M that minimizes perimeter for a given volume.

We refer to the boundary of Ω as the isoperimetric hypersurface, denoted by ∂Ω. More

precisely, for a positive number 0 < t < |M |g, the volume of M , we seek to find a solution

to the following constrained variational problem:

Ig(M, t) := inf{Pg(Ω) : Ω ∈ C(M, t)} (1.1.1)

Here, Pg(Ω) denotes the perimeter of the boundary of Ω with respect to the Riemannian

metric g, and Cg(M, t) represents the class of sets with finite perimeters and enclosed

volume t.

We are interested in investigating the existence and regularity of isoperimetric

hypersurfaces. The existence can be established using the direct method when we formulate

the variational problem with sets Ω of finite perimeter (Caccioppoli sets), (e.g., see Maggi
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[25] or Chapter 2). Therefore, our interest lies in the regularity aspects of ∂Ω.

Figure 1.1. Isoperimetric regions in different volumes

A point on the boundary is regular if it is locally a smooth hypersurface. Ideally,

we hope that the boundaries of isoperimetric regions are smooth, but the best result that

has been achieved is that they are regular outside of a closed set of codimension 8, which

becomes discrete when n+ 1 = 8 (see Gonzalez, Massari, and Tamanini [19]).

A natural question arises: Is the regularity result from [19] optimal? Note that

for any point on the isoperimetric hypersurface, the tangent cone (a limit current which

is a blow up at the point p) is an area minimizing integral current. So we may want to

see that whether there is an equivalent relation of the regularity theorem of isoperimetric

hypersurfaces and Plateau’s problem (i.e. area minimizing surfaces). In the case of

area-minimizing integral currents, this question has been answered affirmatively through

examples such as the Simons cone in R8: C := {(x, y) : |x| = |y| for x, y ∈ R4}. However,

isoperimetric regions in Rn are Euclidean balls and are therefore smooth for every n ∈ N.

To construct a singular isoperimetric hypersurface in dimension 8, we need to create a

manifold that is not a space form.

In Chapter 3, we solve the optimal regularity problem by constructing an 8-

dimensional compact smooth manifold whose unique isoperimetric region, with half the

volume of the manifold, exhibits two isolated singularities on the boundary. These are the

first examples of isoperimetric regions with singularities.
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Theorem 1.1.1. There exists a smooth closed Riemannian 8-manifold (M, g) whose

unique isoperimetric region with volume |M |g/2 has two isolated singularities. The unique

tangent cone at each singular point is a Simons cone.

The construction of the Riemannian manifold in Theorem 3.1.16 Similar ideas can

be used to generalize our result to n > 7. By suitably modifying the proof in Theorem

3.1.16, we can construct singular isoperimetric hypersurfaces in higher dimensions.

Theorem 1.1.2. For any integer n ≥ 7, there exists a closed smooth (n+ 1)-dimensional

Riemannian manifold (M, g), such that its unique isoperimetric region Ω with half the

volume is singular.

Therefore, Theorem 1.1.1 and Theorem 1.1.2 show that the regularity theorem

of isoperimetric hypersurfaces in [19, 28] is as sharp. This is analogous to regularity

results for area-minimizing current problems (e.g. [38]). In fact, we prove further results

regarding the singular part. For any integers n ≥ 7 and p ∈ [3, n−1
2
], we demonstrate the

existence of a closed smooth (n+1)-dimensional Riemannian manifold (M, g) whose unique

isoperimetric region Ω with half the volume has a singular part that is a closed submanifold

diffeomorphic to Sn−2p−1 (denoting S0 as a single point rather than two points).

1.2 Twisted Jacobi Field on Locally Stable CMC

Hypersurfaces

From Theorem 3.1.16 and Theorem 3.1.18 above, we know that singularities are

inevitable in higher dimensions. The emergence of singularities is the major stumbling

block in the study of isoperimetric hypersurfaces. So, we may ask whether arbitrary small

perturbations of the Riemannian metric would prevent isoperimetric hypersurfaces from

having singularities. This is called the generic regularity property. In the case of homological

area-minimizing currents, generic regularity has been proved in dimensions 8, 9, and 10

(see [39] for dimension 8 and [12] for dimensions 9 and 10). For isoperimetric regions, we
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notice that the local surgery method of constructing a generic Riemannian metric (similar

to the ideas in [39]) is quite challenging to apply to isoperimetric regions since the volume

changes upon perturbing the Riemannian metrics. Therefore, we investigated another

approach by studying the (twisted) Jacobi operator on the isoperimetric hypersurfaces.

This operator has been studied in smooth immersed CMC hypersurfaces ([4]), and it also

has applications for isoperimetric problems. In [11, Corollary 5.3], it is shown that in lower

dimensions (where isoperimetric hypersurfaces are all smooth), under generic metrics, all

isoperimetric regions (for a fixed volume) are (weakly) strictly stable. Roughly speaking,

they define a projection map from Banach manifolds (similar to the argument in [44]) and

show that the kernel of the derivative of the projection map has the same dimension as

the twisted Jacobi fields (see definition below for smooth case). Using this, they obtain

the generic result from the Sard-Smale theorem. This observation suggests that for higher

dimensions (where isoperimetric hypersurfaces may have singularities), it is necessary to

define a twisted Jacobi operator, which ideally should have finite dimensional kernel under

some regularity assumptions.

In Chapter 2, we see that isoperimetric hypersurface is an embedded constant mean

curvature (CMC) hypersurface. Therefore, we will generalize our object to study the

twisted Jacobi field on the CMC hypersurfaces rather than the isoperimetric hypersurfaces.

We will study the CMC hypersurfaces with isolated singularities (see definition in Chapter

4), which is the easiest scenario of singular structure.

To explain our result, for simplicity we first consider the case that Σn is a compact

manifold and i : Σn → Mn+1 is an immersion of an oriented constant mean curvature

(CMC) hypersurface (possible with boundary). In contrast to the minimal surface case,

the Euler-Lagrange equation we study has the volume-preserving requirement. Then the

area varation d
dt

∣∣
t=0

M(Σt) = 0 for all volume-preserving variations {Σt} with Σ0 = Σ. In

addition, if Σ = ∂Ω is a boundary of an isoperimetric region Ω, or it is a minimizer among

all volume-preserving variations, then the second derivative for for all volume-preserving

4



variations {Σt} is d2

dt

∣∣∣
t=0

M(Σt) ≥ 0. This implies that for any ψ ∈ C∞(Σ) with
´
Σ
ψ = 0,

we have that

QΣ(ψ, ψ) :=

ˆ
Σ

−ψ∆ψ − (|Ag
Σ|

2 +Ricg(ν, ν))ψ
2 ≥ 0,

where ν denotes the unit normal vector field on Σ. For our analysis, define

DT (Σ) :=

{
ψ ∈ C∞

c (Σ) :

ˆ
Σ

ψ = 0

}
, L2

T (Σ) :=

{
ψ ∈ L2(Σ) :

ˆ
Σ

ψ = 0

}
.

We refer to ψ ∈ DT (Σ) as a twisted Jacobi field if ψ ∈ KerQΣ, i.e.,

QΣ(ψ, ϕ) = 0 for ∀ϕ ∈ DT (Σ).

By [3], we see that ψ ∈ KerQΣ if and only if ψ is a solution of the following equation:

Lgψ − 1

|Σ|g

ˆ
Σ

Lgψ = 0 (1.2.1)

where Lg := ∆ψ +
(
|Ag

Σ|2g +Ricg(ν)
)
ψ. Therefore, we call the twisted Jacobi operator by

L̃g := Lg −Ψg, where

Ψg(ψ) :=
1

|Σ|g

ˆ
Σ

Lgψ.

Note that for ψ, ϕ ∈ DT (Σ), QΣ is a symmetric quadratic form:

⟨ψ, L̃ϕ⟩L2 = ⟨ϕ, L̃ψ⟩L2 = QΣ(ψ, ϕ).

Therefore, it is clear that we want to study the linear operator ∆ + b, where b is a

continuous function on Σ. By not considering Σ extrinsically as an immersion of CMC

hypersurface, [4] provides a stronger result for this operator.

Proposition 1.2.1. [3, Proposition 2.2] Suppose (Σn, g) is compact Riemannian manifold
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with boundary. Denote H1
0,T (Σ) := H1

0 (Σ)∩L2
T (Σ). Suppose b ∈ C0(Σ), the quadratic form

qT := (H1
0,T (Σ), Q|H1

0,T (Σ))

is closed and is associated with the self-adjoint operator:

(H2(Σ) ∩H1
0,T (Σ),∆g + b−Ψg)

on L2
T (Σ). The corresponding eigenvalue problem on L2

T (Σ) is given by:


(∆g + b)u−Ψg(u) = −λu,

u|∂Σ = 0,

Φg(u) = 0.

(1.2.2)

In addition, the spectrum δT (Σ; g, b) of the Dirichlet problem consists of eigenvalues with

finite multiplicities:

λT1 (Σ) < λT2 (Σ) ≤ λT3 (Σ) ≤ . . .

For immersed CMC hypersurface, the function b is a bounded function and thus

we would have a coercivity result, i.e., for any ϕ ∈ C1
c (Σ), there exists a constant C > 0

such that ˆ
Σ

|∇ψ|2 ≤ QΣ(ψ, ψ) + ∥ψ∥L2 .

Then by the compactly embeddedness of H1 in L2, we will have the Proposition above by

argument of standard elliptic PDEs.

Unfortunately, similar result is not clear for CMC hypersurface with isolated

singularities. Note that as x ∈ Σ approaches to the singularities, the second fundamental

form |AΣ|2 blows up to infinity. So the function b is unbounded, so we do not know

6



whether we have the coercivity of the quadratic form. Similar problems arise in minimal

surfaces with singularities. In [42], we see that we could define a spectral theorem for

minimal hypersurfaces with isolated singularities for Jacobi field. Similarly, in Chapter

4, we particularly study the twisted Jacobi field for CMC hypersurfaces which have

isolated singularities (see definition in Chapter 4). We establish the Hilbert space B0,T

to substitute the Sobolev space H1
0,T and construct a spectral theorem for the Dirichlet

problem concerning singular locally stable CMC hypersurfaces with isolated singularities.

Consequently, we generalize the following spectral theorem, Fredholm alternative, and

the generic property of nondegeneracy of the twisted Jacobi operator for the singular

locally stable CMC hypersurface Σ. We also prove the equivalence of finite index and local

stability (see (4) in the Theorem below).

Theorem 1.2.2. Suppose Σ ⊂ (Mn+1, g) is a LSCMC hypersurface with isolated singular-

ities. Let U ⊂M be an open subset such that ∂U is smooth and intersects Σ transversely.

Denote U := U ∩ Σ. Then

(1) For any f ∈ L∞(U), there exists a strictly increasing sequence σp(Σ) = {λj}j=1 ↗ ∞

and finite-dimensional pairwise L2-orthogonal linear subspaces, {Ej}, of B0,T (Σ) ∩

C∞(U), such that

−L̃fψ = λjψ

for all ψ ∈ Ej. Furthermore, {Ej} forms the orthonormal basis of the following spaces

L2
T (U) = spanL2{Ej}j, B0,T (U) = spanB{Ej}j.

(2) For any f ∈ L∞(U), if L̃ is nondegenerate, i.e. 0 /∈ σp(Σ), Then for each g ∈ L2
T (Σ)

7



there exists a unique ψ ∈ B0,T (U) such that

−L̃fψ = g

on U .

(3) The subset

G = {f ∈ C∞
c (U) : (−L̃f ) is nondegenerate}

is open and dense in C∞
c (U).

(4) Σ has finite index in U .

Not only are twisted Jacobi fields of interest in their own right for CMC hypersur-

faces, but they are also crucial for isoperimetric problems. In dimension 8, the isoperimetric

regions have locally stable CMC hypersurfaces with isolated singularities. Thus, the op-

erator in B0,T (U) is precisely a generalization in dimension 8 of the twisted Jacobi field

studied in [11] for lower-dimensional cases.

Open problems

We list several open questions about isoperimetric regions and CMC hypersurfaces

which related to our research. The first part is about more general types of singular

examples of isoperimetric regions. The second is about the full regularity Theorem of

isoperimetric regions under generic metrics and isoperimetric inequality in Riemannian

manifolds.

1. About the construction of singular examples with prescribed conditions

There are two natural questions we may proceed with:

1. Prescribed regular tangent cones: Our construction in Theorem 3.3.1 and

Theorem 3.1.18 require the tangent cones to be Simons’ cones. Then we can

8



guarantee that Γ+ and Γ− are diffeomorphic to each other, and we can explicitly

compute the topology of the manifoldsM . If we generally choose the tangent cones as

regular, strictly stable, strictly minimizing hypercones, Γ+ may not be diffeomorphic

to Γ−, and we cannot study the homology groups ofM . So we may ask whether there

exists examples of singular isoperimetric regions with prescribed regular minimizing

tangent cones.

2. Prescribed mean curvature: Note that ∂Ω is particularly composed of area-

minimizing hypersurfaces. So this singular example comes from the existence of

singular area minimizers. So now we come up with a new question: whether there

exists a singular isoperimetric region with mean curvature constantly non-zero? In

Morgan and Johnson [29, Theorem 2.2], we see that regardless of dimensions, if an

isoperimetric region encloses a sufficiently small region, it will not have singularities

(it will be a nearly round sphere.) However, for an isoperimetric with mean curvature

small (close to zero but not zero), a singular example is still unknown.

2. About isoperimetric regions under generic metrics

For 4 ≤ k ≤ ∞, α ∈ (0, 1), consider the collection of normalized Riemannian

metrics on M , denoted by Gk,α(M) := {g ∈ Metk,α(M) : Volg(M) = 1}. Our goal is to

study the following conjecture:

Conjecture 1.2.3. Let M be a closed Riemannian manifold of dimension 8, and fix

t ∈ (0, 1). Then for a Ck,α generic metric g ∈ Gk,α(M), for every isoperimetric region

Ω ∈ Cg(M, t), the boundary is regular and non-degenerate (i.e., they are smooth and no

non-trivial twisted Jacobi fields).

It is worth noting that if we only consider smooth minimal surfaces (or constant

mean curvature surfaces), Brian White in [44, 2.2] shows that the “bumpy” metrics

theorem holds, i.e., Ck-generically, all smooth minimal surfaces are non-degenerate. In

9



[24], Li and Wang extend this result to dimension 8, also including locally stable singular

minimal surfaces with optimal regularity. Similarly, Conjecture 1.2.3 can be regarded as a

full “bumpy” metrics theorem and a generic regularity result for isoperimetric regions in

dimension 8.

In the case of lower dimensions (i.e., Σ ⊂ (Mn+1, g), an isoperimetric hypersurface

with 1 ≤ n ≤ 6), there exists a generic metric such that all isoperimetric regions with

fixed volume have weakly strictly stable hypersurfaces (see [11]). In Chapter 4, we study

the twisted Jacobi field on CMC hypersurfaces with isolated singularities, which provides

a method to define non-degeneracy for isoperimetric hypersurfaces in dimension n = 7

because the boundary exhibits only isolated singularities (as shown by Theorem 3.1.16).

Therefore, we may question whether we can generically “smooth” the singular isoperimetric

regions and ensure that the boundaries are weakly strictly stable.

One direct application for the Conjecture 1.2.3 is to generalize Bonnesen-type

inequalities (also called quantitative isoperimetric inequalities) in dimension 8. In [18,

Theorem 1], Fusco, Maggi, and Pratelli show that for n ≥ 2, there is a constant C = C(n)

such that if Ω ∈ Cgeul(Rn, 1), i.e., Ω is a Cacciopolli set in Rn under Euclidean metric with

volume 1, then (
inf

B=B1(x)⊂Rn
|Ω∆B|

)2

≤ C(n)
(
P(Ω)−P(B)

)
.

In [11], Chodosh, Engelstein, and Spolaor prove a sharp quantitative isoperimet-

ric inequality for Riemannian manifolds. However, due to the appearance of singular

isoperimetric hypersurfaces, the following result holds in restricted dimensions.

Theorem 1.2.4. For 1 ≤ n ≤ 6, assume that Mn+1 is a closed Riemannian manifold

and that there exists an open and dense subset G0 ⊂ G3(M) with the following property.

If g ∈ G0, then there exists an open dense subset V ⊂ (0, |M |g) so that for V0 ∈ V, there
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exists C = C(g, V0) > 0 so that

Pg(E)− Ig(M,V0) ≥ Cαg(E)
2 (1.2.3)

for any E ∈ Cg(M,V0). Here, αg(E) denotes the “manifold Fraenkel asymmetry”:

αg(E) := inf
{
|E∆Ω|g : Ω ∈ Cg(M,V0) is an isoperimetric region

}
.

Conjecture 1.2.3 says that generically the isoperimetric hypersurfaces are smooth

for a fixed volume. Consequently, the arguments presented in [11] will continue to hold in

generic cases, allowing us to extend Theorem 1.2.4 to dimension 8.

Conjecture 1.2.5. For M8 a closed Riemannian manifold and k ≤ 4, there exists an

open and dense subset G0 ⊂ Gk(M) so that (1.2.3) holds.
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Chapter 2

Preliminaries

In this chapter, we will cover basic notations and theorems essential to geometric

measure theory. And in specific, we will discuss Isoperimetric problems, including their

relationships with Constant Mean Curvature (CMC) and minimal surfaces problems.

2.1 Notations

Let n ≥ 3 and (M, g) be an n+1 dimensional closed oriented Riemannian manifold.

Extrinsically, we will consider that (M, g) is isometrically embedded in some RL. And we

will use the following standard intrinsic geometric notations:

Bg
r (p) or Br(p) the open geodesic ball in M of radius r centered at p

Br(p) for Σ a submanifold of M , Br(p) := Bg
r (p) ∩ Σ

As,r(p) or A(p; s, r) := Br(p) \Bs(p) the open geodesic annuli in M

Hk k-dimensional Hausdorff measure

C(M) The collection of sets with finite perimeter

Pg(E;U) The perimeter of E in U over the metric g

ν(f) For the vector or vector field ν and f ∈ C1(M), ν(f) := ⟨∇f, ν⟩

U ⊂ Σ for Σ a submanifold of M , and U an open set of M , U := U ∩ Σ

12



In an Euclidean space Rn+1, we use the following notations:

Bn+1
r (p) or Br(p) the open ball of radius r centered at p

Bn+1
r or Br := Bn+1

r (0n+1)

Sn
r (p) the sphere of radius r centered at p

An+1(p; s, r) or As,r(p) the open annuli Br(p) \ Bs(p) centered at p

Denote C := Cn ⊂ Rn+1 a minimal hypercone with isolated singularity at 0.

Br := C ∩ Br,

A(s, r) := Br \Bs.

2.2 Sets of Finite Perimeters

Let n ≥ 1 and (M, g) be an (n + 1)-dimensional closed oriented Riemannian

manifold. In order to have an explicit definition of our variational problem, we first review

the sets with well-defined measure theoretical perimeters.

Definition 2.2.1 (Caccioppoli sets/sets of finite perimeter; see e.g. [17]). Suppose E is a

Lebesgue measurable subset of M , we define the perimeter of E by

Pg(E) = sup

{ˆ
E

divgX dHn+1(x) : X ∈ Γ1(M), ∥X∥g ≤ 1

}
.

13



We define the collection of sets of finite perimeters in (M, g) by

Cg(M) := {Ω ⊂M : Pg(Ω) <∞}.

In addition, for the subset of C(M) with a fixed volume, we denote

Cg(M, t) := {Ω ⊂M : Pg(Ω) <∞ , |Ω|g = t}.

We usually omit the subscript g above if the defining metric is understood.

By the Riesz Representation Theorem (see e.g. [37]), there is a TM -valued Radon

measure µΩ such that for any X ∈ Γ1(M), we have

ˆ
Ω

divgX =

ˆ
M

X ·g dµΩ.

The total variation is denoted by ∥µΩ∥. For an open set U , we denote

P(Ω;U) = ∥µΩ∥(U),

the relative perimeter in U . Note that if E and F are of locally finite perimeter and

| (E∆F ) ∩ U |g = 0, then Pg(E;U) = Pg(F ;U).

We can equip the set C(M) with the weak-∗ topology such that

• sequences of sets with uniformly bounded perimeters have convergent subsequences;

• the perimeter is lower semi-continuous.

For general Radon measures on Rn, we have the following “slicing” property.

Property 2.2.2. [Countable leafs have positive measures] If {Et}t∈I is a disjoint family of

Borel sets in Rn, and µ is a Radon measure on Rn, then µ(Et) > 0 for at most countably

many t ∈ I.
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Proof. For k ∈ N, denote

Ik := {t ∈ I : µ(Et ∩Bk) > k−1 for some ball Bk}.

Then
⋃

k∈N Ik = {t ∈ I : µ(Et) > 0}. Observe that fixing Ik, denote J an arbitrary finite

subindex in Ik, then we have

µ(Bk) ≥ µ

(⋃
t∈I

Et ∩Bk

)
≥ µ

(⋃
t∈J

Et ∩Bk

)
=
∑
t∈J

µ(Et ∩Bk) ≥
#(J)

k
.

Therefore, Ik is finite (otherwise, µ(Bk) = ∞, a contradiction), and #(Ik) ≤ kµ(Bk) and

so {t ∈ I : µ(Et) > 0} is countable.

Definition 2.2.3. Suppose E ⊂ Rn a set of locally finite perimeter. We denote ∂∗E the

reduced boundary the set of points x ∈ sptµE such that

lim
r→0+

µE(Br(x))

|µE|(Br(x))

exists and the limit belongs to Sn−1. We define a the limits by νE. So νE : ∂∗E → Sn−1 a

Borel function.

Intuitively, νE is the outer unit normal of E in the measure-theoretic sense. By the

Lebesgue-Besicovitch differentiation theorem, we have

µE = νE|µE|⌞∂∗E.

To study the locally regularity on the boundary, we define the density of sets of

locally finite perimeter.
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Definition 2.2.4 (Density of volume). Given E ⊂ Rn and x ∈ Rn, we define

θn(E)(x) := lim
r→0+

|E ∩Br(x)|
ωnrn

if the limit exists. Given t ∈ [0, 1], the set of points of density t of E is defined as

E(t) = {x ∈ Rn : θn(E)(x) = t},

and it turns out to be a Borel set.

Remark 2.2.5. The above definition should be distinguished from that of the density of

hypersurfaces or the boundary of a set of finite perimeter.

The following Theorem gives us the regularity of sets of locally finite perimeter.

Theorem 2.2.6. (De Giorgi’s structure theorem) If E is a set of locally finite perimeter

in Rn, then there exists countably many C1-hypersurfaces Σh in Rn and compact sets

Kh ⊂ Σh such that

∂∗E =
⋂
h∈N

Kh ∪ F, Hn−1(F ) = 0,

where F is some a Borel set. In addition, the Gauss–Green measure µE satisfies

µE = νEHn−1⌞∂∗E, |µE| = Hn−1⌞∂∗E.

and the generalized Gauss-Green formula:

ˆ
E

∇ϕ =

ˆ
∂∗E

ϕνE dHn−1, ∀ϕ ∈ C1
c (Rn).

For every x ∈ Kh, νE(x)
⊥ = TxΣh, the tangent space to Σh at x.

For simplicity, we will denote ∂Ω = sptµΩ. By de Giorgi’s structure theorem, ∂∗Ω

is a n-rectifiable set and Hn−1(∂E \ ∂∗E) = 0.
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Note that if E,F are sets of locally finite perimeter, then so are E ∩ F , E \ F , and

E ∪ F . We will frequently use the following theorem, which computes the perimeter of

sets under set operations.

Theorem 2.2.7. [Set operations] Suppose E and F are sets of locally finite perimeter,

and denote

{νE = νF} := {x ∈ ∂∗E ∩ ∂∗F : νE(x) = νF (x)},

{νE = −νF} := {x ∈ ∂∗E ∩ ∂∗F : νE(x) = −νF (x)},

and we write E ≈ F if Hn−1(E1∆E2) = 0.

Then E ∩ F , E\F and E ∪ F are sets of locally finite perimeter, with

µE∩F = µE⌞F (1)+µF⌞E(1)+νEHn−1⌞{νE=νF },

µE\F = µE⌞F (0)−µF⌞E(1)+νEHn−1⌞{νE=−νF },

µE∪F = µE⌞F (0)+µF⌞E(0)+νEHn−1⌞{νE=νF },

and

∂∗(E ∩ F ) ≈ (F (1) ∩ ∂∗E) ∪ (E(1) ∩ ∂∗F ) ∪ {νE = νF},

∂∗(E\F ) ≈ (E(0) ∩ ∂∗E) ∪ (E(1) ∩ ∂∗F ) ∪ {νE = −νF},

∂∗(E ∪ F ) ≈ (E(0) ∩ ∂∗E) ∪ (E(0) ∩ ∂∗F ) ∪ {νE = νF}.

Moreover, for every Borel set G ⊆ Rn,

P(E ∩ F ;G) = P(E;F (1) ∩G) +P(F ;E(1) ∩G) +Hn−1({νE = νF} ∩G),

P(E\F ;G) = P(E;F (0) ∩G) +P(F ;E(1) ∩G) +Hn−1({νE = −νF} ∩G),

P(E ∪ F ;G) = P(E;F (0) ∩G) +P(F ;E(0) ∩G) +Hn−1({νE = νF} ∩G).
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For more discussions about sets of finite perimeters and the proofs of Theorem

2.2.6 and Theorem 2.2.7, see [25].

2.3 (Λ, r0)-Perimeter Minimizers

In this section, we work entirely within the ambient space Rn with n > 1 and

the Euclidean metric. The applications to Riemannian manifolds can be extended and

generalized using standard methods. We present some basic properties and some results

on regularity and singularity ([2, 20, 19, 15] and also [28], which involve less regularity

assumptions).

Definition 2.3.1. Let Σ ⊂M be a smooth open hypersurface. We denote

Reg(Σ) := {x ∈ Σ ∩ U : Σ is smooth, embedded hypersurface near x};

Sing(Σ) := Σ \Reg(Σ).

Therefore Σ is open but could be not complete, we can modify it on a set of measure zero, so

that we can assume without loss of generality Σ = Reg(Σ). Consequently, Sing(Σ) = Σ\Σ.

In particular, Σ is said to be regular if Sing(Σ) = ∅. We say Σ is regular, if Sing(Σ) = ∅.

In this dissertation, we will always assume Σ has optimal regularity: Hn−7(Sing(Σ)) = 0

and Hn⌞Σ is locally finite (see more in Definition 4.1.4).

Plateau’s problem: Given an open set A ⊂Mn+1, find a surface with least area

among all the surfaces with a prescribed boundary data E0 ∈ C(M):

γ(A,E0) := inf
{
P(E) : E \ A = E0 \ A

}
.

In the 1960s, by the fundamental works of Fleming, De Giorgi, Almgren, Fed-

erer, Bombieri–De Giorgi–Giusti, etal., we have the following dimension estimates for

singularities:
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• if 1 ≤ n ≤ 6, then Sing(E;A) is empty;

• if n = 7, then Sing(E;A) has isolated points in A;

• if n ≥ 8, then Hs(Sing(E;A)) = 0 for every s > n− 7, i.e., dim(Sing(E;A) ≤ n− 7.

Definition 2.3.2. For 0 ≤ Λ < ∞, r0 > 0, we call Ω ∈ (M, g) is a (Λ, r)-perimeter

minimizer in an open set U if

P(Ω;Br(x)) ≤ P(F ;Br(x)) + Λ|Ω∆F |,

whenever Ω∆F ⋐ Br(x) ∩ A and r < r0.

We can consider the (Λ, r0)−perimeter minimality is a generalization of perimeter

minimality (i.e. choosing Λ = 0). We allow the “error part” Λ|Ω∆F | having perturbation

in the order of rn ( because |Ω∆F | ≤ ω(n)rn .) In order to study the blow up of a

(Λ, r0)−perimeter minimizers, we observe that if E a set of locally finite perimeter is a

(Λ, r0)−perimeter minimizer in an open set A, then for any x ∈ Rn and any r > 0, ηx,r#E

is a (Λ′, r′0)-perimeter minimizer in ηx,r#A, with

Λ′ = Λr, r′0 =
r0
r
.

As r ↘ 0+, we have Λ′ ↘ 0+, r′0 ↗ +∞, and ηx,r#E approaches a perimeter

minimizer. Note that Λr0 = Λ′r′0, i.e., the product is invariant under blowing up.

Theorem 2.3.3 (Regularity Theorem of (Λ, r0)-minimizer). Suppose A an open set in

Rn with n > 1, and E is a (Λ, r0)-perimeter minimizer in A with Λr0 ≤ 1, then A ∩ ∂∗E

is a C1,γ-hypersurface for every γ ∈ (0, 1/2). In addition, A ∩ ∂∗E is relatively open in

A ∩ ∂E, and it is Hn−1-equivalent to A ∩ ∂E.
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Theorem 2.3.4 (Singularity Theorem of (Λ, r0)-minimizer). Suppose E is a (Λ, r0)−

perimeter minimizer in an open set A ⊂ Rn with n > 1 and Λr0 ≥ 1. Denote

Sing(E;A) := A ∩ (∂E \ ∂∗E).

Then we have the following dimension estimates for singularities:

• if 1 ≤ n ≤ 6, then Sing(E;A) is empty;

• if n = 7, then Sing(E;A) has isolated points in A;

• if n ≥ 8, then Hs(Sing(E;A)) = 0 for every s > n− 7.
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Chapter 3

Existence of Singular Isoperimetric
Regions

3.1 Regularity Theorems for Isoperimetric Prob-

lems

In this section, we will introduce the following minimization problem, which is the

main topic of this dissertation:

Ig(M, t) := inf{Pg(Ω) : Ω ∈ Cg(M, t)},

where (M8, g) is a closed Riemannian manifold and t ∈ (0, |Ω|g). We will call a Cacciopoppli

set Ω a t-isoperimetric region in (M, g) if

Pg(Ω) = Ig(M, t) and Ω ∈ Cg(M, t).

Intuitively, the boundary of Ω is a n-dimensional hypersurface.

We can consider the isoperimetric regions locally in an open set U .

Definition 3.1.1 (volume-constrained perimeter minimizer). We say that E ∈ C(M) of
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M is a volume-constrained perimeter minimizer in an open set U if

P(E;U) ≤ P(F ;U)

whenever |E ∩ U | = |F ∩ U | such that E∆F ⋐ U .

Note that the difference between the above definition and the relative perimeter

minimizer is that the competitors are required to be volume-preserving. The following

property implies that if we drop the volume-preserving condition, the volume-constrained

perimeter minimizers are still minimizers, but with an “error term”.

Property 3.1.2. If E ∈ C(M) is a volume-constrained perimeter minimizer in an open

set U , then there exist constants 0 < Λ <∞ and r0 > 0 depending on E,U such that

P(E;Br(x)) ≤ P(F ;Br(x)) + Λ
∣∣|E| − |F |

∣∣. (3.1.1)

whenever E∆F ⋐ Br(x) ∩ U and r < r0.

We will prove Property 3.1.2 in Rn later. Now we claim the following lemma which

will be frequently used in this section.

Lemma 3.1.3 (Perimeter control for variations). If E is a set of finite perimeter and A is

an open set such that Hn−1(A ∩ ∂∗E) > 0, then there exist σ0 > 0, C <∞ both depending

on E and A such that for every σ ∈ (−σ0, σ0) we can find a set of finite perimeter F with

F∆E ⊂ A and

|F | = |E|+ σ, |P(F ;A)−P(E;A)| ≤ C|σ|.

Proof. By Hn−1(A ∩ ∂∗E) > 0 and De Giorgi’s structure theorem (Theorem 2.2.6), there

exists a vector field T ∈ C∞
c (A;Rn) such that

γ :=

ˆ
∂∗E

T · νE dHn−1 > 0.
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Suppose {Φt}|t|<ϵ represents the local variation associated with T . We can consider the

first variations of volume and perimeter associated with the deformation along T .

P(Φt(E);A) = P(E;A) + t

ˆ
∂∗E

divET dHn−1 +O(t2), (3.1.2)

|Φt(E)| = |E|+ t

ˆ
∂∗E

T · νE dHn−1 +O(t2). (3.1.3)

Since γ > 0, by the expansions above, |Φt(E)| is locally increasing for t near 0, i.e.,

there is an ϵ0 > 0 such that for any t ∈ (−ϵ0, ϵ0), we have

|Φt(E)| − |E| ≥ γ

2
|t|, (3.1.4)

and for perimeters, we have

|P(Φt(E);A)−P(E;A)| ≤ 2

∣∣∣∣ˆ
∂∗E

divT dHn−1

∣∣∣∣ · |t|.
We choose σ0 > 0 such that the interval (|E|−σ0, |E|+σ0) ⊂ (|Φ−σ0(E)|, |Φσ0(E)|),

and denote

C :=
4

γ

∣∣∣∣ˆ
∂∗E

divT dHn−1

∣∣∣∣ .
So for any σ with |σ| < σ0, there exists |t| < t0 such that for F := Φt(E) , we have

||Φt(E)| − |E|| = σ,
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and for perimeters,

|P(Φt(E);A)−P(E;A)| ≤ 2

∣∣∣∣ˆ
∂∗E

divT dHn−1

∣∣∣∣ · |t|
≤ 2

Cγ

4
|t| ≤ C

2
γ|t|

≤ C ||Φt(E)| − |E||

≤ Cσ.

So the Φt(E) satisfies all the requirements.

Proof of Property 3.1.2. At first, we pick two points x1, x2 ∈ A∩ ∂E and t0 > 0 such that,

for B1 := Bt0(x1) and B2 := Bt0(x2), we have B1 ∩B2 = ∅ and B1 ∪B2 ⋐ A.

By Lemma 3.1.3, we can find positive constants σ0 and C0 (depending on E and

A) such that for |σ| < σ0, there exist two sets of finite perimeter F1 and F2 with

E∆Fk ⋐ Bk, |Fk| = |E|+ σ, |P(E;Bk)−P(Fk;Bk)| ≤ C0|σ|, where k = 1, 2.

Denote t1 = (|x1 − x2| − 2t0)/2, geometrically, it means that if a ball of radius t1

intersects B1 (respectively, B2), then it is disjoint from B2 (respectively, from B1).

Now we choose

Λ = C0, r0 = min

{
t0
2
,
σ

1
n
0

ωn

, t1

}
,

and claim that E satisfies the inequality (3.1.1) with constants Λ, r0 defined above.

Fixing r < r0, suppose that F a set of finite perimeter with E∆F ⋐ Br(x)∩A. By

the definition of t1, WLOG, we can assume that Br(x) does not intersect with B1. Set

σ = ||E| − |F ||, obviously,

σ ≤ |E∆F | ≤ |Br(x)| < ωnr
n
0 ≤ σ0.

24



Therefore, consider F1 a modification of F as above by Lemma 3.1.3 in B1, so we

have

E∆F1 ⊂ B1, E∆F ⋐ Br(x) ⊂ Rn \B1, |F1| − |E| = σ.

Now we consider the set

G = (F ∩Br(x)) ∪ (F1 ∩B1) ∪ (E \ (Br(x) ∪B1)),

clearly by Theorem 2.2.7, G is also a set of finite perimeter and

|G| = |E|, E∆G ⊂ A.

Because E is a volume-constrained perimeter minimizer in A, we have

P(E;A) ≤ P(G;A).

And by our construction above, we have

P(G;A) = P(G;A \B1) +P(G;B1) +P(G; ∂B1)

= P(F ;A \B1) +P(F1;B1) +P(F ; ∂B1)

≤ P(F ;A \B1) +P(E;B1) + C0|σ|

= P(F ;A) + C0||E| − |F ||.

So the property is proved.

Corollary 3.1.4. Suppose {gj}∞j=1 a class of Riemannian manifold on M such that gj → g

in C3. Fixing t > 0, and any sequences Ωj ∈ Agj(M, t), there exists Ω ∈ Ag(M, t) and

lim
j→∞

Pgj(Ωj) = Pg(Ω). Moreover, lim
j→∞

Igj(M, t) = Ig(M, t).

Proof. Clearly, we have sup
j

Pg(Ωj) <∞. So by the compactness of sets of finite preimiters.
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There exits an Ω ∈ C(M) such that dg(Ωj,Ω) → 0. Because gj → g in C3 and |Ωj|gj = t

for all j, we have |Ω|g = t. By the lower semicontinuity of perimeters, we have

lim inf
j→∞

Pgj(Ωj) = lim inf
j→∞

Pg(Ωj) ≥ Pg(Ω).

Next we need to show that lim sup
j→∞

Pgj(Ωj) ≤ Pg(Ω). Assume not, then we have

lim sup
j→∞

Pgj(Ωj) > Pg(Ω).

Define ϵ0 := lim sup
j→∞

Pgj(Ωj) − Pg(Ω) > 0. By Lemma 3.1.3, there exist Ω̃j ∈

Cgj(M, t) such that |Pgj(Ω̃j)−Pgj(Ω)| ≤ C|ϵj|, with ϵj = |Ω|gj − t. So ϵj → 0.

Then we have

Pgj(Ωj) = Igj(M, t) ≤ Pgj(Ω̃j) ≤ Pgj(Ω) + C|ϵj| ≤ Pg(Ω) + C|ϵj|+ 1/10ϵ0,

Therefore, we have lim sup
j→∞

Igj(M, t) ≤ Pg(Ω) + 1/2ϵ0, which leads a contradiction. There-

fore, we have lim
j→∞

Pgj(Ωj) = Pg(Ω).

Next we show that Pg(Ω) = Ig(M, t). By the previous part, we have lim
j→∞

Igj (M, t)

exists and Ig(M, t) ≤ lim
j→∞

Igj(M, t). Suppose there exists Ω̃ ∈ Cg(M, t) such that

Pg(Ω̃) = Ig(M, t) < Pg(Ω).

Similar as previous part, denote ϵ0 := Pg(Ω)−Pg(Ω̃) = lim
j→∞

Pgj(Ωj)−Pg(Ω̃). By

Lemma 3.1.3 again, under the Riemannian metric gj , there exists Ω̃j ∈ Cgj (M, t) such that

|Pgj(Ω̃)−Pgj(Ω̃j)| < C|ϵj|,
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where ϵj := |Ω̃|gj − t. So we have

Pgj(Ω̃j) ≤ Pgj(Ω̃) + C|ϵj|

≤ Pg(Ω̃) + C|ϵj|+ 1/10ϵ0

< Pg(Ω)− ϵ0 + C|ϵj|+ 1/10ϵ0

< Pgj(Ωj)

for j large enough. The last inequality arises from Pgj(Ωj) → Pg(Ω). So we get a

contradiction.

By the Property 3.1.2, we see that if E ∈ C(M) is a volume-constrained perimeter

minimizer in an open set U , then

P(E;Br(x)) ≤ P(F ;Br(x)) + Λ
∣∣|E| − |F |

∣∣
≤ P(F ;Br(x)) + Λ

∣∣E∆F ∣∣,
whenever E∆F ⋐ Br(x) ∩ U and r < r0. So E is a (Λ, r0)−perimeter minimizer in U .

Thus, by Theorem 2.3.4, isoperimetric hypersurfaces share the same regularity results as

perimeter minimizers.

Theorem 3.1.5 (Existence and Regularity theorems for Isoperimetric regions [2, 19, 20]).

If Mn+1 is compact, then for any t ∈ (0, V ol(M)), there exists an Ω ∈ C(M) such that

V ol(Ω) = t and Ω minimizes perimeter among regions of volume t. Moreover, except for

a closed singular set of Hausdorff dimension at most n− 7, the boundary spt ∂Ω of any

minimizing region is a smooth embedded hypersurface with constant mean curvature.

Similar to the (local) area-minimizing hypersurfaces, for 2 ≤ n ≤ 7, it is a well-

known result that Sing(Ω) = ∅ if Ω is an isoperimetric region [2, 19, 20]. So higher

dimension is the only possible case that singularities may appear. On the other hand,

27



Simons’ cone [7] manifests an example of an area-minimizing hypersurface in Euclidean

space, but isoperimetric regions are smooth regardless of dimensions.

Another property of isoperimetric hypersurfaces is their mean curvature. As

mentioned in Theorem 3.1.5, the regular part of the isoperimetric hypersurfaces has

constant mean curvature.

Example 3.1.6 ([3]). Let Mn+1(c) denote the simply connected complete Riemannian

manifold with constant sectional curvature c. Let X : Σn → Mn+1 be an immersion of

a differentiable manifold Σn. Suppose X(Σ) has constant mean curvature. Then the

immersion X is volume-preserving stable (see Definition 3.1.12) if and only if X(Σ) ⊂M(c)

is a geodesic sphere.

The above examples are isoperimetric regions in space forms (see also [34, 23]).

Similar to the area functional for the minimal surfaces, we define the following functional for

isoperimetric regions. Fixing a metric g, we can consider the functional F : R×C(M) → R

by

F(λ,Ω) = P(Ω) + λ|Ω|.

Suppose X the smooth compactly supported vector field, {ϕt} the corresponding diffeo-

morphism, H the generalized mean curvature vector, and υ the outer normal vector for

∂∗Ω. By the area formula and first variation for potential energy (e.g., [25] Chapter 17),

we can get the first variation with respect to Ω:

δ2F(λ,Ω) =
d

dt
F(λ, ϕt(Ω))

∣∣∣
t=0

(3.1.5)

=

ˆ
∂∗Ω

divX dHn−1 + λ

ˆ
∂∗Ω

X · υ dHn+1. (3.1.6)

Remark 3.1.7. In addition, if Ω is the isoperimetric region (i.e. the minimizer of (1.1.1)),

we have δ2F(λ,Ω) = 0. As remarked in [22, 35], by using the estimates of Hausdorff

dimension for the singular set, Hn−2(∂Ω) = 0, then using a cutoff function argument for the
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test functions, we can see that λ = −H ·υ = −h for any points in Reg(∂Ω), which provides

Reg(∂Ω) a constant mean curvature hypersurface in M . We call Σ a H-hypersurface if

HΣ ≡ H.

Theorem 3.1.8 (Constant mean curvature). If E is a volume-constrained perimeter

minimizer in the open set A, then there exists λ ∈ R such that

ˆ
∂∗E

divXdHn−1 = λ

ˆ
∂∗E

(X · νE)dHn−1, ∀X ∈ C∞
c (A;Rn).

We call E has constant distributional mean curvature in A and it equal to λ.

Proof. Initially, we prove a special case where
´
∂∗E

(X ·νE)dHn−1 = 0 for a certain variation

X, which involves deformation within small balls.

Claim: There exists a constant r0 > 0 such that if X ∈ C∞
c (A;Rn) with spt X ⊂ Br0(x)

for some x ∈ A, and ˆ
∂∗E

X · νE dHn−1 = 0,

then we have ˆ
∂∗E

div X dHn−1 = 0.

Proof of the claim: Choosing r0 > 0 (sufficiently small) such that

(A ∩ ∂∗E)\Br0(z) ̸= ∅, for all z ∈ A.

Given any X ∈ C1
c (A;Rn) with spt X ⊂ Br0(x) such that

ˆ
∂∗E

X · νE dHn−1 = 0. By

Property 2.2.2, we can find a smaller r > 0 such that

spt X ⊂ Br(x), Hn−1(∂∗E ∩ ∂Br(x)) = 0.

On the other hand, we can pick y ∈ A∩∂∗E and s > 0 such that Bs(y)∩Br(x) = ∅
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and (by Property 2.2.2 again)

Hn−1(∂∗E ∩ ∂Bs(y)) = 0.

Now denote {Φt}|t|<ϵ the local variation in Br(x) associated with X. By the first

variation of volume and perimeter, we have

|Φt(E)| = |E|+O(t2),

P(Φt(E);A) = P(E;A) + t

ˆ
∂∗E

div X dHn−1 +O(t2).

Now we use Lemma 3.1.3 with E in the open set Bs(y). Denote σ0 and C the

constants from Lemma 3.1.3. Denote σ(t) = |E| − |Φt(E)| , then for each small t, we have

|σ(t)| < σ0. And for each small |t|, there exists Ft with E∆Ft ⋐ Bs(y) and

|Ft| − |E| = σ(t)( so also = |E| − |Φt(E)|),

|P(Ft;Bs(y))−P(E;Bs(y))| ≤ C|σ(t)| = O(t2).

Now we denote

Et = (Φt(E) ∩Br(x)) ∪ (Ft ∩Bs(y)) ∪ (E\(Br(x) ∪Bs(y))),

defined for each small t. Note that |Et| = |E|.

Because E is a volume-constrained minimizer, so we have

0 ≤ P(Et;A)−P(E;A)

≤ P(Φt(E);Br(x)) +P(Ft;Bs(y))−P(E;Br(x))−P(E;Bs(y))

= t

ˆ
∂∗E

div X dHn−1 +O(t2).
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Because the inequality above holds for all small t around 0, we have

ˆ
∂∗E

div X dHn−1 = 0.

So the Claim is proved.

Possibly choosing a smaller r0, we may assume that

(A ∩ ∂∗E) \ (Br0(x1) ∪Br0(x2)) ̸= ∅, for any x1, x2 ∈ A.

Now choosing two vector fields X1, X2 ∈ C0
c (A;Rn) such that, for j = 1, 2,

spt Xj ⊂ Br0(xj),

ˆ
∂∗E

(Xj · νE)dHn−1 ̸= 0.

Similar as in the proof of the Claim above, we may find a smaller r < r0 such that,

for j = 1, 2,

spt Xj ⊂ Br(xj), Hn−1(∂∗E ∩Br(x1) ∪Br(x2)) = 0.

Now we define X ∈ C0
c (A;Rn) by

X := X1 −
´
∂∗E

(X1 · νE)dHn−1´
∂∗E

(X2 · νE)dHn−1
X2.

Clearly, we have
´
∂∗E

(X · νE)dHn−1 = 0.

By a slightly revision of Claim 1’s proof, we can show that
´
∂∗E

(X · νE)dHn−1 = 0

implies
´
∂∗E

div X dHn−1 = 0, that is

´
∂∗E

divEX1dHn−1´
∂∗E

(X1 · νE)dHn−1
=

´
∂∗E

divEX2dHn−1´
∂∗E

(X2 · νE)dHn−1
(=: λ).

That is to say, for any vector field X ∈ C∞
c (A;Rn) such that sptX ⋐ B(x, r0) for
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some x ∈ A, we have

ˆ
∂∗E

divXdHn−1 = λ

ˆ
∂∗E

(X · νE)dHn−1.

Now consider a general vector field X ∈ C∞
c (A;Rn), and let {B(zk, r0)}Nk=1 be a

finite cover of sptX by open balls centered in A. Using a partition of unity argument, we

can show that ˆ
∂∗E

divEXdHn−1 = λ

ˆ
∂∗E

(X · νE)dHn−1.

Example 3.1.9. [Schmidt 1940 Isoperimetric regions in space forms] Let n ≥ 2, the

isoperimetric regions in the simply connected constant curvature spaces Rn,Sn, and Hn

are exactly the geodesic balls.

Figure 3.1. Isoperimetric regions in S2 with different volume constraints.

Example 3.1.10. [33, Theorem. 4.3] Consider the Riemannian manifold S1(r)× S2 with

standard metric, the isoperimetric regions are one of the following cases:

1. balls or their complements, or

2. tubular neighborhoods of the closed geodesics S1(r)× {point} (which are actually

diffeomorphic to S1 × S1), or
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3. sections bounded by two totally geodesic {point} × S2 (which are diffeomorphic to

[a, b]× S2).

In addition, case 1 (balls) are solutions for small/large values of the volume. If r > 1, then

the torus are not solutions. If r small, then the case 3 are not solutions.

S1(R)

S2

Figure 3.2. Torus S2 × S1(R)

A analogous result for isoperimetric regions in higher dimension torus still holds if

we require the radius R large enough:

Example 3.1.11. [11, Lemma 4.1] There is a dimentional constant R0 = R0(n) so that for

R ≥ R0, if we consider the product metric gR on S1(R)×Sn−1(1), then every isoperimetric

region Ω ⊂M with half volume |Ω| = 1
2
|S1(R)× Sn−1(1)| is of the form

Ω = (t0, t0 + πR)× Sn−1

for t0 ∈ R.

Similar to the area-minimizing hypersurfaces, isoperimetric regions have the follow-

ing sense of “stability”.

Definition 3.1.12. For Ω ∈ C(M), we say Ω is volume-preserving stable if ∂∗Ω has

constant mean curvature and for any diffeomorphism ϕ with |ϕ(Ω)|g = |Ω|g, we have

δ2P(Ω) ≥ 0.
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Moreover, suppose ∂Ω is smooth. By [3, Proposition 2.5], suppose

f(x) = ⟨∂ϕ
∂t

(x), ν(x)⟩,

we have

δ2P(Ω) = δ22F(−H,Ω)

=

ˆ
∂Ω

−f∆f − (|AΣ|2 +RicM(ν, ν))f 2 dHn(x) ≥ 0,

where
´
∂Ω
f = 0.

Remark 3.1.13. For the sake of disambiguation, we will say “stable” if Σ is a minimal

surface such that δ2(Σ) > 0 for any diffeomorphisms.

Using the definition in [40], we define “strictly stability” as follows, which generalized

the definition over isolated cones (see [8]).

Definition 3.1.14. We say Σ is strictly stable if Σ is a minimal surface, with singularities

on a closed set of codimension 7, there is a positive constant C such that

ˆ
Σ

|∇u|2 − (|A|2 +Ric(v))u2 ≥ C

ˆ
Σ

u2ρ−2,

for all u ∈ W 1,2,−1
0 (Σ). Here we define ρ(x) = dist(x, Sing(Σ)) and W 1,2,−2

0 (Σ) =

C1
0(Σ \ Sing(Σ)) with norm

∥u∥21,2 :=
ˆ
Σ

|∇u|2 + u2ρ−2.

Remark 3.1.15. Smale in [40] shows that after a conformal change of metric, the hypersur-

face constructed in S8 is strictly stable in the sense of Definition 3.1.14, which implies the

existence of a neighborhood such that it is homological minimizing in it (see Theorem 3.2.1
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or [40, Lemma 4]).

In Chapter 2, we see that isoperimetric regions in a smooth compact (n+1)-manifold

are smooth, up to a closed set of codimension at most 8. A natural question is whether the

bound is optimal or not. In the case of area-minimizing integral currents, the question is

answered in the positive by the Simons’ cone in R8: C := {(x, y) : |x| = |y| for x, y ∈ R4}.

However, minimizers of the problem above in Rn are euclidean balls and hence smooth

for every n ∈ N. Therefore, to construct a singular minimizer in dimension 8, we need

to construct a manifold that is not a space form (see more explanation in chapter 2.)

In this chapter, we first construct an 8-dimensional compact smooth manifold whose

unique isoperimetric region with half volume that of the manifold exhibits two isolated

singularities. And then, for n ≥ 7, using Smale’s construction of singular homological

area minimizers for higher dimensions, we construct a Riemannian manifold such that the

unique isoperimetric region of half volume, with singular set the submanifold Sn−7.

For dimension n+ 1 = 8, we first prove the following theorem for singular isoperi-

metric region:

Theorem 3.1.16 (Singular isoperimetric region in 8-manifold). [32, Theorem 1.1] There

exists a smooth closed Riemannian 8-manifold (M, g) whose unique isoperimetric region

with volume |M |g/2 has two isolated singularities. The unique tangent cone at each singular

point is a Simons’ cone.

Remark 3.1.17.

• In [40], we can prescribe the singularity for the homological area minimizers to be

any strictly stable, strictly minimizing (tangent) cone with an isolated singularity

(see chapter 2 for the definitions), but in our construction, for the technical reason

of the setting, we need in addition to assume that the unique (up to scaling) smooth

area minimizing hypersurface on one side of the cone (see [21, Theorem 2.1]) is
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diffeomorphic to the one on the other side (e.g., Simons’ cone). However, it is

promising that we can eliminate this requirement by modifying the construction. As

far as the author’s knowledge, these are the first examples of isoperimetric regions

with singularities.

• The metric in the above theorem is only C∞. It is an open question whether the

same result would hold for an analytic metric.

By slightly modifying the proof in Theorem 3.1.16, we can generalize it to higher

dimensions.

Theorem 3.1.18 (Singular isoperimetric regions in higher dimensional manifolds). [32,

Theorem 1.1] For any integers n ≥ 7, p ∈ [3, n−1
2
], there exists a closed smooth (n + 1)-

dimensional Riemannian manifold (M, g) such that whose unique isoperimetric region

Ω with volume half has the singular part a closed submanifold diffeomorphic to Sn−2p−1

(denote S0 as a point). Denote the Simons’ cone in R2p+2,

Cp,p := {(x, y) ∈ Rp+1 × Rp+1 : |x| = |y|}.

Near Sing(∂Ω), ∂Ω looks like Sn−2p−1 × Cp,p, i.e., there exists σ > 0, and an

isometric map Φ from the tubular neighborhood of the singular set N (σ) := {x ∈ M :

dM(x, Sing(Σ)) < σ} to (B2p+2(σ) × Sn−2p−1, geucl + gS), here geucl, gS are the standard

metrics in R2p+2 and Sn−2p−1 respectively. Moreover,

Φ(∂Ω ∩N (σ)) = Cp,p(σ)× Sn−2p−1.

We could replace Sn−2p−1 to quite numerous varieties as the singular part, with

only some topological restrictions (see details in section 3.4). The construction comes from

the fruitful examples of singular homological area minimizing codimension 1 currents (see
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also [41, Theorem A]). The proof of Theorem 3.1.18 strongly uses the result from [41] and

a slight modification of the proof in Theorem 3.1.16. In section 3.2 to 3.3, we will focus on

constructing examples with isolated singularities. In section 3.4, we will prove Theorem

3.1.18.

Idea of the Construction for Isolated Singularities

As in [40], the starting point is constructing a singular minimal surface in S8. We

denote C as a 7-dimensional Simons’ cone. Then the product space C × R will be an

area-minimizing cone in R9. Now consider Σ = C× R ∩ S8 in S8. Clearly, Σ is a minimal

hypersurface in (S8, gS) with two isolated singularities, where gS is the round metric.

Figure 3.3. The singular hypersurface Σ := (C× R) ∩ S8.

The important part of Smale’s work is to prove Theorem 3.2.1 [cf. [40, Lemma 4]]:

under a conformal change of the standard metric of S8, there exists a smooth neighborhood

V of Σ such that Σ is the unique homological area-minimizing current in V . Moreover,

Σ splits V into two parts, V+ and V−, and ∂V has exactly two components (denoted by

Γ+,Γ−) such that they lie in V +, V − respectively. Each part of {Γ±} is homologous to Σ

and Γ+ is diffeomorphic to Γ− (Theorem 3.2.2 below).

Next, we will construct a manifold with a singular isoperimetric region. Consider

(Γ, gl) the 7-manifold which is diffeomorphic to Γ+ and Γ−, endowed with a “larger” metric
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(see Theorem 3.2.3 for details); denote TR := Γ× [0, R] a tube with length R > 0, with

the product metric g = gl + dr2. We glue the Γ+,Γ− with the boundary of the tube,

Γ̃− := Γ × {0}, Γ̃+ := Γ × {R} respectively to form a torus, calling it MR. Finally, we

prove that (in section 3.3) for sufficiently large R, the unique isoperimetric region with

half the volume of MR has boundary (Γ× {t0}) ∪ Σ for some t0 ∈ (0, R), where Σ is the

one described in the previous paragraph, with two isolated singularities.

Γ× {t0}

Σ ⊂ V

Figure 3.4. M(R) := Γ× [0, R] ∪ V/Γ± ∼ Γ̃±.

3.2 Constructing the Manifolds with Smale’s Ideas

This section is dedicated to constructing a family of manifolds, a suitable choice of

which will later give us the main Theorem 3.1.16. We divide it into two parts: first, using

a result of Smale [40], we obtain the first piece of our manifold, then we suitably modify

it to glue it to a cylinder to obtain the desired construction. The second part is more

similar to an 8-dimensional torus example in [11, Lemma 4.1] by Chodosh, Engelstein, and

Spolaor.

3.2.1 Smale’s Main Result

We recall here the main result from [40], which will be the starting point of our

construction.

38



Theorem 3.2.1 ([40, Lemma 4]). Let C be any strictly stable and strictly minimizing

cone, e.g., Simons’ cone. Let Σ := (C× R) ∩ S8. There exists a C∞ metric g on S8 and

δ > 0 such that Σ is uniquely homologically area-minimizing in the tubular neighborhood

Uδ := {x ∈ S8 : dS8(x,Σ) ≤ δ},

with respect to the metric g.

Proof. The proof of this result can be found in [40, Lemma 4].

In order to glue the Uδ along the boundaries with a manifold (with boundary), we

need the boundary of Uδ to be smooth. Because of the singularities of Σ, we cannot expect

the smoothness of the boundaries of Uδ for any small δ > 0. Fortunately, as remarked in

the proof of [40, Lemma 4], we can find a smaller neighborhood V ⊂ Uδ such that Σ is

still homological area-minimizing in V , and the boundary ∂V is smooth. The basic idea is

to glue in pieces of foliations.

Theorem 3.2.2. Denote C the Simons cone. Let Σ := (C× R) ∩ S8 and let Uδ and g be

as in the previous theorem. There exists an open subset V such that V ⋐ Uδ and

• Σ ⊂ V and it is homologically minimizing in V with respect to the metric g;

• V \Σ consist of 2 connected components, V± and ∂V± = Σ∪ Γ±, disjoint union, and

Γ± are smooth and diffeomorphic to each other;

• Σ is a deformation retract of V .

Proof. The construction of V is almost the same as the argument in [40].

For δ small, Σ splits Uδ into two parts, call them U+, U−. Note that Sing(Σ) =

{p+, p−}. For σ > 0 smaller than δ/8, we have Bσ(p±) ⊂ Uδ. Consider the Fermi’s

coordinate

{(x, t) : x ∈ Σ, ρ(x) > σ, |t| < δ},
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around Σ, here we denote ρ(x) := dS8(x, p+ ∪ p−). We denote Σσ = {q ∈ Σ : ρ(q) < σ},

then consider the constant graph on Σ \ Σσ:

Γt = graphΣ\Σσt,

with |t| < δ.

Let p := p+ or p−, and denote St = {(x, t) : ρ(x, 0) = 4σ}. By [21, Theorem 5.6],

St bounds a 7-dimensional smooth submanifold Rt which is area-minimizing in B5σ(p),

and as t→ 0, Rt → Σ4σ in both the current and Hausdorff senses. Denote λt := dS8(p,Rt);

as argued in [21, Theorem 2.1], we have ηp,λt#Rt → S, where S is the unique minimal

hypersurface in E with d(S, p) = 1, where E is one side of Cp such that S ⊂ E. Because

S is smooth, ηp,λt#Rt → S in C2
loc. By [21, Theorem 2.1], S has the following properties:

1. for any vector ξ ∈ E, the ray {λξ : λ > 0} intersects S at a single point, and the

intersection is transverse;

2. there exists a constant C := C(Cp) such that S⌞R8\BC(p) is a graph of a function on

Cp.

On the other hand, for any small t, there exists a C2 function ut on Σ4σ \ ΣCλt

such that Rt \BCλt(p) can be represented as the graph of ut. We denote ϵt := Cλt.

We can find a smooth cutoff function χ on Σ such that

χ(x) =


1 for ρ(x) ≥ 3σ,

0 for ρ(x) ≤ 2σ.

We can get a smooth hypersurface by gluing the smooth submanifold Γt with Rt

40



through a function w on Σ \ Σσ by

wt = χut + (1− χ)t. (3.2.1)

Therefore,according to our construction above, we can denote Vt0 as a foliation in

the following sense: there exists t0 > 0 such that

Vt0 :=
⋃

t∈[−t0,t0]

Wt,

where W0 := Σ and for each t ̸= 0, Wt is the smooth hypersurface formed by gluing the

smooth submanifold Γt with Rt through the function wt defined in (3.2.1).

Then, we explore the topology of Vt0 . As mentioned above, for small enough t, for

any q ∈ spt ηp,λt#Rt ∩ BC(p), there is a unique ray from p connecting p and q such that

the ray intersects ηp,λt#Rt ∩BC(p) only at q. So, after rescaling back, there exists t̄ > 0

(smaller than t0) such that  ⋃
t∈[−t̄,t̄]

Wt

 ∩Bεt̄(p)

forms a cone centered at p, which could collapse to the point p. Denote

V :=

 ⋃
t∈[−t̄,t̄]

Wt


After this deformation retraction, the new space is homotopy equivalent to V . Denote

by Σ′ the Σ under this deformation retract. Because Wt̄ and W−t̄ can be represented by

graphs on Σ \Bϵt̄ , there consequently exists u ∈ C(Σ′) with u ≥ 0 on Reg(Σ′) and u = 0

at p := p±, such that V is a deformation retract of a space X, where

X = {(x, t) : x ∈ Σ′ and − u(x) ≤ t ≤ u(x)}.
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Therefore, Σ is a deformation retract of X. And thus, Σ is a deformation retract of V .

Denote by Γ+ := Wt̄ (resp. Γ− := W−t̄), the smooth hypersurface in U+ (resp. U−).

Moreover, note that C splits R8 into two parts, by the symmetry of the Simons cone, Rt is

diffeomorphic to R−t for all |t| ≤ t̄. Therefore, Γ+ and Γ− are diffeomorphic to each other.

In summary, Σ splits V into two parts: V+, V−. And ∂V+ has two components: the

smooth part Γ+, and Σ (similarly for ∂V−). Then we have ∂V = Γ+ ∪ Γ−, where Γ+,Γ−

are both smooth and homologous to Σ. Moreover, Γ+ is diffeomorphic to Γ−. We will use

the set V in the next subsection to construct the manifolds with singular isoperimetric

regions.

3.2.2 Construction of the Toric manifolds

Next, we will construct a collection of 8-dimensional closed Riemannian manifolds,

which we will use in the next section. Again we denote V , the smooth neighborhood of Σ

from the last subsection.

Theorem 3.2.3. Denote Γ the 7-manifold which is diffeomorphic to Γ+ and Γ− by

F± : Γ± → Γ. Consider the smooth manifold defined by gluing the boundaries of V and

Γ× [0, R]:

M(R) := Γ× [0, R] ∪ V/Γ± × {0, R} ∼F± Γ̃±, (3.2.2)

where

Γ̃+ := Γ× {0}, Γ̃− := Γ× {R}.

There exist R0 > 0 and a one parameter family of C∞-metrics (gR)R>0 on M(R) such

that, if V is as in Theorem 3.2.2, then for every R > R0, the followings hold:
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1. V is isometrically embedded into (M(R), gR);

2. H7(M(R);Z2) ∼= Z2
∼= ⟨[Γ]⟩ ∼= ⟨[Σ]⟩, where [Γ], [Σ] denote the homology classes

represented by Γ and Σ respectively;

3. Σ is the unique homological area minimizer in (M(R), gR).

The idea is the following: suppose h is some Riemannian metric of Γ to be

determined. At first, we conformally change (enlarge) the metric g of V in Uδ near

Γ+,Γ− such that the outside of a tubular neighborhood of Γ+ (and Γ−) is isometric to the

cylindrical metric (Γ× [0, ϵ], h+dr2) for sufficiently small ϵ, . Additionally, we require that

Σ is still homological area-minimizing in (V, g̃), where g̃ is the metric after the conformal

change.

Finally, we glue (V, g̃) with (Γ× [0, R], h+ dr2) along the boundaries respectively.

There is a Riemannian metric on M(R) depending on the length R. And we denote

(M(R), gR) := Γ× [0, R] ∪ V/Γ± ∼ Γ̃±.

Proof of Theorem 3.2.3. For each i = ±, consider Ui(⊃ Γi) the Fermi’s coordinate (x, t)

for x ∈ Γi, here choosing t with the positive direction towards outside of Σ, then there

exists an ϵ > 0 such that

(1) for |t| ≤ ϵ, we have (x, t) ∈ Ui respectively;

(2) there exists an ϵ1 > 0 such that

inf
|t|≤ϵ

inf
x∈Γ±

dist((x, t),Σ) > ϵ1.

For each small t, we define

Γi(t) := {(x, t) : x ∈ Γi},
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again here we define the positive signs for each Γi the side opposite from Σ, so each Γi(t)

forms a layer in Ui.

Note that for any |t| ≤ ϵ, Γ+(t),Γ−(t) bound an open neighborhood of Σ as well.

For t = −ϵ, we denote V0 the neighborhood of Σ with boundary Γ+(−ϵ) ∪ Γ−(−ϵ). In

another word, Γ+(−ϵ),Γ−(−ϵ) split the neighborhood Uϵ into three parts, and Σ lies in

the middle part.

For −ϵ < σ ≤ ϵ, denote

V+(σ) := {(x, t) : x ∈ Γ+, −ϵ ≤ t < σ};

V−(σ) := {(x, t) : x ∈ Γ−, −ϵ ≤ t < σ}.

We can denote the neighborhood (depending on σ) by

V (σ) := V0 ∪ V+(σ) ∪ V−(σ). (3.2.3)

Note that for each small σ, V (σ) is a neighborhood of Σ with two smooth boundaries

Γi(t) such that each Γ(t) is homologous to Σ. In addition, by Theorem 3.2.2, Σ is uniquely

homological area-minimizing in V (σ) for any −ϵ ≤ σ ≤ ϵ.

In addition, we observe that V := V (0). Following the ideas at the beginning of this

section, we will glue the smooth neighborhood V (ϵ) along the boundary with a manifold

(with boundary) endowed with a cylindrical metric.

Now, we will keep the metric on V0 and deform the metrics on V±(ϵ) to the

cylindrical metric (near Γ±(ϵ)). Note that for each i = ±, under the Fermi coordinates in

Vi(ϵ), the metric has the form:

g(x, t) = gi(x, t) + ηi(x, t)dt
2,
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where for each small t, gi(·, t) is a metric on Γi respectively, and ηi is a smooth positive

function.

In order to construct a deformation of the metric on V (ϵ), we first define new

metrics on Γ+(ϵ),Γ−(ϵ). Note that Γ+(ϵ),Γ−(ϵ) are both diffeomorphic to Γ. Consider h

the Riemannian metric on Γ and the diffeomorphisms F±:

F+ : Γ+(ϵ) −→ Γ(= (Γ, h)), F− : Γ−(ϵ) −→ Γ,

such that for any x ∈ Γ±(ϵ) and any v ∈ TxΓ±(ϵ), we have

F ∗
±h(v, v) ≥ 2g(v, v),

where g denotes the original metric in V (ϵ).

To construct a new metric on V (ϵ), for i = ±, we define the metric gi on Γi and

the number ηi by

gi(x) := F ∗
i (h)(x), (3.2.4)

ηi := max
V i(ϵ)

ηi(x, t). (3.2.5)

Denote the cutoff function ϕ : R → R a smooth non-negative function such that

ϕ(x) =


0 t ≤ 0;

1 t ≥ ϵ/2,

Then we can define new metrics g̃i on Vi(ϵ), where i = + or −, by the following:

g̃i(x, t) =(1− ϕ(t))gi(x, t) + ϕ(t)gi(x) (3.2.6)

+ [(1− ϕ(t))ηi(x, t) + ϕ(t)ηi]dt
2.
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So clearly, each of g̃+ and g̃− is simply an interpolation such that, as t increases from 0 to

ϵ/2, the original metric deforms to the cylindrical metric. Moreover, we leave the metric

unchanged when t is non-positive.

Now we can define a new metric g̃ on the whole neighborhood V (ϵ) by the following:

g̃(p) =


g(p), p ∈ V0,

g̃i(p), p ∈ Vi(ϵ), i = + or − .

Therefore, we can construct the collection of manifolds {(M(R), gR)}R. Note that

V (ϵ) has cylindrical metric on V (ϵ) \ V (ϵ/2), and Γ±(ϵ) are both isometric to (Γ, h). Then

consider the maps F± : Γ± → Γ defined above. Denote W (R) = [0, R] × Γ for R > 0 a

Riemannian manifold with the boundary equipped with the product metric. Along with

the diffeomorphisms F±, we glue Γ+(ϵ) with {0} × Γ and glue Γ−(ϵ) with {R} × Γ. Then

we get a connected smooth Riemannian manifold depending on the positive number R,

denote it by (M(R), gR).

Note that under the Riemannian metric g̃, (3.2.4)-(3.2.6) show that we leave the

metric in V unchanged and enlarge the metric on V+(ϵ), V−(ϵ). So Σ is still the unique

homological area minimizer in V (ϵ). Moreover, by [40, Lemma 5], we see that for sufficiently

large R > 0, under the metric defined above, Σ is the unique homological area minimizer

in M(R).

Finally, we study the homology group H7(M(R),Z2). It is evident that Γ× [0, R] is

homotopy equivalent to Γ. Note that, by our construction, topologically, Σ is a suspension

of S3 × S3, and the smooth hypersurface Γ is S3 × S3 × [−1, 1], with two boundaries filled

in by two copies of S3 × B4. Thus, Γ is homotopy equivalent to the product of S3 with the

suspension of S3. Therefore, H6(Γ,Z2) = 0. On the other hand, by Theorem 3.2.2, Σ is a
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deformation retract of V . Then, by computing the Mayer–Vietoris sequence for M ,

· · · → H7(Γ ⊔ Γ) → H7(V,Z2)⊕H7(Γ× [0, R],Z2) → H7(M(R),Z2) → H6(Γ ⊔ Γ) → . . .

We have

· · · → Z2 ⊕ Z2 → Z2 ⊕ Z2 → H7(M,Z2) → 0 → . . .

(1, 0) 7→ (1, 1)

(0, 1) 7→ (1, 1)

we see that H7(M,Z2) ∼= Z2
∼= ⟨[Γ]⟩.

3.3 Proof of the Main Theorem 3.1.16

In section 3.2.2, we have constructed a collection of closed manifolds that we need

later as ambient spaces. Then, in section 3.3.1, we will construct the singular isoperimetric

region in the corresponding manifold. In this section, we will redefine V for convenience by

V := V (ϵ) (3.3.1)

where V (ϵ) is defined in (3.2.3).

3.3.1 Construction of Singular Isoperimetric Region

Theorem 3.3.1. LetM(R) be the family of manifolds constructed in Theorem 3.2.3. There

exists R1 > 0 such that for any R > R1, there is t0 ∈ (0, R) such that the boundary of the
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two unique isoperimetric regions (the one and its complement) with volume |M(R)|g/2 is

of the form

Σ ∪ [Γ× {t0}] .

This theorem directly implies Theorem 3.1.16.

Example 3.3.2. Consider the torus S7 × S1(R) with product metric for large length R.

[11] shows that for large R, the boundary of an isoperimetric region with half volume is of

the form [
S7 × {0}

]
∪
[
S7 × {πR}

]
.

To prove Theorem 3.3.1, we want to have a uniform bound on the mean curvature

of isoperimetric regions with volume bounded away from zero and that of the manifold.

For a closed manifold with dimension 2 ≤ n ≤ 7, this lemma is proved in [11]. In the

higher dimensional cases, the boundary can have singularities; we want to have the mean

curvature bounded in Reg(∂Ω). Adapting the argument of [11, Lemma C.1] shows the

following lemma:

Lemma 3.3.3 (cf. [11, Lemma C.1] and [30, 10]). For n ≥ 2, fix δ > 0, and (Mn, g)

a closed Riemannian manifold with C3-metric, there is C = C(M, g, δ) < ∞ so that if

Ω ∈ C(M, t) is an isoperimetric region with volume |Ω|g ∈ (δ, |M |g − δ), then the mean

curvature of Reg(∂Ω) satisfies |H| ≤ C.

Proof. [11, Lemma C.1] proves the case 2 ≤ n ≤ 7. Next, we assume n ≥ 8, the proof is

similar to [11, Lemma C.1].

Assuming not, we would have a sequence of isoperimetric regions Ωj ⊂ (M, g) with

|Ωj|g ∈ (δ, |M |g−δ) with divergent constant mean curvature Hj such that λj := |Hj| → ∞.

Choosing any xj ∈ ∂Ωj, we can rescale the metric in λj at the point xj, denote

g̃j = λ2jg. So we have (M, g̃j, xj) converges in C
3
loc to the flat metric on (Rn, 0). Also, for

each j, we have Ω̃j an isoperimetric region in (M, g̃j). Passing to a subsequence, there is a
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locally isoperimetric region1 Ω̃ in Rn such that Ω̃j converges to Ω̃ in the local Hausdorff sense,

and |∂∗Ω̃j| → |∂∗Ω̃| locally in the varifold sense. Therefore, for any p ∈ Reg(∂Ω̃), there

exists a neighborhood Br(p) around p for some r > 0 such that ∂Ω̃j ∩Br(p) ⊂ Reg(∂Ω̃j),

and therefore Reg(∂Ω̃j) ∩ Br(p) converges in C2,α to Reg(∂Ω̃) ∩ Br(p). Therefore, the

mean curvature of Ω̃ is ±1. Moreover, because Ω̃ is a locally isoperimetric region, ∂Ω̃ is

thus volume-preserving stable.

Next, we claim that there exists a sequence of choices of xj ∈ ∂Ωj such that the

boundary of the limit space ∂Ω̃ is non-compact. Suppose not, and assume that ∂Ω̃ is

compact for any choices of xj ∈ ∂Ωj. Then, either Ω̃ or its complement is compact and

must be an isoperimetric region in Rn. By [25, Theorem 14.1] (or Example 3.1.9), it must

be a ball. Given the mean curvature |H̃| = 1, Ω̃ or its complement Ω̃c is necessarily a unit

ball.

Therefore, ∂Ωj will also be regular. Because the only possible Ω̃ is the unit ball or

its complement, (∂Ω̃j, g̃j) would be composed of a union of connected components, each

approximating a unit geodesic sphere.

For λj sufficiently large, 1
2λj

will be the lower bound of the diameters of each

connected component (almost a geodesic sphere) of ∂Ωj. Without loss of generality, we

assume M is connected. Therefore, either Ω̃j consists of a union of balls, or Ω̃c
j consists

of a union of balls. Consider the first case and denote by V1 > 0 the upper bound of

the volumes of (Ωj)j. Thus, for any sufficiently large j, Ω̃j contains at most V1λ
n
j balls.

Consequently, we have

P(Ωj) ≥ C(n)V1λ
n
jP(Bλj

) ≥ C(n)
V1

λn−1
j

λnj .

Therefore, as λj → ∞, P(Ωj) → ∞, which is a contradiction. In the second case, where

1We say Ω is a locally isoperimetric region if for any R > 0 and Ω̃ with Ω∆Ω̃ ⋐ BR and |Ω ∩BR| =
|Ω̃ ∩BR|, we have P(Ω, BR) ≤ P(Ω̃, BR).
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Ω̃c
j consists of a union of balls, we may consider V2 > 0 as the uniform lower bound of the

volumes of (Ωj)j and similarly obtain a contradiction. Therefore, we can assume that ∂Ω̃

is non-compact.

Denote H̃ := the mean curvature of Reg(∂Ω̃), and Ã := the second fundamental

form of Reg(∂Ω̃). Because |H̃| = 1, we have |Ã|2 ≥ 1
n
. Because Ω̃ is a locally isoperimetric

region, ∂Ω̃ is volume preserving stable (see Definition 3.1.12). Therefore, for any ϕ ∈

C1
c (Reg(∂Ω̃)) with

´
Reg(∂Ω̃)

ϕ dHn−1 = 0, we have

ˆ
Reg(∂Ω̃)

ϕ2 dHn−1 ≤
ˆ
Reg(∂Ω̃)

n|Ã|2ϕ2 dHn−1 ≤ n

ˆ
Reg(∂Ω̃)

|∇ϕ|2 dHn−1. (3.3.2)

Following the remark from [16] and [4, Proposition 2.2], we claim that ∂Ω̃ is strongly

stable outside of a compact set, i.e., there exists a large enough R > 0 such that for any

ϕ ∈ C1
c (Reg(∂Ω̃) \BR), we have

ˆ
Reg(∂Ω̃)

ϕ2 dHn−1 ≤ n

ˆ
Reg(∂Ω̃)

|∇ϕ|2 dHn−1. (3.3.3)

Assume not, there is R1 > 0 and some ϕ1 ∈ C1
c (Reg(∂Ω̃) \ BR1) such that (3.3.3)

fails for ϕ := ϕ1. Denote R2 > 0 such that sptϕ1 ⋐ BR2 , then there exists ϕ2 ∈

C1
c (Reg(∂Ω̃) \ BR2) such that for ϕ := ϕ2. Denote ϕ3 := c1ϕ1 + c2ϕ2 for some c1, c2 ∈ R

such that
´
Reg(∂Ω̃)

ϕ2
3 dHn−1 = 0. So we also have

ˆ
Reg(∂Ω̃)

ϕ2
3 dHn−1 > n

ˆ
Reg(∂Ω̃)

|∇ϕ3|2 dHn−1,

which contradicts (3.3.2). Thus we prove the claim.
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Consider the C1 radial cutoff function ϕ in Rn such that: fixing any ρ > R + 1,

ϕ(x) =


1 |x| ∈ [R + 1, ρ],

0 |x| ∈ [0, R] ∪ [2ρ,∞].

with |Dϕ(x)| ≤ C(n)ρ−1 for |x| > ρ and |Dϕ(x)| ≤ C(R) where C(R) depending on R,

and D is the Euclidean connection on Rn. Because Ω̃ is a locally isoperimetric region, we

have Hn−3(Sing(∂Ω̃)) = 0. Given any ϵ > 0, consider {Brj(pj)}j a collection of geodesic

balls which cover Sing(∂Ω̃), such that

∑
j

rn−3
j < ϵ.

We define ψj a smooth cutoff function by

ψj(x) =


1 if x /∈ B2rj(pj),

0 if x ∈ Brj(pj).

with |Dψj| ≤ C(n)r−1
j . Now we define

ψϵ := inf
j
ψj

Φϵ := (ϕ)
n−1
2 · ψϵ.

So we note that Φϵ is a Lipschitz compactly supported function on Reg(∂Ω̃). So
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by (3.3.3), we have

ˆ
Reg(∂Ω̃)

Φ2
ϵ dHn−1 ≤ n

ˆ
Reg(∂Ω̃)

|∇Φϵ|2 dHn−1

≤ 2n

ˆ
Reg(∂Ω̃)

|Dϕ
n−1
2 |2 · ψ2

ϵ + ϕn−1 · |Dψϵ|2 dHn−1

= 2n

ˆ
Reg(∂Ω̃)

(
n− 1

2

)2

ϕn−3|Dϕ|2 · ψ2
ϵ + ϕn−1 · |Dψϵ|2 dHn−1

=

ˆ
Reg(∂Ω̃)

(
n− 3

n− 1
· ϕn−1 + C(n)|Dϕ|n−1

)
· ψ2

ϵ dHn−1 + 2n

ˆ
Reg(∂Ω̃)

ϕn−1 · |Dψϵ|2 dHn−1.

Therefore, abusing the notations of constants C(n), we have

ˆ
Reg(∂Ω̃)

Φ2
ϵ dHn−1 ≤C(n)

ˆ
Reg(∂Ω̃)

|Dϕ|n−1 · ψ2
ϵ dHn−1+

C(n)

ˆ
Reg(∂Ω̃)

ϕn−1 · |Dψϵ|2 dHn−1.

(3.3.4)

For the first part of the right hand side of (3.3.4), by the definition of ϕ, ψϵ, we have

ˆ
Reg(∂Ω̃)

|Dϕ|n−1 · ψ2
ϵ dHn−1 ≤ ρ1−nHn−1(∂Ω̃ ∩B2ρ) + C(R)Hn−1(∂Ω̃ ∩ AR,R+1),

where AR,R+1 := BR+1 \BR. For the second part of (3.3.4), we have

ˆ
Reg(∂Ω̃)

ϕn−1 · |Dψϵ|2 dHn−1 ≤
∑
j

ˆ
Reg(∂Ω̃)∩B2rj

(pj)

r−2
j dHn−1

≤
∑
j

r−2
j · Crn−1

j

≤ Cϵ.

Here the volume bound comes from the monotonicity formula [37, 17.6], i.e., we

have

Hn−1(Reg(∂Ω̃) ∩B2rj(pj)) ≤ Crn−1
j
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for the constant C depending on |H̃|, which is constantly 1 in our case.

Therefore, as ϵ→ 0, the dominated convergence theorem implies that

Hn−1(∂Ω̃ ∩ (Bρ \BR+1)) ≤ C(1 + ρ1−nHn−1(∂Ω̃ ∩B2ρ)), (3.3.5)

where the constant C is independent with ρ. Note that as ρ→ ∞, and ∂Ω̃ is not compact,

we can cover ∂Ω̃ by a countable collection of geodesic balls (Bj)j such that the concentric

balls in (Bj)j with the half radius are pairwise disjoint. Then because |H̃| = 1, by the

monotonicity formula (from below), we have that

Hn−1(∂Ω̃ ∩ (Bρ \BR)) → ∞.

On the other hand, note that Ω̃ is a locally isoperimetric region. For any ρ large,

consider 0 < r(ρ) ≤ ρ with the property that

|Ω̃ ∩Bρ| = |(Ω̃ \Bρ) ∪Br(ρ)|,

i.e., [Ω̃ ∩Bρ]∆[(Ω̃ \Bρ) ∪Br(ρ)] ⋐ Bρ+ϵ and have the same volume in Bρ+ϵ for any ϵ > 0.

Because Ω̃ is a local isoperimetric region, so for any large ρ, we have

P(Ω̃;Bρ+ϵ) ≤ P((Ω̃ \Bρ) ∪Br(ρ);Bρ+ϵ).

Denote E := Ω̃ \Bρ, F := Br(ρ), G := Bρ+ϵ, and νE, νF the outer normal vector fields on

the reduced boundaries. By the set operations on Gauss–Green measures (Theorem 2.2.7),
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we have

P(E ∪ F ;G) =P((Ω̃ \Bρ) ∪Br(ρ);Bρ+ϵ)

=P(Ω̃ \Bρ;B
(0)
r(ρ) ∩Bρ+ϵ) +P(Br(ρ); (Ω̃ \Bρ)

(0) ∩Bρ+ϵ)

+Hn−1({νE = νF} ∩Bρ+ϵ)

≤P(Ω̃ \Bρ;Bρ+ϵ \Br(ρ)) + Cρn−1

As ϵ→ 0+, we get

P(Ω̃;Bρ) ≤ Cρn−1.

So we have a contradiction with (3.3.5).

Lemma 3.3.4. Let ΩR ∈ (M(R), gR) be the isoperimetric region with volume |M(R)|/2,

and let ∂ΩR =
⋃L

i=1 Ii, where {Ii} are the connected components of ∂ΩR. Then there exists

a nonnegative constant R0 = R0(V ) (V is defined in (3.3.1)), such that for any R > R0,

the following hold:

1. P(ΩR) ≤ M(Γ) +M(Σ);

2. each Ii has uniformly bounded diameter;

3. there exists an integer L0 = L0(V,R0) > 1 such that the number of connected

components satisfies 1 < L < L0;

4. I1 and I2 are homologous to [1] := [Γ] ∈ H7(M(R),Z2).

Proof. (1) Note that

P(ΩR) ≤ M(Γ) +M(Σ), (3.3.6)

because there is clearly a UR ∈ C(M(R), gR, |M(R)|gR/2) such that UR = V+ ∪ (Γ× [0, t0])
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for some t0, which has half volume and with the boundary

[
{t0} × Γ

]
∪ Σ.

(2) Next suppose that there is a sequence Rk → ∞, denote with Ωk ⊂ (M(Rk), gk)

the corresponding isoperimetric regions with |Ωk|gk = 1
2
|M(Rk)|gk . Here we denote

gk := gRk
. Suppose Ik ∈ ∂Ωk is a component such that diam(Ik) → ∞. We observe that

all the metrics gR are locally isometric, so by Lemma 3.3.3, we have a uniform bound of

mean curvature for Reg(∂Ωk) and all k ∈ N. Then monotonicity formula [1, 10] shows

that there exists r0 > 0, for any x ∈ ∂Ωk, we have

f(r) := e7(∥Hk∥∞+C)rP(Ωk;Br(x))

ω7r7
, (3.3.7)

is non-decreasing for r ∈ (0, r0]. Where C depends on the upper bound of sectional

curvatures of M(Rk) and r0 depends on both the sectional curvatures bound and the

injectivity radius (so they are independent with Rk), Hk is the mean curvature of Reg(∂Ωk),

and ω7 the volume of a unit ball of dimension 7.

If diam(Ik) → ∞, there must exist tk ≥ 0 and Tk → ∞ such that Ik intersects

with {t} × Γ for all t ∈ [tk, tk + Tk]. Thus we can cover Ik ∩ ([tk, tk + Tk]× Γ) by balls

with radius r0 and half radius are pairwise disjoint, the cover contains at least Tk

2r0
many

balls. Then by the monotonicity formula (3.3.7), we have M(Ik) → ∞. Hence, we obtain

a contradiction with (1).

(3) Given any sequence Rk → ∞, first, suppose that the isoperimetric regions are

connected. Note that by (1) and (2):

P(Ωk) ≤ M(Γ) +P(Σ), (3.3.8)
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and they have a uniform bound of diameters. So for each k large, we have

∂Ωk ⊂M(Rk) \
(
[
1

8
Rk,

7

8
Rk]× Γ

)
,

therefore, |Ωk| cannot be equal to 1
2
|M(Rk)|. This leads to a contradiction.

In addition, by the uniform bound of the mean curvatures for Ωk with all large R,

the monotonicity formula (3.3.7) implies there exists a c = c(V ) such that the perimeter

of each component of ∂ΩR is bounded below by c. By (3.3.6), we get a uniform bound L

about the number of components of ∂Ω for all large R.

(4) Denote ∂ΩR =
⋃

i Ii. Suppose (4) fails. Note that by Theorem 3.2.3 (2),

H7(M ;Z2) ∼= ⟨[Γ]⟩, then by the boundedness of diameter, all {Ii} are boundaries. Reason-

ing as in the first part of (3), there exists (ti)i and (Ti)i such that

Ii \ V ⊂ Ti := [ti, ti + Ti]× Γ, and Ti < T0 <∞ ,

for every i = 1, . . . , L, where T0 is independent of i and exists by (2). In particular, since

each Ii is a boundary, we have

ΩR ⊂ V ∪
L⋃
i=1

Ti.

Therefore we conclude

Vol(ΩR) ≤ Vol

(
V ∪

L⋃
i=1

Ti

)
≤ Vol(V ) +

L∑
i=1

T0 ·M(Γ).

which for sufficiently large R cannot be half the volume of the whole manifold.

Proof of Theorem 3.3.1. We still denote ΩR the isoperimetric region in M(R) with half

volume. In order to prove the isoperimetric region is of the form we want, we will consider
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the connected components of ∂ΩR into two types:

{Λi} := {Λi ⊂ ∂ΩR : Λi ∩ V = ∅};

{∆i} := {∆i ⊂ ∂ΩR : ∆i ∩ V ̸= ∅}.

Combining the results in Lemma 3.3.4, we claim the following result for isoperimetric

regions ∂ΩR with large R.

Claim: With R0 from Lemma 3.3.4, there exists R1 > R0, such that for any R > R1, ∂ΩR

has exactly 2 components Λ,∆, where Λ ∈ {Λi} and ∆ ∈ {∆i}. Specifically, [Λ] = [∆] = [1]

where [1] := [Σ] ∈ H7(M(R),Z2).

Proof of the claim:

Step 1. {∆i} ≠ ∅ and at least one ∆i is homologous to Σ.

Suppose not, then I1, I2 ⊂ [0, T ]× Γ, where I1, I2 are as in Lemma 3.3.4(4). Since

[I1] = [I2] = [1] ∈ H7(M(R),Z2) and I1, I2 ∈ {Λi}, this implies that

P(ΩR) ≥ M(I1) +M(I2) ≥ 2M(Γ) >M(Σ) +M(Γ)
(1)

≥ P(ΩR) .

A contradiction.

Step 2. {Λi} ≠ ∅ and at least one Λi is homologous to Σ.

Suppose not, then we have that ∂ΩR =
⋃L1

i=1 ∆i ∪
⋃L2

i=1 Λi, with L2 = 0 if {Λ} = ∅;

and in the other case, each Λi = ∂Ui, for some open connected Ui ⊂ ΩR. Moreover, by

Lemma 3.3.4(3), diam(∆i) < d0, diam(Λi) < d0 and L1+L2 < L0, with L0, d0 independent

of R. Now notice that since ∆i ∩ V ≠ ∅, there exist T0 > 0, depending only on d0, such

that

ΩR ⊂
(
V ∪ [(0, T0) ∪ (R− T0, R)]× Γ

)
∪

L2⋃
i=1

Ui ,

57



with Vol(Ui) ≤ T0 · Γ.This yields

Vol(ΩR) ≤ (L2 + 2) · T0 ·M(Γ) ,

which leads a contradiction for R sufficiently large.

Step 3. ∂ΩR has no other components.

We have concluded that there is at least one ∆ ∈ {∆i} and at least one Λ ∈ {Λi}

such that

[∆] = [1] ∈ H7(M(R),Z2),

[Λ] = [1] ∈ H7(M(R),Z2).

Clearly Λ ⊂ [0, R]× Γ where each slice {t} × Γ is a homological area-minimizing in

the tube Tube(R). So we directly have

M(Λ) ≥ M(Γ).

On the other hand, we know that Σ is the unique homological area minimizer in

M(R). So clearly

M(∆) ≥ M(Σ).

So overall, by the perimeter upper bound (3.3.6), the only case that would happen

is

∂ΩR = [{t0} × Γ] ∪ Σ.

We have two isolated singularities on Σ, so we prove Theorem 3.1.16.
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3.4 Proof of Theorem 3.1.18

The proof of Theorem 3.1.18 strongly relies on the construction of singular homo-

logical area minimizers in higher dimensions, i.e., the following lemma from [41]:

Lemma 3.4.1 (cf. [41, Lemma 1]). Suppose (M, g0) a smooth,closed Riemannian manifold

of dimension n + 1, with n ≥ 7, Σ ⊂ M an orientable hypersurface with Sing(Σ) of

Hausdorff dimension less or equal to n− 7. In addition, there exists σ > 0 such that N (σ),

the tubular neighborhood of Sing(Σ) is the finite disjoint union N (σ) =
⋃k

i=1Ni(σ), and

assume that there are isometrics:

Φ : N (σ) → (Bni+1(σ)× Λi, geucl + hi).

where (Λi, hi) is a compact Riemannian manifold of dimension ki, and ni + ki = n,

ni ≥ 7, ki ≥ 0. Furthermore, assume that

Φi(Σ ∩N (σ)) = Ci(σ)× Λi,

where Ci is any strictly stable, strictly minimizing, regular hypercone in Rni+1. Then, there

exists a metric g on M , with g ≡ g0 on N (σ1) for some σ1 < σ, and δ > 0, such that Σ is

the unique, homologically area minimizing current in U(δ) relative to the metric g.

Proof of Theorem 3.1.18. At first, we construct a singular homological area minimizer

Σ as described in [41]. Fix n ≥ 7 and p ≥ 3. We arbitrarily choose M a smooth

closed (n+ 1)−manifold with S a smooth connected, oriented, embedded hypersurface,

representing a nontrivial element of Hn(M,Z). Denote C := Cp,p the Simons’ cone in

R2p+2. We first construct a Riemannian metric g on M and a singular hypersurface Σ in

(M, g) such that Σ is homologous to S. Denote B an open set of M such that p ∈ B for

some p ∈ S, and S divides B into two parts B±.
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Next, we will put a “cap” on the Simons’ cone to make it compact. As constructed

in [41, Proposition], note that ∂C(1) := ∂C∩B2p+2(1) is a compact embedded 2p-manifold,

and so it bounds a smooth compact (2p + 1)-manifold Y . So C(1) ∪ Y is piecewisely

smooth (away from {0}). We can approximate C(1)∪Y to a compact hypersurface without

boundary, denoted by Ĉ ⊂ R2p+2, such that Ĉ is smoothly embedded in R2p+2 except

at the origin, and a σ > 0, such that Ĉ ∩ B2p+2(σ) = C ∩ B2p+2(σ). Furthermore, Ĉ is

contained in the unit ball (by scaling if needed).

On the other hand, Sn−2p−1 is embedded into Rn+1 with a trivial (2p+ 2)-normal

bundle. So we have an embedding map2

B2p+2 × Sn−2p−1 → Rn+1. (3.4.1)

Theorefore, there is an embedding Ψ : B2p+2 × Sn−2p−1 → B+. Denote Σ̂ := Ψ(Ĉ×

Sn−2p−1). LetD be a n-disc in Σ̂ which is in the image of the annulus A2p+2(0, 1
2
, 1)×Sn−2p−1,

and let D′ be a n-disc in S∩B. Delete D and D′ and smoothly connect S and Σ̂ by a handle

(i.e., a hypersurface in N diffeomorphic to an n− 1 sphere times an interval) in B+, and

gluing the boundaries of the handle with D ∪D′. Denote Σ be the resulting hypersurface

in M . Note that Σ is homologous to S. Finally, we will define a metric g0 in M . For

points in Ψ(B2p+2 × Sn−2p−1), we require g0 the the product metric by the pullback metric

with Ψ−1. Therefore, we can assign a metric g0 on M such that g0 = (Ψ−1)∗(geucl + gS) on

Ψ(B2p+2(1
2
)× Sn−2p−1). Therefore, we get a (M, g0) and Σ that satisfy the hypotheses of

Lemma 3.4.1. So there exists a Riemannian metric g on M and a δ > 0 such that Σ is

homological area minimizing in (Uδ, g).

Then we can do the same argument as in Theorem 3.2.2 to get V a smooth

neighborhood of Σ. Moreover, we need V ⊂ Uδ, and ∂V := Γ+ ∪ Γ− for two smooth

2As remarked in [41], we can replace sphere to any smooth, connected, compact, orientable Λ such

that there is an embedding B2p+2 × Λ → Rn+1 with dimΛ + 2p+ 2 = n+ 1.
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hypersurfaces Γ+,Γ− which are homologous to Σ. Since Σ is orientable, for δ small, Σ splits

Uδ into two parts, denoted by U+ and U−. Consider N (σ/8) the tubular neighborhood of

Sing(Σ). Now consider (x, t) the Fermi coordinate on M for x ∈ Σ \ N (σ/8) and |t| < δ.

We denote ρ(x) := dM(x, Sing(Σ)), Σσ = {q ∈ Σ : ρ(q) < σ}, and the constant graph on

Σ \ Σσ/8:

Γt = graphΣ\Σσ/8
t,

with |t| < δ.

We need to construct smooth barriers near Sing(Σ). Denote

Λt := {(x, t) : ρ(x, 0) = σ/4}.

Λt bounds an area minimizing n-current Rt lies in N (σ/4). Consider the isometry

Φ : (N (σ/4), g) → (B2p+2(σ/4)× Sn−2p−1, geucl + gS).

So Φ(Rt) is area minimizing in B2p+2(σ/2)×Sn−2p−1. Furthermore, by [21, Theorem

2.1], we have

∂Φ(Rt) = graph∂C(σ/4)t× Sn−2p−1, Φ(Rt) = St × Sn−2p−1,

where we denote St ⊂ B2p+2(σ/2) the area minimizing n-current with the boundary

graph∂C(σ/4)t.

By [21, Theorem 2.1, 5.6], as t→ 0, Rt → Σσ/4 in the current and Hausdorff sense,

and there exists ϵt > 0, a C2 function ut on Σσ/4 \Σϵt such that Rt \N (ϵt) can be described

as a graph of ut.
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On the other hand, we can find a smooth cutoff function χ supported on the annulus

Σσ/4 \ Σϵt such that

χ(x) =


1 for ρ(x) ≥ σ/5,

0 for ρ(x) ≤ σ/7.

We can get a smooth hypersurface by gluing the smooth submanifold Γt with Rt

through a function w on Σ \ Σσ/8 by

w = χut + (1− χ)t.

Therefore, similar to Theorem 3.2.2, for each side of Σ, we can employ any small

positive (resp. negative) t to find a smooth hypersurface, denoted by Γ+ (resp. Γ−) in

U+ (resp. U−), which is homologous to Σ. Denote V the neighborhood of Σ bounded by

Γ+,Γ−, V clearly has a smooth boundary. Moreover, by the symmetry of Cp,p, Γ+,Γ− are

diffeomorphic to each other. Denote Γ the (2p+ 1)-manifold which is diffeomorphic to Γ+

and Γ− by F± : Γ± → Γ. Consider the smooth manifold defined by gluing the boundaries

of V and Γ× [0, R]:

M(R) := Γ× [0, R] ∪ V/Γ± × {0, R} ∼F± Γ̃±.

Then using the same argument as Theorem 3.2.3, there exists R1 > 0 such that for any

R > R1, we get Riemannian metrics gR on M(R) such that Σ is the unique homological

area minimizer in (M(R), gR). Then Theorem 3.3.1, Lemma 3.3.3, and Lemma 3.3.4

implies that for sufficiently large R > 0, the boundary of the two unique isoperimetric

regions (the one and its complement) with volume |M(R)|gR/2 is of the form

Σ ∪ [Γ× {t0}].
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So we get a singular isoperimetric region in any higher dimension.
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Chapter 4

Locally Stable CMC Hypersurfaces

4.1 Properties of LSCMC Hypersurfaces

In this section, we assume that (Mn+1, g) is a closed (i.e. compact with empty

boundary) Riemannian manifold; and denote Σ by C2 hypersurface in M (may not be

complete). At first, we will define the locally stable constant mean curvature hypersurfaces,

which are the main objects of our study in this chapter.

Definition 4.1.1. Suppose Σ is a 2-sided hypersurface with the unit normal bundle ν.

We say that Σ is stable in an open set U ⊂M if

ˆ
Σ

|∇ϕ|2 ≥
ˆ
Σ

(|AΣ|2 +Ric(ν))ϕ2.

for any ϕ ∈ C1
c (Σ ∩ U).

We say that Σ is weakly stable in an open set U ⊂M if

ˆ
Σ

|∇ϕ|2 ≥
ˆ
Σ

(|AΣ|2 +Ric(ν))ϕ2.

for any ϕ ∈ C1
c (Σ ∩ U) with

´
Σ
ϕ = 0.

Remark 4.1.2. Note that we are associating the stability inequality (or more precisely, its

associated bilinear form) for the second variation of area with an integral zero space in
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order to capture a suitable notion of stability for constant mean curvature hypersurfaces

(see, for example, [3] and [6]). An obvious example is that Euclidean spheres are weakly

stable but not stable.

Unlike the immersion of CMC hypersurfaces discussed in Chapter 1, here we allow

the hypersurfaces to have singularities. We will introduce the concept of singularity with

the simplest structure.

Definition 4.1.3 (Strongly isolated singularities). We say that V ∈ IVn(M), i.e., an

n-dimensional integral varifold in M , has strongly isolated singularity at p if the tangent

cone of V at p is a multiplicity one regular minimal hypercone. By regular hypercone, we

mean a hypercone, C, with Sing(C) ⊂ {0}.

Next we will define the locally stable constant mean curvature hypersurfaces.

Definition 4.1.4. We call Σ ⊂ (Mn+1, g) a locally stable constant mean curvature (or

LSCMC) hypersurface with isolated singularities if Σ satisfies the following:

(1) Σ is a 2-sided hypersurface with the unit normal bundle ν.

(2) Σ is an embedded hypersurface with only isolated singularities with multiplicity 1

tangent cones.

(3) the mean curvature of Σ is constant.

(4) For any p ∈M , there exists an open set U containing p such that for any ϕ ∈ C1
c (Σ∩U),

we have ˆ
Σ

|∇ϕ|2 ≥
ˆ
Σ

(|AΣ|2 +Ric(ν))ϕ2.

On the other hand, we say that Σ ⊂ (M8, g) is a locally weakly stable CMC hypersurface

if Σ satisfies conditions (1)–(3) above, and for inequality (4), we additionally require that
´
Σ
ϕ = 0.
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Lemma 4.1.5. Suppose Σ ⊂ (M, g) is weakly stable. Then for any two disjoint open set

U ,V ⊂ Σ, Σ is stable in at least one of U ,V.

Proof. Suppose not, so there are two non-zero functions ϕ1, ϕ2 ∈ C1
c (Σ) with sptϕ1 ⋐ U

and sptϕ2 ⋐ V such that for i = 1, 2,

ˆ
Σ

|∇ϕi|2 <
ˆ
Σ

(|AΣ|2 +Ric(ν))ϕ2
i .

We can choose a constant c such that
´
Σ
ϕ1 = c

´
Σ
ϕ2. Now consider the function ψ :=

ϕ1 − cϕ2. So we have intΣψ = 0 and

ˆ
Σ

|∇ψ|2 =
ˆ
Σ

|∇ϕ1|2 + c2
ˆ
Σ

|∇ϕ2|2

<

ˆ
Σ

(|AΣ|2 +Ric(ν))ϕ2
1 +

ˆ
Σ

(|AΣ|2 +Ric(ν))c2ϕ2
2

=

ˆ
Σ

(|AΣ|2 +Ric(ν))ψ2,

where the last equality arises from the fact that sptϕ1 and sptϕ2 are disjoint. Thus we

obtain a contradiction with the assumption that Σ is weakly stable.

Proposition 4.1.6. Suppose Σ ⊂ (M8, g) is a locally weakly stable CMC hypersurface,

then it is locally stable.

Proof. We prove by contradiction. Without loss of generality, suppose that there exists

p ∈ Σ and R > 0 such that Σ is weakly stable in BR(p) but not stable in BR(p). For

any r ∈ (0, R), then Σ is stable either in Br(p) or Ar,R(p). Therefore, Σ is stable in some

Br(p) or Σ is stable in A0,R(p). We are done for the first case or in the second case with

p ∈ Sing(Σ). Therefore, we can assume the case that p ∈ Σ and Σ is stable in A0,R(p).

Suppose there exists ϕ ∈ C1
c (Σ ∩BR(p)) with p ∈ sptϕ and

ˆ
Σ

|∇ϕ|2 <
ˆ
Σ

(|AΣ|2 +Ric(ν))ϕ2.
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By a capacity argument, there exists a ϕ̃ ∈ C1
c (Σ ∩ A0,R(p)) which violates the stability

inequality, which leads a contradiction.

Next we will introduce the coordinate of Σ that is defined near singularities.

As in [24, Definition 2.2.] and [9], for every x ∈ Σ, we define the regularity scale

rS(x) := rS(x;M, g,Σ) of Σ at x with respect to the metric g to be the supremum among

all r ∈ (0, injrad(x;M, g)/2) such that,

1. r2∥Rmg∥C0,Bg
r (x)

+ r3∥∇Rmg∥C0,Bg
r (x)

≤ 1/10;

2. After pulling back by expg
x into TxM ,

1

r
(expg

x)
−1(Σ) ∩ B1 = graphL u ∩ B1,

for some linear hyperplane L ⊂ TxM and u ∈ C3(L) with ∥u∥C3 ≤ 1/10.

Definition 4.1.7. For ϕ ∈ Ck
loc(Σ), we define the scale (w.r.t. λ2g) invariant Ck norm of

a measurable subset E ⊂ Σ to be

∥ϕ∥Ck
∗ ,E

:= sup
x∈E

k∑
j=0

rS(x)
j−1
∣∣∇jϕ

∣∣(x).
For f ∈ Ck(M), we define the pointwise norm

[f ]x,Ck
∗
:=

k∑
j=0

rS(x)
j sup
BrS

(x)

∣∣∇jf
∣∣(x).

Remark 4.1.8. If Σ is a LSCMC hypersurface, the by [36], the tangent cone of Σ are unique.

And there exists small ball centered at each singular point such that Σ is locally a C1

graphical perturbation on the cone. ϕ ∈ Ck
loc(Σ) is scaling invariant in the sense that for

any λ > 0, we have

• graphΣ,λ2g(λϕ) = graphΣ,g(ϕ).
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• ∥λϕ∥Ck
∗ ,U ,λ2g = ∥ϕ∥Ck

∗ ,U ,g for any U ⊂ Σ.

Remark 4.1.9. Suppose Σ ⊂ (M, g) is a LSCMC hypersurface. For p ∈ Sing(Σ), we denote

by Cp the unique tangent cone at p. By [36], we have that there is a δ0 = δ0(M, g,Σ) > 0

such that for the pullback of Σ ∩ Bδ(0) to TpM , and for any 0 < δ < δ0 (which for

convenience we still denote as Σ ∩Bδ(0)), we can represent Σ ∩Bδ(p) = graphCp(f) for

some f ∈ C2(Cp), and ϵ : [0, δ] → R+ a decreasing function with ϵ(0) = 0 with

∥f∥C2
∗(Br)

< ϵ(r).

We will frequently refer to the above representation of Σ ∩ Bδ(p) simply as conical

coordinates.

4.2 Twisted Jacobi fields

In this subsection we introduce a suitable notion of twisted Jacobi field for a

constant mean curvature hypersurface with isolated singularities and establish a spectral

theorem.

4.2.1 Definitions and Properties

Associated to the second variation of the area functional we have the following

quadratic form, defined on functions ϕ ∈ C1
c (Σ) by

QΣ(ϕ, ϕ) =

ˆ
Σ

|∇ϕ|2 − (|AΣ|2 +Ric(ν, ν))ϕ2. (4.2.1)

To define it locally on a part of Σ, we adopt the notations from [42]: for an

open set, U ⊂ M , with smooth boundary such that ∂U transversely intersects Σ and

∂U ∩ Sing(Σ) = ∅, we denote U = U ∩ Σ and set U := U ∩ Σ. Note that the topological

closure of U contains the singularity part Sing(Σ) ∩ U , but U consists of only the smooth
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part of Σ ∩ U and ∂U ∩ Σ.

Similar to case in minimal surface (see [42]), QΣ is semi-bounded in the following

sense.

Lemma 4.2.1. Suppose Σ ⊂ (M, g) is a locally stable CMC hypersurface, there exists a

C0 = C0(Σ, g,U) such that

QΣ(ψ, ψ) + C0∥ψ∥2L2(Σ) ≥ 0

for all ψ ∈ C1
c (U).

Proof. This is a direct adaptation of the proof of [42, Lemma 3.1] to the case where Σ is

locally stable with constant mean curvature. In particular, we compute the inequality

QΣ(ψ, ψ) ≥
ˆ
Σ

ψ2
∑
j

ηj∆gηj,

where {ηj} is a partition of unity subordinate to a finite open cover (in each set of which

Σ is stable) of U , just as in [42, Lemma 3.1]. Note now that for a general hypersurface

Σ ⊂M , we have

∆gf = Hess f(ν, ν) +HΣν(f) + ∆Σf.

In particular, because Σ has constant mean curvature, we compute that

|∆Σηj| = |∆gηj − Hess ηj(ν, ν)−HΣν(ηj)| ≤ n|Hess ηj(ν, ν)|+ |HΣ||∇ηj|.

Thus we conclude that |
∑

j ηj ·∆ηj| ≥ −C0 for some C0 = C0(Σ,U , g).

We now fix C0 = C0(Σ, g, U) as in Lemma 4.2.1 and proceed to make the following

definitions.
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Definition 4.2.2. For ψ ∈ C1
c (U), we define the norm

∥ψ∥B(U) = QΣ(ψ, ψ) + (C0 + 1)∥ψ∥2L2(U), (4.2.2)

where C0 = C0(Σ, g, U) is as in in Lemma 4.2.1. We then define the following two Hilbert

spaces,

B(U) = C1
c (U)

B
and B0(U) = C1

c (U)
B
,

equipped with the L2 inner product.

We note that by Lemma 4.2.1, QΣ extends to a well defined quadratic form on

B(U) and B0(U) and both continuously embed into L2. In Subsection 4.2.3 we will in fact

show that this embedding is compact provided our hypersurface satisfies an appropriate

L2-nonconcentration property.

Remark 4.2.3. The above Hilbert spaces will serve as a suitable replacement for W 1,2(U)

for inverting the twisted Jacobi operator in the presence of isolated singularities. In general,

as remarked in [42], W 1,2
0 is only subset of B0 but, when every singularity is strongly

isolated with strictly stable tangent cone, we have W 1,2
0 = B0. We refer the reader to [42,

Example 3.3] for an example where this equality fails (which is always the case if some

isolated singularities have non strictly stable tangent cone).

As in [3] we define the L2 function with integral zero by

L2
T (U) =

{
ψ ∈ L2(U) :

ˆ
U
ψ dHg = 0

}
,

where, for convenience, we may omit the superscript g if the metric is clear from context.

With the above in place we set BT (U) = B(U) ∩ L2
T (U), B0,T (U) = B0(U) ∩ L2

T (U) and

conclude this subsection with the following definition.
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Definition 4.2.4. We say that a function u ∈ B0,T (Σ) is a (weak) twisted Jacobi field

on Σ if QΣ(u, ψ) = 0 for all ψ ∈ B0,T (Σ), i.e., u ∈ KerQΣ.

Remark 4.2.5. Note that this definition generalizes to the case that Σ a locally stable

CMC hypersurface with singularities in 1.2.1. In the case that Σ ⊂ (M, g) is a smooth

immersion of CMC hypersurface, consider the set

F := {u ∈ C2(Σ) :

ˆ
Σ

u = 0 and u|∂Σ = 0}.

As the computation in [3, Proposition 2.9], QΣ(u, ψ) = 0 for all ψ ∈ F if and only if u

satisfies

L̃u := Lu−Ψ(u) = 0.

4.2.2 Nonconcentration for Isolated Singularities

We define a suitable notion of L2 norm nonconcentration in a similar manner to [42].

This property will be crucially utilised in the proof of the spectral theorem in Subsection

4.2.3.

Definition 4.2.6. We say that Σ has the L2-nonconcentration property in U if, for

any ε > 0, there exists an open neighborhood Vϵ ⊃ Sing(Σ) ∩ U such that

ˆ
Σ∩Vϵ

ϕ2 ≤ ϵ · ∥ϕ∥2B(U)

for all ϕ ∈ C1
c (U).

In [42], it is shown that we have the L2-nonconcentration property for the minimal

surface case, with an a priori assumption for the singularities.

Proposition 4.2.7. [42, Lemma 3.9] Suppose that Σ a locally stable minimal hpyersurface

with isolated singularities and U ⊂ M is open with ∂U ∩ Sing(Σ) = ∅. Then Σ satisfies
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the L2-nonconcentration property in U . I.e., if, for any ε > 0, there exists an open

neighborhood Vϵ ⊃ Sing(Σ) ∩ U such that

ˆ
Σ∩Vϵ

ϕ2 ≤ ϵ · ∥ϕ∥2B(U)

for all ϕ ∈ C1
c (U).

In this section, we will prove a similar L2-nonconcentration property for locally

stable CMC hypersurfaces with isolated singularities. Due to the fact that the space of test

functions used is the same as in [42, 43], which also heavily relies on the Michael–Simon–

Sobolev inequality (see [27]) through an embedding into Euclidean space, the same proof

essentially carries through (c.f. [42, Lemma 3.9]). So here we will describe the adaptations

needed for the constant mean curvature case and provide more detailed explanations.

Similar to the minimal surface case, we define QΣ : C∞
c (Σ)× C∞

c (Σ) → R by

QΣ(ψ, ϕ) :=

ˆ
Σ

⟨ψ, ϕ⟩ − ψ(|AΣ|2g +Ricg(ν))ϕ,

for ψ, ϕ ∈ C∞
c (Σ). Note that here we do not impose zero integral restrictions.

Then the associated Jacobi operator is

LΣ := ∆Σ + |AΣ|2g +Ricg(ν).

In order to have a coercivity of the quadratic form QΣ, we proceed to perturb the Jacobi

operator and, for s ∈ (0, 1), consider

Ls = LΣ − s|AΣ|2
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with associated quadratic form

Qs
Σ(ϕ, ϕ) = QΣ(ϕ, ϕ) + s

ˆ
Σ

|AΣ|2ϕ2.

(notice here again we use the Jacobi operator and not the twisted version since we consider

ϕ ∈ C1
c (U) and not just those that are average free).

Proposition 4.2.8. Suppose that Σ is a locally stable CMC hypersurface has only strongly

isolated singularities and U ⊂ M is open with ∂U ∩ Sing(Σ) = ∅. Then Σ satisfies the

L2-nonconcentration property in U .

Lemma 4.2.9. For any ϕ ∈ C1
c (Σ), and U ⊂ Σ, there exists C = C(Σ, g, n) such that

ˆ
U
ϕ2 ≤ C · ∥Σ∥(U)2/n ·

(ˆ
Σ

|∇ϕ|2 + ϕ2 d∥Σ∥
)
. (4.2.3)

Proof. Note that by Hölder inequality, we get

ˆ
U
ϕ2 ≤ ∥Σ∥(U)2/n ·

(ˆ
Σ

|ϕ|
2n
n−2

)n−2
n

.

As usual, we embedded the manifold into the Euclidean space, and denote H the mean

curvature of Σ, then by the Simon’s Sobolev inequality, there exists a dimentional constant

cn such that

cn

(ˆ
Σ

|ϕ|
2(n−1)
n−2

· n
n−1

)n−1
n

≤
ˆ
Σ

|ϕ|
2(n−1)
n−2 |H|+ 2(n− 1)

n− 2
ϕ

2(n−1)
n−2

−1|∇ϕ|

=

ˆ
Σ

2(n− 1)

n− 2
|ϕ|

n
n−2 |∇ϕ|+ |ϕ|

2(n−1)
n−2 |H|.
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And by Hölder’s inequality, we have

ˆ
Σ

|ϕ|
2(n−1)
n−2 |H| ≤

(ˆ
Σ

ϕ2|H|2
) 1

2

·
(ˆ

Σ

|ϕ|(
2(n−1)
n−2

−1)2

) 1
2

≤
(ˆ

Σ

ϕ2|H|2
) 1

2

·
(ˆ

Σ

|ϕ|
2n
n−2

) 1
2

Therefore, we have

(ˆ
Σ

|ϕ|
2n
n−2

)n−1
n

≤ Cn

ˆ
Σ

|ϕ|
n

n−2 |∇ϕ|+ Cn

(ˆ
Σ

ϕ2|H|2
) 1

2

·
(ˆ

Σ

|ϕ|
2n
n−2

) 1
2

≤ Cn

(ˆ
Σ

|ϕ|
2n
n−2

) 1
2

·
(ˆ

Σ

|∇ϕ|2
) 1

2

+ Cn

(ˆ
Σ

ϕ2|H|2
) 1

2

·
(ˆ

Σ

|ϕ|
2n
n−2

) 1
2

.

Dividing
(´

Σ
|ϕ|

2n
n−2

) 1
2
on both side, we have

(ˆ
Σ

|ϕ|
2n
n−2

)n−2
2n

≤ Cn

(ˆ
Σ

|∇ϕ|2
) 1

2

+ Cn

(ˆ
Σ

ϕ2|H|2
) 1

2

.

So under squaring the both side, we have

(ˆ
Σ

|ϕ|
2n
n−2

)n−2
n

≤ Cn

ˆ
Σ

|∇ϕ|2 + ϕ2|H|2.

By the bounded of the mean curvature, we have

cn

(ˆ
Σ

|ϕ|
2n
n−2

)n−2
n

≤ C

ˆ
Σ

|∇ϕ|2 + ϕ2.

So the lemma is proved.

Therefore, for fixed ϵ and s, we can choose the region U with a small ||Σ|| in Lemma

4.2.9. However, we still require an extra L2-bound for the energy of ϕ. Based on the

observations in [42, Page 21] and [43, Page 146], if we additionally assume that Cp is
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strictly stable, we can obtain Proposition 4.2.8 through the following lemma.

Lemma 4.2.10. Suppose Cp is strictly stable, there exists some small radius, r > 0 and

δCp > 0 such that

δCp

ˆ
Σ

|∇ϕ|2 ≤ QΣ(ϕ, ϕ) ∀ϕ ∈ C∞
c (Br(p)),

Proof. Under the conical coordinate, for x ∈ C := Cp(Σ) with dist(p, x) < r1, suppose

graphC(u)⌞Br1
= Σ⌞Br1 (p)

.

denote ϕ(x) := ϕ̃(x, u(x)) with ϕ̃ ∈ C1
c (Br1(p) ∩ Σ). We suffice to prove that there exists

δ1 ∈ (0, 1) and r2 ∈ (0, r1) such that for any ϕ̃ ∈ C1
c (Br2(p) ∩ Σ),

δ1

ˆ
Σ

|∇ϕ̃|2 ≥
ˆ
Σ

(|AΣ|2 +Ric(ν))ϕ̃2.

By the strictly stability of the tangent cone C := Cp(Σ), we have that for any ϕ ∈ C1
c (C),

ˆ
C

|∇Cϕ|2 ≥
ˆ
C

(|AC|2 +
a

r2
)ϕ2,

where a > 0 depending on the first eigenvalue of the Jacobi operator on C (see Lemma

B.2.2 and Theorem B.2.3).

By Chapter A and Remark 4.1.9, there exists τ1 ∈ (0, r1) such that for any

ϕ ∈ C1
c (Br1(p)),

ˆ
C

(|AC|2 +
a

r2
)ϕ2 ≥ (1 + δ2)

ˆ
Σ

(|AΣ|2 ◦ (x, u(x))) + Ric(ν) ◦ (x, u(x)))ϕ̃2,

for some δ2 > 0 small.

75



By Theorem A.0.2 again, we pick r2 ∈ (0, τ1) such that for ϕ ∈ C1
c (Br2(p)),

ˆ
Σ

|∇ϕ̃|2 ≥ (1− δ3)

ˆ
C

|∇ϕ|2,

for some δ3 > 0 and

(1− δ3) · (1 + δ2) > 1.

Therefore we have

ˆ
Σ

|∇ϕ̃|2 ≥ (1− δ3)

ˆ
C

|∇ϕ|2

≥ (1− δ3)

ˆ
C

(|AC|2 +
a

r2
)ϕ2

≥ (1− δ3) · (1 + δ2)

ˆ
Σ

(|AΣ|2 +Ric(ν))ϕ̃2

≥ 1

δ1

ˆ
C

(|AΣ|2 +Ric(ν))ϕ̃2.

where we define δ1 :=
1

(1−δ3)·(1+δ2)
.

Therefore, it suffices to prove the result when Cp is not strictly stable, i.e., µ1(Cp) =

−
(
n−2
2

)2
. We deal the non-strictly stable case by perturbing the Jacobi operator.

Suppose α is a continuous function on Σ such that 1 ≤ α(x) ≤ 1 + log( r1
r
)

for x ∈ Br1(p) := Br1(p) ∩ Σ (for r1 > 0 sufficiently small enough such that Σ is

stable in B2r1(p)) and we have conical coordinate in B2r1(p). Note that α(x) → ∞ as

x→ p ∈ Sing(Σ).

Corollary 4.2.11. For every ε > 0 and s ∈ (0, 1) there exists some open neighbourhood,

Vε,s, of p such that for each ϕ ∈ C1
c (Br1(p)) we have

ˆ
Vε,s

ϕ2α ≤ ε

(
Qs

Σ(ϕ, ϕ) +

ˆ
Σ

ϕ2

)
. (4.2.4)
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Proof. Fixing ϵ, s, by Lemma 4.2.9, for a undetermined open set Vϵ,s ∋ p, we have

ˆ
Vϵ,s

ϕ2 ≤ C · ∥Σ∥(Vϵ,s)2/n ·
(ˆ

Σ

|∇ϕ|2 + ϕ2 d∥Σ∥
)

(4.2.5)

≤ C · ∥Σ∥(Vϵ,s)2/n ·
(
1

s
Qs

Σ(ϕ, ϕ) + C

ˆ
Σ

ϕ2 d∥Σ∥
)
. (4.2.6)

where the last inequality comes from the coercivity of Qs
Σ:

Qs
Σ(ϕ, ϕ) ≥ s

ˆ
Σ

|∇ϕ|2 − s||RicM ||∞
ˆ
Σ

ϕ2.

Next we choose the neighborhood Vϵ,s. By the Poincaré inequality and the definition

of the function α, we have

ˆ
Vε,s

ϕ2α ≤
ˆ
Vε,s

ϕ2
(
1 + log

(r1
r

))

For the first term on the right hand side, by (4.2.6), we could choose Vϵ,s with

C∥Σ∥(Vϵ,s)2/n/s < ϵ/2.

For the second term, we need to again utilise Lemma 4.2.9 and the Simon’s Sobolev

inequality to choose the size of the neighbourhood. Similar to the bound for the first term,

we get

ˆ
Vε,s

ϕ2 log
(r1
r

)
≤ C(∥Σ∥(Vϵ,s)2/n, s)

ˆ
Σ

(|∇ϕ|2 + ϕ2)

where we could choose the neighbourhood Vε,s sufficiently small in measure so that

C = C(∥Σ∥(Vϵ,s)2/n, s) ≤ ε/2. Choose the Vϵ,s satisfies the bounds of the two terms will

then prove (4.2.4).
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Lemma 4.2.12. Fixing s > 0, parameterize B2r1(p) with the conical coordinate by the cross

section, there exists a unique ϕ ∈ C0
loc(B2r1(p)) ∩W

1,2
0 (B2r1(p)), such that the following

properties hold

1. ϕ(r, ·) = 0 if r ≥ r1,

2. ϕ(r, ·) > 0 if 0 < r < r1,

3.
´
Σ
ϕ2α = 1,

4. Qs
Σ(ϕ, ϕ) = inf

{
Qs

Σ(ψ, ψ) | ψ ∈ C1
c (Br1(p),

´
Σ
ψ2α = 1

}
.

In addition, inf
{
Qs

Σ(ψ, ψ) | ψ ∈ C1
c (Br1(p),

´
Σ
ψ2α = 1

}
> 0.

Proof. Note that for any ψ ∈ C1
c (Br1(p), by the stability of Σ in B2r1(p), we have

Qs
Σ(ψ, ψ) = QΣ(ψ, ψ) + s

ˆ
Σ

|AΣ|2ψ2 ≥ 0,

So inf
{
Qs

Σ(ψ, ψ) | ψ ∈ C1
c (Br1(p),

´
Σ
ψ2α = 1

}
> 0. Denote the infimum by λs.

Next we show that the existence of the minimizer. Suppose there exists a sequence

ϕj ∈ C1
c such that

Qs
Σ(ϕj, ϕj) ↘ inf

{
Qs

Σ(ϕ, ϕ) | ϕ ∈ C1
c (Br1(p),

ˆ
Σ

ϕ2α = 1

}
.

By the coercivity of Qs
Σ and the L2 α-normalization of ϕj, we have


´
Σ
|∇ϕj|2 <∞,

´
Σ
ϕ2
j <∞.

there exists ϕ ∈ W 1,2
0 (Br1(p)) such that ϕj ⇀ ϕ weakly in W 1,2 (ϕj → ϕ strongly in L2).
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On the other hand, fixing ϵ > 0, by Corollary 4.2.11, for any j ≥ 1, we have

ˆ
Vε,s

ϕ2
jα ≤ ε

(
Qs

Σ(ϕj, ϕj) +

ˆ
Σ

ϕ2
j

)
.

Note that by
´
V c
ε,s
ϕ2
jα →

´
V c
ε,s
ϕ2α ≤ 1, Qs

Σ(ϕj, ϕj) → λs and ϕj → ϕ strongly in L2, we

have

1− ϵ(λs +

ˆ
Σ

ϕ2) ≤
ˆ
V c
ε,s

ϕ2α ≤ 1.

As ϵ↘ 0+, we have
´
Σ
ϕ2α = 1.

Therefore, we have Qs
Σ(ϕ, ϕ) ≥ λs. Thus

ˆ
Σ

[(1− s)|AΣ|2 +Ric(ν)]ϕ2 ≤ −λs +
ˆ
Σ

|∇ϕ|2,

So [(1− s)|AΣ|2 +Ric(ν)]ϕ2 ∈ L1(Br1(p)). By the convexity of the Qs
Σ, we have

Qs
Σ(ϕj, ϕj) ≥ Qs

Σ(ϕ, ϕ) + 2

ˆ
Σ

⟨∇(ϕj − ϕ),∇ϕ⟩+
ˆ
Σ

[(1− s)|AΣ|2 +Ric(ν)](ϕ2 − ϕ2
j).

(4.2.7)

By the weak convergence of ϕj in W
1,2 and dominated convergence theorem, we have

lim inf
j→∞

Qs
Σ(ϕj, ϕj) ≥ Qs

Σ(ϕ, ϕ).

Therefore, ϕ ∈ W 1,2
0 (Br1(p)) is a minimizer of (4).

On the other hand, note that ϕ is also a critical point of the functional in (4), i.e.,

for any ψ ∈ C1
c (Br1(p)) and e > 0, denote

f(ϵ) =
Qs

Σ(ϕ+ ϵψ, ϕ+ ϵψ)´
Σ
(ϕ+ ϵψ)2α

.

We have f ′(0) = 0. From which we can check it follows that ϕ is a weak solution of the
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eigenvalue equation

−Ls
Σϕ = λsαϕ, (4.2.8)

on Br1(p). Therefore, by the standard regularity theorems of elliptic PDEs, ϕ is smooth

in Br1(p) and continuous on Σ.

Finally, by the same argument as [14, 6.5, Theorem 2] for Rayleigh’s quotient, we

can show that the weak solution of the eigenvalue equation above is unique, and positive

in Br1(p).

Remark 4.2.13. From the local stability of Σ and the definition of the perturbed Jacobi

operator, Ls, we ensure that if 0 < s < s̃ < 1 then for any ϕ ∈ C1
c (Br1(p)) both

0 ≤ Qs
Σ(ϕ, ϕ) ≤ Qs̃

Σ(ϕ, ϕ); using this with the definitions above we then have 0 ≤ λs ≤ λs̃.

By Lemma 4.2.12, for each fixed s ∈ (0, 1), there exists a unique eigenfunction,

denoted by us. We want the us is not collapsing as s small. By the observation in [43, 42],

we have the following lower bound of the eigenfunction us (with weight function α). The

proof is identical for CMC hypersurfaces and minimal hypersurfaces. Note that the lower

bound relies on the choice of the function α near singularities.

Lemma 4.2.14. [42, Lemma 3.10] there is some s0 ∈ (0, 1) and δ > 0 such that for all

0 < s < s0 we have the uniform lower bound

sup
{
(us(r, w))

2
∣∣∣ r1
2
< r < r1

}
≥ δ. (4.2.9)

Using Lemma 4.2.14 we are now able to send s → 0 to guarantee, by standard

elliptic estimates, there exists some function u0 and λ0 such that, up to a sub-sequence we

have 
us → u0 in C2

loc(Br1(p)) ∩W
1,2
loc (Br1(p))

λs → λ0

,
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where

λ0 ≥ inf

{
QΣ(ϕ, ϕ) | ϕ ∈ C1

c (Br1(p),

ˆ
Σ

ϕ2α = 1

}
≥ 0,

and so that in Br1(p) we have

−Lu0 = λ0u0α.

Moreover, Lemma 4.2.14 provides a uniformly positive lower bound on us, which guarantees

that u0 ̸= 0. The remainder of the argument for the proof of Proposition 4.2.8 is identical

to that of the minimal surface case ([42]). We sketch the proof for completeness.

Proof of Proposition 4.2.8. One now proves that λ0 ̸= 0 by a contradiction argument,

based on the fact that u0 ̸= 0 (from the uniform positive lower bounds on the us) along

with the strong maximum principle on the equation Lu0 = 0 on B2r1(p) (which would

imply the contradiction that u0 = 0).

To conclude we define, for a given ε > 0, the open neighbourhood, Vε, of p ∈ Sing(Σ)

by

Vε =

{
x ∈ Br1(p) | α(x) >

1

λ0ε

}
,

which is non-empty by virtue of the fact that α(x) → ∞ as x → p. Then, for a fixed

ϕ ∈ C1
c (Br1(p)) we have that

QΣ(ϕ, ϕ) ≥ lim
s→0

λs ·
ˆ
Σ

ϕ2α = λ0

ˆ
Σ

ϕ2α ≥ λ0
λ0ε

ˆ
Vε

ϕ2 =
1

ε

ˆ
Vε

ϕ2.

One then establishes the desired L2-nonconcentration for the neighbourhood Vε for each

φ ∈ C1
c (U) through multiplication with a cutoff function supported in Br1(p).

4.2.3 Spectral Theorem for LSCMC Hypersurfaces

In this subsection, we will use ideas in [42, 14] to deduce a spectral theorem for

LSCMC (with singular boundaries). In particular, we will show that the Hilbert space B0
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compactly embeds into L2, from which we are able to establish a spectral theorem for the

twisted Jacobi operator, by standard arguments.

As in [3] we define the L2 function with integral zero by

L2
T (Σ) =

{
ψ ∈ L2(Σ) :

ˆ
Σ

ψ dHg = 0

}
,

where, for convenience, we may omit the superscript g if the metric is clear from context.

Definition 4.2.15. We say u ∈ B0,T (Σ) is a (weak) solution of −L̃u = g if

QΣ(u, ψ) = ⟨g, ψ⟩L2

for any ψ ∈ B0,T (Σ).

In addition, for h ∈ L∞(Σ), we say u ∈ B0,T (Σ) is a (weak) solution of −L̃hu = g

if

QΣ(u, ψ) + ⟨hu, ψ⟩L2 = ⟨g, ψ⟩L2

for any ψ ∈ B0,T (Σ).

Theorem 4.2.16. Suppose Σ is an embedded two-sided locally stable constant mean

curvature hypersurface with only strongly isolated singularities in an open set U . Then

B0,T (U) = B0 ∩ L2
T (U) is compactly embedded in L2

T (U).

Proof. We suppose that {ψj}j ⊂ B0,T (U) is a sequence with ∥ψj∥B(U) ≤ 1. By the

Banach–Saks theorem for bounded sequences in Hilbert spaces, there exists ψ ∈ B0,T (U)

and sub-sequence {ψjk} such that
1

m

m∑
k=1

ψjk → ψ as m → ∞ strongly in B0,T . We now

show that ψj → ψ strongly in L2(U).

Claim: Given any Ω ⊂⊂ U and any ψ ∈ C1
c (U), we have

∥ψ∥W 1,2(Ω) ≤ C∥ψ∥B(U),
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for some constant C = C(Ω,U ,Σ, g).

Proof of the claim: Choose a finite open cover {Ωj}j≥0 of Clos(U) := U ∩Σ in M satisfies

that:

1. Ω ⊂ Ω0 ⊂⊂M \ Sing(Σ).

2. For j > 0, Ωj ∩ Ω = ∅ and Σ is stable in Ωj.

Let {η2j}j be a smooth partition of unity subordinate to the cover {Ωj}j, with η0 = 1 on

Ω. Note that

QΣ(ψ, ψ) =
∑
j≥0

ˆ
Σ

|∇ψ|2η2j −
(
|AΣ|2 +Ric(ν, ν)

)
ψ2η2j

=
∑
j≥0

QΣ(ηjψ, ηjψ)−
∑
j≥0

ˆ
Σ

2⟨ηj∇ψ, ψ∇ηj⟩+ ψ2|∇ηj|2

=
∑
j≥0

QΣ(ηjψ, ηjψ) +
∑
j≥0

ˆ
Σ

ψ2
(
divΣ(ηj∇ηj)− |∇ηj|2

)
= QΣ(η0ψ, η0ψ) +

∑
j≥1

QΣ(ηjψ, ηjψ) +

ˆ
Σ

ψ2

(∑
j≥0

ηj ·∆ηj

)

Denote H⃗Σ = HΣν the mean curvature of Σ. Then for each η = ηj, we have

|∆Ση| = |∆gη +HΣν(η)− Hess η(ν, ν)| ≤ n|Hess η|+HΣ|∇η|.

Therefore, as in Lemma 4.2.1, we have
∑

j≥0 ηj ·∆ηj ≥ −C0 for some C0 = C0(Σ,Ω,U , g),

and so

QΣ(ψ, ψ) ≥ QΣ(η0ψ, η0ψ) +
∑
j≥1

QΣ(ηjψ, ηjψ)− C0∥ψ∥2L2(U)

≥
ˆ
Ω

|∇ψ|2 − C(Ω, C0)∥ψ∥2L2(U).
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Where the last inequality comes from the stability of Σ in each Ωj for j > 0. In addition,

by definition we have ∥ψ∥2L2(Ω) ≤ ∥ψ∥2B(U), the claim is therefore proved.

Returning to proof, suppose that {Vk}k is a decreasing sequence of relatively closed

sets, Vk ⊂ Σ, with smooth boundaries such that
⋂

k Vk = Sing(Σ) ∩ U . Since ∥ψj∥B ≤ 1,

for each fixed k, if we let Ωk = U \ Vk ⋐ Σ, then by the claim above we have that

∥ψj∥W 1,2(Ωk)
≤ C(Σ,Ωk,U , g). By Rellich–Kondrachov compactness Theorem, there exists

ϕk ∈ L2(U \Vk) such that, up to a sub-sequence, ψj converges to ϕk in L2(U \Vk). Because⋂
k Vk = Sing(Σ) ∩ U , there exists a subsequence such that ψj → ϕ almost everywhere

and sup
j
∥ψj∥B(U) <∞.

On the other hand, from the above we have that
1

m

m∑
k=1

ψjk → ψ in B(U),

1

m

m∑
k=1

ψjk → ψ in L2(U), which implies that ψ = ϕ almost everywhere and thus

ϕ ∈ B0,T (U). We now apply Proposition 4.2.8 and, for ϵ > 0, let Vϵ be the set in Definition

4.2.6 and consider k sufficiently large so that Vk ⊂⊂ Vε. Noting that ∥ψj − ψ∥L2(U\Vk)
→ 0,

we then have

lim sup
j→∞

ˆ
U
|ψj − ψ|2 ≤ lim sup

j→∞

ˆ
Vϵ

|ψj − ψ|2 + lim sup
j→∞

ˆ
U\Vϵ

|ψj − ψ|2

≤ ϵ · lim sup
j→∞

∥ψj − ψ∥2B

≤ 4ϵ

So as ϵ→ 0, we have ψk → ψ in L2(U), establishing the embedding.

Using the embedding theorem in Theorem 4.2.16, we can show the following spectral

theorem for the twisted Jacobi operator. This can be considered as a generalization of the

smooth immersed CMC hypersurfaces ([4, Proposition 2.2]). The argument in parts (1)

and (2) is similar to the standard argument for elliptic PDEs (see [14, Section 6.2]).
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Theorem 4.2.17. Suppose Σ ⊂ (Mn+1, g) is a LSCMC hypersurface with isolated singu-

larities. Let U ⊂M be an open subset such that ∂U is smooth and intersects Σ transversely.

Denote U := U ∩ Σ. Then

(1) For any f ∈ L∞(U), there exists a strictly increasing sequence σp(Σ) = {λj}j=1 ↗ ∞

and finite-dimensional pairwise L2-orthogonal linear subspaces, {Ej}, of B0,T (Σ) ∩

C∞(U), such that

−L̃fψ = λjψ

for all ψ ∈ Ej. Furthermore, {Ej} forms the orthonormal basis of the following spaces

L2
T (U) = spanL2{Ej}j, B0,T (U) = spanB{Ej}j.

(2) For any f ∈ L∞(U), if L̃f is nondegenerate, i.e. 0 /∈ σp(Σ), then for each g ∈ L2
T (Σ)

there exists a unique ψ ∈ B0,T (U) such that

−L̃fψ = g

on U .

(3) The subset

G = {f ∈ C∞
c (U) : (−L̃f ) is nondegenerate}

is open and dense in C∞
c (U).

Proof. For (1) and (2), we note that the definition in (4.2.2) provides a natural coercivity

bound for quadratic form QΣ, i.e., for any ψ ∈ B0,T (U), we have

∥ψ∥2B = QΣ(ψ, ψ) + (C0 + 1)∥ψ∥2L2(Σ), (4.2.10)
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where C0 is constructed from Lemma 4.2.1.

On the other hand, by Theorem 4.2.16 and Lemma 4.2.1, (B0,T (U), I) forms a

Hilbert space with

I(ϕ, ψ) := QΣ(ϕ, ψ) + (C0 + 1)⟨ϕ, ψ⟩L2(Σ)

for any ϕ, ψ ∈ B0,T (U). Therefore, by the definition above and Cauchy inequality, we have


∥ϕ∥2B = I(ϕ, ϕ),

|I(ϕ, ψ)| ≤ ∥ϕ∥B∥ψ∥B.

Thus, by Theorem 4.2.16, (4.2.10), and (4.2.3), we employ the Riesz Representation

Theorem. Therefore, for any h ∈ L2
T (U), there exists a unique u ∈ B0,T (U) such that

I(u, ψ) = ⟨h, ψ⟩ for all ψ ∈ B0,T (U). (4.2.11)

For simplicity, denote γ := C0 + 1 and write u = J−1
γ h.

Note that −L̃u = g is a weak solution if and only if

I(u, ψ) = ⟨γu+ g, ψ⟩ for all ψ ∈ B0,T (U).

By the notation above, it is equivalent to u = J−1
γ (γu+g). Denote the operator S := γJ−1

γ u.

So we get

u− Su = J−1
γ g.

We claim that S : L2
T (U) → L2

T (U) is a compact, bounded, symmetric linear operator. It

is trivial to see that S is a symmetric linear operator.
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Next we show that S is compact. By (4.2.11), we have

∥u∥2B = I(u, u) = ⟨h, u⟩ ≤ ∥h∥2L2 · ∥u∥2L2

≤ ∥h∥2L2 · ∥u∥2B.

So we get ∥u∥B ≤ ∥h∥2L2 . Then Theorem 4.2.16 implies that S is a compact operator.

Therefore, we get the Fredholm alternative for the operator S, i.e., one of the following

hold:
For any ϕ ∈ L2

T (U)

u− Su = ϕ

has a unique solution u ∈ L2
T (U)


u− Su = 0

has non-trivial solution u ∈ L2
T (U).

For the first case, we choose ϕ ∈ L2
T (U) such that ϕ = J−1

γ g. So we have a unique

solution u ∈ B0,T (U) such that −L̃u = g. Similar for the second case.

Finally, because S is a compact symmetric linear operator, we have the spectral

theorem in part (1). The regularity of the eigenfunctions are from Corollary 4.2.22. Thus,

we are done with parts (1) and (2).

We now establish (3). For openness we argue by contradiction and suppose

there exists f ∈ G, and a sequence fj → f smoothly, but with −L̃fj degenerate.

Suppose ψj ∈ Ker(−L̃fj) with ∥ψj∥L2(U) = 1, so that QΣ(ψj, ψj) = ⟨−(fj)ψj, ψj⟩ and

thus lim supj∥ψj∥B < +∞. By (1), there is thus a sub-sequence (not relabelled) with

ψj → ψ weakly in B(U) and strongly in L2(U) for some ψ ∈ B0,T (U). Thus ψ ̸= 0 and

ψ ∈ Ker(−L̃f) (by the weakly convergence in B), contradicting the assumption that

f ∈ G.

Next we show denseness. The argument is similar to the Jacobi operator studied for
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minimal surfaces (see [42]). We suppose we have f ∈ C∞
c (U) such that −L̃f is degenerate.

We show that there exists some g ∈ C∞
c (U) such that −L̃f+tg is nondegenerate for all

small non-zero t whenever Ker(−L̃f ) ̸= 0.

We construct g ∈ C∞
c (U) as follows. Denote Uj ⊂⊂ U an increasing exhaustion

of U , and gj a corresponding cut-off function with gj ∈ C∞
c (U ; [0, 1]) and gj|Uj

≡ 1 (so

gj → 1 weakly in L∞(U)). For each j we then consider the bilinear forms

Ij : Ker(−L̃f )×Ker(−L̃f ) → R, (ϕ1, ϕ2) →
ˆ
U
gjϕ1ϕ2.

Ker(−L̃f) has finite dimension by (2). We ensure that Ij is a nondegenerate bilinear

form. Indeed, if not, then there exists a sequence ϕj ∈ Ker(−L̃f) with ∥ϕj∥L2 = 1 and

Ij(ϕj, ψ) = 0 for all ψ ∈ Ker(−L̃f ). Because ϕj ∈ Ker(−L̃f ) for all j and Theorem 4.2.16

above, there exists ϕ ∈ Ker(−L̃f) such that ϕj → ϕ weakly in B, so we have
´
U ϕψ = 0

for all ϕ ∈ Ker(−L̃f ), which leads a contradiction. Next we will choose sufficiently large j

so that Ij is nondegenerate; and denote g = gj, I = Ij.

We now show the nondegeneracy of −L̃f+tg for all small non-zero t. Assume

there is a sequence tj → 0, such that for each j the operator −L̃f+tjg is degenerate.

Choose uj ∈ Ker(−L̃f+tjg) with ∥uj∥L2 = 1 and denote by wj the L
2-projection of uj onto

Ker(−L̃f ). Thus we have

L̃f (uj − wj) = tjguj.

From (2), we denote by {Ej}j the L2-orthogonal eigenspaces of −L̃f with corresponding

eigenvalues, {λj}j. We can represent uj − wj =
∞∑
s=0

Tsϕs for some coefficients, Ts, with ϕs

the eigenfunction with nonzero eigenvalue λs (with multiplicity). We have by the above
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that for any fixed s,

⟨uj − wj, λsϕs⟩ = Q(uj − wj, ϕs) + ⟨fϕs, uj − wj⟩ = ⟨tjguj, ϕs⟩.

We thus compute that

∥uj − wj∥2L2 =
∑
s

|⟨uj − wj, ϕs⟩|2

≤
∑
s

1

λ2
|⟨tjguj, ϕs⟩|2

≤ 1

λ2
|tj|2|g|∞

∑
s

|⟨uj, ϕs⟩|2

=
1

λ2
|tj|2|g|2∞ · ∥uj∥2L2

=
1

λ2
|tj|2|g|2∞.

where λ = infs{|λs| | λs ̸= 0} > 0 (as the eigenvalues are discrete and diverge).

So we have

∥uj − wj∥L2 ≤
1

λ
|tj|.

Thus in particular we have that ∥uj − wj∥L2 → 0 as j → ∞.

For each j, we denote ũj = (uj − wj)/tj so that ∥ũj∥L2 ≤ 1
λ
and

QΣ(ũj, ũj) = tj⟨gũj, ũj⟩+ ⟨gwj, ũj⟩+ ⟨fũj, ũj⟩.

Therefore, lim supj∥ũj∥B < +∞. Similarly, since wj ∈ Ker(L̃f ) and ∥wj∥L2 ≤ ∥uj∥L2 = 1,

we have lim supj∥wj∥B < +∞. By (1), there are sub-sequences (not relabelled) and

ũ, w ∈ L2(Σ) such that both ũj → ũ and wj → w strongly in L2(Σ). such that L̃f ũ = gw

with ∥w∥L2 = 1 (as ∥uj − wj∥L2 → 0 as j → ∞). Note that for any ψ ∈ Ker(L̃f ), we then
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have

⟨gw, ψ⟩ = ⟨ũ, L̃fψ⟩ = 0,

which contradicts with the nondegeneracy of I = Ij := ⟨g·, ·⟩L2 .

An application of Theorem 4.2.17 is its relation to the index theorem. For constant

mean curvature hypersurfaces, we can define the index in two different ways. One is the

same as for minimal surfaces (similar to [13]), which, roughly speaking, is the number of

directions in which the second variation of the area functional is decreasing. The other

definition restricts the variations to those that are volume-preserving; we call this the weak

index (or ind0 below). For instance, an isoperimetric hypersurface may have a positive

index, but its ind0 is zero.

Definition 4.2.18. Suppose Σ ⊂ (Mn+1, g) is a LSCMC hypersurface. U ⊂M is an open

subset. As in [5], we define

ind(Σ;U) = sup{dimE : E ⊂ C∞
c (Σ ∩ U) linear subspace such thatˆ

Σ

|∇ϕ|2 <
ˆ
Σ

(|AΣ|2 +Ric(ν))ϕ2 for any ϕ ∈ E},

ind0(Σ;U) = sup{dimE : E ⊂ D1
T (Σ ∩ U) linear subspace such thatˆ

Σ

|∇ϕ|2 <
ˆ
Σ

(|AΣ|2 +Ric(ν))ϕ2 for any ϕ ∈ E}.

By Theorem 4.2.17, we directly obtain the following equivalence of definitions of

the index.

Corollary 4.2.19. Suppose Σ ⊂ (Mn+1, g) is a LSCMC hypersurface. Let U ⊂M be an

open subset such that ∂U is smooth and intersects Σ transversely. Then we have

• ind0(Σ;U) ≤ ind(Σ;U) ≤ ind0(Σ;U) + 1,
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• for Wj is the eigenspace corresponding to the eigenvalue λj defined in Theorem

4.2.17, we have

ind0(Σ;U) =
∑
λj<0

dimWj.

• ind(Σ;U) and ind0(Σ;U) are both finite.

As mentioned in Chapter 1, this theorem generalizes the Jacobi operator studied in

isoperimetric hypersurfaces in low dimensions ([11]). For any isoperimetric hypersurface

Σ ⊂ (M8, g), Σ is a locally stable CMC hypersurface with isolated singularities. Currently,

we are working on isoperimetric hypersurfaces under generic metrics in dimension 8. Note

that, unlike in lower dimensions, we can use methods from functional analysis to study

the generic regularity problem, i.e., the method in [11, Proposition 5.2/Corollary 5.3] does

not include all isoperimetric regions (e.g., the singular isoperimetric region constructed

in Theorem 3.1.16). In dimension 8, suppose there is a sequence of isoperimetric regions

Ωj ∈ Agj(M, t) and Ω ∈ Ag(M, t) such that Ωj → Ω in L1 and the Riemannian metrics

gj → g in C4. In this scenario, we have |∂∗Ωj| → |∂∗Ω| in the varifold sense with

multiplicity 1. By Allard’s regularity theorem, ∂∗Ωj is a graph of ∂∗Ω for the domain

on ∂∗Ω which is away from singularities. So, the twisted Jacobi field generated by Ωj

may only be in C2
loc(∂

∗Ω). Thus, we may want to study whether a strong solution of the

Jacobi field will belong to BT (Σ). In this case, we may need to have extra assumptions on

the twisted Jacobi field near the singularities on ∂Ω. We provide a necessary condition

where we have a weak solution. Next, we denote Σ a LSCMC hypersurface with isolated

singularities; U ⊂M an open subset such that ∂U is smooth and intersects Σ transversely.

Denote U := Σ ∩ Clos(U) and ∂U := ∂U ∩ Σ. Consider the asymptotic rate (definition

also used in the minimal surface case [42, 24]):

ARp(u) := sup

{
γ : lim sup

s→0

ˆ
As,2s(p)

u2 · ρ−n−2γ = 0

}
,
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where p ∈ Sing(Σ) and ρ(x) = dist(x, Sing(Σ)). Then, we have the following proposition.

Proposition 4.2.20. Suppose u ∈ C2
loc(U) satisfies the following:

(1) Lu = C for some constant C,

(2) u|∂U = 0,

(3)
´
U u = 0,

(4) ARp(u) > −(n− 2)/2 for all p ∈ Sing(U),

Then u ∈ B0,T (U) is a weak solution of L̃u = 0.

Proof. At first, we show that u ∈ B0,T (U). By (4) and the same argument as the proof of

[24, Lemma 2.4 (iii)], we have

ˆ
Σ

|∇u|2 + ρ−2u2 < +∞.

Therefore, by (2) and (3), we have u ∈ L2
T (U) and ∥u∥B < +∞. So we have

u ∈ B0,T (U).

Fix any v ∈ B0,T (U), suppose {ϕj} is a sequence of C∞
c (U) ∩ L2

T (U) such that

ϕj → v in B. Then by (1), we have

0 =

ˆ
U
−Luϕj = QΣ(u, ϕj),

for all j ≥ 1. Therefore, we have QΣ(u, v) = 0. So L̃u = 0 weakly.

On the other hand, we are also interested in the regularity of weak solutions. Next,

we present the interior regularity result for the twisted weak solutions. Because we are

only interested in the local interior regularity, we denote the open subsets V ,N ,O ⋐ Σ,

where Σ ⊂ (M, g) is still a locally stable CMC hypersurface.
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Theorem 4.2.21. (Interior H2-regularity). Suppose furthermore that u ∈ H1
loc(O)∩L2(O)

is a weak solution of

L̃u = f (4.2.12)

for some f ∈ L2(O), i.e., for any ϕ ∈ B0,T (O), we have

QΣ(u, ϕ) = ⟨f, ϕ⟩L2(O).

Then

u ∈ H2
loc(O). (4.2.13)

In addition, fixing any open subset V ,N ⋐ O such that V is disjoint with N , we have

∥u∥H2(V) ≤ C1

(
∥f∥L2(O) + ∥u∥L2(O)

)
+ C2∥u∥H1(N ), (4.2.14)

for some constant C1 := C(V ,O, g,Σ) and C2 := C(V ,O,N , g,Σ).

Proof. Consider an open set N ⋐ O and N ,V are disjoint. Note that fixing any ϕ ∈ C1
c (V),

and any function ψ ∈ C1
c (N ) such that

´
Σ
ϕ− ψ = 0, we have

QΣ(u, ϕ− ψ) = ⟨f, ϕ− ψ⟩. (4.2.15)

We have the equality with a large choice of ϕ, and only an integral constraint with

ψ, i.e., it holds for any ϕ ∈ C1
c (V) as long as

´
Σ
ϕ − ψ = 0. We will empoly it to get a

similar regularity result as standard elliptic PDEs.

For simplicity, we denote b(x) := |AΣ|2 +Ric(ν). We rewrite (4.2.15) to get

ˆ
Σ

⟨∇u,∇ϕ⟩ = ⟨f, ϕ− ψ⟩+QΣ(u, ψ) +

ˆ
Σ

buϕ.
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We will first estimate the LHS. Choose open sets W ,U such that V ⋐ W ⋐ U and

U is also disjoint with N . WLOG, we first assume that there is a coordinate Φ : B1 → U ,

and denote W,V, U by the open sets under the coordinate. Then select a smooth function

ζ satisfying 
ζ ≡ 1 on V

0 ≤ ζ ≤ 1,

spt ζ ⊂ W.

Now for small |h| > 0 and integer k ∈ {1, . . . , n}, we consider the following test

function

ϕ := −D−h
k (ζ2Dh

ku)

where Dh
ku denotes the difference quotient (see also [14, Chapter 5])

Dh
ku(x) =

u(x+ hek)− u(x)

h
(h ∈ R, h ̸= 0).

Therefore, we have

LHS :=

ˆ
Σ

⟨∇u,∇ϕ⟩ =
ˆ
U

aijuxi
ϕxj

dx

=−
ˆ
U

aijuxi

[
D−h

k

(
ζ2Dh

ku
)]

xj
dx

=

ˆ
U

Dh
k(a

ijuxi
)
(
ζ2Dh

ku
)
xj
dx

=

ˆ
U

aij,h
(
Dh

kuxi

) (
ζ2Dh

ku
)
xj
+
(
Dh

ka
ij
)
uxi

(
ζ2Dh

ku
)
xj
dx

=

ˆ
U

aij,hDh
kuxi

Dh
kuxj

ζ2 dx+

ˆ
U

aij,hDh
kuxi

Dh
ku2ζζxj

dx

+

ˆ
U

(
Dh

ka
ij
)
uxi
Dh

kuxj
ζ2 dx+

(
Dh

ka
ij
)
uxi
Dh

ku2ζζxj
dx,

where aij depends on the Riemannian metric and aij,h(x) := aij(x+ hek).

The coefficients of Riemannian metric implies that there is a constant θ := θ(g, U) >
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0 such that ˆ
U

aij,hDh
kuxi

Dh
kuxj

ζ2 dx ≥ θ

ˆ
U

ζ2|Dh
kDu|2 dx.

And the rest part implies that

|L| :=
∣∣∣∣ˆ

U

aij,hDh
kuxi

Dh
ku2ζζxj

dx+

ˆ
U

(
Dh

ka
ij
)
uxi
Dh

kuxj
ζ2 dx+

(
Dh

ka
ij
)
uxi
Dh

ku2ζζxj
dx

∣∣∣∣
≤ θ/2

ˆ
U

ζ2|Dh
kDu|2 dx+ C/θ

ˆ
W

(
|Dh

ku|2 + |Du|2
)
dx

≤ θ/2

ˆ
U

ζ2|Dh
kDu|2 dx+ C(θ)

ˆ
U

|Du|2 dx,

Therefore, we have

LHS ≥ θ

2

ˆ
U

ζ2|Dh
kDu|2 dx− C

ˆ
U

|Du|2 dx.

Next we study the RHS, i.e.,

RHS = ⟨f + bu, ϕ⟩L2(O) +QΣ(u, ψ)− ⟨f, ψ⟩L2(O).

So

|⟨f + bu, ϕ⟩L2(O)| ≤ C

ˆ
U

(|f |+ |u|) |ϕ| dx.

We construct the cutoff function ψ ∈ C1
c (N ) by the following. At first, we consider

the smooth function η by 
spt η ⊂ N
´
N η = 1

Then we define ψ(x) := A · η where A is the constant A :=
´
N ϕ. Therefore, a direct
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computation implies that

|RHS| ≤ C

ˆ
U

(|f |+ |u|) |ϕ| dx+ |A|
(ˆ

N
|∇u| · |∇η|+ (|f |+ |bu|) · |η|

)
(4.2.16)

≤ C

ˆ
U

(|f |+ |u|) |ϕ| dx+ |A|C(N )

(ˆ
N
|∇u|+ (|f |+ |bu|)

)
. (4.2.17)

On the other hand, by the properties of quotient difference, we have

ˆ
U

|ϕ|2 dx ≤ C

ˆ
U

|D(ζ2Dh
ku)|2 dx

≤ C

ˆ
W

|Dh
ku|2 + ζ2|Dh

kDu|2 dx

≤ C

ˆ
U

|Du|2 + ζ2|Dh
kDu|2 dx.

Then the interpolation inequality implies that

|RHS| ≤ θ

4

ˆ
U

ζ2|Dh
kDu|2 dx+ C

ˆ
U

f 2 + u2 + |Du|2 dx+ C(∥f∥L2(N ) + ∥u∥H1(N )).

Note that the constants are depending on C := C(Σ, U,N , g). Therefore, LHS = RHS

implies that

ˆ
V

|Dh
kDu|2 dx ≤

ˆ
U

ζ2|Dh
kDu|2 dx ≤ C

ˆ
U

f 2 + u2 + |Du|2 dx

for k = 1, . . . , n and all sufficiently small |h| ̸= 0. Therefore, we have Du ∈ H1
loc(U ;Rn),

and thus u ∈ H2
loc(U). In addition, we have the estimate

∥u∥H2(V) ≤ C
(
∥f∥L2(U) + ∥u∥H1(U)

)
+ C(∥f∥L2(N ) + ∥u∥H1(N )).

Note that because V ⋐ W ⋐ U , by a suitable change of the constant (depending
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on V and W), we can let W play the role of U and get

∥u∥H2(V) ≤ C
(
∥f∥L2(W) + ∥u∥H1(W)

)
+ C(∥f∥L2(N ) + ∥u∥H1(N )). (4.2.18)

Finally, choose a new cutoff function ζ satisfying


ζ ≡ 1 on W, spt ζ ⊂ U,

0 ≤ ζ ≤ 1.

And let ϕ = ζ2u, ψ same as above, i.e., we have ψ = ηA with
´
Σ
ϕ− ψ = 0), where


spt η ⊂ N ,

´
N η = 1.

Then by the assumption that u a weak solution, and similar interpolation inequality

argument, we have

ˆ
U

ζ2|Du|2 dx ≤ C

ˆ
U

f 2 + u2 dx++C(∥f∥L2(N ) + ∥u∥H1(N )).

Thus

∥u∥H1(W) ≤ C
(
∥f∥L2(O) + ∥u∥L2(O)

)
++C∥u∥H1(N ).

Then combined with (4.2.18), we get (4.2.14).

Inductively, we can obtain a higher-order regularity result for the weak solutions.

The method is similar to that used for weak solutions of a standard elliptic PDE, with the

only differences being that we employ the integral zero property for test functions and

additionally estimate the extra terms (similar to Theorem 4.2.21).

97



Corollary 4.2.22. Suppose u ∈ H1
loc(O) ∩ L2(O) is a weak solution of L̃u = f for some

f ∈ C∞(O) ∩ L2(O), then u ∈ C∞(O).

Proof. Using the same notation as above, we denote the open sets V ⋐ W ⋐ U ⋐ O and

U is disjoint with N . Suppose we have a coordinate patch in W and denote W under the

coordinate. Next we prove the regularity by induction. The base case is proved above.

Now suppose u ∈ Hm+2
loc (O) and f ∈ Hm+1(O), and the inequality

∥u∥Hm+2(W) ≤ C(∥f∥Hm(O) + ∥u∥L2(O)) + C∥u∥H1(N ).

Let α is a index with |α| = m+ 1. Denote ϕ ∈ C∞
c (W) and ψ ∈ C∞

c (N ) such that

ψ := A · η with spt η ⊂ N ,
´
N η = 1 and A :=

´
W ϕ.

Because u is a weak solution, we have

QΣ(u, ϕ− ψ) = ⟨f, ϕ− ψ⟩,

i.e.,

QΣ(u, ϕ) = ⟨f, ϕ⟩+QΣ(u, ψ)− ⟨f, ψ⟩.

So we get ˆ
W
⟨∇u,∇ϕ⟩ = ⟨f + bu, ϕ⟩+QΣ(u, ψ)− ⟨f, ψ⟩.

For any ϕ̃ ∈ C∞
c (W), we use the test function

ϕ := (−1)|α|Dαϕ̃.

98



Therefore, we have

ˆ
W

aijuxi
[(−1)|α|Dαϕ̃]xj

dx =

ˆ
W

(f + bu)ϕ dx+QΣ(u, ψ)− ⟨f, ψ⟩.

⇒
ˆ
W

Dα(aijuxi
)ϕ̃xj

dx =

ˆ
W

Dα(f + bu)ϕ̃ dx+QΣ(u, ψ)− ⟨f, ψ⟩.

By the Leibniz Rule, we obtain

ˆ
W

∑
β≤α

(
α

β

)
Dα−βaijD

βuxj
ϕ̃xj

dx =

ˆ
W

Dαfϕ̃ dx+

ˆ
W

∑
β≤α

(
α

β

)
Dα−βbDβuϕ̃ dx

+QΣ(u, ψ)− ⟨f, ψ⟩.

Therefore,

ˆ
W

aijD
αuxi

ϕ̃xj
dx−

ˆ
W

bDαuϕ̃ dx = QΣ(D
αu, ϕ̃)

=

〈
Dαf +

∑
β≤(̸=)α

(
α

β

)(
Dα−βaijD

βuxi
)xj

+Dα−βbDβu
)
+ d(x), ϕ̃

〉
L2(W)

,

where d is a function such that

ˆ
W
d(x) · ϕ̃ = QΣ(u, ψ)− ⟨f, ψ⟩.

We define the function d(x) by the following, note that

QΣ(u, ψ)− ⟨f, ψ⟩ =
ˆ
N
⟨∇u,∇ψ⟩ − (bu+ f)ψ (4.2.19)

=

ˆ
N
⟨∇u,∇(A · η)⟩ − (bu+ f)(A · η) (4.2.20)

= A ·
ˆ
N
⟨∇u,∇η⟩ − (bu+ f)η (4.2.21)

= A · C(N , ∥f∥L2(N ), ∥u∥H1(N )), (4.2.22)
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where

A : =

ˆ
W

(−1)|α|Dαϕ̃
√
g dx

=

ˆ
W

ϕ̃
Dα(

√
g)

√
g

√
g dx,

Therefore, we have

QΣ(u, ψ)− ⟨f, ψ⟩ = A · C(N , ∥f∥L2(N ), ∥u∥H1(N )),

= C(N , ∥f∥L2(N ), ∥u∥H1(N ))

ˆ
W

ϕ̃
Dα(

√
g)

√
g

√
g dx

=

ˆ
W
d(x) · ϕ̃.

We denote

f̃ := Dαf +
∑

β≤(̸=)α

(
α

β

)
(Dα−βaijD

βuxi
)xj

+Dα−βbDβu) + d(x)

Therefore, we have Dαu is a weak solution in W , i.e.,

QΣ(D
αu, ϕ̃) = ⟨f̃ , ϕ̃⟩L2(W),

for any ϕ ∈ C∞
c (W). And

∥∥∥f̃∥∥∥
L2(W)

≤ C(∥f∥Hm+1(U) + ∥u∥Hm+2(W)) + C(∥f∥L2(N ) + ∥u∥H1(N ))

≤ C∥f∥Hm+1(U) + C(∥f∥Hm(O) + ∥u∥L2(O)) + C∥u∥H1(N )

≤ C∥f∥Hm+1(O) + C∥u∥L2(O)) + C∥u∥H1(N ).

Let denote ũ = Dαu, so we have ũ ∈ H2
loc(O) and
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∥ũ∥H2(V) ≤ C(∥f̃∥L2(W) + ∥ũ∥L2(W) + C∥ũ∥H1(N )).

⇒ ∥u∥Hm+3(V) ≤ C(∥f∥Hm+1(O) + ∥u∥L2(O)) + C∥u∥Hm+2(N ).

Therefore, u ∈ Hm
loc(O) for all m ∈ N and thus u ∈ C∞(O).

This chapter will be partially included in some unpublished collaborative work with Kobe

Marshall-Stevens and Davide Parise [26]. The dissertation author was the primary author

of this part.
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Appendix A

Graphical Functions with Singular
Hypersurfaces

Suppose Σ ⊂ (Mn+1, g) an embedded two-sided C3 hypersurface (with singularities).

Denote ν the unit normal vector field on Σ. Suppose u ∈ C2(Σ), we can define

graphΣ,g(u) := {expg
x(u(x)ν(x)) : x ∈ Σ}.

Clearly, graphΣ,g(u) is a C2 hypersurface in M . It is natural to inquire about the

embededness and geometry of graphΣ,g(u) when u is sufficiently small in the C2 sense.

Because Σ has singularities, we want to define a Ck norm with invariance under scaling.

Here we introduce the regularity scale, which is used in multiple papers (e.g. [31, 24, 42]).

Definition A.0.1. For every x ∈ Σ, we define the regularity scale rS = rS(x;M, g,Σ)

of Σ at x to be the supremum among all r ∈ (0, injrad(x;M, g)/2) such that,

• r2∥Rmg∥C0,Bg
r (x) + r3∥∇Rmg∥C0,Bg

r (x) ≤ 1/10;

• In TxM ,

1

r
(exp−1

x (Σ) ∩ B1) = graphLu ∩ B1,

for some linear hyperplane L ⊆ TxM and u ∈ C3(L) with ∥u∥C3 ≤ 1/10.

Using the regularity scale, we define the point-wise Ck-norm for f ∈ Ck(M) and
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β ∈ Sym(T ∗M ⊗ T ∗M): for every x ∈ Σ,

[f ]x,g,Ck
∗
:=

k∑
j=0

rS(x)
j sup
Bg

rS (x)

|∇j
gf |; [β]x,g,Ck

∗
:=

k∑
j=0

rS(x)
j sup
Bg

rS (x)

|∇j
gβ|

These norms are also invariant under scaling: for any λ > 0, we have

[f ]x,λ2g,Ck
∗
= [f ]x,g,Ck

∗
, [λ2β]x,λ2g,Ck

∗
= [β]x,g,Ck

∗
.

We list the following theorem we will be frequently used in Chapter 4. A full proof

can be found in [24, Theorem B.1].

Theorem A.0.2. There exists δ = δ(n) ∈ (0, 1) and C = C(n) >> 1 with the following

properties.

(i) If u ∈ C1(Σ) with ∥u∥C1
∗ ≤ δ, then

Φu : Σ →M, x 7→ expg
x(u(x) · ν(x)),

is a C1 embedding;

(ii) There exists a C1 area density function F f = F f(x, z, ξ), where x ∈ Σ, z ∈ R with

r−1
S |z| < 1, ξ ∈ T ∗

xΣ with |ξ|g < 1, with pointwise estimate

|F f (x, z, ξ)− 1| ≤ C(n)(rS(x)
−1|z|+ |ξ|+ [f ]x,C2

∗ );

And such that for every u ∈ C2(Σ) with ∥u∥C2
∗ ≤ δ, every f ∈ C2(M) with [f ]x,C2

∗ ≤ δ,

∀x ∈ Σ, and every φ ∈ C0
c (M \ Sing(Σ)), we have

ˆ
M

φ(x) d∥ graphΣ(u)∥(1+f)g(x) =

ˆ
M

φ ◦ Φu(x) · F f (x, u(x), du(x)) d∥Σ∥g.
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(iii) Let F f be in (ii); let M f : C2
∗ (Σ) → C0

loc(Σ) be the minimal surface operator (M f is

only defined in the δ-neighborhood of 0), in other words, for every φ ∈ C1
c (Σ),

ˆ
Σ

M f (u) · φ d∥Σ∥g :=
d

dt

∣∣∣
t=0

ˆ
Σ

F f (x, u+ tφ, d(u+ tφ)) d∥Σ∥g.

Then for every pair f± ∈ C2(M) with [f±]x,C2
∗ ≤ δ along x ∈ Σ and every pair

∥u±∥C2
∗ ≤ δ, we have

M f+

(u+)− M f−
(u−) =− LΣ,g(u

+ − u−) +
n

2
ν(f+ − f−)

+ divΣ,g(E1) + r−1
S E2,

where E1, E2 are functions on Σ satisfying the pointwise bound along x ∈ Σ,

|E1(x)|+ |E2(x)| ≤ C(n)

(∑
i=±

[f i]x,C2
∗ + rS(x)

−1|ui|(x) + |dui(x)|

)

·
(
[f+ − f−]x,C2

∗ + rS(x)
−1|u+ − u−|(x) + |d(u+ − u−)|(x)

)
.

(iv) Let u ∈ C2(Σ) such that ∥u∥C2
∗ ≤ δ, g̃ be a metric on M such that [g̃ − g]x,C3

∗ ≤ δ

for every x ∈ Σ. Denote for simplicity Σu = graphΣ,g(u). Then we have pointwise

estimate,

∣∣|AΣu,g̃|2g̃ ◦ Φu − |AΣ|2g
∣∣ ≤ C(n)

(
[g̃ − g]x,C3

∗ +
2∑

j=0

rj−1
S |∇j

Σ,gu|

)
· r−2

S ;

And for every ψ ∈ C2
loc(Σu), we have

(∆Σuψ) ◦ Φu −∆Σ(ψ ◦ Φu) = divΣ(B⃗0) + r−1
S ·B1 ,
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with pointwise estimate on error terms,

|B⃗0|+ |B1| ≤ C(n)

(
[g̃ − g]x,C3

∗ +
2∑

j=0

rj−1
S |∇j

Σ,gu|

)
· |dψ|g .
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Appendix B

Minimal Cones with Isolated Singu-
larities

B.1 Construction and Basic Properties

In this section, we will introduce some properties of the minimal hypersurfaces with

isolated singularity. We will mostly introduce the results in [8, 21].

Example B.1.1 (Examples of minimal cones). Given Σn−2 ⊂ Sn−1 a smooth minimal

hypersurface, the cone based on Σ is defined as

C(Σ) := {λx : x ∈ Σ, λ > 0}.

We also denote C(Σ) := 0#Σ and C := C(Σ) if there is no ambiguity of the cross section

Σ; for a R > 0, we denote CR := BR(0) ∩C.

Example B.1.2 (Examples of minimal cones). Clifford Hypersurfaces: Given spheres

Sp(r1) ⊂ Rp+1 and Sq(r2) ⊂ Rq+1, where r21 + r22 = 1, note that

Σ := Sp(r1)× Sq(r2) ⊂ Sp+q+1 ⊂ Rp+q+2.
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Then Σ ⊂ Sp+q+1 is minimal if and only if

p

r21
=

q

r22
= p+ q.

• For p = 3, q = 3: We get the Simons cone C
(
S3( 1√

2
)× S3( 1√

2
)
)
, which is stable and

area minimizing [Bombieri–De Giorgi–Giusti ’69].

• For p = 1, q = 5: We get the Simons cone C
(
S1( 1√

6
) × S5(

√
5
6
)
)
, which is stable,

but not area minimizing.

Remark B.1.3. Because the tangent cones of isoperimetric regions are area-minimizing

cones, we will exhibit some properties about cones with isolated singularities, i.e., singular

minimizing cones K ⊂ Rn+1 with Sing(K) = {0} and n ≥ 7.

Remark B.1.4. ForC a stable minimal hypercones in R8, that are smooth, closed, embedded

hypersurfaces away from the origin. Denote the cross section Σ := C ∩ S7(1). So Σ is

a smooth orientable closed, embedded, codimension one hypersurface of S7(1); by the

maximum principle or Frankel’s theorem on manifolds with positive Ricci curvature (i.e.,

minimal submanifolds in ambient manifolds of positive Ricci curvature must intersect), Σ

is connected.

Definition B.1.5 ([21, section 3]). Let C be a regular hypercone (i.e. Sing(C) ⊂ {0}),

we say C is strictly minimizing if there is an θ > 0 such that

M(C1) ≤ M(S)− θϵn,

whenever ϵ > 0 and S is an integer multiplicity current with sptS ⋐ Rn+1 \ Bϵ and

∂S = ∂C1.

Hardt and Simon in [21, Theorem 3.2] exhibit several equivalent definitions of

strictly minimizing. The critical property of strictly minimizing hypercone is the following
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property of graphical local minimizing.

Theorem B.1.6 ([21, Theorem 4.4]). Suppose C be a regular strictly minimizing (mul-

tiplicity one) hypercone in Rn+1. Let M be a smooth oriented embedded hypersurface in

Rn+1 with the representation in the form

M = graphC1h = {x+ h(x)ν(x) : x ∈ C \ {0}},

where ν is the unit normal vector and h is some function in C2(C1) such that

∣∣∣h(rω)
r

∣∣∣+ |Dh(rω)| ≤ Crq, rω ∈ C1,

for some q > 0.

Assume that Rn+1 equipped a C3 Riemannian metric g =
n+1∑
i,j=1

gijdx
idxj, which

satisfies

gij(0) = δij,
∂gij
∂xk

(0) = 0, i, j, k = 1, . . . , n+ 1.

Suppose M is a minimal surface (mean curvature zero) in (Rn+1, g), then there is a ρ > 0

such that M is area minimizing in Bρ(0) with respect to the metric g.

Remark B.1.7.

• In [40], Smale generalized the above local minimizing property in the manifold

setting (Theorem 3.2.1 below), with additionally assuming the cone C is strictly

stable. Moreover, Zhihan Wang in [42, Theorem 5.1] also presents a proof of local

minimizing property by constructing a foliation over Σ.

• Simons’ cone C is regular, strictly stable, and strictly minimizing. And it splits R8

into two parts E+ and E−. By [21, Theorem 2.1], each E+, E− contains one smooth

area minimizing hypersurface up to scaling, call them R+, R− respectively. By the
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symmetry of C, R+, R− are diffeomorphic to each other. So Simons’ cone satisfies

the requirement in Remark 3.1.17.

For minimal hypercones with isolated singularities, we have a discrete set of densities.

Denote C the collection of stable minimal hypercones in R8 with the only singularity at 0.

And for a Λ > 0, CΛ := {C ∈ C : θC(0) ≤ Λ}.

Proposition B.1.8. The set of densities {θC(0) : C ∈ C} is a discrete set, i.e. 1 ≤ θ0 <

θ1 < θ2 < · · · ↗ ∞.

Sketch of proof: Let Σ ⊂ S7 be a smooth, closed, embedded, minimal hypersurface. Denote

µ ∈ (0, 1) an arbitrary constant. Then, by [36, Theorem 3], we have the existence of

constants γ(Σ, µ) ∈ (0, 1/2), σ(Σ, µ) > 0, such that for any function u ∈ C2,µ(Σ, N(Σ)), i.e.,

taking values in the normal bundle of Σ with ∥u∥C2,µ(Σ) ≤ σ, we have the Lojasiewicz-Simon

inequality

|H6(GΣ(u))−H6(GΣ(0))|1−γ ≤ ∥M(u)∥L2(Σ),

where M(·) is the mean curvature operator, i.e. the negative L2-gradient of the area

functional u 7→ H6(GΣ(u)). Here GΣ(u) denotes the graph of u over Σ, i.e.

GΣ(u) :=

{
θ + u(θ)√
1 + |u|2

; θ ∈ Σ

}
.

Note that by the Lojasiewicz-Simon inequality, it follows that GΣ(u) is minimal precisely

when M(u) = 0, in which case we obtain that H6(GΣ(u)) = H6(GΣ(0)) = H6(Σ). By

Example B.1.2, we see that the minimality of the link is equivalent to minimality of the

cone.

Consider now a sequence of cones Ci ∈ C with bounded density for some Λ > 0.

Then, by Allard’s compactness Theorem, we can find a limiting cone C ∈ C, a natural

number m ∈ N, such that Ci → mC. So it converges smoothly with multiplicity m
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away from the origin. Indeed, consider the sequence of stable cones Ci in B1(0) with an

isolated singularity at the origin. Then, we have uniform mass bounds, and the regular

sets Reg(Ci)∩B1(0) are orientable being set-theoretically closed hypersurfaces in a simply

connected ambient region B1(0) \ {0} (recall that 0 is the singular set of the stable cones).

In particular, by [35, Theorem 2] we can pass to a subsequence and obtain a limiting

varifold V such that

|Ci ∩ B1/2(0)| → V,

as well as

spt ∥V ∥ ∩ B1/2(0) =M ∩ B1/2(0),

where M is an orientable hypersurface with optimal regularity, i.e. with a codimension 7

singular set. Note that the smallness of the singular set hypothesis of Theorem 2 of [35] is

trivially satisfied in our setting. Furthermore, the varifold V is a cone, hence denote it

by C, and we smooth convergence of the supports away from the singular set of C. We

can then pass to a further subsequence to fix the multiplicities. Connectedness of the

Ci ∩ S7(1), and of C ∩ S7(1), forces m = 1, i.e. we have multiplicity one convergence. In

particular, consider a sequence of cones {Ci} ⊂ CΛ. Then, there exists a subsequence and

a cone C such that θCi
(0) = θC(0). To obtain this last result we used the following

θC(0) = H7(C ∩ B1(0)) =
1

7
H6(Σ),

where Σ is the link of the cone C.

We can now conclude the proof of the proposition. Indeed, we claim that for a

given Λ, the set {θC(0); C ∈ CΛ} is finite. The proposition will then follow. Arguing by

contradiction, if we have a sequence {Ci} ⊂ CΛ such that {θCj
}j are pairwise distinct,

then we have a subsequence such that the density are equal, contradiction.
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B.2 Asymptotic Analysis of Jacobi Fields over

Minimal Cones

In this section, we exhibit some properties of Jacobi fields over stable minimal

cones. Some detailed proofs can be found in [38, 8, 42]. Consider C ∈ C to be a hypercone

in Rn+1, with the cross section Σ ⊂ Sn(1), a closed, smooth hypersurface within Sn, such

that Σ = C ∩ Sn and the singularity set of C is {0}. Denote BR := C ∩ BR(0). Under the

polar coordinate parametrization, the Jacobi operator is:

LC = ∂2r +
n− 1

r
∂r +

1

r2
LΣ,

where LΣ := ∆Σ + |AΣ|2 and AΣ the second fundamental form of Σ in Sn(1). Denote by

µ1 < µ2 ≤ · · · ↗ +∞ the eigenvalues of −LΣ, and denote w1, w2, . . . the corresponding

smooth eigenfunctions on Σ which are L2-orthonormal. By the standard elliptic PDEs,

the first eigenfunction w1 is positive. Due to the stability condition of C, it holds that

µ1 ≥ −
(
n− 2

2

)2

.

Proposition B.2.1. [8, section 1] Fixing any 0 ≤ R1 < R2 ≤ +∞, the general solution

of LCu = f within C ∩ AR1,R2(0) can be represented by

u(r, ω) =
∑
k≥1

(uk(r) + vk(r))wk(ω), (B.2.1)

where

uk(r, f) :=


−1
2bk

(
rγ

+
k

´ 1
r
s−γ+

k +1fk(s) ds− rγ
−
k

´ 1
r
s−γ−

k +1fk(s) ds
)
, if bk ̸= 0;

r−
n−2
2

(
log r

´ r
0
s

n
2 fk(s) ds−

´ r
0
s

n
2 log sfk(s) ds

)
, if bk = 0.

(B.2.2)
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with

fk(r) :=

ˆ
S

f(r, ω)wk(ω) dω,

i.e., the Fourier coefficients of f , and

vk(r) = vk(r; c
+
k , c

−
k ) :=


c+k r

γ+
k + c−k r

γ−
k , if bk ̸= 0;

r−
n−2
2 (c+k + c−k log r), if bk = 0.

(B.2.3)

Here c±k ∈ R are constants; γ±k are solutions to the characteristic equations

γ2 + (n− 2)γ − µk = 0, (B.2.4)

and bk =
√(

n−2
2

)2
+ µk.

Lemma B.2.2. [8, Lemma 4.3] Suppose C ⊂ Rn+1 is a minimal hypercone with isolated

singularity.

• For n = 2, C is simply a union of planes, so for ϕ ∈ C2
c (CC1) \ {0},

−
ˆ
C1

LCξ =

ˆ
C1

|∇ϕ|2 > 0.

• For n ≥ 3 ˆ
C1

−LCϕ ≥ (n− 2)2

4
· µC

ˆ
C1

r−2ϕ2,

where µC := 1− 4(n− 2)−2 · µ1 and µ−
1 = max{−µ1, 0}.

Theorem B.2.3. [8, Theorem 4.5] For n ≥ 3, suppose C ⊂ Rn+1 is a minimal hypercone

with isolated singularity.

• if C is stable, then

inf
ϕ∈C1

c (C1)

ˆ
C1

−LCϕ ≥ 0 ⇔ µC ≥ 0. (B.2.5)
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• if C is strictly stable, then

inf
ϕ∈C1

c (C1)

(
r−2ϕ2

)−1
ˆ
C1

−LCϕ > 0 ⇔ µC > 0. (B.2.6)
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