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HOPT: A Myopic Version of the STOCHOPT
. Automatic File Migration Policy

ABSTRACT

We consider the application of the STOCHOPT automatic file migration pol-
icy (proposed by A.J. Smith) to a file system in which the file inter-reference
time distributions are Vcharacterized by strictly monotbmcally decreasing
hazard rates (also known as decreasing failure rates). We show that the STO-
CHOPT policy can be simply stated in terms of a scaled hazard rate (i.e., the
hazard rate divided by the file size). The class of decreasing failure rate inter-
reference time distributions includes mixtures of exponential distributions
which are the continuous time analogués of the mixed geometric distributions

proposed by Smith to model file inter-reference times in discrete time.
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1. Introduction

We are concerned with replacement policies for deciding when to remove a
file from a disk resident cache and send it to a teritary storage device (e.g. an

automatic tape library).

In [Smith81b, pg 526] A.J. Smith proposed a stochastically optimal
replacement policy (STOCHOPT). for automatic file migration. The model for
which the policy is optimal is specified by known file inter-reference time pro-
bability distributions, F;(¢), a unit cost for all file faults, and a positive constant
rental pricé per unit of storage space, 8. The policy is specified in terms of the
cache holding time, 7;, for the file ¢ which minimizes the expected cost of the
next reference.! Smith considered the modél in discrete time because of the
discrete nature of the dataset he was studying [Smith8la]. We obtain our

results by studying the problem in continuous time.

In reliability theory {Barlow75] it is commonplace to characterize probabil-
ity distributions by their failure rate. The failure rate at time ¢ (also known as
the hazard rate) is the rate at which units which have survived until time ¢ fail.
We discuss this further in section 2. We shall show that if the file inter-reference ..

- time distribution has a strictly. monotpnically decreasing hazard rate the STO-
CHOPT policy can be simply stated in terms of an inequality on a scaled hazard
rate (i.e., the hazard rate divided by the file size.) We call this policy HOPT (for
Hazard Optimal). The policy is myopic (i.e., it does not explicitly look at the
future behavior of the file, only its current hazard rate). Hence it lends itsell; to
fixed space fofmulation; ranking files on the basis of their scaled hazard rates.
We call the fixed space policy HMAX (for Hazard Maximal).

Actuelly Smith uses a unil storage rentel! charge and a variatle cost for ‘ace accesses. The two
formuaucns are equvalent, all that matlers is the ratio between slorage rentzl charge and Lase ac-
cess cost. phe present formuiation wiil simpufy our discuss:on.



We bégin by describing a continuous time version of Smith's model. We
allow the file inter-reference time distribution to be an improper distribution
(i.e., one which does not integrate to 1). This permits us to model the possibility
that a file may never be referenced again (See Sect. 4). We also allow the cost of
accessing a file from tape to depgnd on the file characteristics (e.g. size). These
extensions to Smith's model make the model more realistic. We share Smith's
assumptions that the file .reference processes for distinct files are independent
and that the cost of accessing a particular file from tape is invariant (e.g. with

respect to time since last access).?

The expected cost until next reference for file i is comprised of three
components:

(1) If the file is referenced before cache holding time T there is only the
cost of keeping it in the cache until it is referenced.

(2) If the flle is not referenced before time T there is the cost of keeping
the file in the cache for 7 seconds.

(3) If the the file is not referenced before time T, but it is referenced again
then there is the cost of accessing the file from tape.

Thus we define:
G (7) = ezpected cost until next reference for file i, holding file on disk T seconds

A |
=9\ [ufi(u) du + (1=FR(N)7| + (F(=)=F (7)) Crald)

where

Cra{i) = cost to access file i from tape
fi(u) = probability density function of inter-reference time interval for file 1
Fi(u) = cummaulative distribution function of inter-reference time interval for file i

F.(=) = probability that file i is referenced agmin

2 Some file accesses may overwrite the entire file (and thus do not need to access the file from
tape U it is not in the cache). We can mode] this by setting the tape access cost for such references
10 z2ro. Then the expected cost for a lle access from tape depends on the reio of reads to complete
overwr.ies. We are implcitly assuming that this rato is not denenden‘. on the Ume since last refer-
cnee. 1o dataset used 3y Smutn (SmutnBlaj docs not identify overwnite references.



s; = sizeof filei

¥ = rental charge per unit space per unit time
Note that we are measuring time here since the last reference to file i. This

cost function corrresponds to that of Eqn. (4) of [SmithB81b, pg. 526].

2. Monotone Decreasing Hazard Rate Distributions

The hazard rate (failure rate) is essentially a conditional probability den- -

sity. It is the rate at time ¢ since last reference at which files which have not yet

fi(t)
1-Fi(t)”

been referenced are accessed. We define the hazard rate as h;(t) =

The utility of the IIOPT policy hinges upon the question of whether euipiri-
cally observed file inter-reference time distributions have strictly monotonic
decreasing hazard rates (SDHR). The evidence éoncerning this property is

encouraging. Smith [Smithﬁla. pg 411] remarks that the hezard rate "declines

sharply for a while and then becomes (after 20 days or so) relatively flat”.

In reliability lit.erature (Barlow?75] hazard rates are called "failure rates".
Distributions with monotonically decreasing hazard fat.es (DHR) are called
"decreasing failure rate” (DFR) distributions by Barlow and Proschan [Barlow75].
In their usage DTR requires neither the existence of the probability density den-
sity nor strict monotonicity, i.e., they include the exponential distribution with a
constant hazard in the DFR class. Thus all SDHR dist.ribut.ions are DHR, and all
DHR distributions are DFR. The same authors state that if F(¢) is DHR for ¢=0 -
then f (¢)>0 foi' all ¢t>0 [Barlow?5, pg.79].

Barlow and Pr‘oséhan show that all mixtures of exponential distribut.iéns are
strictly DFR {Barlow75, pg 103]. Discrete mixtures of exponential distributions,
are the continuous time analogues of the discrete time mixed geometric distri-
butions used to model file inter-reference times in [Smith8la, pg 411]. Smith

used methed of moments estimation for fit his mixed geometric meodel in



[Smith81a]. Maximum likelihood estimation of parameters mixtures of exponen-

tials is discussed in [Jewell82] and in the references cited therein.

3. 1IOPT Policy
We now show how STOCHOPT can be characterized in terms of a scaled

hazard rate when £ (t) has a strictly decreasing hazard rate. The resulting pol-

vicy we designate HOPT.
Define

7:(¢) = scaled hazard rate for;ﬁle 1, as
hi(t) %Cra(i)

7 (t) = s

Theorem (HOPT Policy)

If F(t) is SDHR then G(7) is minimized when 7;(7) =9, if such 7 exists,
i.e., when the scaled hazard rate equals the storagei rental rate. Otherwise, if
vi(t) > for all t =20, then the optimal T = . If v;(¢) <38 for all t =0, then

the optimal 7 = 0.
Proof

We proceed by calculating the derivative of G(7) in terms of the hazard
rate.
L4 = s AT fi(D) + (=R =7 (D] - £u(7) Cra D)
= 9% *(1-F (7)) = £u(T)*Crai)

Ji{7) *Crs | ]
U s (L-F (7)) ]

We can write this in terms of the hazard rate as:

=9 ’(l-ﬂ(f))[l-

y ) [ _ha(n) i)
3G = 9w R I

Recal! that £,it) is SDHE implies that the 'density Jf.it) is nonzero over the non-



negative real line, i.e.,, (1=F;(7)) >0 for all 7= 0. Then Ed-‘r—q(‘r)( 0 whenever

(7)) *Cry (2
halT) Crall), )s at) -> 9. We can restate this as 'd_ci._Q(T) < 0 whenever 7(7) >¥. Now if
R .

the hazard rate h;{¢) is a strictly monotonically decreasing function of t then

we have

72(T)=8 > f;a(r)<0forauf<7'

and

7(<s > ad?q(r) >0forallt>T
Hence conclude that the minimum cost is achieved by sétting r=T where
%(T) =9, if such T exists, otherwise =0 if v;(¢) <8 for all t >0, or T== if
7 (t)>8 forallt =0. |

4. Improper Distributions

The reader will recall that ourvmodel permitted F;(¢) to be an improper dis-
tribution. Smith only considered proper distributions for the file inter-
reference times. A careful reading of [Smith8ia] indicates that he discarded .

censored observations (presumably including infinite file inter-reference inter-

vals) fitting his model only to the uncensored observations.? Anecdotal evidence
from operators of large mass storage systems (e.g. at Léwence Liverrnoré
National Lab) suggests that essentially infinite file inter-reference intervals are
common. Users.simply treat the filesystem as an archive, retaining dead files
for backup. We propose to incorporate such infinite intervals into the médel by
scaling propér inter-reference time distributions down to an improper distribu-
tion. Thus we define F;(¢) = F;(=) *G/(t) where G(¢) is a proper probability dis-
tribution. We shall show below that, if G(t) is DHR, then F;(¢) is strictly DHR.

Thus HOPT will work for scaled (improper) versions of DHR distributions.

3See [SmizhBla, or. 405) for Smith's definitions of /{2.7 ) and C{1.7) and equations 10 through
13 on [Sauiabic, pa. 410)



Theorem

If G(t) is DHR then F(t) = a *G(¢t) is SDHR where 0 < a < 1.
Proof |

G(t) is DHR is equivalent to:

lg(Gt()t) = 15(ct(:fl.) for il {20 and 230 ey
Hence |
g{t) _, _1-Gt) _ ¢ oy 420,250 (4.2)

g(t+z) 1-G(t+z)
Since G(t) is strictly monotonically increasing in ¢ and always less than 1 we

t

have FUE+T)

> 1 for all t20,2>0. Thus g(t) is strictly monotonically decreas-
ing. Observe that

g(E)G(t +z) =gt +z)G(¢) > O (4.3)
since G(¢) is strictly monotonically increasing and g{t) is strictly monotencally
decreasing. Since g(¢t)>0,1-G(t)>0 for all t=0 inequality (4.1) is

equivalent to

g () [1-G(t+2)] = g(t+z)[1-G(t)] (4.4

gt)—g(t+z) = g(t)G(t +z) — g(t +z)G(¢t) (4.5)
Thus to show that F(¢) is SDHR we must show:

FE)=f(t+z) > f(E)F(t+z) - f(E+z)F(¢) (4.6)
Substituting F(¢) = a*G(t) and f(t) = a % (t) we have A
a'{g(t)-g(t +z)| > a’-‘{g(t')G(t +z) —.g(t+z)G(t)] (4.7)
L —
g(t)=g(t+z) > a‘{g(t)G(ti-z) —g(t-i-z)G(t)] | (48)

but this follows from (4.3), (4¢.5), and 0 < a < 1.



5. Comments

The HOPT policy is variable space and myopic, i.e., the decision whether or
not to keep a file in the cache is based solely on the current scaled hazard rate
and does not (explicitly) consider future reference behavior.. This suggests an
obvious fixed spa;:e policy which ranks all files by their scaled hazard rates
whenever a replacement decision must be made. The files with the largest

scaled hazard rates are retained. We call this policy HMAX

If all the files are completely homégeneous. i.e., have identical inter-
reference time distributions, equal sizes, and equal tape access costs, then.
HMAX simply ranks files on their real hazard rates. Since the hazard rates are
assumed here to be identical strictly monotonic decreasing functions of the
time since iast referencé. HMAX reduces to LRUT' Similarly HOPT reduces to the
Working Set (WS) Policy when the files lare complétely homogeneous (i.e., the two
policies differ only in their parameterization, WVS(T)=H0PT(h(T)). The successful

experience with WS and LRU suggests that HOPT and HMAX may prove practical.
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7. Conclusions

We have shown that, if the automatic fille migration policy STOCHOPT is

applicd to a flc system in which all files have inler-reference time distributicns



which have strictly monotonic decreasing hazard rates, then STOCHOPT reduces

to keeping all files while their scaled hazard rate (hazard rate times tape access

cost divided by file size) exceeds the storage rental rate. This policy we call

HOPT. Scaled (improper) decreasing hazard rate distributions remain DHR;
hence HOPT remains optimal. A fixed space analog of HOPT, HMAX, which ranks
files by their scaled hazard rates, exists. HOPT and HMAX reduce to WS and LRU

respectively for completely homogeneous file (i.e., paging) systems.
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