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An investigation of the diffusive resistance to air/sea gas transfer: Eddy flux measurements 

of soluble trace gases 
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The deposition of soluble gases to the sea surface is physical process that impacts the 

biogeochemical cycling of sulfur, carbon, nitrogen, phosphorus and latent and sensible 

heat.  Soluble atmospheric gases such as SO2, nitric acid and ammonia play key roles in 

global climate and air quality through their influence on aerosol and cloud formation, and 

tropospheric photochemistry.  Direct air/sea flux measurements of soluble trace gases are 

rare and most of what we know stems from studies of latent and sensible heat.  Lack of 

fundamental understanding of the physical controls of air/sea deposition of soluble gases 

limits the accuracy of models simulating some global biogeochemical cycles.   

This study involved direct flux measurements of SO2, water vapor, sensible heat and 

momentum from the atmosphere to the sea surface.  These measurements were done at 

piers located in San Diego, CA and Duck, NC.  The goal of the study is to gain insight into the 

physical controls on soluble trace gas fluxes by comparing these measurements to each 

other and to various air/sea flux numerical parameterizations.  The results of this analysis 

demonstrate that SO2 flux measurements are a viable approach to studying the physics of 

soluble trace gas flux over the ocean.  Furthermore, the results show the transfer velocity of 
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SO2 is ~ 20 % lower than that of water vapor.  This reduction is attributed to resistance to 

gas transfer due to diffusion in the interfacial layer immediately above the sea surface.  This 

study represents the first ever in situ measurement of diffusive resistance in the interfacial 

layer.  The magnitude of diffusive resistance calculated from these measurements is ~ 18 

% larger than the current gas transfer parameterizations (Fairall et al., 2000).   

 

  

 

 

 

 

 

 

 

 

 

 



 

1 
 

1. Introduction 

1.1. Overview 
 

Statement of the problem and approach 

Deposition to the oceans is a major removal mechanism for soluble trace gases such as 

sulfur dioxide, volatile organic compounds (VOCs), ammonia and nitric acid.  These gases 

are involved in multiple physical and chemical processes that affect climate, air quality and 

human health.  Sulfur compounds in the atmosphere influence aerosol and cloud formation 

by acting as precursors for cloud condensation nuclei and contributing to particle growth 

(Charlson et al., 1987).  Clouds and aerosols can directly influence the radiative balance of 

the earth by reflecting radiation.  Volatile organic compounds are involved in multiple 

processes that affect tropospheric chemistry.  For example, they control the oxidative 

capacity of the atmosphere by acting as a sink for OH radicals.  Hydrocarbons are also pre-

cursers to produce tropospheric ozone.  Other highly soluble gases deposited to the sea 

surface include the important nitrogen-containing species ammonia and nitric acid.  Nitric 

acid is a reactive nitrogen containing compound that contributes to particle growth.  

Ammonia is an inorganic nitrogen containing nutrient that is thought to affect biological 

activity in surface waters.  Ammonia is also responsible for neutralizing acidic compounds 

in the troposphere.  The deposition of ammonia and nitric acid to the ocean is significant 

loss term for reactive nitrogen compounds in the atmosphere.   Air/sea fluxes of heat and 

water vapor are also major terms in the energy balance of the earth.  These processes play 
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a role in the climatology of the earth by affecting how energy is stored and distributed on 

the planet.   

Air/sea fluxes are driven by the concentration differential between the bulk atmosphere 

and the sea surface and the physical processes transporting material to the air/sea 

interface.  Transport to the air/sea interface is largely controlled by the physical conditions 

over the ocean such as wind speed and sea state.  Making accurate estimates of air/sea flux 

is dependent on our ability to parameterize fluxes as a function of observable 

environmental conditions.  Numerous parameterizations exist that attempt to predict 

fluxes based on observable environmental conditions however, the uncertainty and 

variance associated with the flux estimates of these models is large.  The uncertainty 

associated with air/sea flux estimates is mostly due to a lack of understanding of the 

physical processes driving the deposition of gases to the sea surface.  Flux measurements of 

soluble trace gases to the sea surface are rare which limits our understanding of the 

physical controls on trace gas fluxes as well as our ability to test and verify existing flux 

parametrizations.   

In this study air/sea flux measurements of soluble trace gases are made using the eddy 

covariance technique.  The measurements were made during two separate field 

deployments over the course of three years.  The study sites include two coastal sites in 

North Carolina and San Diego.  During the coastal studies simultaneous flux measurements 

of SO2, water vapor, sensible heat and momentum were made.  Meteorological conditions 

such as wind speed, sea-surface temperature, wave height and humidity were also 

measured.  This dataset is unique because it includes both heat (latent and sensible) and 
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soluble trace gas (SO2) flux measurements.  These measurements are the first simultaneous 

flux measurements in the marine surface layer of multiple soluble gases with different 

diffusion coefficients.  Comparing the fluxes of water vapor and SO2 should give insight into 

the role of diffusion in controlling trace gas fluxes.  Additionally, the data will allow us to 

test current flux parameterizations of soluble trace gas fluxes.    

Organization of this thesis 

Chapter 1 contains a statement of the research problem and experimental approach, 

followed by background information on the physical controls and modeling techniques of 

air/sea gas transfer.  Chapter 2 is a detailed description of the methods used in this study, 

including a general discussion of the eddy covariance flux technique and the 

instrumentation used to make meteorological flux measurements.  Chapters 3 and 4 

describe field campaigns, including methodological details specific to each campaign and 

the resulting data.  Chapter 5 is a comparison of the data from the two field campaigns 

where the major consistencies between the field campaigns are identified.  Chapter 6 is 

discussion of various bulk parameterizations of transfer velocities including a comparison 

to experimental data.  The final chapter (Chapter 7) identifies the major conclusions of the 

study, the impact of this work on the field of air/sea flux and what research questions are 

remaining.  
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1.2. Background 
 

The marine surface layer 

The marine surface layer is the lowermost region of the atmosphere which is in direct 

contact with the ocean surface.  The surface layer is characterized by turbulent eddies that 

transport momentum, gases and energy through the atmosphere (Kaimal et al., 1972).  The 

height of the marine surface layer is roughly tens of meters, generally defined as the lowest 

10 % of the atmospheric boundary layer.  The vertical transfer of material and energy is 

considered constant throughout the surface layer.  This assumption is justified because the 

height of the layer is small enough that horizontal divergence of gases is negligible.  The 

vertical profile of mean horizontal wind speed and vertical mixing length follow 

logarithmic vertical profiles (Monin and Obukhuv, 1954).  For example, 

 𝑢(𝑧) = (
𝑢∗

κ
) ln 𝑧/𝑧𝑜 (1.1) 

Where u is wind speed and z is the height above the air/sea interface and κ is Von Karman’s 

constant, equal to 0.4 (Equation 1.1). The friction velocity, 𝑢∗, is defined as: 

 𝑢∗ = √𝜏/𝜌 (1.2) 

where τ is momentum flux and ρ is air density.  The zo term is known as the roughness 

length and is a function of the roughness of the sea surface.  Equation 1.1 is commonly 

known as the Law of the Wall (Von Karman, 1930).   
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Close to the interface the inertial turbulent mixing is damped, and molecular viscosity 

dominates.  In this interfacial sublayer region, the flow is thought to be laminar and the 

velocity profile is linear with height as follows (Liu et al., 1978): 

    𝑢(𝑧) = (
𝜏

𝜇
) 𝑧 (1.3) 

where τ is momentum flux and μ is the viscosity of air.  Equation 1.3 is the definition of 

viscosity in a laminar fluid.  The height of the interfacial layer is thought to be roughly 10 x 

the Kolmogorov scale (Equation 1.4). 

    𝑧𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑖𝑎𝑙 = 10 (
𝜈

𝑢∗
) (1.4) 

Figure 1.1 is a depiction of the wind shear in the surface and interfacial layers.  



 

6 
 

 

Figure 1.1 Cartoon illustrating the horizontal wind profile in the marine 
surface layer over the ocean.  Close to the surface in the interfacial layer 
the profile is dominated by molecular viscosity and has a linear profile.  
Away from the surface the profile is dominated by turbulence and has a 
logarithmic profile. The resistance to gas transfer in each layer is depicted 
as two resistors connected in series.  

 

Bulk transfer coefficients 

The momentum flux at the surface is commonly parameterized using a bulk transfer 

coefficient (Equation 1.5): 

 𝜏 = 𝐶𝑑𝑢10
2 𝜌   (1.5) 
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Where u10 is the 10 m wind speed and Cd is a bulk transfer coefficient known as the drag 

coefficient.  The drag coefficient over the ocean represents the frictional effect of waves on 

the transfer of momentum between the atmosphere and surface-ocean.  The drag 

coefficient over the ocean has a wind speed dependence due to the increasing roughness of 

seas with increasing wind speed (Smith, 1988; Kondo, 1975; Hicks, 1972; Liu et al., 1979, 

Pond et al., 1973, Donelan et al., 2004).   

Bulk transfer coefficients can also be written for sensible and latent heat (due to water 

vapor flux), and trace gases, as follows: 

 𝐻 = 𝐶𝐻𝑢10(∆𝑇) = 𝑘𝐻(∆𝑇) (1.6) 

 𝐸 = 𝐶𝐸𝑢10(∆𝑞) = 𝑘𝐸(∆𝑞) (1.7) 

 𝐹 = 𝐶𝑔𝑎𝑠𝑢10(∆𝐶) = 𝑘𝑔𝑎𝑠(∆𝐶) (1.8) 

Where H, E, and F are fluxes of heat, water vapor, and a soluble trace gas, and the ∆ 

quantities represent the differential in temperature, water vapor, and trace gas 

concentration between a reference height (10 m) and the surface.  The quantity k is known 

as the transfer velocity and is defined as the product of the transfer coefficient and 10 m 

wind speed.  These fluxes are dependent on: (1) The physical transport through the surface 

and interfacial layers, represented by the bulk transfer coefficient and wind speed and (2) 

the air/sea thermodynamic differential.  The thermodynamic differential in this case is 

defined as the temperature and gas concentration differential at 10 m and the sea surface.   
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The transfer of gases and heat differ slightly from that of momentum in the interfacial layer. 

In the surface layer gases, heat and momentum are all transferred by turbulent mixing at 

the same rate.  In the interfacial layer, gases and heat must diffuse to reach the interface, 

while momentum can be transferred through viscous stress and pressure gradients.  As a 

result: (1) The drag coefficient probably represents an upper-limit to the transfer 

coefficients of other scalars and (2) the transfer coefficients of heat and gases are 

dependent on diffusion and thus should vary with the diffusion coefficient of a gas. 

The concept of resistance to gas transfer and the role of gas solubility  

The concept of “resistance to gas transfer” uses the analogy of electrical resistance to 

represent the influence of turbulent and diffusive transport properties of the surface layer.  

Resistance is defined as the inverse of the transfer velocity, and the turbulent and diffusive 

processes limiting mass transfer are treated as resistors connected in series, as follows:   

    𝑘−1 = 𝑟𝑡𝑜𝑡𝑎𝑙 = 𝑟𝑡𝑢𝑟𝑏 + 𝑟𝑑𝑖𝑓𝑓  (1.9) 

(Figure 1.1), where k is the transfer velocity, rturb is the turbulent resistance and rdiff is the 

diffusive resistance.  Because turbulence transports both momentum and mass, the 

turbulent resistance term is sometimes represented by the drag coefficient (Equation 

1.10).  

 𝐶𝑑𝑢10 = 𝑘𝑚𝑜𝑚 = (𝑟𝑡𝑢𝑟𝑏)−1 (1.10) 

The transfer velocity for a gas is then given by Equation 1.11.   
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     𝑘−1 =
1

𝐶𝑑𝑢
+ 𝑟𝑑𝑖𝑓𝑓         (1.11) 

On the atmospheric side of the interface, diffusive resistance is significantly smaller than 

turbulent resistance.  On the water side of the interface, the reverse is true.  The solubility 

of a gas determines the relative magnitude of the air-side and liquid side resistance to 

transfer.  

Liss (1974) used a simple two-layer model to illustrate the effect of solubility on gas 

transfer.  The two-layer model consists of well-mixed bulk air and water layers away from 

the interface, with gas concentrations Ca and Cw (Figure 1.2).  Just above and below the 

air/sea interface there are air-side and water-side diffusive sublayers.  At the interface 

itself, the air side and water side gas concentrations are assumed to be in Henry’s Law 

equilibrium.  

 
 
 
 



 

10 
 

 

Figure 1.2 Schematic of bulk and diffusive layers in the atmospheric and liquid side if the 
interface.  The dashed line represents a concentration profile through the layers.   

 

If there are no additional sources or losses of the gas within these layers, then the air/sea 

gas flux is constant across all the layers and the following expression holds:  

𝐹 = 𝑘𝑎(𝐶𝑎 − 𝐶𝑎𝑠) = 𝑘𝑤(𝐶𝑤𝑠 − 𝐶𝑤) (1.12) 

𝐶𝑎𝑠 =
𝐶𝑤𝑠

𝐻
 (1.13) 

where ka and kw are the air-side and liquid-side transfer velocities respectively, and H is the 

dimensionless Henry’s law constant for gas solubility expressed here as the ratio of liquid-
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side to air-side concentrations.  Eliminating Cas and Cws between Equations 1.12 and 1.13 

yields,  

𝐹 = 𝐾𝑎(𝐶𝑎 −
𝐶𝑤

𝐻
) (1.14) 

1

𝐾𝑎
= (

1

𝑘𝑎
+

1

𝑘𝑤𝐻
) = 𝑅𝑡𝑜𝑡𝑎𝑙 = (𝑟𝑎 + 𝑟𝑤) 

(1.15) 

where Ka is the total transfer velocity expressed in gas side units.  Equation 1.15 implies 

that the total resistance to gas transfer is composed of water-side and air-side terms and 

the strength of the liquid side resistance decreases with increasing solubility.  The effect of 

solubility on the relative importance of air-side and liquid-side resistance is shown in Table 

1.1.  for gases spanning a wide range of solubilities.  Air-side and water-side gas transfer 

velocities were calculated using the gas transfer model from Fairall et al. (2000).  The gas, 

liquid and total resistance were calculated by inserting transfer velocities and the Henry’s 

law constant into Equation 1.15.  The results are summarized in Table 1.1.    

Table 1.1 Table showing the effect of solubility on the resistance to gas transfer on the 
liquid and gas side of the interface.  All Henry’s law constants are given at 298.15 °K 
(Sander 1999).   

    

Compound H Rtotal (s m-1) ra (s m-1) rw (s m-1) Rg/Rtotal (%) 

O2 0.03 2.1x105 83 2.1x105 0.3 % 

Dimethylsulfide 13.7 1.2x103 95 1.1x103 8 % 

Methanol 5.4x103 93 89 3.7 96 % 

SO2 2.5x108 91 91 8.2x10-5 100 % 
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Use of SO2 as a tracer for air-side gas transfer 

In this study sulfur dioxide was utilized to study air-side gas transfer velocities.  This is 

done by computing transfer coefficients from observations of air/sea fluxes and air/sea 

concentration differences, as follows: 

𝐾𝑎 =
𝐹

(𝐶𝑎 −
𝐶𝑤

𝐻 )
 

(1.16) 

Sulfur dioxide has several physical/chemical properties that make it useful as a tracer for 

the processes controlling air side resistance to air/sea gas transfer.  The first of these is 

very high effective solubility.  Sulfur dioxide is highly soluble because of rapid dissociation 

into bisulfite and sulfite ion (HSO3-; SO32- ).  These equilibria are described below, with 

equilibrium constants given for seawater at 298 K (Millero et al., 1989). 

  

 𝑆𝑂2(𝑔) ↔ 𝑆𝑂2 ∙ 𝐻2𝑂     𝐻𝑆𝑂2 =
[𝑆𝑂2 ∙ 𝐻2𝑂]

𝑃𝑆𝑂2
= 1.24 𝑀𝑎𝑡𝑚−1 (1.16) 

 𝑆𝑂2 ∙ 𝐻2𝑂 ↔ 𝐻𝑆𝑂3
− + 𝐻+     𝐾1 =

[𝐻𝑆𝑂3
−][𝐻+]

[𝑆𝑂2 ∙ 𝐻2𝑂]
= 2.6 × 10−2 𝑀 (1.18) 

 𝐻𝑆𝑂3
− ↔ 𝑆𝑂3

2− + 𝐻+     𝐾2 =
[𝑆𝑂3

2−][𝐻+]

𝐻𝑆𝑂3
− = 7.4 × 10−7 𝑀 (1.19) 

Combining these equilibria and assuming a pH of 8.1 yields an effective SO2 solubility, as 

follows: 

 𝐻𝑒𝑓𝑓 = 𝐻𝑆𝑂2 [1 +
𝐾1

[𝐻+]
+

𝐾1𝐾2

[𝐻+]2
] ∙ 𝑅𝑇  ~  2.5 × 108  (1.20) 
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where HSO2 is the Henry’s law solubility, K1 and K2 are equilibrium constants, R is the gas 

constant and T is temperature.  This effective solubility of SO2 is so large that the resistance 

to air/sea gas exchange is entirely on the air side of the interface and ka=Ka (Table 1.1).   

 In order for the effective solubility to influence gas transfer, the kinetics of ionization must 

occur on a time scale significantly shorter than the characteristic time for transport across 

the water side diffusive layer (Hoover and Berkshire, 1969).  The characteristic time for 

equilibration of SO2 with its ionic forms is roughly 4.5x10-4 s (Schwartz & Frieberg, 1981), 

while the time scale for diffusive transport on the water side is on the order of seconds.  

Another important property of S(IV) is that it undergoes rapid oxidation in seawater.  As a 

result, it is expected that the levels of S(IV) in the surface ocean are extremely low.  Clark & 

Radojevic (1984) measured the oxidation rate of S(IV) in seawater, and obtained the 

following rate expression: 

 
𝑑[𝑆(𝐼𝑉)]

𝑑𝑡
= (𝑘𝑜𝑥)[𝑆(𝐼𝑉)]2 (1.21) 

Where kox is the S(IV) oxidation rate constant and [S(IV)] is the molar concentration of 

S(IV) in seawater.  We can estimate the levels of S(IV) in seawater using a simple steady 

state box model.  Two sources of S(IV) were considered, 1) sulfur dioxide deposition to the 

sea surface from the atmosphere, (FSO2) and 2) oxidation of hydrogen sulfide released from 

marine sediments, (PH2S).  The loss term is the oxidation rate given in Equation 1.21.  The 

model equation is: 

 𝑃𝐻2𝑆  + 𝐹𝑆𝑂2 = (𝑘𝑜𝑥)[𝑆(𝐼𝑉)]2 (1.22) 
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An upper limit for FSO2 was estimated using an atmospheric mixing ratio of 1 nmol mol-1 

and an air-side transfer velocity of 0.02 m s-1.  Input from sulfate reduction in marine 

sediments was estimated assuming 10 mmol cm-2 year-1, an upper bound on the range of 

global sulfate reduction rates (Bowles et al., 2017).   

Assuming a water depth of 10 m, a steady state S(IV) concentration was calculated to be 

~0.05 μM.  At equilibrium, this corresponds to an air-side mixing ratio of 5x10-3 pmol mol-1.  

This is much lower than typical atmospheric SO2 levels in the marine surface layer (De 

Bruyn et al. 2006; Bandy et al. 1992).  As a result, the air sea concentration difference for 

SO2 is entirely controlled by the air side concentration and when calculating ka from SO2 

fluxes, Equation 1.23 holds. 

 𝑘𝑎 =
𝐹

𝐶𝑎
 (1.23) 

By contrast, transfer velocities calculated from water vapor and heat flux data are 

dependent on measurements on both sides of the air/sea interface to estimate the air/sea 

thermodynamic differential.   

Mass accommodation kinetics 

An additional source of resistance is possible at the sea surface due to mass 

accommodation kinetics.  This physical process describes the likelihood an SO2 molecule 

that impacts the surface is transferred to the liquid phase.  Worsnop et al. (1989) studied 

the uptake kinetics on water droplet surfaces.  The result of this experiment indicate the 

mass accommodation coefficient of SO2 is sufficiently large that the characteristic time to 

achieve equilibrium across the air/water interface is much smaller than the characteristic 
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time to diffusion to the water surface.  This means any added resistance from mass 

accommodation kinetics is expected to be negligible compared to the total resistance to gas 

transfer in the marine boundary layer. 

Bulk parameterizations 

Numerous different expressions have been developed for the parameterization of bulk 

transfer coefficients for soluble gas deposition (Table 1.2; Johnson et al. 2010).   Early 

parameterizations were empirical fits to flux measurements collected in a variety of ways 

(Liss, 1973; Hicks, 1972).  More recent parameterizations include theoretical elements but 

still contain empirical constants to tune the models to agree with experimental results 

(Duce et al. 1991; Fairall et al. 2000). 

Table 1.2 Commonly used equations for bulk parameterization of soluble trace gas 
transfer velocity (k). 

Reference k (m s-1) 

Duce et al. (1991) 𝑢∗

5𝑆𝑐0.64 + 𝐶𝑑
−0.5 

Fairall et al. (2000) 𝑢∗

13.3𝑆𝑐0.5 + 𝐶𝑑
−0.5 − 5 + 1.25log (𝑆𝑐)

 

Mackay and Yeun (1983) 10−3 +
𝑢∗

21.65 𝑆𝑐
2
3

 

Shahin et al. (2002) 10−2𝐷0.5(0.98𝑈10 + 1.26) 

Liss (1973) 0.005 + 0.21𝑈10 

 

Diffusive resistance in bulk parameterizations is set proportional to the diffusion 

coefficient (D).  Often the diffusion coefficient is expressed through the dimensionless 
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Schmidt number of a gas, defined as the kinematic viscosity divided by the diffusion 

coefficient, Sc=ν/D.  The strength of the diffusive resistance in bulk parameterizations 

depends on the theoretical framework the model is based on.  The simple two-layer model 

assumes the interfacial layer is laminar with thickness related to the horizontal wind 

speed.  This approach yields, 𝑟𝑑𝑖𝑓𝑓 ∝ 𝐷1 which follows from Fick’s first law of diffusion (Liss 

and Salter, 1974).  The interfacial layer is more accurately characterized as a laminar layer 

that episodically exchanges material with the overlying turbulent atmosphere (Higbie, 

1935; Liu and Businger, 1975; Buckley and Vernon, 2016).  Such models are referred to as 

surface renewal models and 𝑟𝑑𝑖𝑓𝑓 ∝ 𝐷𝑛.  There is little agreement among these models as to 

the value of n which typically varies from 0.5 – 0.66. 

1.3. Previous soluble trace gas deposition measurements 
 
 There have been only three previous field studies of air-side controlled air/sea gas 

exchange of gases other than water vapor.  Faloona et al. (2010) used eddy-covariance flux 

measurements of SO2 from an aircraft in the marine boundary layer above the tropical 

Pacific Ocean.  Transfer velocities were obtained from measurements at altitudes between 

30 – 50 m and covered a wind speed range of 4.5 – 10 ms-1.  The transfer velocities 

measured in Faloona et al., (2010) were 30 % lower than predicted by the model of Fairall 

et al. (2000).  The authors suggested that diffusive resistance in the Fairall et al. (2000) 

model was underestimated.  Agreement with the model was obtained by increasing the 

thickness of the near surface diffusive layer in the model roughly 2-fold.  Parameterization 

of the diffusive layer in air/sea gas transfer models is discussed in more detail in Chapter 6. 
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Marandino et al. (2005) made shipboard measurements of fluxes and air/sea 

concentrations of acetone in the Pacific.  Acetone fluxes measured in this study were 

always negative (into the ocean).  The unidirectional fluxes in this study were inconsistent 

with measured air/sea concentration differentials for a significant portion of the cruise.  A 

linear relationship between fluxes, wind speed and atmospheric acetone concentration was 

apparent in the data.  This result suggest that fluxes were independent of bulk seawater 

concentrations.  The authors suggest that strong near-surface concentration gradients of 

acetone due to microbial activity may be responsible for the inconsistent results.  The 

author notes that any conclusions about transfer coefficients or global acetone budgets 

drawn from this study are highly questionable considering the inconsistent results. 

Yang et al. (2013) carried out a shipboard study of air/sea exchange of methanol in the 

Atlantic Ocean.  They made eddy covariance flux measurements of methanol, heat and 

momentum and near surface seawater concentration measurements.  Methanol transfer 

velocities from this experiment were larger than momentum transfer velocities at high 

wind speeds, which is physically implausible due to the additional resistance due to 

interfacial diffusion.  The authors showed that better agreement between methanol and 

momentum transfer coefficients was obtained by assuming that seawater concentrations of 

methanol were negligible, implying that there must be strong near-surface gradients in 

methanol.   This result was similar to the conclusion reached by Marandino et al. (2005). 

The momentum and methanol transfer velocities derived from this study were used to 

calculate diffusive resistance to methanol transfer following equations 1.9-1.10.  This 
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analysis suggested that the diffusive resistance is smaller than the parameterization in 

Fairall et al. (2000) but larger than that of Duce et al. (1991). 

These three studies comprise the total body of literature focusing on in situ soluble trace 

gas flux measurements over the ocean which means there is an extremely limited amount 

of useful information for investigating air-side controlled trace gas fluxes.  These studies 

were the first of their kind and provided insight into aspects of soluble trace gas fluxes 

were previously there was none.  However, the results of these studies were highly 

questionable, raising more questions than providing answers.    

1.4. Goals of this thesis 
 
The flux measurements of SO2, momentum and latent and sensible heat made in this study 

will increase our understanding of the physical processes in the surface and interfacial 

layers driving soluble gas flux.  The transfer velocities from latent and sensible heat can be 

compared to the transfer velocities of trace gases.  This comparison is rarely possible and 

should demonstrate that trace gases are controlled by the same physical processes that 

drive air/sea energy fluxes.  The comparison between transfer velocities of multiple gases 

collected simultaneously should demonstrate the role of diffusive resistance in the 

interfacial layer.  Bulk parameterizations can also be tested using this data.  Specifically, the 

data can be used to evaluate the diffusive resistance term in bulk parameterizations. 
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2. Methodology 

2.1. Overview of methodology 

Introduction 
 
Two pier-based flux studies were conducted in San Diego, CA and in Duck, NC.  This 

Chapter describes the methods used in this study to measure coastal air/sea fluxes of 

momentum, water vapor, sensible heat and sulfur dioxide, as well as the bulk 

meteorological conditions and thermodynamic gradients driving the fluxes.  The general 

configuration of the field setup, the sensors, data acquisition, and data analysis procedures 

are discussed.  The chemical ionization mass spectrometric methods and instrumentation 

used for sulfur dioxide detection are discussed in particular detail, because these were 

novel aspects of this study that have not previously been used in ground-based flux 

studies.  Details of the experimental set-up specific to each field deployment are given in 

chapters 3-4. 

General experimental set-up 

The coastal flux studies involved installing an eddy flux system at the end of a pier (Figure 

2.1).  The sensors and air inlets were mounted facing towards the ocean.  Instrumentation 

for sulfur dioxide detection, data acquisition, clean air generator, and pumps were located in 

a shed at the end of the pier.  Meteorological sensors were mounted to a boom that extended 

out over the water surface to avoid flow distortion from the pier.   The sensing regions of the 

eddy covariance flux package and the air intake for chemical measurements were located 

roughly 10 m above the sea surface at the two sites. 
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In the Duck campaign, a downward-looking infrared sensor for sea surface temperature was 

mounted below the eddy flux package, roughly 7 m above the water surface.   

 

Figure 2.1.  Left-Photo of the end of the Pier in Duck, NC where an aluminum arm extends 
3 m out over the water surface.  The sonic anemometer and IRGA attached to the end of 
the arm.  Right-Location of inlet relative to sensing region of the Sonic Anemometer.  The 
1/8th in tubing carries the 34SO2 standard from the compressed tank located in the shed. 

 

Meteorological and oceanographic sensors 

This section describes the various sensors used to make meteorological measurements 

during the field campaigns in San Diego and North Carolina (Table 2.1).  Wind 

measurements in this study were made using a Campbell CSAT 3 sonic anemometer.  This 

instrument can make measurements of wind speed in 3 dimensions and air temperature at 

50 Hz.  Water vapor and air density measurements were made with an open-path infrared 

gas analyzer (IRGA) at 5 Hz (LICOR model LI-7500). The instrument was calibrated using a 

dew point generator (LICOR model LI-610).    Low frequency measurements of air 

temperature and relative humidity were measured with a capacitive/resistive probe 
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(Viasala Model HMP45) during the field campaign in North Carolina.  Sea surface 

temperatures were measured in North Carolina with a downward-looking infrared 

radiometer (Apogee model SI-111) mounted ~ 2 m below the flux package.  Sea surface 

temperature measurements were measured in San Diego using a temperature probe chain 

maintained by the Coastal Observing Research and Development Center 

(http://cordc.ucsd.edu).      

The IRGA and sonic anemometer were mounted to the end of the boom/arm.  The sonic 

anemometer was oriented facing out to sea and the IRGA was oriented just behind and to 

the side of the sonic anemometer by roughly 20 cm to avoid flow distortion in the 

oncoming winds but minimize distance from the sensing region of the sonic anemometer.  

In Duck the infrared radiometer was attached to a 2 m aluminum arm that extended down 

toward the sea surface.  The temperature/RH sensor was housed in a radiation shield and 

attached to the meteorological tower at the same height as the sonic and IRGA. 



 

 
 

2
2

 

  

Table 2.1 Instrumentation used in this study for eddy covariance flux measurements and bulk gradients of 
momentum, water vapor, and sensible heat.  LOD indicates limit of detection. 

Parameter Instrument Model Frequency Hz-1 LOD 
Water vapor  Infrared Gas Analyzer LICOR 7500 5 300 (mmol m-3) 

Wind speed, air temp. Sonic Anemometer Campbell CSAT3 30 15 (mm s-1), -50 (◦C) 

Sea surface temp. Infrared Radiometer Apogee SI-111 1 -55 (◦C) 

Air Temp. and 
humidity 

Temp./Humidity Probe Viasala HMP45 0.1  -39.2 (◦C), 0.8 (%RH) 

SO2 CIMS Custom 10 4 (pmol mol-1) 
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2.2.   SO2 Detection 

This section describes the instrumentation, calibration and flow set-up used to measure 

SO2 mixing ratios during the coastal field campaigns. 

Description of the chemical ionization mass spectrometer  

Atmospheric sulfur dioxide mixing ratios were measured using a custom chemical 

ionization mass spectrometer (CIMS) developed and built in our laboratory (Figure 2.2).  

The CIMS instrument consists of an ionization region, an ion focusing region and two high 

vacuum regions.  The ionization region consists of a ¼ inch glass lined steel tube which 

contains a 63Ni foil.  A pinhole (~250 µm) separates the ionization region from the ion 

focusing region containing an ion funnel.   

The ion funnel is designed to increase ion transmission efficiency from the ambient 

pressure ionization region to the vacuum region of the instrument (Kelly et al., 2011).  The 

ion funnel is 127 mm long and consists of 100 concentric rings decreasing in diameter from 

25.4 mm to 1.5 mm.  A DC gradient of 3 Vcm-1 was applied to transmit ions axially and two 

phases of RF (2MHz, 150V p-p) were applied so that adjacent rings in the funnel were 180° 

out of phase.  The result of this configuration is an effective potential in the funnel that 

increases radially outward from the center axis of the funnel.  Ions can be radially focused 

at relatively high pressures (~1 Torr) by decreasing the diameter of the rings down the 

funnel.    
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The first high vacuum region contains three ion focusing lenses just prior to the entrance to 

an Extrel 19 mm diameter quadrupole.  The second vacuum region contains a dynode and 

counting ion multiplier maintained at 4 and -2 kV respectively.  Vacuum is maintained in 

the first and second vacuum regions by Varian 1001 and 700 turbo molecular pumps 

backed by an Edwards 28 vacuum pump. 

DC voltages for the lenses and ion funnel were provided by a Gamma custom multichannel 

DC supply source.  The quadrupole was driven by a Gamma QPS500 DC/RF power supply 

and the dynode and CEM were powered by a Gamma high voltage power supply (model 

number D-RR5-0.5R/SDPM/M772).   

 

Figure 2.2 Simple schematic of the Meso-CIMS instrument.  The red 
arrow represents an ion beam and the black arrows represent air 
flow through the instrument. 
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Ion chemistry 

Ionization was initiated at ~ 430 Torr in the ionization region with a 63Ni foil.   Sulfur 

dioxide was detected in negative ion mode as SO5- (Equations 2.1-2.4).  The reaction 

scheme is given below (Thornton et al., 2002). 

𝑂2
− + 𝑂3 → 𝑂3

− + 𝑂2 (2.1) 

𝑂3
− + 𝐶𝑂2 → 𝐶𝑂3

− + 𝑂2 (2.2) 

𝐶𝑂3
− + 𝑆𝑂2 → 𝑆𝑂3

− + 𝐶𝑂2 (2.3) 

𝑆𝑂3
− + 𝑂2 + 𝑁2 → 𝑆𝑂5

− + 𝑁2 (2.4) 

Ozone was added to the air stream just prior to the ionization region by flowing 200 cc/min 

of dry air past a UV lamp (Pen Ray).  The addition of ozone minimizes the competing 

reaction O2- + SO2 → SO4-, and increases the sensitivity of the method (Mohler et al., 1992).  

There was potential interference at m/z 112 from the water vapor cluster CO4(H2O)2- but it 

was eliminated by dropping the pressure in the ionization region from 760 to 430 Torr. 

CIMS calibration 

Ambient sulfur dioxide mixing ratios were calculated using an internal isotopic standard.  

In this method, a flow of gas containing a known concentration of 34SO2 was added to the 

flow of ambient air in the main inlet.  The 34SO2 was introduced at the beginning of the inlet 

to account for any losses of ambient SO2 in the Nafion driers or to the walls if the Teflon 

tubing (Figure 2.4).  Sulfur dioxide mixing ratios were calculated by referencing the signal 

from ambient SO2 at m/z 112 (32SO5-) to that from the isotopic SO2 at m/z 114 (34SO5-).  The 



 

26 
 

isotopic standard was delivered from an aluminum compressed cylinder (Scott Marin 

model 30A) containing a known concentration 34SO2, through a calibrated mass flow 

controller.  The ambient SO2 mixing ratio was calculated according to Equation 2.5. 

𝑋𝑆𝑂2 =
𝑆112

𝑆114
∗

𝐹𝑠𝑡𝑑

𝐹𝑡𝑜𝑡𝑎𝑙
𝑋𝑡𝑎𝑛𝑘 (2.5) 

Where S112 and S114 are the signal from ambient and isotopic SO2 respectively and Fstd and 

Ftotal are the flow rates of the isotopic standard and the inlet flow respectively and Ctank is 

the concentration of 34SO2 in the compressed cylinder.   

Three cylinders was prepared in our lab by bleeding ~ 5 mbar of 34SO2 into an evacuated 

cylinder and then pressurizing with pure N2.  The 34SO2 was supplied from a compressed 

lecture cylinder containing ~97% pure 34SO2. These cylinders were calibrated in the lab by 

referencing the signals at m/z 114 from the compressed cylinder to the signal at m/z 112 

from a gravimetrically calibrated permeation device (Vici Metronics model #7446-09-5, 

Figure 2.3).  The permeation device contains pure 32SO2 that is released via permeation 

through a Teflon membrane.  The device was kept at 30° C in a temperature controlled 

chamber with a stream of dry air continuously flowing past the device.  The permeation 

rate is calculated by weighing the tube on ~bi-weekly basis.  This technique verified the 

permeation rate is constant and ~ 50 ng min-1.  The flow setup for a calibration consisted of 

a main flow in a Teflon inlet with a tee for addition of SO2 from the permeation device and 

the compressed cylinder.  A sub-sample of 1000 cc/min from the main inlet was sampled 

through the CIMS instrument.  A typical tank calibration was carried out in SIM mode 

monitoring m/z 112 and 114 as follows; 
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1. Background levels of 34SO2 and 32SO2 were determined by sampling the house 

air. 

2. The ratio of 34SO2/32SO2 in the cylinder was determined by adding gas from the 

compressed cylinder to the main flow. 

3. The ratio of 34SO2/32SO2 in the permeation device was determined by adding the 

air stream flowing over the permeation device into the main inlet flow. 

4. Flow from the tank and permeation device were added to the inlet flow together.  

The tank flow was changed in step increments and the mixing ratio of the tank 

(Xtank) was calculated for each tank flow rate according to Equation 2.6. 

𝑋𝑇𝑎𝑛𝑘 =
𝑆114
̅̅ ̅̅ ̅

𝑆112
̅̅ ̅̅ ̅

∗
𝑃𝑓𝑅

𝐹
(2.6) 

Where S114 and S112 are the time averaged signals at m/z 114 and 112 respectively after 

correction for background interference and cross contamination from 32SO2 in the tank 

and 34SO2 in the permeation tube.  F is the flow rate of the tank through the mass flow 

controller, f is the fraction of the permeation tube sampled after the dumps and 

dilutions, and R is the fraction of 32SO2/34SO2 in the permeation tube. 
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Figure 2.3 Example of a tank calibration.  The dotted line is the signal at m/z 112 from 
32SO5- coming from the permeation device.  The solid line is the signal at m/z 114 
from 34SO5- coming from the tank.  The tank flow was changed in a step wise fashion 
and the concentration was calculated for each tank flow rate. 

 

It was necessary to sample only a fraction of the permeation tube when conducting a 

calibration in order to obtain levels of 32SO2 in the main flow comparable to the levels of 

34SO2 from the tank.   The fraction of the permeation tube sampled, f, was controlled using a 

multistage dilution system.  This system consisted of four mass flow controllers (Tyaln), 

the first of which provided the initial flow through the Teflon chamber containing the 

permeation device.  The second third and fourth MFC’s in the system provide a dump, 

dilution and final dump respectively.  By calibrating the MFC’s relative to each-other a 

fraction of 32SO2 from the initial flow could be sampled.  The calibration and associated 

calculations of the multistage dilution system is described in detail in Gallagher et al. 

(1997).    
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Flow set-up 

This section discusses the tubing and flow set-up used to make trace gas measurements 

with the CIMS instrument.  A ¼ in Teflon tube carried gas from near the sensing region of 

the sonic anemometer to the CIMS instrument in the shed.  The gas inlet was mounted ~ 2-

4 cm behind the transducers of the sonic anemometer to avoid flow distortion but to 

minimize separation from the sonic anemometer sensing region (Figure 2.1).  The airflow 

was dried with two counter-flow Nafion driers connected in series at the front of the inlet 

(Perma Pure Inc. Model PD-625-24PP).  A sub-sample of ~1000 cc/min was drawn off the 

main inlet flow, through the ionization region of the CIMS.   Ozone was added to the air 

stream just prior to the ionization region by flowing dry air past a UV lamp (Pen Ray).    A 

1/8 Teflon tube carried 34SO2 isotopic standard from a compressed cylinder located in the 

shed to the entrance of the inlet on the end of the boom (Figure 2.4).  Ambient air was 

pumped down the main inlet and through the CIMS with a carbon vane pump (Gast model 

1023) and flow rates were maintained using thermal conductivity mass flow controllers 

interfaced to the PC through a custom 16-bit digital mass flow controller module.  Pure air 

for the Nafion counter-flow driers and ozone generator were supplied with a pure air 

generator and compressor (Aadco model 737-11), located in the shed.  A simple schematic 

of the flow set-up is shown in Figure 2.4.  The various flow rates used in the Scripps and 

Duck field campaigns are shown in Table 2.2.  
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Figure 2.4 Schematic of the flow setup used during the field campaigns in San Diego 
and Duck. 

Table 2.2 Flow rates used during the Duck 
and Scripps field campaign. 

Flow Flow (cc min-1 STP) 
Scripps          Duck                            

Inlet 8500 6500-7300 

Source 1000 950 

Ozone 200 200 

Tank 1-10 1-10 

Driers 7000 7000 

Total Flow 9750 7700-8500 
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Inlet characterization 

The total flow down the inlet is calculated according to Equation 2.7; 

𝐹𝑡𝑜𝑡𝑎𝑙 = 𝐹𝑖𝑛𝑙𝑒𝑡 + 𝐹𝑠𝑜𝑢𝑟𝑐𝑒 + 𝐹𝐶𝐼𝑀𝑆 − 𝐹𝑜𝑧𝑜𝑛𝑒 (2.7) 

Where Finlet is the flow rate of the main inlet, Fsource is the flow through the source region of 

instrument, FCIMS is the flow rate through the vacuum region of the instrument and Fozone is 

the flow rate past the ozone generator. 

The flow through the CIMS is a function of the pressure in the source region and the 

diameter of the pinhole.  The flow through the CIMS was measured in the lab to be ~ 450 

cc/min.  Inlet flow rates varied over the course of the Duck experiment due to occasional 

clogging in the inlet.   

The inlets used at the Scripps and Duck Pier was 13 m and 21 m respectively, with an I.D. of 

~2-4 mm.  Transit times down the inlets were calculated according to Equation 2.8,   

𝑇 = 𝐿 ∗ (
𝐹𝑡𝑜𝑡𝑎𝑙

𝐴
)

−1

(2.8) 

where L is the length of the inlet and A is the cross-sectional area of the inlet tubing.  These 

transit times were verified for each flux interval by examining the covariance between 

vertical wind speed and SO2 concentration.  Fluxes of SO2 were calculated using a range of 

delay times.  The delay producing the largest flux was taken to be the correct delay.  The 

calculated and verified transit time roughly agreed with each other (Table 2.3). 
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Table 2.3 Length and transit times for inlets used at Scripps 
and Duck Piers. 

Inlet 
Length 
(m) 

Transit Time 
Calculated 
(seconds) 

Transit Time 
Verified 
(seconds) 

Scripps 13 1 0.9-1.3 

Duck 21 1-2 1.3-1.8 

 

High frequency fluctuations in SO2 are damped during passage through the air inlet tubing.  

The attenuation characteristics of the inlets used at Duck and Scripps were examined in the 

laboratory.  A scenario was created where a flow of air containing SO2 from a permeation 

device was sampled through the inlet. The flow of SO2 was instantaneously interrupted by 

quickly removing the tubing from the inlet.  This caused a delayed exponential decrease in 

SO2 signal at the mass spectrometer.  A decay constant (k) was calculated by fitting a linear 

regression to the logarithm of the signal in the decay region of the time series (Equation 

2.9, Figure 2.5), 

log(𝑠𝑖𝑔) = −(𝑘)𝑡 + 𝐶 (2.9) 

where k is decay constant, t is time and C is a constant.  The cut-off frequency was 

calculated according to Equation 2.10. 

𝐹𝑐 =
𝑘

2𝜋
(2.10) 

 This test was done multiple times, the average cut-off frequency for the Scripps and Duck 

inlets were 1.4 ± 0.1 Hz and 1.6 ± 0.1 Hz respectively.   
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Figure 2.5 Scripps inlet high frequency attenuation characteristics.  Signal at m/z 112 vs. 
time. Left – Response of signal to removal of SO2.  Middle – Log plot of signal (Black line) 
and linear regression to signal decay (red line).  Right – same as left with filtered step 
change on top of signal (red).  

 

 

Figure 2.6 Duck inlet high frequency attenuation characteristics.  Signal at m/z 112 vs. 
time. Left – Response of signal to removal of SO2.  Middle – Log plot of signal (Black line) 
and linear regression to signal decay (red line).  Right – same as left with filtered step 
change on top of signal (red). 
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A first-order Butterworth filter was designed in Matlab using the calculated cut-off 

frequencies.   A high frequency correction factor or gain, G, was computed for each flux 

interval by applying the filter to the time series data and taking the ratio of the filtered and 

unfiltered fluxes as follows: 

𝐺 =
𝐹𝑢𝑛𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑

𝐹𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑

(2.11) 

This approach was applied to the sonic anemometer temperature time series.  The gains 

were regressed against wind speed (Figure 2.7).  The regressions of G vs U10 were not 

statistically different between the Scripps and Duck inlets (Figure 2.7, Table 2.4).  The 

Scripps inlet is shorter than the duck inlet by 8 m which theoretically means the loss of 

high frequency fluctuations is likely occurring in the instrument and not limited by the 

length of the inlet.  This relationship was used to correct the individual flux measurements 

for high frequency loss.  

 

Figure 2.7 High frequency gain calculated from sensible heat data collected at Scripps 
(Left) and Duck (Right) Pier regressed against wind speed.   
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Table 2.4.  Slope and intercept of the regressions to FSH/FSHfilt 
vs. U10 from the inlets at Scripps and Duck Pier. 

 Scripps Inlet Gain Duck Inlet Gain 

Slope 5.01 ± 0.92 (x 10-3) 5.58 ± 0.66 (x10-3) 

Intercept 1.01 ± 0.0  1.01 ± 0.0 
 

2.3.   Data acquisition and processing 

Data acquisition 

This section discusses the data collection from the various meteorological sensors and 

CIMS instrument as well as the processing techniques used.  The analog data coming from 

the meteorological sensors was filtered with a Butterworth filter and logged at 50 Hz using 

a National Instruments SCXI 1001 data logger.  Signals from the CIMS were amplified with 

an amplifier/discriminator and digitized with a National Instruments USB 6343 unit.  The 

digital CIMS data were logged locally on the PC interfaced to the CIMS.  The digital data 

from the CIMS were converted to analog in real time and logged at 50 Hz with the 

meteorological data.  Data streams from the meteorological sensors and CIMS were 

adjusted to account for processing delays and transit times down the inlet.  Delays from the 

meteorological sensors were relatively small (~200 ms) and provided in the instrument 

manuals. 
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Data processing 

The analog data from the various meteorological sensors were converted to geophysical 

units following the equations detailed in the user manuals.  Temperature measurements 

from the sonic anemometer were corrected to account for water vapor according to 

Equation 2.12,  

𝑇 =
𝑇𝑟𝑎𝑤

1 + 0.32
𝑃𝑣

𝑃

(2.12) 

where Traw is the raw sonic temperature, Pv is the partial pressure of water vapor in pascals 

and P is total air pressure.  The dry air density, ρdry, was calculated according to the ideal 

gas law (Equation 2.13) and is defined as moles of dry air per cubic meter. 

𝜌𝑑𝑟𝑦 =
𝑃𝑑𝑟𝑦

𝑇 ∗ 𝑅
(2.13) 

Where Pdry is the dry air pressure defined as the difference between the total air pressure 

(P) and the partial pressure of water vapor (Pv) and R is the ideal gas constant.  Water 

vapor concentrations were converted to a dry air mixing ratio, defined as mole of water 

vapor per mole of dry air, according to Equation 2.14, 

𝑋𝐻2𝑂 =
𝐶𝐻2𝑂

𝜌𝑑𝑟𝑦

(2.14) 

where CH2O is the water vapor concentration.  Sulfur dioxide concentrations were 

calculated using Equation 2.15, 

𝐶𝑆𝑂2 = 𝑋𝑆𝑂2 ∗ 𝑛𝑑̅̅ ̅ (2.15) 
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where XSO2 is the sulfur dioxide mixing ratio calculated according to equation 2.5 and nd is 

the number density of air in moles per cubic meter, calculated using the ideal gas law.   

The time series data were divided into ~ 15 min flux intervals (Figure 2.8).  Average bulk 

meteorological conditions and fluxes of momentum, water vapor and SO2 were calculated 

for each flux interval.  Fluxes were calculated according to equations 2.16 to 2.19,    

𝐹𝑆𝑂2 = 𝑤′𝐶′
𝑆𝑂2

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ (2.16) 

𝐹𝐻2𝑂 = 𝑤′𝑋′
𝐻2𝑂

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅𝜌̅𝑑𝑟𝑦 (2.17) 

𝐹𝑚𝑜𝑚 = 𝑤′𝑢′̅̅ ̅̅ ̅̅ 𝜌̅ (2.18) 

𝐹𝑆𝐻 = 𝑤′𝑇′̅̅ ̅̅ ̅̅  𝜌̅𝑐𝑝 (2.19) 

Where cp is the heat capacity of air, ρ is air density in kg m-3, the ‘ denotes fluctuations from 

the average signal over the flux interval and the other variables are defined previously.  

Transfer velocities were calculated for each flux interval by dividing fluxes by average 

thermodynamic gradients driving the flux; In the case of momentum 10 m wind speed is 

the driving force (Equations 2.20 to 2.23). 

𝑘𝑆𝑂2 =
𝐹𝑆𝑂2

𝐶𝑆̅𝑂2

(2.20) 

𝑘𝐻2𝑂 =
𝐹𝐻2𝑂

(𝑋̅𝐻2𝑂 − 𝑋̅𝑠)𝜌̅𝑑𝑟𝑦

(2.21) 

𝑘𝑚𝑜𝑚 =
𝐹𝑚𝑜𝑚

𝑈10
̅̅ ̅̅̅𝜌̅

(2.22) 
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𝑘𝑆𝐻 =
𝐹𝑆𝐻

(𝑇̅̅ ̅ − 𝑇̅𝑠)𝜌̅ 𝐶𝑝

(2.23) 

Where Xs is the theoretical mixing ratio of water vapor at the saturation vapor pressure at 

the sea surface temperature.  Saturation vapor pressures were calculated following 

Sharqawy et al. (2010). 

 

Figure 2.8 Example of a flux interval taken during the field 
campaign in Duck, NC.  The top panel is a time series of vertical 
wind speed and the middle panel is a time series of SO2 mixing ratio.   
The bottom panel is the frequency weighted co-spectra.   The area 
above the co-spectra represents the average flux during the flux 
interval. 
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Quality control was applied to the data to reject bad or contaminated flux intervals.  The 

criteria to reject a flux interval were slightly different for each field deployment and are 

detailed below. 

1. Normalized cumulative flux – A plot of flux (normalized by the total flux) vs. 

frequency was generated for each parameter (SO2, water vapor, sensible heat, 

momentum) for each flux interval.  Intervals exceeding or opposite in sign to the 

total flux at 0.004 Hz and 0.008 Hz for the Scripps and Duck deployments 

respectively, were identified and eliminated.  Intervals were declared 

excessively noisy if the difference between cumulative flux at two consecutive 

frequencies exceeded 18% and 12% for the Scripps and Duck deployments 

respectively.  Flux intervals with obvious deviations in co-spectral shape from 

those defined in Kaimal et al. (1972) were eliminated subjectively. 

2.  Thermodynamic gradients – Intervals with relatively small thermodynamic 

gradients across the air sea interface were identified and eliminated.  The 

minimum thermodynamic gradient for each parameter are shown in Table 2.5. 

Table 2.5 Air/sea thermodynamic differential 
thresholds for accepting flux intervals.  Thresholds 
apply to both field campaigns. 

Parameter Threshold 
Water Vapor 1x10-3 (mol/mol) 
SO2 10 (pmol mol-1) 
Sensible Heat 0.7 (°C) 

 

3.  Wind sector – Wind direction was variable during the Duck campaign.  Flux 

intervals with average winds outside a defined wind sector were eliminated.  This 
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eliminated intervals where winds may be coming over land or from a direction with 

interference from structures.  

4.  Atmospheric stability – Flux intervals with an atmospheric stability parameter, 

z/L, > 0.07 were rejected to avoid stable conditions. 

5. Electronic noise and contamination – Intervals with obvious electronic spikes or 

sharp excursions in SO2 likely reflecting local contamination were rejected. 

Validation 

Background interference at m/z 114 and 112 in the field were determined by attaching a 

filter (Whatman No. 41) on the front of the inlet that had been soaked in 1% K2CO3 solution.  

This technique ensured background interference at m/z 112 and 114 were minimal (Figure 

2.9).   
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Figure 2.9 Instrument background at m/z 112 (ambient SO2) and m/z 114 
(34SO2) taken during the deployment in Duck, NC.  A carbonate filter was 
used to scrub the isotope and ambient signal at 386 seconds.  Note the 
initial drop in isotope at 380 seconds was caused by removing the tubing 
carrying the isotope when attaching the carbonate scrubber. 

 

The time series from the ambient SO2 and isotopic 34SO2 showed clearly different behavior 

in the field (Figure 2.10).  The signal at m/z 112 had much larger variability compared to 

the internal standard.  The fluctuations in the ambient signal likely reflects the downward 

transport of 32SO2 to the sea surface via turbulent eddies in the marine surface layer.  
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Figure 2.10 Example of raw data from the Duck Pier.  Top panel is m/z 112 (32SO5) 
from ambient SO2 and the bottom panel is m/z 114 (34SO5-) from the compressed 
cylinder.  The ambient signal has clear fluctuations that are associated with turbulent 
eddies in the atmosphere while the isotope signal is relatively constant. 
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3. Flux measurements at the Scripps pier 

3.1. Overview 
 

The Scripps deployment is the first attempt at making simultaneous ground-based flux 

measurements of SO2 and sensible and latent heat in the marine boundary layer.  The goals 

of this deployment were to (1) assess the performance of the CIMS with the ion funnel in 

measuring SO2 in the marine boundary layer, (2) determine if the CIMS instrument and the 

experimental set-up are capable of measuring SO2 fluxes, (3) compare transfer velocities of 

the scalar fluxes (SO2, H2O, sensible heat) to each other and to momentum transfer 

velocities, and (4) determine if any observable differences in the transfer velocities can be 

attributed to physical processes in the boundary layer. 

This study was conducted at the Scripps pier located in La Jolla, California.  The local 

meteorology is characterized by a daily westerly sea-breeze with occasional frontal 

systems that generally approach from the north-west.  The Scripps facility is near our 

laboratory, has easy access and sufficient power to run electrical equipment in a shed 

located on the end of the pier.  The pier structure extends 330 m from the coast WNW at a 

heading of ~290° to a water depth of 10 m.  The end of the pier extends roughly 100 m past 

breaking waves and a ~ 6 m long aluminum boom is located on the north-west corner of 

the pier that can rotate out over the water surface to avoid flow distortion from the pier. 
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3.2. Results 
 

Meteorological and oceanographic conditions 

The field study was carried out from April 6th to April 27th and resulted in approximately 

100 hours of data.  The data were divided into 13 min flux intervals and average bulk 

meteorological and oceanographic properties were calculated for each interval. Winds 

were generally light during the study, with a mean wind speed of 3.8 ± 2.0 m/s and a range 

of 0-9.7 m s-1.  The average relative humidity was 80% and coastal fog in the mornings was 

common.  Air temperatures were 16.2±1.3 °C with a range from 12.9-19.9 °C and sea water 

temperatures averaged 16.5±0.9 °C with a range of 13.8-18.3 °C.  The SO2 mixing ratio was 

highly variable over the course of the study with an average of 100 pmol mol-1 and ranging 

from 0 to 560 pmol mol-1.  Sharp spikes in SO2 were usually associated with 

military/commercial vessels passing upwind of the pier and low SO2 levels were associated 

with the occurrence of fog. 

Air masses approached the study site from the northerly direction.  A high-pressure region 

was located over the study site for the first few days of the deployment (DOY’s 97-100) 

during which winds were light and air temperatures were warm.  Air mass back 

trajectories from this period indicated air masses were pushed inland over California 

before reaching the site (Figure 3.1).  Thus, SO2 levels were relatively high during this time 

likely due to pollution from fuel combustion.  After the high pressure moved out of the 

region air masses generally approached the study site by traveling over the ocean and SO2 

levels were relatively low.  There was a notable increase in wind speed starting at DOY 106.  
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On DOY 115 a low pressure passed over the region and brought extremely high winds 

(Figure 3.1). 
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Figure 3.1 Left column – 500 mbar height contours for North America on DOYs’ 98, 106 
and 116 at 1100 UTC (National Weather Service).  Right column – 120-hour backward 
trajectories from Scripps Pier ending at 2000 UTC for DOYs’ 98, 106 and 116.   
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Figure 3.2 Time series of meteorological and oceanographic parameters during the Scripps deployment.  The grey bands indicate 
night time hours. 
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CIMS instrument performance 

The CIMS instrument successfully measured SO2 in the marine boundary layer for the 

duration of the deployment.  The average signal at m/z 112 and 114 was ~ 12,000 and 

~29,000 cps respectively over the duration of the deployment (Figure 3.3).  This resulted 

in a mean calculated SO2 mixing ration of ~ 100 pmol mol-1.  Attaching the carbonate 

scrubber on the entrance to the inlet dropped the signal to ~ 1000 cps and further 

increased confidence that SO2 was being measured.  Spikes in the signal at m/z 112 were 

associated with passing commercial vessels which were likely emitting diesel exhaust 

known to be rich in sulfur.   

The average sensitivity was calculated for each flux interval according to Equation 3.1, 

𝑆 =
𝑐𝑝𝑠̅̅ ̅̅̅114

𝑋𝑡𝑎𝑛𝑘
∗

𝐹𝑡𝑜𝑡𝑎𝑙

𝐹𝑡𝑎𝑛𝑘

(3.1) 

Where cps114 is the average counts at m/z 114 during the flux interval, Xtank is the tank 

mixing ratio, Ftotal is the total inlet flow and Ftank is the tank flow. The CIMS had an average 

sensitivity in the field of ~120 cps/(pmol mol-1).  The sensitivity of the instrument varied 

over the course of the deployment from 65 cps/(pmol mol-1)to 250 cps/(pmol mol-1) 

(Figure 3.3).  It is unclear what caused the variability in the CIMS sensitivity over the 

course of the experiment.  Sensitivity was notably high when SO2 mixing ratios were below 

~50 pmol mol-1 but generally constant when mixing ratio was larger than 50 pmol mol-1 

(Figure 3.4).  Sensitivity was also inversely correlated with water vapor mixing ratio.  This 

is probably due to loss of 34SO2 in the inlet to the walls of the tubing from condensation.  
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Figure 3.3 Time series of the CIMS instrument performance during the Scripps campaign. The top row shown average 
counts at m/z 114 from the isotopic standard (34SO2).  Rows two and three shows the tank flow and total inlet flow 
respectively. The fourth row shows the sensitivity of the CIMS instrument (cps pmol-1 mol).  
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Figure 3.4 CIMS sensitivity vs. SO2 mixing ratio (left) and CIMS sensitivity vs H2O mixing 
ratio (right) during the Scripps deployment.  The data shown passed quality control for 
the respective parameter.   

 

Air/sea thermodynamic differentials and fluxes 

The average air/sea temperature differential was 0.56 ± 1.55 °C with a range from -3.5 °C 

to 2.7 °C with positive values representing a warmer ocean than atmosphere by 

convention. Occasionally air/sea temperature differentials had diurnal variability which 

reflected the daily air temperatures.  Starting around DOY 114 sea water temperatures 

warmed and were significantly warmer than air temperatures for the remaining three days 

of the study.  Sensible heat fluxes generally reflected the air/sea temperature differential in 

magnitude and direction over the course of the study indicating that fluxes of sensible heat 

were successfully measured.  There were a few instances when sensible heat flux was 

opposite in direction to the thermodynamic differential which may suggest a slight bias in 

either air or seawater temperature measurement.  These cases were usually associated 
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with very small temperature differences and none of those intervals passed the quality 

control criteria.  Large sensible heat fluxes were observed on the last two days of the study 

when passage of a low-pressure system brought high wind speeds and colder air 

temperatures (Figure 3.5). 

The thermodynamic gradient for water vapor was positive (from the ocean to the 

atmosphere) for duration of the study and the observed fluxes were all upward (Figure 

3.6).   The warm sea water temperatures combined with the high winds and cold 

temperatures on the last two days of the study resulted in large H2O fluxes.   

All the observed SO2 fluxes were from the atmosphere to the ocean surface and ranged 

from 0 to 65 pmol m-2 s-1 with the largest fluxes observed at the beginning and end of the 

deployment associated with high SO2 levels and high wind speeds respectively (Figure 3.7). 
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Figure 3.5 Time series of parameters related to sensible heat flux collected at Scripps Pier from April 6th – 27th.   Solid data points passed 
quality control criteria. 
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Figure 3.6 Time series of parameters related to water vapor flux collected at Scripps Pier from April 6th – 27th. Solid data points passed 
quality control criteria.  White bands indicate daylight hours. 
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Figure 3.7 Time series of parameters related to SO2 fluxes at collected at Scripps Pier from April 6th – 27th.  Solid data points passed 
quality control criteria.   White bands indicate daylight hours.  
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Co-spectra 

The co-variance of the fluctuations of vertical wind and atmospheric concentration of the 

various parameters are shown in the form of co-spectra (Figures 3.8-3.10).  Co-spectra are 

useful for validating flux measurements and assessing the the quality of the dataset.  All SO2 

co-spectra were negative indicating fluxes were exclusively from the atmosphere to the 

ocean (Figure 3.8).  This is consistent with the theory that sea water concentrations of SO2 

are negligible.  All water vapor and sensible heat co-spectra were positive indicating fluxes 

were exclusively from the ocean to the atmosphere (Figures 3.9 and 3.10).  The 

directionality of the water vapor and sensible heat fluxes agree with the measured 

thermodynamic potentials (Figures 3.5-3.7).  Theoretical co-spectra defined in Kaimal et 

al., (1972) were within one standard deviation of the frequency weighted normalized co-

spectra measured at Scripps Pier for all parameters.  The co-spectra measured during 

DOY’s 114-117 were significantly larger than those measured during the rest of the 

campaign because of the strong winds and large air/sea thermodynamic differentials 

observed during that period (Figures 3.5-3.7). 
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Figure 3.8 Frequency weighted co-spectra of vertical wind and SO2 concentration for flux intervals collected at 
Scripps Pier divided into three-time periods.  The respective time-periods for columns 1-3 are DOY’s 96-102, 104-
109 and 114-117.  Top:  individual co-spectra for 13-minute flux intervals; Middle:  Same as top except co-spectra 
have been normalized to the average flux during the interval. Bottom:  Bin-averages of the flux normalized co-
spectra (circles), ± 1 standard deviation (dotted line), and theoretical co-spectral shape from Kaimal et al. (1972), 
(Dashed line). 
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Figure 3.9 Frequency weighted co-spectra of vertical wind and water vapor concentration for flux intervals 
collected at Scripps Pier divided into three time-periods.  The respective time-periods for columns 1-3 are DOY’s 96-
102, 104-109 and 114-117.  Top:  individual co-spectra for 13-minute flux intervals; Middle:  Same as top except co-
spectra have been normalized to the average flux during the interval. Bottom:  Bin-averages of the flux normalized 
co-spectra (circles), ± 1 standard deviation (dotted line), and theoretical co-spectral shape from Kaimal et al. 
(1972), (Dashed line). 
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Figure 3.10 Frequency weighted co-spectra of vertical wind and temperature for flux intervals collected at Scripps 
Pier divided into three-time periods.  The respective time-periods for columns 1-3 are DOY’s 96-102, 104-109 and 
114-117.  Top:  individual co-spectra for 13-minute flux intervals; Middle:  Same as top except co-spectra have been 
normalized to the average flux during the interval. Bottom:  Bin-averages of the flux normalized co-spectra (circles), 
± 1 standard deviation (dotted line), and theoretical co-spectral shape from Kaimal et al. (1972), (Dashed line). 
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Transfer velocities 

Transfer velocities for water vapor, sensible heat, SO2 and momentum were calculated for 

each flux interval using equations 2.20-2.23.  The transfer velocities for all parameters 

were positively correlated with wind speed, as expected given the increase in atmospheric 

turbulence associated with increased winds.  A one-way least squares linear regression 

was used to obtain the transfer coefficient for each parameter and the uncertainty at the 

95% confidence interval (k/U; Table 3.1).  The transfer coefficient of momentum was the 

largest followed by water vapor, sensible heat and SO2.  Based on this analysis, the transfer 

coefficient of SO2 was smaller than water vapor, sensible heat and momentum by 13, 8 and 

35 % respectively.  The transfer coefficients of sensible heat and water vapor within 5 % of 

each other.   

An analysis of variance was computed to test if the slopes of the linear regressions were 

significantly different from each other at the 95 % confidence interval (Table 3.2). Based on 

the F-values from this test the slope of the regression to the momentum data were 

significantly different from the slopes of all the other regressions (F > Fcrit, α=0.05).  The 

slopes of the regressions of the water vapor, SO2 and sensible heat data were not different 

from each other at the 95 % confidence level (F < Fcrit α=0.05).     
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Figure 3.11 Transfer velocities collected at Scripps Pier for water vapor, sensible heat, 
SO2 and momentum plotted against 10 m wind speed.  The solid line is one-way least 
squares fit to the data and the curved lines represent the 95% confidence interval.   

 

 

 

Table 3.1   Transfer coefficients (k/U10) and 95% confidence 
interval obtained from field measurements at Scripps Pier. 
Parameter Transfer coefficients 

(k/U10) x103 

Water vapor (kH2O/U10) 1.130.20  
Sensible heat (kSH/U10) 1.070.17 

Sulfur dioxide (kSO2/U10) 0.980.14 

Momentum (kmom/U10) 1.53±0.39 
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Table 3.2 Results of the analysis of variance test comparing the slopes of 
the linear regressions of the k vs U10 scatter plots.   

 F Fcritical (α=.05) p-value 

SO2 vs. H2O 0.57 1.46 0.4512 
SO2 vs. Heat 0.37 1.49 0.5446 
Heat vs. H2O 0.11 1.34 0.7353 
Momentum vs. SO2 2.43 1.51 0.1216 
Momentum vs Heat 2.23 1.41 0.1375 
Momentum vs H2O 1.57 1.39 0.2117 

 

The comparison of wind-speed dependences suggests that sulfur dioxide has a lower 

transfer coefficient than either water vapor or sensible heat.  That comparison utilized all 

the data that passed quality control collected during the Scripps deployment.  It should be 

noted that data sets for the different constituents were not identical because of the 

elimination of intervals by the quality control criteria.   

An alternative and more rigorous way to compare the transfer velocities of water vapor, 

SO2 and sensible heat is to examine only flux intervals where multiple constituents passed 

quality control simultaneously.  For these intervals, the physical conditions were identical 

for each parameter (atmospheric turbulence, sea state, etc.).  Transfer velocities measured 

simultaneously were plotted against each other and two-way linear regressions were 

applied to the data.  The results of this analysis showed kSO2 is smaller than both kH2O and 

kSH  (Table 3.3; Figure 3.12).  
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Figure 3.12 Transfer velocities plotted against each-other for intervals collected 
simultaneously at Scripps Pier.   The solid line is a two-way Deming regression and curved 
lines represent the 95 % confidence bounds of the regression.  The error on the slope and 
intercept of the regressions is the 95 % confidence interval. 

Table 3.3   Slope and 95 % confidence interval of regressions to k vs k in 
Figure 3.12. 

 

k vs. k Slope of fit to scatter plots Number of data points 
kSO2 vs. kH2O 0.630.14 33 
kSO2 vs. kSH 0.900.22 21 
kH2O vs. kSH 1.300.18 77 

 

The transfer coefficient for SO2 is expected to be smaller than that of water vapor or 

sensible heat because the molecular diffusion coefficient of SO2 in air is smaller than that of 

the other two.  However, the ratio kSO2/kH2O from these results is surprisingly small given 

that diffusive resistance is only a small part of the overall air-side resistance to gas transfer.   

Few intervals passed quality control simultaneously for sensible heat and SO2.  The error 

associated with kSO2/kSH was large and the ratio was not different from one as a result.   

Water vapor and sensible heat diffuse at roughly the same rate in air and therefore should 

have similar transfer coefficients when measured under simultaneous conditions.  The 
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ratio of kH2O/kSH was larger than one which may suggest a measurement bias in the sea 

surface/air temperature or water vapor mixing ratio.     

As discussed in the introduction, previous studies have utilized the transfer of momentum 

as a proxy for the air-side resistance due to turbulence alone, sometimes referred to as the 

aerodynamic resistance.  To compare the scalar transfer to momentum transfer, the 

transfer velocities to for flux intervals passing quality control simultaneously for the scalar 

quantities and momentum were plotted against each-other and linear two-way Deming 

regressions were fit to the data (Figure 3.13).  The resulting regression slopes were all 

significantly less than one in each case (0.51±0.24, 0.68±0.16, 0.52±0.08).  The regression 

to the kSH vs. kmom scatter plot significantly improved the R2 value compared to the kSH vs. 

U10 plot.  There was no improvement for water vapor and SO2.  The regression slopes for 

the various scalars against momentum are not statistically different from each other at the 

95 % confidence level.   

 

Figure 3.13 Transfer velocities for the scalar parameters plotted against the aerodynamic 
limit (kmom) for intervals collected simultaneously at Scripps Pier.  Solid line is a two-way 
Deming regression, the error on the slope and intercept are 95 % confidence intervals.  
The curved lines are 95 % confidence bounds on the regression. 
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Table 3.4 Slope and 95 % confidence interval for regressions to k vs k in 
Figure 3.13. 

 

k vs. k Slope of fit to scatter plots Number of data points 
kSO2 vs. kmom 0.510.24 21 
kH2O vs. kmom 0.680.15 66 
kSH vs. kmom 0.520.08 41 

 

3.3. Discussion 
 

The Scripps data show the transfer velocities for all parameters scale with wind speed.  

This wind speed dependence likely results from two effects.  First, increasing wind speed 

results in increasing turbulent transport across the turbulent part of the surface layer.  

Second, turbulence near the surface may reduce the depth of the interfacial viscous layer 

above the sea surface where diffusive behavior may limit transport of the scalars (sensible 

heat, water vapor, and sulfur dioxide).     

The data also indicate that scalar transfer velocities (SO2, water vapor, sensible heat) are 

smaller than the momentum transfer velocity when both are observed under simultaneous 

or similar conditions.  This difference is significant for all three scalars at the 95 % 

confidence interval (Figure 3.13).  One might expect this general relationship because 

momentum can be transferred by multiple processes that are not applicable to the transfer 

of scalars.  For example, form drag involves momentum transfer as a result of pressure 

forces against waves, which does not result in enhanced transfer of scalars (Kondo, 1975; 

Liu et al., 1979).   
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The Scripps data gives an average ratio of kscalar/kmom=0.57±0.29.   By comparison, the 

COARE algorithm, which is tuned to open-ocean momentum and latent heat flux data, 

predicts a ratio the kH2O/kmom =0.85.   

Sulfur dioxide transfer velocities are lower than those of water vapor and sensible heat in 

this data set.  This result was significant at the 95 % CI when SO2 transfer velocities were 

regressed against water vapor transfer velocities (Figure 3.12).  However, this result was 

not significant when SO2 transfer velocities were regressed against sensible heat transfer 

velocities.  There was too much scatter and limited data to see a statistically significant 

difference between the SO2 and sensible heat transfer velocities.  Lower transfer velocities 

for SO2 are expected, because the molecular diffusivity of SO2 in air is roughly half than that 

of water vapor and sensible heat, so transport across the viscous interfacial layer should be 

slower.  However, the magnitude of the difference in gas transfer velocities between SO2 

and water vapor is far larger than one would expect from molecular diffusivity.  For 

example, the observed ratio of kSO2/kH2O =0.63 ± 0.14 is essentially equal to the ratio of the 

molecular diffusivities implying that transport through the marine surface layer is a purely 

diffusive process.  This is not possible, given that the surface layer is turbulent.  For 

example, the typical log-normal vertical profiles of scalars in the surface layer demonstrate 

that turbulent mixing is a significant component of the overall resistance (Von Karman., 

1930). 

Sulfur dioxide transfer velocities were lower than sensible heat transfer velocities. 

However, the results were only significant at the 75 % confidence interval.  Sulfur dioxide 

diffuses at roughly half the rate of heat in air, so the result qualitatively agrees with the 
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theory of diffusive resistance in the interfacial layer.   The uncertainty in the regression is 

due to the small sample size (21 simultaneous intervals). 

3.4. Conclusion  
 

The Scripps deployment was successful in terms of demonstrating the capability to 

measure SO2 at ambient levels with the CIMS instrument.  Eddy covariance flux 

measurements of SO2, water vapor and sensible heat were successfully measured with our 

flux package, as evidenced by the quality of the co-spectra.  The absence of upward SO2 

fluxes confirmed the hypothesis that SO2 concentrations in sea water are negligible.   

The data provide evidence that sulfur dioxide transfer velocities are smaller than those of 

water vapor or sensible heat.  This result is qualitatively consistent with gas transfer theory 

suggesting slower diffusing gases have higher resistance in the interfacial sublayer. 

However, the data set available for direct comparison was limited in terms of the quantity 

of data and the wind speed range.  The results suggest that this is a useful approach for 

studying air-side resistance, but that the results would be improved if it was implemented 

in an environment with a wider range of wind speeds and larger air/water temperature 

differences.  

It is notable that SO2 exhibited the least scatter and smallest error of the three constituents 

in terms of its relationship to wind speed (Table 3.1, Figure 3.11).  The thermodynamic 

gradient for SO2 is purely dependent on atmospheric concentrations and calculations of 

kSO2 are not subject to measurements uncertainty associated with sea surface temperature 
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measurements.  This may have led to a more precise measurement of kSO2 relative to kH2O 

and kSH, both of which are dependent on sea surface temperature measurements
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4. Flux measurements at the Duck pier 

4.1. Overview 
 

The second field campaign was carried out at the U.S. Army Corps of Engineers Field 

Research Facility in Duck, NC.  Duck is located in the Outer Banks barrier islands off the 

coast of North Carolina.  The major goal of the second field campaign was to expand our 

data-set across a broader range of wind speeds.    An analysis of wind speed and direction 

at the study site for the years 2012-2014 show that winter and early spring are generally 

characterized by strong winds from a northerly direction which are ideal for flux 

measurements.  This field research facility maintains a research pier with a meteorological 

tower suitable for attaching our eddy flux package and a shed at the end of the pier to 

house our CIMS instrument and associated electronics.   

A second goal of this experiment was to improve the precision and accuracy of the sea 

surface temperature measurement.  The infrared radiometer used in this study can 

measure skin temperature of the ocean to within 0.2 °C of uncertainty.  This technique will 

improve our ability to accurately measure the air/sea thermodynamic differentials driving 

sensible heat and water vapor fluxes.  Resulting estimates of water vapor and sensible heat 

transfer coefficients should also improve.    
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4.2. Results  
 

Meteorological and oceanographic conditions 

Weather conditions at the sampling location were characterized by the periodic passage of 

cold fronts from the northwest.  Frontal passages occurred on average every four days (~8 

events in total), due to cyclonic flow around a recurring low-pressure system off the North 

Atlantic coast.  Virtually all valid flux data collected during this study were obtained during 

and just after frontal passages, primarily because of the quality control requirement that 

winds lie in the sector from 125-305° to ensure offshore flow and minimize flow distortion 

by the pier.  All the frontal passages were accompanied by a sharp drop in air temperature, 

increase in wind speed, and a gradual shift in wind direction from the south or southeast to 

the north (Figure 4.1 & 4.2).  The cold air temperatures associated with frontal passages 

resulted in a small temperature differential between the sea surface and air.   

Relative humidity and SO2 mixing ratio were variable during these events and dependent 

on the air-mass trajectory.  During the frontal events on DOY’s 95 and 105 relative 

humidity decreased markedly because of strong air-mass subsidence into the boundary 

layer.  This contrasts with the high humidity observed on DOY 99 when air-masses had no 

subsidence and were in contact with the sea surface prior to arriving at the study site.  Air 

masses originating over the north-east US, such as on DOY 105, were associated with high 

levels of SO2 due to pollution from fossil fuel combustion.  During frontal passages SO2 

levels averaged 145 pmol mol-1, considerably higher than the average levels (83 pmol mol-

1) observed between events. 
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Figure 4.1 Back trajectories (48 hr) starting at Duck Pier for the frontal passage that 
occurred on April 4th ending April 7th.  The air masses reaching the pier shift from a 
southerly to a northerly origin, (top panel) and experience subsidence as they approach 
the study site (bottom panel). 
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Figure 4.2 Time series plot showing bulk meteorological and SO2 data collected at Duck Pier from March 18 - 
24, 2015 (DOY 75-111).  The grey bands indicate frontal passages and black data points had an average wind 
direction between 125-305°.  Data are sparse at the beginning of the study due a few electronics failures. 
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CIMS instrument performance 

The average signal from ambient and isotopic SO2 was 2.6x104 and 2.7x104 cps respectively 

for intervals passing quality control.  This resulted in an average SO2 mixing ratio of 97±92 

pmol mol-1 and an average sensitivity of 165±57 cps pmol-1 mol.  There was an inverse 

relationship between water vapor mixing ratio and instrument sensitivity.  There was also 

an inverse relationship between SO2 mixing ratio and instrument sensitivity (Figure 4.4).  

This behavior was also observed during the Scripps campaign and the cause is not 

understood.   

The mass flow controller controlling the inlet flow did not maintain a steady flow as the 

study progressed (Figure 4.3).  It is possible the driers were slowly becoming clogged due 

to sea spray and/or particulates from tree pollen (large amounts of tree pollen were 

observed deposited on the entrance of the inlet).  The variance of the inlet flow during the 

study was only 2 % of the mean flow and not anticipated to have a large effect on the inlet 

attenuation characteristics.  Inlet delays were calculated on an interval by interval basis to 

account for the changing transit times over the course of the study.     
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Figure 4.3 Time series of the CIMS instrument performance during the Duck campaign. The top row shows 
average counts at m/z 114 from the isotopic standard (34SO2).  Rows two and three shows the tank flow and 
total inlet flow respectively. The fourth row shows the sensitivity of the CIMS instrument (cps/pmol mol-1).   
Black data points passed quality control criteria for SO2 fluxes.  
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Figure 4.4 Sensitivity vs. SO2 mixing ratio (left) and sensitivity vs H2O mixing ratio (right) 
during the Duck deployment.  The data shown passed quality control for the respective 
parameter.   

 

Air-sea thermodynamic differentials and fluxes 

The average SO2 mixing ratio during the study was 1.01x102 ± 1.15x102 pmol mol-1.  All SO2 

fluxes passing quality control were downward into the ocean even when SO2 

concentrations were small as on DOY’s 87 and 97.  For the first eight days of the study flux 

measurements were made but the isotopic standards were not used.  During this time SO2 

mixing ratio calculations were not possible, however transfer velocity calculations were 

still possible using the raw signal at m/z 112 from ambient SO2 (Figure 4.5). 

The average temperature differential between the bulk atmosphere at 10 m and the sea 

surface was -4.7 ± 4.3 °C.  During frontal passages from the north the air/sea temperature 

differentials were very small because of the cold air associated with these fronts.  The 
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majority of intervals that passed quality control criteria for sensible heat fluxes were 

during frontal passages from the north because of the requirement that wind directions lie 

between 125-305°.  The mean temperature differential for intervals passing quality control 

was 1.3 ± 0.6 °C and the average heat flux was 11.7 ± 7.1 W m-2.  All heat fluxes were 

upward for intervals passing quality control.  The small temperature differentials meant 

good quality heat flux data were limited during the campaign.  Only 68 of the ~ 2000 flux 

intervals passed quality control (Figure 4.6). 

The average difference between water vapor mixing ratio at 10 m and the mixing ratio at 

the saturation vapor pressure at the sea surface temperature was -0.6 ± 4.7 mmol mol-1 

with a range from -14.5 to 28.2 mmol mol-1.  Water vapor fluxes went into and out of the 

ocean over the course of the study but nearly all intervals that passed quality control had 

upward fluxes (Figure 4.7).   
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Figure 4.5 Time series of parameters related to SO2 fluxes collected at Duck Pier from March 18– April 21.  Black points 
indicate the interval passed quality control. 
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Figure 4.5 Time series of parameters related to H2O fluxes collected at Duck Pier from March 18– April 21.  Black points 
indicate the interval passed quality control. 
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Figure 4.5 Time series of parameters related to sensible heat fluxes collected at Duck Pier from March 18– April 21.  
Black points indicate the interval passed quality control. 
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Co-spectra 

In this section the co-spectra from the scalar parameters are examined to assess the quality 

of our flux measurements.  All SO2 co-spectra passing quality control were negative 

indicating fluxes were always from the atmosphere to the ocean (Figure 4.8).  All water 

vapor co-spectra were positive indicating fluxes were always from the ocean to the 

atmosphere (Figure 4.9).  Sensible heat co-spectra were bi-directional (Figure 4.10).  

Average co-spectra from this experiment have a similar shape to the theoretical co-spectra 

from Kaimal et al. (1972) to within one standard deviation for all parameters (Figure 4.8-

4.10).  This indicates that fluxes were successfully measured in the marine boundary layer.  

Sulfur dioxide co-spectra agreed well with theoretical co-spectra from Kaimal et al. (1972) 

at high frequencies (Figure 4.9).  This result shows that there was negligible attenuation of 

fluctuations in SO2 mixing ratio in the gas inlet.   
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Figure 4.8 Frequency weighted co-spectra of vertical wind and sulfur dioxide for flux intervals collected at Duck Pier 
divided into three time-periods.  The respective time-periods for columns 1-3 are DOY’s 77-87, 91-101 and 105-111.  
Top:  individual co-spectra for 13-minute flux intervals; Bottom:  average co-spectrum (solid black line), ± 1 standard 
deviation (dotted line), and co-spectral shape from Kaimal et al. (1972), (Dashed line). 
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Figure 4.9 Frequency weighted co-spectra of vertical wind and water vapor for flux intervals collected at Duck Pier 
divided into three time-periods.  The respective time-periods for columns 1-3 are DOY’s 77-87, 91-101 and 105-111.  
Top:  individual co-spectra for 13-minute flux intervals; Bottom:  average co-spectrum (solid black line), ± 1 standard 
deviation (dotted line), and co-spectral shape from Kaimal et al. (1972), (Dashed line). 
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Figure 4.10 Frequency weighted co-spectra of vertical wind and sensible heat for flux intervals collected at Duck Pier 
divided into three time-periods.  The respective time-periods for columns 1-3 are DOY’s 77-87, 91-101 and 105-111.  
Top:  individual co-spectra for 13-minute flux intervals; Bottom:  average co-spectrum (solid black line), ± 1 standard 
deviation (dotted line), and co-spectral shape from Kaimal et al. (1972), (Dashed line). 
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Transfer velocities 

Transfer velocities for SO2 water vapor, sensible heat and momentum were calculated 

using equations 2.20-2.23.  Transfer coefficients (k/U10) were calculated by fitting one-way 

linear regressions to the scatter plots of k vs U10 (Figure 4.11).  This analysis showed that 

the momentum transfer coefficient was the largest followed by water vapor and SO2 (Table 

4.1).  An analysis of variance was computed to test for statistical significant differences 

between the linear regressions.  All the regressions were different from each other at the 

95 % CI except for the sensible heat and momentum regressions (Table 4.2). 

There were relatively few data points that passed quality control for sensible heat.  The 

uncertainty in the regression to the sensible heat data were large compared to the other 

parameters as a result.  The poor quality of sensible heat data were likely because of small 

air/sea temperature differentials that occurred during the passage of cold fronts from the 

north.  Unfortunately, winds were from a suitable direction for eddy covariance flux 

measurements during such frontal passages from the north.  The remaining results and 

discussion exclude sensible heat due to the low quality of the data-set.    
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Figure 4.11 Transfer velocities for water vapor, sensible heat, SO2 and momentum 
measured at Duck Pier.  Each parameter is plotted against 10 m wind speed.  The solid 
line is one-way least squares fit to the data and the curved lines represent 95% 
confidence bounds on the regression.   
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Table 4.1 Transfer coefficients (k/U10) and 95% confidence 
interval obtained from field measurements during the Duck field 
campaign study. 

Parameter Transfer coefficients 
(k/U10) x103 

Water vapor (kH2O/U10) 1.060.10  
Sensible heat (kSH/U10) 1.650.33 

Sulfur dioxide (kSO2/U10) 0.910.08 

Momentum (kmom/U10) 1.63±0.13 
 

Table 4.2 F statistic and p value from the analysis of variance 
test comparing the linear regressions from Figure 4.11. 
 

Comparison F F-critical p value 

SO2 vs. H2O 4.75 1.05 0.0303 
SO2 vs. mom 66.56 1.32 5.27e-15 
H2O vs. mom 33.53 1.33 1.22e-8 

 

The wind speed analysis indicates that SO2 transfer velocities are smaller than the water 

vapor transfer velocities.  This result is broadly consistent with the results from the Scripps 

deployment.  These results were significant at the 95 % confidence interval (F > Fcrit).    

Water vapor and SO2 transfer velocities were compared by identifying intervals passing 

quality control simultaneously for both parameters and plotting kSO2 vs. kH2O (Figure 4.12).  

A two-way Deming regression to the data showed that kSO2/kH2O = 0.80 ± 0.07 (R2 = 0.83).   
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Figure 4.12 Sulfur dioxide transfer velocities plotted against water vapor transfer velocities 
for intervals collected simultaneously at Duck Pier.  The solid line is a two-way Deming 
regression fit to the data and the curved lines represent the 95 % confidence bounds of the 
regression.  The dashed line has a slope of 1.  The errors on the slope and intercept of the 
regressions is the 95 % confidence interval. 

 

Table 4.3 Slope and 95 % confidence interval for slope of regression to kSO2 
vs kH2O. 
 

 

k vs. k Slope of fit to scatter plots Number of data points 
kSO2 vs. kH2O 0.800.07 82 

 

The wind speed analysis showed that water vapor and SO2 transfer velocities were 

significantly smaller than momentum transfer velocities.  To compare the scalar transfer 

velocities to momentum transfer velocities intervals passing quality control simultaneously 

for momentum and either water vapor or SO2 were identified.  The scalar transfer 
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velocities and momentum transfer velocities were plotted against each other in a scatter 

plot.  A two-way linear Deming regression was fit to the data.  The results of this analysis 

indicate that SO2 and water vapor transfer velocities are 54 % and 58 % of momentum 

transfer velocities.   

 

Figure 4.13 Transfer velocities for the scalar parameters plotted against the aerodynamic 
limit (kmom) for intervals collected simultaneously at Duck Pier.  The solid line is a two-
way Deming regression, the error on the slope and intercept are 95 % confidence 
intervals.  The curved lines are 95 % confidence bounds on the regression and the 
dashed line has a slope of 1. 
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4.3. Discussion 
 

There are three important observations from the Duck study:    1) transfer velocities for all 

parameters increased with increasing wind speeds in a linear fashion (Figure 4.11), 2) 

transfer velocities for momentum were larger than those for the scalar parameters (water 

vapor and sulfur dioxide), (Figure 4.13), and 3) The most important observation of this 

study was that SO2 transfer velocities are significantly smaller than water vapor transfer 

velocities (Figure 4.12).  These three observations are in general agreement with the 

observations from the dataset collected at Scripps pier. 

The data set collected at Duck Pier is better than the Scripps data set in three significant 

ways:  1) the data set was much larger, 2) the range of wind speeds observed at the study 

site was significantly broader and 3) measurements of air temperature, sea surface 

temperature and sensor height were more precise.  These improvements lead to a lower 

uncertainty in the analyses performed on this data relative to the analysis on the Scripps 

data. The linear regression of k against U10 for water vapor, momentum and SO2 were 

statistically different from each-other at the 95 % confidence interval.  The uncertainty 

associated with the linear regression of kSO2 against kH2O was small (8.5 %) relative to the 

same analysis of the Scripps data (22.1 %).  The only way this data set was worse than the 

Scripps data set was the small temperature differentials between the bulk atmosphere and 

the sea surface which resulted in large uncertainty associated with the regression of kSH 

against U10 . 
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4.4. Conclusion 
 

The study was successful in regard to expanding the flux dataset across a broader range of 

wind speeds.  The broader range of wind speeds and improved sea surface and air 

temperature measurement allowed for a statistically measurable difference between water 

vapor, SO2 and momentum transfer velocities.  Sulfur dioxide transfer velocities were ~ 20 

% lower than water vapor transfer velocities. 
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5. Comparison of data from Scripps and Duck field campaigns 

5.1. Overview 
 

This chapter compares the data from the Scripps and Duck field campaigns with the goal of 

identifying common trends between the two data-sets.  Consistent results between the two 

datasets validates the experimental design and increases confidence in the conclusions 

drawn about the physical processes at the air sea interface.  The important questions that 

this comparison is intended to answer are, 1) do both data sets show evidence of turbulent 

transport through the marine surface layer? 2) is there an observable difference between 

transfer velocities of the scalar parameters and momentum? and 3) is there an observable 

difference between the transfer velocities of the scalar parameters (water vapor, SO2, 

sensible heat)? 

5.2. Using friction velocity as a basis for comparison of field studies 

Gas transfer velocities from various studies are usually compared using wind speed as the 

independent variable.  However, the relationship between wind speed and surface 

roughness can vary significantly between the open ocean and coastal environments and 

among different coastal sites because of the differences in water depth, fetch, tidal currents, 

surfactants, wave properties, etc.  Thus, the turbulent properties of the atmospheric surface 

layer in coastal environments are not well described by wind speed alone.  Here friction 

velocity (u*) is used as the independent variable, (Equation 5.1). 



 

91 
 

𝑢∗ = √
𝐹𝑚𝑜𝑚

𝜌
(5.1)

Friction velocity computed from observations of momentum flux are used as the basis on 

which to compare gas transfer coefficients from Scripps and Duck to each other and to 

various model parameterizations intended for use over the open ocean (see Chapter 6). 

 

  



 

 

9
2

 

 

Figure 5.1 Transfer velocities vs friction velocity for water vapor, SO2, sensible heat and momentum measured at Scripps 
and Duck piers.  Top row is the data set from Scripps Pier and the bottom row is the data set from Duck Pier.  The solid line 
is one-way least squares fit to the data and the dotted lines represent 95% confidence interval.  The error estimates are 95% 
confidence bounds. 
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5.3. Gas transfer coefficient as a function of friction velocity (k vs. 𝒖∗) 

The data sets from Scripps and Duck show the scalar transfer velocities are positively 

correlated with 𝑢∗ (Figure 5.1).  The slopes of the regressions of k vs. 𝑢∗ for the scalar 

parameters were not significantly different from each other at the 95 % confidence 

interval.  This was true when slopes were compared within and between the data sets.  In 

theory kSO2 should be less than kH2O and kSH due to diffusive resistance in the interfacial 

layer, however, the uncertainty associated with regressions of k vs 𝑢∗were too large.  

Friction velocities are derived from momentum fluxes and are therefore dependent on the 

co-spectral quality of 𝑢′𝑤′̅̅ ̅̅ ̅̅ .  While friction velocities are useful for the intercomparison 

between different datasets, wind speeds are a better metric when comparing transfer 

velocities collected during a single field experiment.   

The large scatter in the sensible heat data from Duck precluded meaningful analysis of this 

data.   

5.4. Momentum transfer velocities as a function of friction velocity 

The slopes of the regressions of kmom vs 𝑢∗ were not different from each other between the 

Scripps and Duck data sets.  The slopes of the regression of kmom vs 𝑢∗ were significantly 

larger than the slopes of regressions of the scalar parameters.  This result was consistent 

between both data sets 
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5.5. kSO2 vs kH2O 

When comparing transfer velocities from simultaneous intervals sulfur dioxide transfer 

velocities were less than water vapor transfer velocities for both field studies.  The 

Scripps data showed kSO2/kH2O = 0.63 ± 0.14 and the Duck data showed kSO2/kH2O = 

0.80±0.07.  These two slopes were not statistically different from each other at the 95 % 

confidence level and both slopes were statistically less than one.  The Scripps data had 

significantly more scatter than the Duck data and thus the uncertainty in the linear 

regression slope was much larger (Figure 5.2).  More precise temperature measurements 

and a larger data set across a broader range of wind speeds resulted in the high quality of 

the Duck data relative to the Scripps data.  
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Figure 5.2.  Sulfur dioxide transfer velocities plotted against water vapor transfer 
velocities.  The left panel is from the Scripps experiment and the right panel is from the 
Duck experiment.  The solid line is two-way Deming regression to the data and the 
curved lines represent 95% confidence bounds of the regression.  The error estimates 
are 95% confidence intervals.  The dashed line has a slope of one. 

 

5.6. Conclusion 

 

The results of the two field campaigns were consistent in two important aspects.  First, the 

scalar transfer velocities are smaller than those of momentum. This observation (kmom > 

kscalar) can be explained by the fact that diffusive resistance in the interfacial layer affects 

heat and gases but not momentum.  Second, SO2 transfer velocities are smaller than water 

vapor transfer velocities for simultaneous measurements.  This is also likely explained by 
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diffusive resistance.  Sulfur dioxide diffuses at half the rate of water vapor in the interfacial 

layer (Reid et al., 1987).  The agreement of the two studies increases confidence that these 

results are meaningful.   

The intercomparison between these two datasets also indicated that the overall quality of 

the Duck data set is significantly better than that of the Scripps data set.  This is due to both 

environmental conditions and improved sensors.   
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6. Discussion of bulk parameterizations and comparison to 
experimental results 

6.1. Overview 

This chapter consists of:  1) a description of previously published bulk parameterizations of 

the air/sea gas transfer velocity, 2) a comparison of the Scripps and Duck field results to 

bulk gas transfer parameterizations, and 3) an attempt to use the field data to constrain the 

magnitude of the diffusive resistance in gas transfer parameterizations.   

6.2.  Bulk parameterizations of transfer velocities 

The bulk transfer equation relates the surface flux to the air/sea concentration differences 

in the bulk fluids on either side of the interface (Equation 6.1).  

𝐹 = 𝑘𝑎 (𝐶𝑎 −
𝐶𝑤

𝐻
) (6.1) 

In Equation 6.1, Ca is the atmospheric partial pressure of a gas (atm), Cw is the molar 

concentration in seawater, and H is Henry’s law constant (M/atm).  In the case of highly 

soluble, air-side controlled gases, the transfer velocity is a proportionality constant that 

represents the physical transport processes occurring in the turbulent and diffusive layers 

in the marine surface layer of the atmosphere.  There are several parameterizations that 

predict bulk transfer velocities for soluble trace gases over the ocean (Table 6.2).  This 

section is a comparison between various parameterizations of the bulk transfer velocity 

and experimental results.  To make these comparisons, experimental values of 𝑢∗ and Cd 

from the Duck and Scripps field campaigns were used to calculate kSO2 and kH2O using the 
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equations in Table 6.2.  Diffusion coefficients were calculated for water vapor, SO2 and heat 

at 298 °K following Andreas (2005).  Schmidt numbers were calculated by dividing the 

kinematic viscosity of air at 298 °K by the diffusion coefficients (Table 6.1).   

Table 6.1 Diffusion coefficients and Sc 
number for water vapor, SO2 and heat 
calculated for 298 K° using Andreas 
(2005) 

 SO2 H2O Heat 

D (cm2 s-1) 0.128 0.254 0.208 

Sc # 1.21 0.61 0.75 

 

Two analyses were conducted using the transfer velocities calculated from model 

parameterizations:  1) transfer velocities were plotted against 𝑢∗ and 2) sulfur dioxide 

transfer velocities were plotted against water vapor transfer velocities.  Regressions were 

applied to the data in each analysis.  To compare the parametrizations to the experimental 

data the same analysis was conducted using the experimental measurements of transfer 

velocities (Figure 6.1-6.2). 

The parameterizations from Liss, (1973) and Shahin et al. (2002) compute gas transfer 

coefficients based on wind speeds and were intended for use in the open ocean.  These 

parameterizations were converted to utilize friction velocity rather than wind speed, so 

they can be compared to the other models and to the coastal experimental results.  This 

was done by converting wind speeds to friction velocities using the open ocean 

parameterization of Smith (1988), (Equations 6.2-6.3). 
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𝑢∗ =
𝑈10𝜅

log (
𝑧
𝑧𝑜

)
− 𝜓(

𝑧

𝐿
) (6.2) 

𝑧𝑜 =
𝛼𝑢∗

g
+

0.11𝜈

𝑢∗

(6.3) 

In equations 6.2-6.3, z is measurement height, zo is roughness length, κ is Von Karman’s 

constant, L is the Obukhov length, g is the acceleration of gravity, ν is kinematic viscosity 

and α is the Charnock constant which varies from 0.011 to 0.018.  The ψ function is the 

empirical stability function to account for atmospheric stability.  

Table 6.2 Commonly used equations for bulk parameterization of soluble trace gas 
transfer velocity (k). 

Reference k (m s-1) 

Duce et al. (1991) 𝑢∗

5𝑆𝑐0.64 + 𝐶𝑑
−0.5 

Fairall et al. (1999) 𝑢∗

13.3𝑆𝑐0.5 + 𝐶𝑑
−0.5 − 5 + 1.25log (𝑆𝑐)

 

Mackay and Yeun (1983) 10−3 +
𝑢∗

21.65 𝑆𝑐
2
3

 

Shahin et al. (2002) 10−2𝐷0.5(0.98𝑈10 + 1.26) 

Liss (1973) 0.005 + 0.21𝑈10 



 

 
 

1
0

0
 

 

Figure 6.1 Comparison of transfer velocities from field campaigns to bulk parameterizations.  Transfer velocities were 
calculated per the equations in Table 6.1 using experimental measurements of 𝑢∗and Cd from Scripps.  (Top row) and Duck 
(Bottom row) pier.  The linear regressions of k vs. 𝑢∗from the experimental results are shown with the solid black line.  
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Figure 6.2 Sulfur dioxide transfer velocities plotted against water vapor transfer 
velocities.  The scattered data is from Duck Pier and the grey band is the 95 % confidence 
bound of the linear regression to the scattered data.  The various lines are from the 
models presented in Table 6.2. 

 

Liss 1973:  The Liss (1973) parameterization is based on water vapor flux measurements 

made in a wind/wave tank.  The equation was obtained by fitting a linear regression to 

measured transfer velocities vs. wind speed.  Hence, the parameterization is empirically-

derived from laboratory experiments, rather than on a physics-based model of gas transfer.  

This parameterization overestimated transfer velocities by a large margin for all 

parameters (Figure 6.1).  In general, gas transfer velocities obtained in linear wind/wave 

tank studies tend to be large relative to those from in situ measurements (Johnson et al., 
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2010).  This is thought to be due to the limited fetch in wind/wave tanks that prevents full 

development of the wave field.  The Liss (1973) parameterization does not have an explicit 

diffusive term and, therefore, has no dependence on diffusion coefficient.  As a result, the 

ratio kSO2/kH2O is unity (Figure 6.1).   

Mackay and Yeun (1983):  The parameterization from Mackay and Yeun (1983) is also 

based on flux measurements in a wind wave tank.  Various gases were dissolved in water 

and fluxes were calculated by measuring the change in the concentration of these species 

over time.   The equation in this parameterization were obtained from a fitted linear 

regression of the measured transfer velocities against Sc-0.67u*.  This approach is intended 

to account for diffusive behavior.  However, the entire transfer velocity is scaled with the Sc 

number, which is not consistent with the physical processes believed to control surface 

fluxes.  Turbulence in the atmospheric surface layer is a significant component of the 

overall resistance to gas transfer and does not involve molecular diffusion.   

In all the models except Liss (1973), the dependence on diffusivity is scaled with an 

exponent less than unity.  The theoretical basis for this is the assumption of non-steady 

state diffusion from the interfacial layer, for example due to surface renewal (Higbie, 1935; 

Slinn et al., 1978; Liu et al., 1979).  The exponent of 0.67 in Mackay and Yeun (1983) is 

based on measurements of evaporative rates in a closed cell and is not representative of 

oceanic conditions (Tamir and Merchuk, 1978).   

The parameterization from Mackay and Yeun (1983) overestimated the transfer velocities 

for water vapor, SO2 and sensible heat.  As noted above, flux measurements in wind/wave 

tank are thought to overestimate transfer coefficients in the oceanic environment. The 
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parameterization from Mackay and Yeun (1983) predicted the ratio kSO2/kH2O =0.64 which 

was the smallest of any other parameterization and 15 % smaller than the experimental 

results.  The strong diffusive dependence in this model is the result of two factors.  Firstly, 

the exponent on the Sc number is 0.67 which is on the upper end of the range of exponents 

on existing parameterizations.  Secondly, the equation combines the turbulent and diffusive 

processes into one term which has the effect of over emphasizing the role of diffusive 

behavior on the transfer velocity. 

Shahin et al. (2002):  The model from Shahin et al. (2002) is based on in situ flux 

measurements collected on the rooftop of a building in an urban area.  Fluxes of HNO3, SO2, 

H2O and NH3 were measured in this study using a water surface sampler.  The equation was 

obtained by fitting a linear regression to transfer velocities against wind speed.  The 

transfer velocities for the various gases were normalized by dividing k by D0.5.  It should be 

noted again that this approach is not likely to be correct because transfer velocities are 

expected to be largely dominated by turbulent processes in the bulk layer of the 

atmosphere which are not related to diffusion. The exponent on the diffusion coefficient is 

0.5 in this case, based on various previous studies (Schwarzenbach et al., 1993; Lyman et 

al., 1990). 

The parameterization from Shahin et al. (2002) predicted the highest transfer velocities of 

any parameterization and over-estimated the experimental transfer velocities for all 

parameters by a significant amount (Figure 6.1).  This result is probably because the 

turbulent characteristics of the atmospheric surface layer in urban areas are significantly 

different from the marine surface layer.  The ratio kSO2/kH2O in the parameterization from 
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Shahin et al. (2002) was 0.71.  This result is the second lowest of the models and 10 % 

lower than the experimental results.  

Duce et al. (1991) and Fairall et al. (1999):  The parameterizations from Duce et al. (1991) 

and Fairall et al. (2000) are physically-based models.  They are considered together here 

because they both model the transfer velocity as the sum of independent resistance terms 

representing diffusive and turbulent processes.  This contrasts with the parameterizations 

from Shahin et al. (2002) and Mackay and Yeun (1991) which group the diffusive and 

turbulent processes into a single term.   

The largest resistance term in these models is turbulent transport in the atmospheric 

surface layer, defined as: 

𝑟𝑡𝑢𝑟𝑏 = 𝑘𝑚𝑜𝑚
−1 =

𝐶𝑑
−0.5

𝑢∗

(6.4) 

Diffusive transport in these models have the general form: 

𝑟𝑑𝑖𝑓𝑓 =  
𝜆𝑆𝑐𝑚

𝑢∗

(6.5) 

The exponent m accounts for non-steady-state diffusion in the interfacial layer and λ is 

related to the theoretical height of the interfacial layer.  Specifically, λ is the height above 

the interface that marks the transition from a linear profile to the log profile of the bulk 

atmosphere (Figure 6.3).  The linear profile is defined by Equation 6.6 and the log profile is 

defined by Equation 6.7, where u+ and z+ are dimensionless wind speed and height defined 

by Equations 6.8 & 6.9 (Von Karman 1930).  Note that in the interfacial layer, the classic 
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viscosity equation can be derived by substituting z+ and u+ from Equations 6.8 & 6.9 into 

Equation 6.6. 

𝑢+ = 𝑧+ (6.6) 

𝑢+ =
1

𝜅
log(𝑧+) (6.7) 

𝑧+ = 𝑧 (
𝑢∗

𝜇
) (6.8) 

𝑢+ =
𝑈

𝑢∗

(6.9) 

The exponent m is related to the diffusive process in the interfacial layer.  The interfacial 

layer is in contact and exchanges material with the turbulent layer above.  The periodic 

renewal of gas from the turbulent layer prevents a steady state diffusion from being 

achieved (Figure 6.4).  The flux through the interfacial layer under such non-steady-state 

conditions is described by scaling the Sc number with the exponent m (Higbie 1935; Slinn 

et al., 1978, Liu et al., 1979).  The value of m in the models ranges from 0.5 to 0.67 

depending on the theoretical framework.   
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Figure 6.3 Law of the wall (Von Karman 1930).  Height vs. wind speed given in 
dimensionless units.  Dimensionless height units (y axis) are defined by Equation 6.8 and 
dimensionless wind speed (x axis) by Equation 6.9.  The thick dotted line is defined by 
Equation 6.7 and represents the logarithmic profile of the bulk atmosphere.  The thick 
dotted line is defined by Equation 6.6 and represents the linear vertical profile in the 
interfacial layer.  The horizontal thin dotted line is defined as 𝑢+ = 𝜆, where λ is the 
height of the interfacial layer above which the profile is defined by the logarithmic profile 
and below which the profile is linear (grey band).    
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Figure 6.4 Concentration profile in the interfacial layer. The solid black lines show the 
evolution of the concentration profile starting from time=0 when an air parcel initially 
contacts the sea surface.  The dashed line represents a steady state diffusive 
concentration profile.      

 

There is little agreement in the literature as to the accepted values of λ and m over the sea 

surface. The constants λ = 5 and m = 0.67 in the parameterization from Duce et al. (1991) 

are based on Hicks et al. (1986), which cites numerous flux studies over land surfaces and 

in wind tunnels. These studies are summarized in Garratt and Hicks (1973). 

The values for λ and m in the parameterization from Fairall et al. (1999) are 13.3 and 0.5 

respectively, based on surface renewal theory (Liu et al., 1979).  Surface renewal theory 

models the interfacial layer as being intermittently replaced by material from the bulk.  A 
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full discussion of surface renewal theory can be found in Liu et al. (1979) and Liu and 

Businger, (1975).  The value of 13.3 is based on Kraus and Businger, (1994) and Soloviev 

and Schluessel, (1994).  Fairall et al. (2000) notes that this value is not based on definitive 

experimental evidence and it remains a major uncertainty in gas transfer 

parameterizations.  

Water vapor transfer velocities calculated from the Duce et al. (1991) and Fairall et al. 

(2000) parametrizations were very similar (Figure 6.1).  Sensible heat transfer velocities 

were also similar between these two parameterizations.  In contrast, sulfur dioxide transfer 

velocities calculated from the Fairall et al. (2000) parameterization were roughly 12 ± 2 % 

lower than kSO2 calculated from the Duce et al. (1991) parameterization.  This result is 

because the Fairall et al. (2000) parameterization has a stronger diffusive resistance term 

than the Duce et al. (1991) parameterization.  For example, the ratio of kSO2/kH2O from the 

Duce et al model was 0.93 while the ratio was 0.85 from the Fairall et al. (2000) 

parameterization.   

The ratio of kSO2/kH2O predicted in the Duce et al (1991) and Fairall et al (2000) 

parameterizations were 18 % and 7.6 % higher than the experimental result for the ratio of 

kSO2/kH2O  = 0.80 ± 0.07 from the Duck field experiment.   

The Fairall et al. (2000) and Duce et al. (1991) parametrizations both indicate that transfer 

velocities increase non-linearly with 𝑢∗ (Figure 6.1).  This non-linearity was not evident in 

the experimental data for water vapor, SO2 or sensible heat for either the Scripps or Duck 

field experiments.  The non-linearity in those parameterizations leads to generally 

underestimating kH2O for values of 𝑢∗ from 0 to ~ 0.3 and over-estimated kH2O for values of 
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𝑢∗ > 0.3 for the data from Duck Pier (Figure 6.6).  The Fairall et al. (2000) and Duce et al. 

(1991) parameterizations tended to overestimate kSO2 across the entire range of 𝑢∗ for the 

data from Duck pier (Figure 6.6).  The scatter in the sensible heat data collected at Duck 

pier is also too large for a meaningful comparison to the parameterizations. 

These trends were not clear when comparing these parametrizations to Scripps Pier kH2O 

and kSO2 due to scatter in the data and the limited rang in 𝑢∗ (Figure 6.5).    
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Figure 6.5 (Top row) Difference between transfer velocities from the Duce et al., (1991) parametrizations and the transfer 
velocities measured at Scripps Pier for water vapor, SO2 and Sensible heat plotted against 𝑢∗.  (Bottom row) Difference 
between transfer velocities from the Fairall et al., (2000) parametrizations and the transfer velocities measured at Scripps 
Pier for water vapor, SO2 and Sensible heat plotted against 𝑢∗.   
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Figure 6.6 (Top row) Difference between transfer velocities from the Duce et al., (1991) parametrizations and the transfer 
velocities measured at Duck Pier for water vapor, SO2 and Sensible heat plotted against 𝑢∗.  (Bottom row) Difference 
between transfer velocities from the Fairall et al., (2000) parametrizations and the transfer velocities measured at Duck Pier 
for water vapor, SO2 and Sensible heat plotted against 𝑢∗.   
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6.3. Constraining diffusive resistance 

In principle, the experimental field measurements can be used to constrain the scaling of 

diffusive resistance in the physically-based gas transfer parameterizations (Duce et al., 

1991, Fairall et al., 2000).  An analysis was performed to explore the extent to which the 

experimental results from Duck Pier constrain the value of λ and m in the models.  This was 

done by systematically varying the values of λ and m in the COARE and Duce et al. (1991) 

parameterization equations, applying the values to the experimental conditions for the 

Duck and Scripps data sets, and comparing the predicted values of kSO2 and kH2O to the 

experimental values.  This comparison was done using the correlation coefficient (R), 

calculated as follows: 

𝑅 = (1 −
𝑆𝑆𝑟𝑒𝑠

𝑆𝑆𝑡𝑜𝑡
)

0.5

(6.10) 

𝑆𝑆𝑟𝑒𝑠 = ∑(𝑘𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑
𝑖

𝑖

− 𝑘𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
𝑖 )2 (6.11) 

𝑆𝑆𝑡𝑜𝑡 = ∑(

𝑖

𝑘𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑
𝑖 − 𝑘̅𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑)2 (6.12) 

where kobserved are the transfer velocities measured at Duck Pier and kpredicted are transfer 

velocities calculated from Fairall et al. (2000) or Duce et al. (1991).  The overbar denotes 

the mean value and i is the number of data points.  Three separate analysis were 

performed, 1) A comparison between kH2O observed and kH2O predicted, 2) a comparison 

between kSO2 observed and kSO2 predicted and 3) a comparison between kobserved and kpredicted 

including both kSO2 and kH2O simultaneously as one dataset.  These three comparisons were 
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performed for both the Duce et al. (1991) and Fairall et al. (2000) parameterizations 

(Figures 6.7 & 6.8).  
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Figure 6.7 Contour plot of the coefficient of determination (R) for the comparison between experimental measurements of k 
from the Duck field study, and predicted values of k from the Fairall et al. (2000) parameterization. Left panel:  coefficient of 
determination for parameterizations and experimental measurements of kH2O, Center panel:  coefficient of determination for 
parameterizations and experimental measurements of kSO2, Right panel: coefficient of determination for parameterizations 
and experimental measurements of both kH2O and kSO2.  The red dot shows the values of λ and m in the Fairall et al. (2000) 
model.  Note the color scales are different for each subplot. 
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Figure 6.8 Contour plot of the coefficient of determination (R) for the comparison between experimental measurements of 
k from the Duck field study, and predicted values of k from the Duce et al. (1991) parameterization. Left panel:  coefficient 
of determination for parameterizations and experimental measurements of kH2O, Center panel:  coefficient of 
determination for parameterizations and experimental measurements of kSO2, Right panel: coefficient of determination for 
parameterizations and experimental measurements of both kH2O and kSO2.  The red dot shows the values of λ and m in the 
Duce et al. (1991) model.  Note the color scales are different for each subplot. 
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Comparison between Fairall et al. (2000) and experimental results 

The comparison between observed and predicted kH2O calculation yielded a “ridge”-shaped 

band of maxima in R, indicating a positive roughly linear relationship between λ and m 

(Figures 6.7).  The actual values of the parameters given by Fairall et al. (2000) (λ=13.3 and 

m=0.5) were well within the 90% significance contours for the correlation coefficient (~ 

0.2).  This result is not surprising considering the Fairall et al. (2000) parameterization is 

tuned to fit water vapor flux measurements.   

For sulfur dioxide, a similar “ridge”-shaped band of maxima was obtained, but in this case, 

it indicated an inverse relationship between λ and m (Figure 6.7).  The actual values of λ 

and m were again well within the critical values of the correlation coefficient at the 95% 

confidence interval.  The “ridge” of high correlation coefficient for the analysis comparing 

kSO2 from Fairall et al. (2000) and experimental measurements did not pass through λ=13.3 

and m=0.5.  This result indicates the Fairall et al. (2000) parameterization over-estimated 

kSO2, which is consistent with the analysis comparing the regressions of kSO2 vs 𝑢∗ from the 

parameterization and experimental results (Figure 6.1). 

The correlation coefficients calculated when considering both kSO2 and kH2O simultaneously 

resulted in a clear maximum when λ=16.6 and m=0.71 (Figure 6.7 panel 3).  These values 

are larger than the COARE parameterizations values for λ and m which are 13.3 and 0.5 

respectively.  This result indicates the diffusive resistance in the interfacial layer is stronger 

than the COARE algorithm suggests.  However, the values of λ and m in the COARE 

parametrization are well within the range of λ and m defined as R < Rcritical (95 % 
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confidence) meaning there is no statistical significant difference between the results of this 

analysis and the COARE parameterization (Figure 6.7). 

Comparison between Duce et al. (1991) and experimental results 

The analysis comparing k from the Duce et al. (1991) parameterization to experimental 

measurements had similar features to the analysis of the Fairall et al. (2000) 

parameterization.  The band of high R for the comparison between experimental and 

predicted kH2O did not exactly pass through λ=5 and m=0.67 (red dot in Figure 6.8), which 

are the values used in the Duce et al. (1991) parameterization but was relatively close 

compared to the kSO2 comparison.  The maximum R-value was 0.86 when λ=11.1 and 

m=1.23 (Figure 6.8).  These values are larger than the original values in the Duce et al. 

(1991) parameterization which are 5 and 0.67 for λ and m respectively.  A value of m =1.47 

would indicate diffusion rates faster than steady state conditions which is not physically 

possible.  
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7. Conclusions 
 

Our knowledge of the physical processes controlling soluble trace gas deposition to the sea 

surface is limited and based almost entirely on micrometeorological theory and data for 

water vapor and sensible heat.  In situ measurements of trace gas deposition to the sea 

surface have only recently become possible and this thesis represents one of the first such 

studies.  The lack of trace gas deposition studies over the ocean contrasts with the much 

larger database for trace gas deposition to land surfaces.  

The goal of this study was to determine if SO2 fluxes are, 1) a plausible approach to 

studying air-side control and 2) in agreement with bulk parameterizations derived from 

water vapor flux measurements.  This chapter is a brief overview of the outcomes of this 

study, what was learned about the physics controlling trace gas deposition, and the 

prospects for future work.   

7.1. SO2 as a tool for studying air/sea trace gas exchange 

Real-time measurements of deposition of SO2 to the sea surface were made in this study.  

These measurements represent a significant expansion of the current available soluble 

trace gas flux dataset.  The quality of the SO2 flux data is superior that of the more 

commonly measured latent and sensible heat fluxes.  Thus, SO2 flux measurements are a 

new tool for the study of soluble trace gas fluxes.  The ability to measure deposition with 

increased precision using SO2 fluxes will reduce the uncertainties in air-side transfer 

velocity calculations.  
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This work represents the first time in situ flux measurements have been used to quantify 

diffusive resistance in the air/sea interfacial layer.  Understanding microphysics at the 

air/sea interface has a global scale impact considering the large quantity and variety of 

soluble gases in the atmosphere that exchange across the air/sea interface.  The ability to 

measure diffusive resistance in the marine boundary layer is a fundamental step in 

formulating and testing physically based parametrizations of the transfer velocity.  Such 

parametrizations must be able to predict fluxes of gases spanning a range of molecular 

diffusivities.  

7.2. Future research goals related to soluble trace gas flux measurements 

This study demonstrated the feasibility of SO2 air/sea flux measurements, but it was 

limited in terms of both the quantity of data and the range of environmental conditions 

sampled.  As a result, the diffusive resistance in model parameterizations could not be 

constrained with statistical confidence.  Future studies should make these measurements; 

1) across a broader range of wind speeds and 2) of gases spanning a broad range of 

diffusion rates.  Such studies would improve our ability to constrain the diffusive resistance 

in model parameterizations. 

Flux studies of soluble gases are highly challenging because of a lack of suitable analytical 

methodology and instrumentation to make high sensitivity, high frequency measurements.  

Specifically, compounds like nitric acid, ammonia, organic acids are air-side controlled and 

play a major role in biogeochemical cycles and climate.  The instrumentation and 

methodology to measure fluxes of these gases needs to be developed and deployed in the 

field.  
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The transfer velocities derived from the SO2 fluxes from this study were in reasonable 

agreement with existing bulk flux parameterizations derived from water vapor flux.  The 

results of this work do not justify an adjustment of the strength of the diffusive resistance 

in the COARE parameterization.  The current COARE parameterization is adequate for use 

in global chemistry models.  Furthermore, it is unlikely that further work focusing on SO2 

flux measurements will result in drastic reconsiderations of global flux estimates of water 

vapor and latent heat.   

Despite this there is a strong argument for continuing to make soluble trace gas flux 

measurements.  For example, it cannot be assumed that SO2 flux measurements are a 

suitable proxy for other soluble trace gases which may have different reaction kinetics, 

surface chemistry or liquid side chemistry.  For example, the studies by Yang et al. (2013) 

and Marandino et al. (2005) suggested bulk seawater concentrations of VOC’s have no 

impact on the air/sea concentration differential driving the flux.  This result is in direct 

contradiction to all existing physical models.  Furthermore, the fundamental physics 

probed in this study can be useful in other aspects of gas transfer research.  One such 

example is the deposition of particles to the air/sea interface which is thought to be a 

highly diffusive driven process.    
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