
UC Riverside
UC Riverside Electronic Theses and Dissertations

Title
Inferring Fitness From Genetic Time Series Data

Permalink
https://escholarship.org/uc/item/28s8030q

Author
Hong, Zhenchen

Publication Date
2023

Copyright Information
This work is made available under the terms of a Creative Commons Attribution License, 
available at https://creativecommons.org/licenses/by/4.0/
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/28s8030q
https://creativecommons.org/licenses/by/4.0/
https://escholarship.org
http://www.cdlib.org/


UNIVERSITY OF CALIFORNIA
RIVERSIDE

Inferring Fitness From Genetic Time Series Data

A Dissertation submitted in partial satisfaction
of the requirements for the degree of

Doctor of Philosophy

in

Physics

by

Zhenchen Hong

September 2023

Dissertation Committee:

Dr. John Paul Barton, Chairperson
Dr. Thomas Kuhlman
Dr. Roya Zandi



Copyright by
Zhenchen Hong

2023



The Dissertation of Zhenchen Hong is approved:

Committee Chairperson

University of California, Riverside



Acknowledgments

I would like to express my deepest gratitude and appreciation to the many individuals and

institutions who have contributed to the realization of this doctoral journey. First and

foremost, I am immensely thankful to my advisor, Dr. John Paul Barton, whose guidance,

unwavering support, and intellectual insights have been the cornerstone of this research

endeavor. Your dedication to pushing the boundaries of knowledge and your commitment

to fostering my growth as a researcher have been truly inspiring.

I extend my heartfelt thanks to the members of my dissertation committee, Dr.

Thomas Kuhlman and Dr. Roya Zandi, for their invaluable feedback, constructive criticism,

and thought-provoking discussions that have undoubtedly enriched the quality of this work.

The diversity of perspectives and expertise each of you brought to the table has been

instrumental in shaping the depth and breadth of my research.

I am grateful for the camaraderie and intellectual exchange with my fellow col-

leagues and peers at University of California, Riverside and Hong Kong University of Science

and Technology. The stimulating debates, exchange of ideas, and late-night discussions have

played an integral role in shaping my academic journey. Special appreciation goes to my

lab mates, Dr. Kai Shimagaki, Dr. Yawei Qin, Dr. Yunxiao Li, Dr. Marco Garcia, Brian

Lee, Liz Finney, Yirui Gao, Kevin Yang, Dr. Edwin Rodŕıguez, and amazing collaborators,
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ABSTRACT OF THE DISSERTATION

Inferring Fitness From Genetic Time Series Data

by

Zhenchen Hong

Doctor of Philosophy, Graduate Program in Physics
University of California, Riverside, September 2023

Dr. John Paul Barton, Chairperson

Evolution is the process by which populations of organisms undergo genetic changes

over successive generations to fit to the environment. The genome of an organism contains

its complete set of genetic instructions, including the information necessary for its devel-

opment, functioning, and response to the environment. Thus, understanding the genetic

variants on genomes responsible for adaptation during evolution is crucial, especially for

comprehending the dynamics of fast-evolving pathogens or cancers. For example, the quick

evolution of high risk pathogens, such as HIV-1 and influenza, is more likely to undergo

the accumulation of advantageous mutations and enable them to evade the human immune

system’s defenses. In evolutionary biology, fitness refers to the measure of an organism’s

reproductive success adapting to the environment and its ability to contribute its genetic

material to future generations. However, due to thousands to billions of base pairs on

genomes, and the specific arrangements, estimating the fitness of genetic variants is a chal-

lenging task. Moreover, epistatic interactions, the effects of a genetic variant that depend

on the presence of the other variants in one genetic sequence, elevate the level of challenge.
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Although researchers are using advanced quantitative methods to decode these interac-

tions, challenges still exist because of the increasing dimensions of the fitness landscape and

difficulties in interpreting quantitative measurements.

To quantify the mutational effects of genetic variants, this work presents a method,

Marginal Path Likelihood (MPL), inferring fitness parameters from observed evolutionary

histories of genetic sequences. By extending the inference framework with epistatic in-

teractions, this approach quantitatively measures the probability of an evolutionary path

using a path integral derived from statistical physics, and estimates the fitness parameters,

including the relative fitness (selection coefficient) and fitness that differs from the sum

of the fitness effects of each individual mutant (epistasis), that best explain an observed

evolutionary trajectory with Bayesian theorem. With the help of evolutionary simulation

and mutagenesis experiments, this approach proves to be more consistent and explanatory

than the current state-of-art methods, even within finite-sampling scenarios. In mutagene-

sis experiments, a large scale of genetic variants are generated and helps us to explore the

functional consequences of numerous genetic variants simultaneously. Then, In this work, a

pipeline package, popDMS, is also reported to process this kind of genetic time series data

automatically.
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Chapter 1

Introduction

1.1 Motivation

Evolving populations are the core of biological reproduction processes, shaping the

diversity of life on our planet. These populations are in a constant state of flux, undergoing

genetic changes and adaptations driven by selective pressures and environmental factors.

Exploring the intricacies of evolving populations provides crucial insights into the mecha-

nisms of evolution, the emergence of new traits, and the persistence of species in changing

environments.

An example of the importance of evolving populations can be seen in the influenza

virus[127, 175]. The ability of the influenza virus to evolve is significant because it poses

challenges for public health. The rapid evolution of the flu virus makes it difficult to

develop long-lasting vaccines, as the circulating strains may differ from those included in

the vaccine. Consequently, regular updates to the influenza vaccine are required to match

the most prevalent strains. The ongoing evolution of influenza highlights the need for
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continual surveillance, research, and preparedness to effectively manage and control the

disease.

A genome encompasses all the genetic material within an organism, comprising

DNA (or RNA in certain viruses). It consists of genes as well as other elements respon-

sible for regulating gene activity. Genetic variants on DNA or RNA sequences form the

foundation of evolving populations, serving as the essential raw material that undergoes

natural selection. Natural selection is proposed by Charles Darwin, referring to the process

by which certain traits or characteristics become more or less common in a population over

time, depending on their impact on survival and reproductive success. Over time of the

evolutionary of genetic sequences, favorable traits become more prevalent, as they enhance

an organism’s ability to survive and reproduce, while less advantageous traits decrease in

corresponding genetic variants frequency.

1.2 Quantifying mutational effects

In evolutionary biology, fitness effects refer to the measure of an organism’s re-

productive success in adapting to the environment and the ability to contribute its genetic

information to the next generations. The fitness of a genetic sequence represents the rel-

ative ability of an organism with such a genetic sequence to survive, reproduce, and pass

on its genes to future generations compared to other individuals with different genetic se-

quences. Fitness landscapes are intimately linked with the natural selection[11, 147]. A

fitness landscape visualizes how the fitness of organisms or genetic sequences within a pop-

ulation relates to their genetic makeup. It represents the multidimensional space where
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each point corresponds to a specific combination of traits or genetic variants. Favorable

traits that enhance a sequence’s fitness lead to higher peaks or advantageous regions on the

landscape. Conversely, less advantageous traits correspond to lower peaks or valleys. The

process of natural selection can drive individuals with particular genetic sequences towards

these higher fitness peaks through the differential survival and reproduction of individuals

with more beneficial traits. Consequently, the dynamics of natural selection and the ex-

ploration of the fitness landscape influence the evolutionary paths that populations follow,

allowing them to adapt and optimize their fitness according to their environments.

Naturally, the fitness landscapes can be complicated. Real fitness landscapes often

exhibit ruggedness, with multiple peaks and valleys representing different combinations of

traits or genetic variants because of thousands to billions of genetic base pairs on the

sequences. By simplifying the fitness landscapes, this thesis focuses on how to infer the

fitness effects, including the relative fitness of individual mutant to wild-type (selection

coefficient) and fitness that differs from the sum of the fitness effects of each individual

mutant (epistasis), from dynamic time series genetic sequence data. To achieve this, my

research goal is to develop and implement efficient computational methods to interpret

evolutionary dynamics quantitatively. The selection coefficients follow the additive rule,

under which the fitness of any haplotype is a sum of selection coefficients at each sequence

locus. The selection coefficient provides insights into the strength and direction of selection

pressures, and by studying selection coefficients, researchers can predict the evolutionary

trajectory of populations, estimate the rate at which genetic variation is changing, and

gain a better understanding of how new traits or adaptations arise and spread[93, 108]. A
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high positive selection coefficient indicates a beneficial variant that enhances an organism’s

fitness, while a negative selection coefficient reflects a detrimental variant that reduces

fitness.

In addition to more complicated scenarios, this work also includes the epistatic

interaction in the inference framework. Understanding the nature of epistasis is vital for

having insights into the complexity of genetic interactions and their impact on phenotypic

outcomes[129]. By inferring selection coefficients and epistatic interactions, it provides

insights into the evolutionary trajectories of genetic sequences, helping researchers to gain

a deeper understanding of the dynamics of genetic variants along the evolution and how

natural selection shapes the genetic composition of populations over time.

Recent advances in experiments have greatly improved the availability of temporal

genetic data. This increased availability has the potential to enhance the accuracy and pre-

cision of detecting selection. However, it is important to note that inferring selection from

temporal genetic time series data still poses technical challenges. Multiple factors interact

and contribute to the observed patterns of genetic variation, including but not limited to nu-

merous genetic variants combination, selection, mutation, genetic drift, and genetic linkage.

Disentangling the effects of these factors and accurately quantifying selection coefficients

and epistasis require advanced computational approaches and sophisticated statistical mod-

els. Certain existing computational methods for inferring fitness from population dynamics

either ignore the effects of linkage or face significant computational challenges[49, 56, 84].

Especially in fitness models that incorporate pairwise epistasis terms, the number of model

parameters to be inferred grows quadratically with the length of the genetic sequence. This
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means that as the sequence length increases, the number of parameters that need to be

estimated also increases rapidly. Thus, developing a new approach is necessary to infer the

fitness effects more efficiently, reliably, and in a more interpretable way.

1.3 Relationship with statistical physics

Evolutionary biology and statistical physics employ similar theoretical method-

ologies despite studying distinct phenomena. Statistical thermodynamics and the evo-

lution of allele frequencies under mutation, selection, and random drift exhibit a strong

analogy[10, 148, 172]. In statistical thermodynamics, the behavior of a system of particles

is described using statistical mechanics, which employs probability distributions to study

the collective properties of a large number of particles. The Boltzmann distribution, for

example, relates the energy states of particles to their probabilities of occupation. Similarly,

in population genetics, the evolution of allele frequencies in a population can be described

using mathematical models that involve probabilities. Evolutionary models such as the

Wright-Fisher model incorporate mutation, selection, and random drift to study changes

in allele frequencies over time. In both cases, the probabilistic nature of the systems al-

lows for the analysis of how macroscopic properties emerge from the behavior of individual

constituents. This emergence of macroscopic behavior is a common theme in statistical

mechanics and population genetics.

Some statistical physics methods could provide a robust framework for analyzing

large-scale data sets and inferring the underlying principles governing genetic variation. I

will leverage innovative approaches from statistical physics to implement reliable, scalable,
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and interpretable method, Marginal Path Likelihood (MPL)[155], for inferring the fitness

impacts of mutations using temporal genetic data and extending the inference framework

with epistatic interaction. This method will incorporate key factors including genetic linkage

and epistasis. The approach involves quantifying the probability of an evolutionary path,

which encompasses the mutant allele frequencies at each time point, using a path integral

method derived from statistical physics. By analytically inverting this expression, we can

identify the parameters that are most likely responsible for generating a given evolutionary

path.

More challenges come from sequencing data quality, as different sequencing ap-

proaches offer insights into evolving populations. Low-throughput techniques, such as ala-

nine scanning, focus on analyzing specific mutations by individually introducing alanine

substitutions[105, 121]. While alanine scanning can be a valuable tool for studying specific

aspects of protein sequences, alanine scanning is limited in scale, not providing detailed

information about the entire protein structure or the arrangement of other amino acids. In

contrast, high-throughput methods like Deep Mutational Scanning (DMS) allow for the si-

multaneous measurement of the functional effects of thousands of mutations across an entire

protein or genome[60, 176]. DMS provides a comprehensive view of mutational effects and

their interactions, enabling researchers to examine the dynamics of evolving populations on

a larger scale. It involves creating a comprehensive library of protein variants, where each

genetic site contains all possible single amino acid substitutions. These variants are then

subjected to functional or phenotypic assays to measure their effects on protein stability,

activity, binding affinity, or other desired properties. Although there exist some popular
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analytical methods or packages for DMS data analysis[16, 55, 58, 75, 141], these methods

lack theoretical support and are sensitive to finite sampling with small frequencies. To

improve the reliability and interpretability to infer the mutational effects, this work built

an inference pipeline, popDMS, to help with analyzing DMS data.

Overall, quantifying the effects of mutations is essential for evolutionary biology

in understanding the fitness consequences of mutations, explaining the process of adapta-

tion and the emergence of new traits within a population. Although there are differences

in the specific systems and processes studied, the underlying principles and mathematical

tools employed in statistical thermodynamics and the evolution of allele frequencies exhibit

a strong analogy, highlighting the power of probability and statistical methods in under-

standing complex systems. By unraveling the complex selection coefficients and epistasis

using statistical physics methods, researchers can gain deeper insights into the adaptive pro-

cesses that shape the diversity of life and the mechanisms behind evolutionary innovations.

Continued advancements in statistical physics methods and high-throughput sequencing

technologies promise to further enhance our understanding of evolving populations, open-

ing new avenues for research and discovery in the field of evolutionary biology.
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Chapter 2

Inferring epistasis from genetic

time-series data

Epistasis refers to fitness effect of mutant alleles that differ from the sum of the

fitness effects of each individual mutant [26, 36, 106, 129]. Epistasis therefore causes the fit-

ness effect of a mutation to depend on the genetic background on which it arises.Theoretical

and experimental studies have shown that epistasis can play a role in speciation [65, 173]

and adaptation [31, 73], and that it is intertwined with the evolutionary advantages of

recombination [37, 95]. Epistasis is not uncommon in nature, and signatures of strong epis-

tasis have been observed in laboratory evolution and site-directed mutagenesis experiments

[13, 68, 91, 143].

Epistasis makes fitness landscapes more complex, shaping evolution [35, 129]. For

example, epistasis may make certain mutational pathways more difficult to traverse while

others become more readily accessible, depending on the sequence background [182, 179,

8



129, 143, 35, 126]. A better understanding of epistasis could therefore help to characterize

the evolutionary dynamics of novel viral strains capable of evading immune responses [83],

pathogens that develop drug resistance [81, 192] and tumor growth in cancers [187, 174], as

well as the adaptation of populations under lab settings [41].

Advances in sequencing technologies over the past decades have made it possible to

obtain detailed, time-resolved population-level sequence data, enabling the study of evolving

populations in fine detail. Examples of such data include those obtained from evolving

populations in vitro [8], ones sampled from naturally-infected hosts [122, 190, 82, 186], and

time-resolved global influenza evolutionary records [7]. These evolving populations contain

multiple polymorphic loci, making the epistasis between mutant alleles a potential factor

in the evolutionary dynamics of the population.

A complicating factor in inferring epistasis from such time-series data is the pres-

ence of linkage effects. Genetic linkage can arise by chance as a consequence of shared in-

heritance or for functional reasons due to epistatic interactions between linked loci. Linkage

can be especially strong when recombination is low, selection is strong, and novel mutations

frequently appear and compete in a population [38, 125, 152]. The ability to distinguish

the effects of epistasis from linkage due to chance is therefore important for the reliable

inference of fitness from genetic time-series data.

The large majority of existing methods for inferring the fitness effects of mutations

from genetic data ignore epistasis in their modeling. Hence they do not estimate epista-

sis, nor do they account for epistatic effects when estimating the fitness advantage of an

allele. Most existing methods are based on single-locus models which assume independent
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evolution of loci [18, 114, 117, 49, 100, 160, 56, 170, 52, 145, 67, 88, 166, 193], thus they

are unable to directly account for genetic linkage or epistasis. A few methods [84, 167, 155]

have been developed that consider the joint evolution of multiple loci, but these assume

additive fitness models. Hence, while they account for genetic linkage, they do not consider

epistasis. A notable exception are the methods that use an extension of the multi-locus

approach of [84] to account for epistasic interactions [83, 82, 87]. These are based on a

deterministic evolutionary model and, while an important advancement, require the use of

computationally intensive numerical optimization methods.

2.1 Inference framework overview

Here we present a novel method that provides a closed-form, analytical solution

for estimates of selection coefficients and pairwise epistatic interactions from genetic time-

series data. Due to its analytical form, our approach is straightforward to implement and

computationally efficient for moderate numbers of loci. Our method is based on an extension

of the marginal path likelihood (MPL) framework [155] to account for epistasis. Here we

use a path integral method derived from statistical physics [137] to efficiently represent the

likelihood of an observed trajectory of single and double mutant allele frequencies. We then

apply Bayesian theory to estimate the fitness parameters that best explain an observed

evolutionary trajectory.

We model a population evolving under the Wright-Fisher (WF) model with muta-

tion, selection, and recombination. First, we define x(t) as the vector of single and double

mutant allele frequencies observed at generation t. For a system with L loci labeled by
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i = 1, 2, ..., L, the first L entries of x(t) represent mutant allele frequencies xi(t), and entries

from L + 1 to R = L(L + 1)/2 represent the frequencies of individuals in the populations

with mutant alleles at loci i and j, denoted xij(t). Under WF dynamics the probability of

observing a trajectory or ‘path’ (x(t1),x(t2), · · · ,x(tK)) conditioned on x(t0) is given by

P
(
(x(tk))

K
k=1 |x(t0)

)
=

K−1∏
k=0

P (x(tk+1)|x(tk)) . (2.1)

We approximate the probability in (2.1) with a path integral. The first step of this

approach is to approximate the WF process by a diffusion process [92, 47, 164, 74, 165].

Under this approximation, the transition probabilities that appear on the right-hand side of

(2.1) can be approximated by the transition probability density, ϕ, of a diffusion process [45],

multiplied by a constant scaling term. In principle, P (x(tk+1)|x(tk)) can be approximated

using numerical integration techniques to solve the diffusion equations [18, 114, 52]. Such

approaches, however, are computationally intensive and lead to expressions that are difficult

to treat analytically, even at the single locus level. Instead, the path integral approach we

take allows efficient computation of (2.1). It discretizes the transition probability density

for small time steps, with the resulting approximate density taking a Gaussian form. Taking

a Gaussian prior for the selection coefficients and epistasis parameters, and applying the

maximum a posteriori criterion, we obtain an analytical expression for the estimates of

selection coefficients and epistasis terms given the observed allele frequency trajectories

(see 2.2 for details):

ŝ = [Cint + γI]−1 × [∆x− µ vint − r ηint] . (2.2)

Here, ŝ is a vector of estimated selection coefficients and pairwise epistasis terms,

Cint denotes the covariance matrix of single and double mutant allele frequencies integrated
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over time, γ is a regularization parameter, and I is the identity matrix. ∆x gives the

difference between the single and double mutant allele frequencies at the last and first time

points. Finally, µ and r are the per-locus per-generation mutation and recombination rates,

respectively, while vint and ηint are functions of single and double mutant allele frequencies

integrated over time. We give explicit details for each of these terms in 2.2 and also show

that the same analytical expression for the estimates of fitness parameters is obtained from

both the allele and genotype-level analyses of the WF dynamics.

Below, we use simulations to demonstrate that our approach accurately infers

fitness parameters using data from populations evolving under selection, mutation, recom-

bination, epistasis, and nontrivial genetic linkage. We also show under which conditions

reliable inference of selection and epistasis is possible. In cases where low data variability

precludes the accurate inference of some fitness parameters, MPL is still able to infer their

collective fitness contributions.

2.2 Design of the inference framework

2.2.1 Evolutionary model

We consider a population of N individuals evolving under a WF model with selec-

tion, mutation and recombination. Each individual is represented by a sequence of length

L. The loci are assumed to be bi-allelic where each locus is either 0 (wild-type (WT)) or 1

(mutant), thus resulting in M = 2L genotypes.
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We consider a fitness model that accounts for epistasis arising due to pairwise

interactions between alleles at different loci. The Wrightian fitness fa of the ath genotype

can then be written as

fa = 1 +

L∑
i=1

sig
a
i +

L∑
i=1

L∑
j=i+1

sijg
a
i g

a
j , (2.3)

where si and sij denote the time-invariant selection coefficients and pairwise epistasis terms

respectively, and gai represents the allele (either 0 or 1) at the ith locus of the ath genotype.

We can compactly denote the selection coefficients and epistasis terms in a single vector as

s =
(
s1, · · · , sL, s12, · · · , s(L−1)L

)
(2.4)

where the first L elements are the selection coefficients while the last L(L−1)/2 elements are

pairwise epistasis terms. Similar to the notation adopted in the main text, we differentiate

between non-italic and italic scalar notation to facilitate sequential indexing throughout the

supplementary text. Thus we write

s =
(
s1, · · · , sL, sL+1, · · · , sR

)
(2.5)

where R = L(L + 1)/2 and we have se = si for e ∈ {1, . . . , L}, and se = sij for e ∈

{L+ 1, . . . , R}, with obvious association between indices e and (i, j).

The population is completely specified by the M × 1 genotype frequency vector

z(t) = (z1(t), · · · , zM (t)), where za(t) = na(t)/N and na(t) denotes the number of individu-

als in the population that belong to genotype a at generation t. Let r be the probability of

recombination per locus per generation. The frequency of genotype a at generation t after

recombination is given by

ya(t) = (1− r)L−1za(t) +
(
1− (1− r)L−1

)
ψa(z(t)) (2.6)
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where (1− r)L−1za(t) represents the fraction of genotype a not undergoing recombination,(
1− (1− r)L−1

)
ψa(z(t)) the fraction of genotype a arising as a result of recombination, and

the factor L− 1 arises as there are L− 1 possible recombination breakpoints. The quantity

ψa(z(t)) is the probability that a recombination event results in an individual of genotype

a and is a function of the composition of the population at generation t. We represent this

quantity as

ψa(z(t)) =
M∑
c=1

M∑
d=1

Ra,cdzc(t)zd(t) (2.7)

where Ra,cd is the probability that genotypes c and d recombine to form genotype

a and is a function of the number of breakpoints and the particular genotypes a, c and d.

We describe this in detail later in the document, when we calculate the recombination term

in (2.43) and (2.49).

Under WF dynamics, the probability of observing genotype frequencies z(t+1) at

generation t+ 1, given genotype frequencies of z(t) at generation t is

P
(
z(t+ 1)

∣∣∣z(t)) = N !

M∏
a=1

(
pa(z(t))

)Nza(t+1)

(Nza(t+ 1))!
(2.8)

with

pa(z(t)) =
ya(t)fa +

∑
b ̸=a (µbayb(t)fb − µabya(t)fa)∑M

b=1 yb(t)fb
. (2.9)

Here µba is the probability of genotype b mutating to genotype a, and ya(t) is the frequency

of genotype a after recombination

ya(t) = (1− r)L−1za(t) +
(
1− (1− r)L−1

)
ψa(z(t)), (2.10)

where r is the recombination probability per locus per generation and ψa(z(t)) is the prob-

ability that a recombination of two individuals results in an individual of genotype a.
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We assume the genotype frequencies are observed at non-consecutive generations

tk, with k ∈ {0, 1, . . . ,K}. Then, the probability that the genotype frequency vector follows

a particular evolutionary path (z(t1), z(t2), · · · , z(tK)), conditioned on the initial state z(t0),

is

P
(
(z(tk))

K
k=1 |z(t0)

)
=

K−1∏
k=0

P (z(tk+1)|z(tk)) . (2.11)

This expression can be used to infer evolutionary parameters. However, the infer-

ence problem is difficult due to the intractability of the fractional form of (3.9). Following

the approach used in [155], we simplify the inference problem using a path integral. This

allows us to obtain closed-form estimates of selection coefficients and epistasis terms. Even

though the WF dynamics is defined at the genotype level (2.11), here we develop its simpli-

fied allele-level version for transparency. We show in the supplement that both the genotype

and allele-level analyses lead to the same expression for the estimate of fitness parameters.

For ease of exposition, we assume here that the probability of mutating from a WT to mu-

tant allele is the same as that from mutant allele to WT, which we denote by µ. However,

this assumption can be easily relaxed in 2.2 for details where we derive the estimator with

asymmetrical mutation probabilities.

2.2.2 Path integral:

We model the evolution of both the single and the double mutant allele frequencies.

In the allele-level path integral, these are required to obtain estimates of the selection

coefficients and the pairwise epistasis terms.
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The probability of observing a path of allele frequencies (x(t1),x(t2), · · · ,x(tK))

conditioned on x(t0) is given by

P
(
(x(tk))

K
k=1 |x(t0)

)
=

K−1∏
k=0

P (x(tk+1)|x(tk)) . (2.12)

In principle, we can use the above expression to infer evolutionary parameters.

However, the expression above is unyielding for the purpose of parameter inference due to

the large dimensionality of the genotype space, which grows exponentially with sequence

length, as well as intractability of the fractional form of the right hand side of (2.11). To

simplify the problem, we use a path integral to approximate the probability in (2.11).

The first step of the approach consists of approximating the WF process by a dif-

fusion process, as commonly done in population genetics [92, 47, 164, 74, 165]. Specifically,

assume the population is large and that

se =
s̄e
N

+O

(
1

N2

)
, µ =

µ̄

N
+O

( 1

N2

)
r =

r̄

N
+O

( 1

N2

)
, (2.13)

and consequently

ha =
h̄a
N

+O
( 1

N2

)
, (2.14)

where s̄e, µ̄, r̄, and h̄a are constants that are independent of N . Under this scaling, we have

ya(t) = za(t)− r(L− 1)
(
za(t)− ψa(z(t)

)
+O

(
1

N2

)
(2.15)

where L is also assumed to be constant with regards to N .

2.2.3 Genotype-level path integral

In [155], the authors derived the genotype-level path integral to approximate the

probability of observing a trajectory of genotype frequencies (z(t1), z(t2), · · · , z(tK)). Since
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this analysis applies equally to the current work, we give a brief summary here. We approx-

imated the transition probability of the WF evolutionary process, using standard diffusion

theory [47], by the transition probability density of a diffusion process, i.e.,

Ž(τ) =
(
Ž1(τ), . . . , ŽM (τ)

)
:= Ž(⌊Nτ⌋), τ ≥ 0 (2.16)

taken in the limitN → ∞. Here ⌊·⌋ denotes the floor function and τ is a continuous

time variable with units of N generations, with one generation in discrete time (i.e., from

t to t+ 1) thus taking

δτ =
1

N
(2.17)

continuous time units. The genotype-level diffusion process was found to be characterized

by the drift vector d̄(ž(τ)) with ath entry

d̄a(ž(τ)) = ža(τ)

(
h̄a −

M∑
b=1

h̄bžb(τ)

)
+ µ̄

 M∑
b=1,dab=1

žb(τ)−
M∑

b=1,dab=1

ža(τ)


− r̄(L− 1)

(
ža(τ)− ψa (ž(τ))

)
, (2.18)

and diffusion matrix C̄(ž(τ)) with (a, b)th entry

C̄ab(ž(τ)) =
1

2


ža(τ)(1− ža(τ)) a = b

−ža(τ)žb(τ) a ̸= b.

(2.19)

The time evolution of the transition probability density of the diffusion process

Ž(τ) is described by the Kolmogorov forward equation (also known as the Fokker-Planck

equation).
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Discretizing the transition probability density of the diffusion over small δt∆t

(equivalently large N
∆t), we approximated the probability of observing a trajectory of geno-

type frequencies (z(t1), z(t2), · · · , z(tK)) conditioned on z(t0) as

P
(
(z(tk))

K
k=1 |z(t0)

)
=

K−1∏
k=0

P (z(tk+1)|z(tk))

≈
K−1∏
k=0

[
1√

detC(z(tk))

(
N

2π∆tk

)M/2 M∏
a=1

dza(tk+1)

]
×

exp

(
−N

2
S
(
(z(tk))

K
k=0

))
(2.20)

with

S
(
(z(tk))

K
k=0

)
=

K−1∑
k=0

1

∆tk

M∑
a=1

M∑
b=1

[za(tk+1)− za(tk)− da(z(tk))∆tk]×

(
C−1(z(tk))

)
ab
[zb(tk+1)− zb(tk)− db(z(tk))∆tk] ,

where ∆tk = tk+1 − tk and we have defined da(z(tk)) :=
d̄a(z(tk))

N , (C(z(tk)))ab :=

2
(
C̄(z(tk))

)
ab
. This is the path integral representation of the genotype dynamics

2.2.4 Allele-level path integral

In [155], the authors modeled the evolution of the single mutant frequencies by

applying linear combinations to the genotype frequencies described by (2.20), while assum-

ing the double mutant frequencies were known. The single and double mutant frequencies

relate to the genotype frequencies via

xi(t) =

M∑
a=1

gai za(t), xij(t) =

M∑
a=1

gai g
a
j za(t), (2.21)

where xi(t), and xij(t), are the single and the double mutant frequencies at locus i and

locus-pair (i, j) respectively at generation t. Here, in contrast, we model the evolution of
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both the single and double mutant frequencies which additionally requires the knowledge of

the triple and quadruple mutant frequencies. These are related to the genotype frequencies

via

xijk(t) =

M∑
a=1

gai g
a
j g

a
kza(t), xijkl(t) =

M∑
a=1

gai g
a
j g

a
kg

a
l za(t), (2.22)

where xijk(t) and xijkl(t) are the triple and the quadruple mutant frequencies at locus-triplet

(i, j, k) and locus-quartet (i, j, k, l) respectively at generation t.

We concatenate the single and double mutant allele frequencies in a R length

vector, where R = L(L+ 1)/2, as

x(t) =
(
x1(t), · · · , xL(t), x12(t), x13(t), · · · , x(L−1)L(t)

)
. (2.23)

Similar to the notation in the main text, we write

x(t) =
(
x1(t), · · · , xL(t), xL+1(t), · · · , xR(t)

)
(2.24)

to facilitate sequential indexing for notation convenience. Note that we differentiate between

non-italic and italic scalar notation, as described in (2.4) and (2.5). Clearly, from (2.23)

and (2.24), we have xe(t) = xi(t) for e ≤ L, and xe(t) = xij(t) for L < e ≤ R.

To simplify the presentation, we also define U as anM ×R mapping matrix where

the ath row of U , i.e., ua =
(
ua1, · · · ,uaL,uaL+1, · · · ,uaR

)
, is given by

ua =
(
ga1 , · · · , gaL, ga1 ga2 , · · · , ga1 gaL, ga2 ga3 , · · · , ga2 gaL, · · · , gaL−1 g

a
L

)
. (2.25)

Note that gai refers to the allele at the ith locus while gai g
a
j refers to the pair of alleles at

locus-pair (i, j) in genotype a.
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Next, we define a random vector comprising of the single and double mutant allele

frequencies, i.e., X(t) =
(
X1(t), . . . , XL(t), X12(t), . . . , X(L−1)L(t)

)
, which from (2.21) is

related to the random genotype frequency vector by

Xe(t) =

M∑
a=1

uaeZa(t) (2.26)

where uae denotes the eth entry of ua.

Thus, x(t) is a realization of the random vector X(t). Similarly, the allele-level

continuous process can be shown to be related to the genotype-level continuous time process

(2.16) using the transformation above, and is given as

X̌(τ) =
(
X̌1(τ), . . . , X̌L(τ), X̌12(τ)X̌13(τ), . . . , X̌(L−1)L(τ)

)
:= X(⌊Nτ⌋), τ ≥ 0 (2.27)

taken as N → ∞.

The time evolution of the transition probability density, ϕ, of the allele-level dif-

fusion, is governed by the Kolmogorov forward equation

∂ϕ

∂τ
=

− R∑
e=1

∂

∂x̌e
d̄e(x̌(τ)) +

R∑
e=1

R∑
f=1

∂

∂x̌e

∂

∂x̌f
C̄ef (x̌(τ))

ϕ, (2.28)

where C̄(x̌(τ)) and d̄(x̌(τ)) are the diffusion matrix and the drift vector associated with the

allele-level diffusion process that describes the conditional change in the single and double

mutant frequencies.

The diffusion matrix of the allele-level diffusion process is of size R × R and can

be partitioned into four sub-matrices, i.e., the upper left L × L matrix, the upper right

L× L(L−1)
2 matrix, lower left L(L−1)

2 ×L matrix and the lower right L(L−1)
2 × L(L−1)

2 matrix.

The definition and interpretation of these matrices is given below. Recalling (2.25), we note
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that the eth element of ua refers to the allele at locus i for 1 ≤ e ≤ L, and to the alleles at

locus-pair (i, j) for L < e ≤ R, i.e.,

uae =


gai 1 ≤ e ≤ L

gai g
a
j L < e ≤ R.

(2.29)

The elements of the upper left sub-matrix of the diffusion matrix C̄(x̌(τ)), i.e., 1 ≤ e ≤ L

and 1 ≤ f ≤ L, are given as

C̄ef (x̌(τ)) :=

M∑
a=1

M∑
b=1

uaeu
b
f C̄ab(ž(τ))

=
1

2

M∑
a=1

gai g
a
j

ža(τ)(1− ža(τ))

N
− 1

2

M∑
a=1

M∑
b=1,b ̸=a

gai g
b
j

ža(τ)žb(τ)

N
+O

(
1

N2

)

=
1

2

x̌ij(τ)− x̌i(τ)x̌j(τ)

N
+O

(
1

N2

)
, (2.30)

which measure the scaled joint variability between the number of mutants at loci i

and j. We note here that the upper left sub-matrix here is the same as the diffusion matrix

in [155] where only the evolution of the single mutant allele frequency was modeled.

Following similar steps, it can be shown that the entries of the upper right sub-

matrix of the diffusion matrix C̄(x̌(τ)), i.e., for 1 ≤ e ≤ L and L < f ≤ R, are given

as

C̄ef (x̌(τ)) :=

M∑
a=1

M∑
b=1

uaeu
b
f C̄ab(ž(τ))

=

M∑
a=1

M∑
b=1

gai g
b
jg

b
kC̄ab(ž(τ))

=
1

2

x̌ijk(τ)− x̌i(τ)x̌jk(τ)

N
+O

(
1

N2

)
, (2.31)

which measures the scaled joint variability between the number of mutants at locus i and

double-mutants at loci j and k.
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Here x̌ijk(τ) denotes the triple mutant frequency obtained by the transformations

(2.21) and (2.22) with

x̌ijk(τ) := xijk(⌊Nτ⌋), τ ≥ 0. (2.32)

The L(L−1)
2 × L lower left sub-matrix is just the transpose of the L × L(L−1)

2 upper right

matrix. Similarly, the entries of the bottom right sub-matrix of the diffusion matrix C̄(x̌(τ)),

i.e., L < e ≤ R and L < e ≤ R, are given as =

C̄ef (x̌(τ)) :=

M∑
a=1

M∑
b=1

uaeu
b
f C̄ab(ž(τ))

=
M∑
a=1

M∑
b=1

gai g
a
j g

b
kg

b
l C̄ab(ž(τ))

=
1

2

x̌ijkl(τ)− x̌ij(τ)x̌kl(τ)

N
+O

(
1

N2

)
, (2.33)

which measures the scaled joint variability between the number of double-mutants at loci

i and j, and double-mutants at loci k and l, with x̌ijkl(τ) denoting the quadruple mutant

frequency with

x̌ijkl(τ) := xijkl(⌊Nτ⌋), τ ≥ 0. (2.34)

Note that while the diffusion matrix also depends on the dynamics of the triple and quadru-

ple mutant frequencies, we only explicitly show the dependence on the single and double

mutant frequencies for simplicity of notation.

We can show that the allele-level drift vector is a linear transformation of the

genotype drift vector d̄a(ž(τ)) defined in (2.18). Recalling (2.21), (2.22), and noting that

we can express ha in (3.3) as

ha =
R∑

e=1

uaese, (2.35)
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and the eth element of the allele-level drift vector is defined with a linear transformation of

the genotype drift vector as

d̄e(x̌(τ)) :=
M∑
a=1

uae d̄a(ž(τ))

=
M∑
a=1

uae

(
ža(τ)

(
h̄a −

M∑
b=1

h̄bžb(τ)

)
+

µ̄

 M∑
b=1,dab=1

žb(τ)−
M∑

b=1,dab=1

ža(τ)

− r̄(L− 1)
(
ža(τ)− ψa ((τ))

))

=
M∑
a=1

uae

(
ža(τ)

(
1− ža(τ)

)
h̄a − ža(τ)

M∑
b=1,b̸=a

h̄bžb(τ)+

µ̄

 M∑
b=1,dab=1

žb(τ)−
M∑

b=1,dab=1

ža(τ)

− r̄(L− 1)
(
ža(τ)− ψa

(
(τ)
))

= x̌e(τ) (1− x̌e(τ)) s̄e +
∑
f ̸=e

C̄ef (x̌(τ))s̄f + µ̄ve(x̌(τ)) + r̄ ηe(x̌(τ)). (2.36)

The transformation of the third and the fourth terms on the right hand side of

(2.36), referred to here as the mutation term ve(x̌(τ)) and the recombination term ηe(x̌(τ))

respectively, is non-trivial and requires some algebraic manipulation which we detail below.

We note here that the first L entries of d̄e(x̌(τ)) constitute the drift vector of [155]. While the

transformation of the first L entries mutation and recombination terms were derived in the

Supplementary Information of [155], we reproduce these here as they aid in understanding

the notation and subsequent derivation of remaining entries L < e ≤ R of the mutation and

recombination terms.
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Here, we show the computations involved with the mutation term in going from

the second last line of (2.36) to the last line of (2.36). First consider the case 1 ≤ e ≤ L,

ve(x̌(τ)) =
M∑
a=1

uae

(
M∑

b=1,dab=1

žb(τ)−
M∑

b=1,dab=1

ža(τ)

)

=

M∑
a=1

gai

(
M∑

b=1,dab=1

žb(τ)−
M∑

b=1,dab=1

ža(τ)

)

=
M∑
a=1

(
M∑

b=1,dab=1

gai (1− gbi )žb(τ) +
M∑

b=1,dab=1

gai g
b
i žb(τ)−

M∑
b=1,dab=1

gai (1− gbi )ža(τ)−
M∑

b=1,dab=1

gai g
b
i ža(τ)

)

=

M∑
a=1

M∑
b=1,dab=1

gai (1− gbi ) (žb(τ)− ža(τ)) +

M∑
a=1

M∑
b=1,dab=1

gai g
b
i (žb(τ)− ža(τ)) .

(2.37)

Where the second last line above follows from noting that the first summation on the right

side of the third last line can be decomposed into two parts. The first where genotypes a

and b differ only at locus i, and hence mutation of genotype b to genotype a changes the

mutant allele frequency at locus i. The second is where the two genotypes differ from each

other at a locus other than i and hence a mutation from genotype b to a does not effect the

mutant allele frequency at locus i. Similarly, the second summation in the third last line

can also be split into two parts. Now, note that

M∑
a=1

M∑
b=1,dab=1

gai g
b
i (žb(τ)− ža(τ)) = 0,

as this quantity represents the mutation of those genotypes b to genotype a where both a

and b have the mutant allele at locus i, while

M∑
a=1

M∑
b=1,dab=1

gai (1− gbi ) (žb(τ)− ža(τ)) = 1− 2x̌i(τ),
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which represents the flow of mutational probabilities between the WT and the mutation

allele, i.e., the mutational flux. Substituting the above two equations back in (2.37) yields

ve(x̌(τ)) = 1− 2x̌i(τ) for 1 ≤ e ≤ L. (2.38)

Now consider the case when L < e ≤ R where we have

ve(x̌(τ)) =
M∑
a=1

uae

(
M∑

b=1,dab=1

žb(τ)−
M∑

b=1,dab=1

ža(τ)

)

=

M∑
a=1

gai g
a
j

(
M∑

b=1,dab=1

žb(τ)−
M∑

b=1,dab=1

ža(τ)

)

=
M∑
a=1

M∑
b=1,dab=1

gai g
a
j (1− gbi )(1− gbj) (žb(τ)− ža(τ))+

M∑
a=1

M∑
b=1,dab=1

gai g
a
j (1− gbi )g

b
j (žb(τ)− ža(τ))+

M∑
a=1

M∑
b=1,dab=1

gai g
a
j g

b
i (1− gbj) (žb(τ)− ža(τ)) +

M∑
a=1

M∑
b=1,dab=1

gai g
a
j g

b
i g

b
j (žb(τ)− ža(τ)) .

(2.39)

Here, the summations on the right side of the last line above represent the net mutational

flow to genotypes that contain alleles (1, 1) at locus-pair (i, j), from those genotypes that

have alleles (0, 0), (0, 1), (1, 0) and (1, 1) respectively at locus-pair (i, j). We note that

M∑
a=1

M∑
b=1,dab=1

gai g
a
j (1− gbi )(1− gbj) (žb(τ)− ža(τ)) = 0

M∑
a=1

M∑
b=1,dab=1

gai g
a
j (1− gbi )g

b
j (žb(τ)− ža(τ)) =

(
x̌01ij (τ)− x̌11ij (τ)

)
M∑
a=1

M∑
b=1,dab=1

gai g
a
j g

b
i (1− gbj) (žb(τ)− ža(τ)) =

(
x̌10ij (τ)− x̌11ij (τ)

)
M∑
a=1

M∑
b=1,dab=1

gai g
a
j g

b
i g

b
j (žb(τ)− ža(τ)) = 0
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where we use the notation x̌10ij (τ) to refer to mutant with alleles (1, 0) and locus-pair (i, j).

The first equation equals zero as the probability of more than one mutation in a sequence is

negligibly small O( 1
N2 ) under the diffusion approximation. While the last equation equals

zero as it represents the mutational flow of all those genotypes where both genotypes a and

b contain the alleles (1, 1) at locus-pair (i, j). Substituting the above in (2.39) we have

ve(x̌(τ)) = x̌01ij (τ) + x̌10ij (τ)− 2x̌11ij (τ)

= x̌01ij (τ) + x̌11ij (τ) + x̌10ij (τ) + x̌11ij (τ)− 4x̌11ij (τ)

= x̌1i (τ) + x̌1j (τ)− 4x̌11ij (τ)

= x̌i(τ) + x̌j(τ)− 4x̌ij(τ), (2.40)

where we have dropped the superscripts in the last line. Thus, from (2.38) and (2.40) we

have

ve(x̌(τ)) =


1− 2x̌i(τ) 1 ≤ e ≤ L

x̌i(τ) + x̌j(τ)− 4x̌ij(τ) L < e ≤ R,

(2.41)

where i and j are the subscript indices corresponding to the eth element of x̌(τ).
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Next we show the computations involved with the recombination term in going

from the second last line of (2.36) to the last line of (2.36). First consider the case 1 ≤ e ≤ L,

for which

ηe(x̌(τ)) =

M∑
a=1

uae

(
(L− 1)

(
ža(τ)− ψa

(
(τ)
))

=

M∑
a=1

gai

(
(L− 1)

(
ža(τ)− ψa

(
(τ)
))

= (L− 1)x̌i(τ)− (L− 1)

M∑
a=1

gai ψa

(
(τ)
)

= (L− 1)x̌i(τ)− (L− 1)

M∑
a=1

gai

M∑
c=1

M∑
d=1

Ra,cdžc(τ)žd(τ), (2.42)

where the second line follows from (2.25), and the last line follows by substituting the

definition of ψa

(
(τ)
)
from (2.7). To further simplify, let

θcdi :=

M∑
a=1

gai Ra,cd (2.43)

which is the probability that genotypes c and d recombine to form a genotype that has

a mutation at locus i. For the bi-allelic model considered here, there are four possible

scenarios for a recombination event: both genotypes c and d have allele 1 at their respective

i-th locus, one of the genotypes has allele 1 while the other has allele 0, or both genotypes

have allele 0 at the i-th locus.
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We partition the summation term on the right side of (2.42) into these four re-

combination scenarios as follows

M∑
a=1

gai

M∑
c=1

M∑
d=1

Ra,cdžc(τ)žd(τ) =
M∑
c=1

M∑
d=1

θcdi žc(τ)žd(τ)

=
M∑
c=1

(
M∑
d=1

gci g
d
i θ

cd
i žc(τ)žd(τ) +

M∑
d=1

gci (1− gdi )θ
cd
i žc(τ)žd(τ)

)
+

M∑
c=1

(
M∑
d=1

(1− gci )g
d
i θ

cd
i žc(τ)žd(τ) +

M∑
d=1

(1− gci )(1− gdi )θ
cd
i žc(τ)žd(τ)

)
.

(2.44)

Note that

gci g
d
i θ

cd
i = gci g

d
i

gci (1− gdi )θ
cd
i =

1

2
gci (1− gdi )

(1− gci )g
d
i θ

cd
i =

1

2
(1− gci )g

d
i

(1− gci )(1− gdi )θ
cd
i = 0 (2.45)

where the factor of 1
2 arises because there is a 50% chance that genotype c (d) with a mutant

at locus i and genotype d (c) with a wildtype at locus i will recombine to a genotype with

a mutant at locus i. Hence, we can further write (2.44) as

M∑
a=1

gai

M∑
c=1

M∑
d=1

Ra,cdžc(τ)žd(τ) =
M∑
c=1

(
M∑
d=1

gci g
d
i žc(τ)žd(τ) +

1

2

M∑
d=1

gci (1− gdi )žc(τ)žd(τ)

)

+
1

2

M∑
c=1

M∑
d=1

(1− gci )g
d
i žc(τ)žd(τ)

= x̌2i (τ) +
1

2
x̌i(τ)(1− xi(τ)) +

1

2
x̌i(τ)(1− x̌i(τ))

= x̌i(τ). (2.46)
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Substituting (2.46) back into (2.42), after some simple mathematical operations and sim-

plification, we see that

ηe(x̌(τ)) = 0 for 1 ≤ e ≤ L. (2.47)

Now consider the case when L < e ≤ R. Developing as in (2.42), we get

ηe(x̌(τ)) = (L− 1)x̌ij(τ)− (L− 1)
M∑
a=1

gai g
a
j

M∑
c=1

M∑
d=1

Ra,cdžc(τ)žd(τ). (2.48)

To simplify, we define θcdij :=
∑M

a=1 g
a
i g

a
jRa,cd where θcdij is the probability that

genotypes c and d recombine to form a genotype which has a double mutant at locus-pair

(i, j). We thus have

M∑
a=1

gai g
a
j

M∑
c=1

M∑
d=1

Ra,cdžc(τ)žd(τ) =
M∑
c=1

M∑
d=1

θcdij žc(τ)žd(τ) . (2.49)

To proceed, it is convenient to first recognize that Ra,cd, and thus θcdij , depend on the number

of breakpoints occurring in the recombination event. However, under the small r assumption

(2.13), it is sufficient to consider only a single breakpoint since the probability of more than

one breakpoint is O( 1
N2 ) (see (2.15)). By noting that 1 = 1−gci +gci , we proceed by dividing

the two summations in
∑M

c=1

∑M
d=1 θ

cd
ij žc(τ)žd(τ) into 16 summations, corresponding to

whether there are mutations at loci i and j in genotypes c and d. Specifically, these 16

summations correspond to the 16 possible allele-pairs in genotypes c and d, shown in the first

and second columns of Table 2.1. We define the ‘event’ Acd
ij , as the event that recombination

of genotype c and d results in the locus-pair (i, j) both having mutant alleles. Similar to

(2.44), we may thus decompose (2.49) as
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M∑
c=1

M∑
d=1

θcdij žc(τ)žd(τ) =
∑
c

∑
d

Pr(Acd
ij )(1− gci )(1− gcj)(1− gdi )(1− gdj )žc(τ)žd(τ)+

∑
c

∑
d

Pr(Acd
ij )(1− gci )(1− gcj)(1− gdi )g

d
j žc(τ)žd(τ)+

∑
c

∑
d

Pr(Acd
ij )(1− gci )(1− gcj)g

d
i (1− gdj )žc(τ)žd(τ)+

∑
c

∑
d

Pr(Acd
ij )(1− gci )(1− gcj)g

d
i g

d
j žc(τ)žd(τ)+

∑
c

∑
d

Pr(Acd
ij )(1− gci )g

c
j(1− gdi )(1− gdj )žc(τ)žd(τ)+

∑
c

∑
d

Pr(Acd
ij )(1− gci )g

c
j(1− gdi )g

d
j žc(τ)žd(τ)+

∑
c

∑
d

Pr(Acd
ij )(1− gci )g

c
jg

d
i (1− gdj )žc(τ)žd(τ)+

∑
c

∑
d

Pr(Acd
ij )(1− gci )g

c
jg

d
i g

d
j žc(τ)žd(τ)+

∑
c

∑
d

Pr(Acd
ij )g

c
i (1− gcj)(1− gdi )(1− gdj )žc(τ)žd(τ)+

∑
c

∑
d

Pr(Acd
ij )g

c
i (1− gcj)(1− gdi )g

d
j žc(τ)žd(τ)+

∑
c

∑
d

Pr(Acd
ij )g

c
i (1− gcj)g

d
i (1− gdj )žc(τ)žd(τ)+

∑
c

∑
d

Pr(Acd
ij )g

c
i (1− gcj)g

d
i g

d
j žc(τ)žd(τ)+

∑
c

∑
d

Pr(Acd
ij )g

c
i g

c
j(1− gdi )(1− gdj )žc(τ)žd(τ)+

∑
c

∑
d

Pr(Acd
ij )g

c
i g

c
jg

d
i (1− gdj )žc(τ)žd(τ)+

∑
c

∑
d

Pr(Acd
ij )g

c
i g

c
jg

d
i g

d
j žc(τ)žd(τ). (2.50)
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Table 2.1: Probabilities of recombination events in (2.51). The factor of 1
2 arises because

there is 50% chance of choosing genotypes c or d in the recombination process. The denom-
inator is L− 1 as there are only L− 1 possible locations along the sequence length where a
breakpoint (bpt.) can occur.

Genotype c Genotype d P1i Pij PjL

locus-pair (i, j) locus-pair (i, j)

00 00 0 0 0
00 01 0 0 0
00 10 0 0 0

00 11 1
2

i−1
L−1 0 1

2
L−j
L−1

01 00 0 0 0
01 01 0 0 0

01 10 0 1
2

j−i
L−1 0

01 11 1
2

i−1
L−1

1
2

j−i
L−1

1
2
L−j
L−1

10 00 0 0 0

10 01 0 1
2

j−i
L−1 0

10 10 0 0 0

10 11 1
2

i−1
L−1

1
2

j−i
L−1

1
2
L−j
L−1

11 00 1
2

i−1
L−1 0 1

2
L−j
L−1

11 01 1
2

i−1
L−1

1
2

j−i
L−1

1
2
L−j
L−1

11 10 1
2

i−1
L−1

1
2

j−i
L−1

1
2
L−j
L−1

11 11 i−1
L−1

j−i
L−1

L−j
L−1

Now using the Total Probability Theorem, we have

Pr
(
Acd

ij

)
= P1i + Pij + PjL (2.51)

where P1i = Pr
(
Acd

ij |1 < bpt. < i
)
× Pr (1 < bpt. < i), Pij = Pr

(
Acd

ij |i < bpt. < j
)
×

Pr (i < bpt. < j), PjL = Pr
(
Acd

ij |j < bpt. < L
)
×Pr (j < bpt. < L), bpt. stands for break-

point., Pr (i < bpt. < j) is the probability that the breakpoint lies between loci i and j,

with i < j, and Pr
(
Acd

ij |i < bpt. < j
)
is the conditional probability that event Acd

ij occurs.

These probabilities are given in Table 2.1, from which we have
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M∑
c=1

M∑
d=1

θcdij žc(τ)žd(τ) =
M∑
c=1

M∑
d=1

Pr
(
Acd

ij

) (
1− gci

)(
1− gcj

)
gdi g

d
j žc(τ)žd(τ)+

M∑
c=1

M∑
d=1

Pr
(
Acd

ij

)
gci g

c
j

(
1− gdi

)(
1− gdj

)
žc(τ)žd(τ)+

M∑
c=1

M∑
d=1

Pr
(
Acd

ij

) (
1− gci

)
gcjg

d
i g

d
j žc(τ)žd(τ)+

M∑
c=1

M∑
d=1

Pr
(
Acd

ij

)
gci g

c
j

(
1− gdi

)
gdj žc(τ)žd(τ)+

M∑
c=1

M∑
d=1

Pr
(
Acd

ij

) (
1− gci

)
gcjg

d
i

(
1− gdj

)
žc(τ)žd(τ)+

M∑
c=1

M∑
d=1

Pr
(
Acd

ij

)
gci
(
1− gcj

)(
1− gdi

)
gdj žc(τ)žd(τ)+

M∑
c=1

M∑
d=1

Pr
(
Acd

ij

)
gci
(
1− gcj

)
gdi g

d
j žc(τ)žd(τ)+

M∑
c=1

M∑
d=1

Pr
(
Acd

ij

)
gci g

c
jg

d
i

(
1− gdj

)
žc(τ)žd(τ)+

M∑
c=1

M∑
d=1

Pr
(
Acd

ij

)
gci g

c
jg

d
i g

d
j žc(τ)žd(τ)+

= 2× L− j − i− 1

2(L− 1)

(
x̌ij(τ)− x̌i(τ)x̌ij(τ)− x̌j(τ)x̌ij(τ) + x̌2ij(τ)

)
+

2× j − i

2(L− 1)

(
x̌i(τ)x̌j(τ)− x̌i(τ)x̌ij(τ)− x̌j(τ)x̌ij(τ) + x̌2ij(τ)

)
+

2× 1

2

(
x̌i(τ)x̌ij(τ)− x̌2ij(τ)

)
+ x̌2ij(τ)2×

1

2

(
x̌j(τ)x̌ij(τ)− x̌2ij(τ)

)
= x̌ij(τ)−

j − i

L− 1

(
x̌ij(τ)− x̌i(τ)x̌j(τ)

)
. (2.52)

Substituting (2.52) together with (2.49) back into (2.48) we see that

ηe(x̌(τ)) = (j − i)
(
x̌ij(τ)− x̌i(τ)x̌j(τ)

)
for L < e ≤ R. (2.53)
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Thus, from (2.47) and (2.53), by substituting terms and simplifying the expres-

sions, we have

ηe(x̌(τ)) =


0 1 ≤ e ≤ L

(j − i)
(
x̌ij(τ)− x̌i(τ)x̌j(τ)

)
L < e ≤ R,

(2.54)

where i and j are the subscript indices corresponding to the eth element of x̌(τ).

Given the drift vector and diffusion matrix, we can directly apply [137, eq. 4.109]

which gives the transition probability density over ∆t generations, valid for small δτ∆t

(equivalently large N
∆t), as

ϕ(x̌(τ + δτ∆t)|x̌(τ)) ≈
exp

(
− 1

4δτ∆tF
T
diff C̄(x̌(τ))

−1Fdiff

)
(4πδτ∆t)R/2

√
det(C̄(x̌(τ)))

. (2.55)

where,

Fdiff = x̌(τ + δτ∆t)− x̌(τ)− d̄(x̌(τ))δτ∆t (2.56)

Thus, the transition probability for a single generation of the original discrete-time discrete-

frequency WF process can (for large N
∆t) be approximated by

P (x(tk+1)|x(tk)) ≈ ϕ(x(tk+1)|x(tk))
R∏

e=1

dxe(tk+1) (2.57)

where the dxe represent small frequency differences accounting for the quantization of the

continuous eth marginal allele frequency space at each time point.
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The probability of observing a trajectory of mutant allele frequencies (x(t1),x(t2), . . . ,x(tK))

conditioned on x(t0) is then given by

P
(
(x(tk))

K
k=1 |x(t0)

)
=

K−1∏
k=0

P (x(tk+1)|x(tk))

≈
K−1∏
k=0

[
1√

detC(x(tk))

(
N

2π∆tk

)R/2 R∏
e=1

dxe(tk+1)

]
×

exp

(
−N

2
S
(
(x(tk))

K
k=0

))
(2.58)

where

S
(
(x(tk))

K
k=0

)
=

K−1∑
k=0

1

∆tk

R∑
e=1

R∑
f=1

[xe(tk+1)− xe(tk)− de(x(tk))∆tk]×

(
C−1(x(tk))

)
ef

[xf (tk+1)− xf (tk)− df (x(tk))∆tk] ,

which is the desired path integral representation. Note we have defined de(x(tk)) :=
¯de(x(tk))

N

and (C(x(tk)))ef := 2
(
C̄(x(tk))

)
ef
.

2.2.5 Marginal path likelihood (MPL) estimator with epistasis

The MPL parameter estimates are obtained by adopting a Bayesian approach.

Specifically, we use the maximum a posteriori (MAP) criterion to find the most likely selec-

tion coefficients and epistasis terms given the measured single, double, triple and quadruple

mutant frequencies at each sampling time point, along with knowledge of evolutionary pa-

rameters N , µ and r. For the purpose of developing an efficient inference approach, we

assume that the observed frequencies are equal to the true frequencies in the population.

34



The MPL estimate of the selection coefficients and epistasis terms can thus be

obtained by solving

ŝ = argmax
s

L
(
s;µ, r,N,

(
x(tk)

)K
k=0

)
P prior(s), (2.59)

where P prior(s) is the assumed (conjugate) prior

P prior(s) =
1

(2πσ2)R/2
exp

(
− 1

2σ2
sTs

)
,

with mean zero and variance σ2 > 0, and the likelihood of the selection coefficients and

epistasis terms, s, given the observed data can be expressed as

L
(
s;N, r, µ, (x(tk))

K
k=0

)
= P

(
(x(tk))

K
k=1 |x(t0), N, r, µ, s

)
=

K−1∏
k=0

P (x(tk+1)|x(tk), N, r, µ, s) . (2.60)

While it is challenging to calculate the likelihood (2.60) exactly, the task is simplified by

using the path integral approach outlined in the previous section with some modifications

to account for time-samples drawn from non-unit time intervals, ∆tk = tk+1 − tk. The

likelihood of the selection coefficients and epistasis terms (2.60) could be expanded as

L
(
s;µ, r,N,

(
x(tk)

)K
k=0

)
=

(
T−1∏
k=0

1√
detC(x(tk))

(
N

2π∆tk

)R/2 R∏
i=1

dxi(tk+1)

)
×

K−1∏
k=0

exp

(
−N

2
S
((

x(tk)
)K
k=0

))
(2.61)

where

P prior(s) =
1

(2πσ2)R/2
exp

(
− 1

2σ2
sTs

)
(2.62)
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is the assumed prior with σ2 ∈ R. For convenience, we work with the natural

logarithm of the above, i.e.,

ln
(
L
(
s;µ, r,N,

(
x(tk)

)K
k=0

))
+ ln

(
P prior(s)

)
= ln c1 −

N

2

K−1∑
k=0

S
((

x(tk)
)K
k=0

)
+ ln c2 −

1

2σ2
sTs,

(2.63)

where c1 and c2 represent terms that are independent of s. Next, we take the vector partial

derivative with respect to s and equate it to zero to find the MAP estimate of s. This gives

0 =
∂

∂s
ln c1 −

∂

∂s

N

2

K−1∑
k=0

S
((

x(tk)
)K
k=0

)
+

∂

∂s
ln c2 −

∂

∂s

1

2σ2
sTs

=
K−1∑
k=0

C(x(tk)) [C(x(tk))]
−1 [x(tk+1)− x(tk)−

∆tkC(x(tk))s− µ∆tkv(x(tk))− r∆tkη(x(tk)) + γ s,

(2.64)

where γ = 1/Nσ2. Solving the above yields the desired MPL estimator, i.e.,

ŝ =

[
K−1∑
k=0

∆tkC(x(tk)) + γI

]−1 [
x(tK)− x(t0)− µ

K−1∑
k=0

∆tkv(x(tk))− r

K−1∑
k=0

∆tkη(x(tk))

]
.

(2.65)

We note that, in practice, it is not required to know the exact values of N or σ2. Rather

what is important is that their product γ has an appropriate strength, and this can be

treated as a regularization parameter.

The MPL estimator (2.65) has an intuitive interpretation. It computes the ob-

served change in the single and double mutant allele frequencies between the final and the

initial time points, adjusts it by accounting for the (inward and outward) mutational flows

of single and double mutant frequencies over time, and then applies a correction to the
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double mutant frequencies to account for the effect of recombination. Finally, it accounts

for linkage effects through the inverse of the (regularized) integrated covariance matrix.

As shown in (2.65), significant changes in mutant frequencies – that is, ones that

are substantially larger than those expected due to finite population size alone – that cannot

readily be explained by mutation, recombination, or the effects of background mutations

provide evidence of selection or epistatic interactions. For example, mutant alleles that

are separated by a long distance on the genome and which remain strongly linked despite

recombination would be evidence of a positive epistatic interaction.

2.2.6 Combining multiple independent observations

The inference framework may be applied to incorporate observations of mutant

allele frequencies from multiple independent replicates. These replicates may be parallel

evolutionary experiments or time-series data from distinct studies. Each replicate repre-

sents a unique evolutionary path that may have different initial conditions and/or sampling

parameters, independent from the other replicates. Here we give the specific generalization

for the bi-allelic model with symmetric mutation probabilities, as considered in 2.2. Further

extension to multi-allele and asymmetric mutation probability models is straightforward.

For a scenario with Q replicates, the MAP estimate of the selection coefficients is

the solution to

ŝ = argmax
s

L
(
s;µ,N, (x1(t1k))

K1
k=0, · · · , (x

Q(tQk ))
KQ

k=0

)
P prior(s), (2.66)
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where xq(tqk) = (xq1(t
q
k), · · · , x

q
L(t

q
k)) is the observed mutant allele frequencies at

generation tqk of replicate q. The likelihood function admits

L
(
s;µ,N, (x1(t1k))

K1
k=0, · · · , (x

Q(tQk ))
KQ

k=0

)
=

Q∏
q=1

Kq−1∏
k=0

P
(
xq(tqk+1)|x

q(tqk), N, µ, s
)

(2.67)

and, as before, the prior is

P prior(s) =
1

(2πσ2)L/2
exp

(
− 1

2σ2
sTs

)
. (2.68)

Using (2.58), we obtain the path integral approximation to the likelihood function

L
(
s;µ,N, (x1(t1k))

K1
k=0, · · · , (x

Q(tQk ))
KQ

k=0

)
≈

Q∏
q=1

Kq−1∏
k=0

1√
detC(xq(tqk))

(
N

2π∆tqk

)L/2 L∏
i=1

dxqi (t
q
k+1)

 exp

(
−N

2
S
(
(xq(tqk))

Kq

k=0

))
.

(2.69)

Substituting this approximation in (2.66), we get the MPL estimator of multiple indepen-

dent replicates as,

ŝ =

 Q∑
q=1

Kq−1∑
k=0

∆tqkC(x
q(tqk)) + γI

−1

×

 Q∑
q=1

xq(tqKq
)− xq(tq0)− µ

Kq−1∑
k=0

∆tqkv(x
q(tqk))− r

Kq−1∑
k=0

∆tqkη(x
q(tqk))

 , (2.70)

where C(xq(tqk)) is the covariance matrix of the mutant allele frequencies at generation tqk

of the qth replicate, γ = 1/Nσ2 as before, and ∆tqk = tqk+1 − tqk.

2.2.7 Asymmetrical mutation probabilities

So far we have assumed the forward and backward mutation probabilities are equal.

The MPL framework can easily accommodate asymmetrical mutation probabilities as was
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also shown in [155] for the additive fitness model case. Here, we derive the expression of

the drift vector of the allele-level diffusion process for a fitness model with pairwise epis-

tasis terms. The diffusion matrix, being independent of the mutation probability, remains

unchanged.

We begin by defining µ01,i and µ10,i as the mutation probabilities, at locus i, of

the WT allele mutating to mutant allele and the mutant allele mutating to the WT allele

respectively. Similar to (2.13), as N → ∞

µ01,i =
µ̄01,i
N

+O
( 1

N2

)
, µ10,i =

µ̄10,i
N

+O
( 1

N2

)
, (2.71)

and consequently

µab =
µ̄ab
N

+O
( 1

N2

)
, (2.72)

where µ̄01,i, µ̄10,i, and µ̄ab are constants independent of N .

The ath entry of the drift vector d̄(ž(τ)) characterizing the genotype-level diffusion

process in the case of equal forward and backward mutation probabilities was given by (2.18).

In the scenario with locus specific unequal forward and backward mutation probabilities,

the ath entry of the drift vector is given as

d̄a((τ)) = ža(τ)

(
h̄a −

M∑
b=1

h̄bžb(τ)

)
+

 M∑
b=1,dab=1

µ̄bažb(τ)−
M∑

b=1,dab=1

µ̄abža(τ)

−

r̄(L− 1)
(
ža(τ)− ψa ((τ))

)
. (2.73)
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Following the same steps as before, the eth element of the allele-level drift vector

is defined as

d̄e(x̌(τ)) :=
M∑
a=1

uae d̄a(ž(τ))

=
M∑
a=1

uae

(
ža(τ)

(
h̄a −

M∑
b=1

h̄bžb(τ)

)
+ M∑

b=1,dab=1

µ̄bažb(τ)−
M∑

b=1,dab=1

µ̄abža(τ)

− r̄(L− 1)
(
ža(τ)− ψa ((τ))

)
=

M∑
a=1

uae

(
ža(τ)

(
1− ža(τ)

)
h̄a − ža(τ)

M∑
b=1,b ̸=a

h̄bžb(τ)+ M∑
b=1,dab=1

µ̄bažb(τ)−
M∑

b=1,dab=1

µ̄abža(τ)

− r̄(L− 1)
(
ža(τ)− ψa

(
(τ)
))

= x̌e(τ) (1− x̌e(τ)) s̄e +
∑
f ̸=e

C̄ef (x̌(τ))s̄f +Ωe + r̄ ηe(x̌(τ)), (2.74)

where ηe(x̌(τ)) is given by (2.54) and Ωe is the mutation term in the asymmetrical mutation

probabilities scenario. As in case of symmetrical mutation probabilites, we first consider

the case 1 ≤ e ≤ L, for which

Ωe =

M∑
a=1

uae

(
M∑

b=1,dab=1

µ̄bažb(τ)−
M∑

b=1,dab=1

µ̄abža(τ)

)

=
M∑
a=1

gai

(
M∑

b=1,dab=1

µ̄bažb(τ)−
M∑

b=1,dab=1

µ̄abža(τ)

)

=

M∑
a=1

(
M∑

b=1,dab=1

µ̄bag
a
i (1− gbi )žb(τ) +

M∑
b=1,dab=1

µ̄bag
a
i g

b
i žb(τ)−

M∑
b=1,dab=1

µ̄abg
a
i (1− gbi )ža(τ)−

M∑
b=1,dab=1

µ̄abg
a
i g

b
i ža(τ)

)

=
M∑
a=1

M∑
b=1,dab=1

gai (1− gbi ) (µ̄bažb(τ)− µ̄abža(τ)) +
M∑
a=1

M∑
b=1,dab=1

gai g
b
i (µ̄bažb(τ)− µ̄abža(τ)) ,

(2.75)
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where the second last line above follows from noting that the first summation on the right

side of the third last line can be decomposed into two parts. The first where genotypes a

and b differ only at locus i, and hence mutation of genotype b to genotype a changes the

mutant allele frequency at locus i. The second is where the two genotypes differ from each

other at a locus other than i and hence a mutation from genotype b to a does not effect the

mutant allele frequency at locus i. Similarly, the second summation in the second last line

can also be split into two parts. Now, note that

M∑
a=1

M∑
b=1,dab=1

gai g
b
i (µ̄bažb(τ)− µ̄abža(τ)) = 0,

as this quantity represents the mutation of those genotypes b to genotype a where both a

and b have the mutant allele at locus i, while

M∑
a=1

M∑
b=1,dab=1

gai (1− gbi ) (µ̄bažb(τ)− µ̄abža(τ)) = µ̄01,i (1− x̌i(τ))− µ̄10,ix̌i(τ), (2.76)

which represents the flow of mutational probabilities between the WT and the mutation

allele, i.e., the mutational flux. Here µαβ,i is the per generation probability of allele α

mutating to allele β at locus i.

Now consider the case when L < e ≤ R where we have

Ωe =

M∑
a=1

uae

(
M∑

b=1,dab=1

µ̄bažb(τ)−
M∑

b=1,dab=1

µ̄abža(τ)

)
=

M∑
a=1

gai g
a
j

(
M∑

b=1,dab=1

µ̄bažb(τ)−
M∑

b=1,dab=1

µ̄abža(τ)

)

=
M∑
a=1

M∑
b=1,dab=1

gai g
a
j (1− gbi )(1− gbj) (µ̄bažb(τ)− µ̄abža(τ))+

M∑
a=1

M∑
b=1,dab=1

gai g
a
j (1− gbi )g

b
j (µ̄bažb(τ)− µ̄abža(τ))+

M∑
a=1

M∑
b=1,dab=1

gai g
a
j g

b
i (1− gbj) (µ̄bažb(τ)− µ̄abža(τ)) +

M∑
a=1

M∑
b=1,dab=1

gai g
a
j g

b
i g

b
j (µ̄bažb(τ)− µ̄abža(τ)) .

(2.77)
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Here, the summations on the right side of the second last line above represent the net muta-

tional flow to genotypes that contain alleles (1, 1) at locus-pair (i, j), from those genotypes

that have alleles (0, 0), (0, 1), (1, 0) and (1, 1) respectively at locus-pair (i, j). We note that

M∑
a=1

M∑
b=1,dab=1

gai g
a
j (1− gbi )(1− gbj) (µ̄bažb(τ)− µ̄abža(τ)) = 0

M∑
a=1

M∑
b=1,dab=1

gai g
a
j (1− gbi )g

b
j (µ̄bažb(τ)− µ̄abža(τ)) = µ̄01,ix̌

01
ij (τ)− µ̄10,ix̌

11
ij (τ)

M∑
a=1

M∑
b=1,dab=1

gai g
a
j g

b
i (1− gbj) (µ̄bažb(τ)− µ̄abža(τ)) = µ̄10,j x̌

01
ij (τ)− µ̄10,j x̌

11
ij (τ)

M∑
a=1

M∑
b=1,dab=1

gai g
a
j g

b
i g

b
j (µ̄bažb(τ)− µ̄abža(τ)) = 0.

Substituting the above in (2.77) we have

Ωe = µ̄01,ix̌
01
ij (τ)− µ̄10,ix̌

11
ij (τ) + µ̄10,j x̌

01
ij (τ)− µ̄10,j x̌

11
ij (τ)

= µ̄01,i
(
x̌1j (τ)− x̌11ij (τ)

)
− µ̄10,ix̌

11
ij (τ) + µ̄01,j

(
x̌1i (τ)− x̌11ij (τ)

)
− µ̄10,j x̌

11
ij (τ). (2.78)

Dropping the superscripts from x̌i(τ) and x̌ij(τ) as before, and from (2.76) and (2.78), we

have

Ωe = µ̄01,iv
′
e(x̌(τ))− µ̄10,iv

′′
e (x̌(τ)) + µ̄01,jw

′
e(x̌(τ))− µ̄10,jw

′′
e (x̌(τ)) (2.79)
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v
′
e(x̌(τ)) =


1− x̌i(τ) 1 ≤ e ≤ L

x̌j(τ)− x̌ij(τ) L < e ≤ R

v
′′
e (x̌(τ)) =


x̌i(τ) 1 ≤ e ≤ L

x̌ij(τ) L < e ≤ R

w
′
e(x̌(τ)) =


0 1 ≤ e ≤ L

x̌i(τ)− x̌ij(τ) L < e ≤ R,

and

w
′′
e (x̌(τ)) =


0 1 ≤ e ≤ L

x̌ij(τ) L < e ≤ R.

Here (2.79) is the mutational term in the asymmetrical mutation probabilities case.

Following similar steps as before, one can derive the MPL estimate with asymmet-

rical mutation probabilities as

ŝe =
R∑

f=1

[
K−1∑
k=0

∆tkC(x(tk)) + γI

]−1

ef

×

[
xf (tK)− xf (t0)− µ01,i

K−1∑
k=0

∆tkv
′
f (x(tk)) + µ10,i

K−1∑
k=0

∆tkv
′′
f (x(tk))−

µ01,j

K−1∑
k=0

∆tkw
′
f (x(tk)) + µ10,j

K−1∑
k=0

∆tkw
′′
f (x(tk)) − r

K−1∑
k=0

∆tkηf (x(tk))

]
. (2.80)

43



2.2.8 Equivalence with the genotype estimate

The MAP estimate of the allele selection coefficients and epistasis terms can also

be obtained from the genotype path integral (2.20) by solving

ŝ =s L
(
s;µ, r,N,

(
z(tk)

)K
k=0

)
P prior(s) . (2.81)

The prior probability, with σ2 ∈ R, is the same as in (2.68) and given below for convenience

P prior(s) =
1

(2πσ2)L/2
exp

(
− 1

2σ2
sTs

)
.

From (2.20), the approximate genotype path-likelihood is given by

L
(
s;µ, r,N,

(
z(tk)

)K
k=0

)
=

(
T−1∏
k=0

1√
detC(z(tk))

(
N

2π∆tk

)R/2 M∏
a=1

dza(tk+1)

)
×

K−1∏
k=0

exp

(
−N

2
S
((

z(tk)
)K
k=0

))
,

with

S
(
(z(tk))

K
k=0

)
=

K−1∑
k=0

1

∆tk

M∑
a=1

M∑
b=1

[za(tk+1)− za(tk)− da(z(tk))∆tk]×

(
C−1(z(tk))

)
ab
[zb(tk+1)− zb(tk)− db(z(tk))∆tk] ,

where ∆tk = tk+1 − tk and

da(z(tk)) = za(tk)

(
ha −

M∑
b=1

hbzb(tk)

)
+ µ

 M∑
b=1,dab=1

zb(tk)−
M∑

b=1,dab=1

za(tk)

−

r(L− 1)
(
za(tk)− ψa (z(tk))

)
,

with

Cab(z(tk)) =


za(tk)(1− za(tk)) a = b

−za(tk)zb(tk) a ̸= b.
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Maximizing the natural logarithm of (eq.2.81) and taking the partial derivative of the vector

gives

0 =
∂

∂s
ln c1 −

∂

∂s

N

2

K−1∑
k=0

S
((

z(tk)
)K
k=0

)
+

∂

∂s
ln c2 −

∂

∂s

1

2σ2
sTs . (2.82)

We note that ha can be expressed as

ha =

R∑
e=1

uaese,

and from (2.21) and (2.25), that the single and double mutant allele frequencies can be

expressed

xe =

R∑
e=1

uaeza(t). (2.83)

Substituting these transformation in (2.82) and using the results in (2.33), (2.36), (2.41),

and (2.54), we obtain

ŝ =

[
K−1∑
k=0

∆tkC(x(tk)) + γI

]−1 [
x(tK)− x(t0)− µ

K−1∑
k=0

∆tkv(x(tk))− r

K−1∑
k=0

∆tkη(x(tk))

]
,

(2.84)

which is the same estimator as in (2.65) obtained from allele-level path integral.

2.2.9 Robustness

Numerical issues may arise in computing the estimate in (2.80) in scenarios with

severe data limitations (low number of samples, large time between samples). These can

be addressed by assuming the allele frequency trajectories are piecewise continuous and

the covariance matrix, C(x(tk)), is also a piecewise continuous function. This allows to

replace the summation over time in (2.80) with integration, which can then be computed
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analytically. To be more specifically, the diagonal terms of the integrated covariance matrix

are

(3− 2 xe(tk+1)) (xe(tk) + xe(tk+1))

6
− x2e(tk)

3
, (2.85)

and the off-diagonal terms of the integrated covariance matrix are

xef (tk) + xef (tk+1)

2
−

(
xe(tk)xf (tk)

3
+

xe(tk+1)xf (tk+1)

3
+

xe(tk)xf (tk+1)

6
+

xe(tk+1)xf (tk)

6

)
,

(2.86)

where the same mapping holds for indices e and f in (2.85) and (2.86). The mutation terms

are now given as

v
′
f (.) =


1− xi(tk)+xi(tk+1)

2 1 ≤ f ≤ L

xj(tk)+xj(tk+1)
2 − xij(tk)+xij(tk+1)

2 L < f ≤ R

v
′′
f (.) =


xi(tk)+xi(tk+1)

2 1 ≤ f ≤ L

xij(tk)+xij(tk+1)
2 L < f ≤ R

w
′
f (.) =


0 1 ≤ f ≤ L

xi(tk)+xi(tk+1)
2 − xij(tk)+xij(tk+1)

2 L < f ≤ R,

and

w
′′
f (.) =


0 1 ≤ f ≤ L

xij(tk)+xij(tk+1)
2 L < f ≤ R.

While the recombination term ηf (.) is 0 for 1 ≤ e ≤ L and given for L < e ≤ R by

(i− j)

(
xij(tk) + xij(tk+1)

2
−
(
xi(tk)xj(tk)

3
+
xi(tk+1)xj(tk+1)

3
+
xi(tk)xj(tk+1)

6
+
xi(tk+1)xj(tk)

6

))
(2.87)
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2.2.10 Simulation setup

We generated evolutionary histories by running WF simulations consisting of a

population of N = 1000 bi-allelic sequences evolving for T generations. We then randomly

sampled ns sequences every ∆t generations, and used these sampled trajectories for inference

of fitness parameters.

In simulations where it was required to control data variability in a population, we

specified the number and the frequencies of the unique genotypes in the initial population

(also known as founder sequences), and disallowed mutations and recombination. We refer

to the all-zero genotype as the WT genotype. In simulations where the initial population

contained more than one unique genotype, one of these was always the WT while the

others were chosen from the set of remaining 2L− 1 possible genotypes at random, without

replacement. All simulation results were computed over 1000 Monte Carlo runs. Unless

stated otherwise, the initial frequency of each non-WT genotype was set to 5% of the

population size, the sampling parameters were set to ns = 100 and ∆t = 10, T = 100

generation were used for inference, and the regularization parameter, γ, was set to one.

2.2.11 Data Availability

Simulation data and a MATLAB (version R2017a) implementation of MPL used

for producing results in the paper are freely available at https://github.com/mssohail/

epistasis-inference.
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2.3 Results

2.3.1 Accurate estimation of epistasis and selection coefficients

We first analyzed the performance of MPL on a two-locus bi-allelic system. We

ran extensive simulations varying the selection strength, the composition of the initial pop-

ulation and different types of epistasis. The types of epistatic interactions we considered

include positive epistasis, where the double mutant has a fitness higher than the sum of the

individual fitness effects of each mutant allele; negative epistasis, where the fitness of the

double mutant is lower than the sum of the individual fitness effects of each mutant allele;

and sign epistasis, where the direction and the magnitude of the fitness effect of epistasis

is opposite to and larger than the sum of the individual fitness effect of the two mutant

alleles.

We found that MPL is typically able to accurately infer underlying fitness param-

eters. In the simulation shown in Figure 2.1, the initial population consisted of only the

wild-type (WT) genotype.

MPL estimates of selection coefficients were accurate in each simulated scenario.

Estimates of the epistasis terms were better in scenarios where both the selection coefficients

were beneficial (Figure 2.1A) compared with the scenarios where both were deleterious

(Figure 2.1B), regardless of the type of epistasis. This is because double mutants tend to

appear very rarely in cases where both single mutants were less fit than WT, as the single

mutants are rapidly purged from the population. In such cases (Figure 2.1B), the double

mutant genotype never exceeded 4% of the population in our simulations.
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A similar situation occurred in the positive sign epistasis scenario (Figure 2.1B

bottom panel). Thus, data variability constrains the accuracy of the epistasis estimates,

which is also reflected in the uncertainty of the inferred parameters (Figure 2.2).
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Figure 2.1: MPL can accurately infer selection coefficients and pairwise epistasis terms. (A)
shows distribution of inferred selection coefficients and pairwise epistasis terms for various
forms of epistasis when both selection coefficients are positive, while (B) shows the same for
the case when both selection coefficients are negative. The results were obtained for a two-
locus system with selection coefficients s1, s2 corresponding to the mutant alleles at locus
1 and 2 respectively, pairwise epistasis term s12, per locus mutation probability µ = 10−3,
per locus recombination probability r = 10−3, and the initial population consisted of only
the WT genotype (00). The sampling parameters were set to ns = 100, ∆t = 10, and
T = 1000, where ns is the number of samples, ∆t is the time sampling step and T is the
number of generations used for inference. All simulation results were computed over 1000
Monte Carlo runs. The dashed lines represent the true selection coefficients (s1 and s2) and
epistasis term (s12). In these simulations, s1 = s2, hence the histograms of the estimates of
the two have a significant overlap shown in grey color.

We further tested the ability of MPL to infer selection coefficients and epistasis

terms under varying degrees of data variability by changing the composition of genotypes

in the initial population. We found that the inference of these fitness parameters was quite

accurate when all four genotypes appeared at high frequencies in the population, even when

both single mutations were deleterious (top left panel of Figure 2.3). When some of the

49



0 250 500 750 1000
Generation

0

0.25

0.5

0.75

1

F
re

qu
en

cy

00
01
10
11

Genotypes

   

 

 

 

-22.11

48.77

-22.11

79.13

48.77

79.13

91.8

115.1

124.9

s1 s2 s12

-0.05

-0.025

0

0.025

0.05

E
st

im
at

e

0 250 500 750 1000
Generation

0

0.25

0.5

0.75

1

F
re

qu
en

cy

   

 

 

 

31.44

0.115

1.15

0.115

32.6

1.147

1.15

1.147

2.18

s1 s2 s12

-0.05

-0.025

0

0.025

0.05

E
st

im
at

e

A

B

Integrated
covariance matrix

Integrated
covariance matrix

Figure 2.2: Higher data variability leads to more accurate inference. (A) shows a sample
run (left panel) of a two-locus system (negative epistasis scenario) where all genotypes are
well represented in the data, as indicated by the magnitude of the diagonal entries of the
integrated covariance matrix (center panel). This leads to accurate estimation of the epis-
tasis term and the selection coefficients (right panel). The vertical bars in the right panel
indicate the 95% confidence intervals while the horizontal bars indicate the true selection
coefficients and epistasis terms. (B) shows a sample run (left panel) of a two-locus system
(positive epistasis scenario) where the double mutant genotype has limited variation, as
indicated by the magnitude of the bottom right entry of the integrated covariance matrix
(center panel). This leads to low accuracy in the estimate of the epistasis term. The selec-
tion coefficient estimates are still accurate because the single mutant genotypes, although
present at low frequencies, are well represented in the data as indicated by the first two
entries of the diagonal of the integrated covariance matrix (center panel). The results were
obtained for a two-locus system with selection coefficients s1, s2 corresponding to the mu-
tant alleles at locus 1 and 2 respectively, pairwise epistasis term s12, per locus mutation
probability µ = 10−3, per locus recombination probability r = 10−3 and the initial popula-
tion consisted of only the WT genotype. The sampling parameters were set to ns = 100,
∆t = 10, and T = 1000, where ns is the number of samples, ∆t is the time sampling step
and T is the number of generations used for inference.

mutant genotypes are never present in the population, however, not all fitness parameters

can be accurately inferred.

Based on patterns of variation in the time-series data, the estimated fitness param-

eters can be naturally classified into one of three categories: accessible, partially accessible,
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Figure 2.3: MPL can accurately estimate individual fitness parameters (selection coefficients
and epistasis terms) and/or their sums depending on the variation present in the population.
The results are for a two-locus system with positive sign epistasis (selection coefficients s1, s2
and pairwise epistasis term s12). The boxplots of inferred selection coefficients and epistasis
terms are shown on white background in each panel, while those of their sums are shown
on grey background. The red bars indicate the true values of the respective terms. The
boxplots show the standard data summary (minimum, first quartile, median, third quartile,
maximum). In order to control data variability, both the per locus mutation probability and
the per locus recombination probability were set to zero. The initial population contained
the genotypes indicated above each panel, and the frequency of each non-WT genotype in
the initial population was set to 10% of the population size. The sampling parameters were
set to ns = 100, ∆t = 10, and T = 150, where ns is the number of samples, ∆t is the time
sampling step and T is the number of generations used for inference.
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or inaccessible, by examining the structure of the integrated covariance matrix used as part

of the MPL estimator. Accessible fitness parameters are ones that could be independently

estimated in principle (vice-versa for the inaccessible parameters), whereas partially acces-

sible fitness parameters can only be estimated as part of a sum. Specifically, this is done

by reducing the integrated covariance matrix to its reduced row-echelon form and checking

the linear dependencies of its rows. The fitness parameters whose corresponding rows of

the integrated covariance matrix are linearly independent are denoted as accessible. These

can be estimated meaningfully. The fitness parameters corresponding to linearly dependent

rows are classed as partially accessible. While these parameters cannot be meaningfully

estimated individually, we can still estimate their sum. Finally, fitness parameters corre-

sponding to the rows of the integrated covariance matrix with all zero entries are referred to

as inaccessible as there is insufficient data to provide a meaningful estimate, either individ-

ually or as part of a sum, of these parameters. As an example, we can consider a population

with two loci labeled 1 and 2 where only two genotypes are ever observed, one with both

WT and one with both mutant alleles. Then the individual coefficients s1, s2, s12 cannot be

independently inferred, but their sum s1 + s2 + s12 can be estimated.

When the population consisted of all but one of the single mutant genotypes (right

and left panels of second row of Figure 2.3), one of the selection coefficients was accessible

(and thus accurately inferred) while the remaining two fitness parameters were partially

accessible. In scenarios where the double mutant was absent from the population (left panel

of third row of Figure 2.3), the selection coefficients were accessible, however there was no

data to make any meaningful inference of the epistasis term. When the data contained

52



only the WT and the double mutant genotypes (right panel of third row of Figure 2.3), all

three fitness parameters were partially accessible as their inferred sum was accurate even

though neither the selection coefficients nor the epistasis terms could be accurately inferred

individually. Finally, in scenarios where only one of the two loci was polymorphic, and thus

accessible, it was not possible to make a meaningful inference about the selection coefficient

at the non-polymorphic locus or the pairwise epistasis term (bottom left and bottom right

panels of Figure 2.3).

Additional tests demonstrated that the performance of MPL was consistent across

a variety of landscapes, comprising of beneficial and/or deleterious selection coefficients and

various forms of epistasis like positive, negative, positive sign and negative sign epistasis

(Figure 2.4).

2.3.2 Analysis of a more complex five-locus epistatic fitness landscape

We ran further simulations on a more complex five-locus system to test the ef-

fects of data variability on the inference of MPL. Data variability in these simulations was

controlled in two ways: (i) by specifying the number of unique genotypes in the initial pop-

ulation (Figure 2.8), and (ii) by combining data from multiple independent low-variability

replicates (Figure 2.7). As expected, there was an increase in the fraction of accessible

fitness parameters (Figures 2.8C, 2.8E, 2.7C and 2.7E) and better inference of the fitness

landscape (Figures 2.8B and 2.7B) as the level of data variability increased. Our results

show that for a given level of data variability, the fraction of accessible selection coeffi-

cients is higher than the fraction of accessible epistasis terms (Figure 2.6), i.e., higher data
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Figure 2.4: MPL can accurately estimate individual selection coefficients and pairwise epis-
tasis terms and/or their sums depending on the variation present in the population. Results
are for a two-locus system with (A) negative sign epistasis, (B) positive sign epistasis, (C)
negative epistasis, (D) positive epistasis. The boxplots of inferred selection coefficients and
epistasis terms are shown on white background in each panel, while those of their sums are
shown on grey background. The red lines indicate the true values of the respective terms.
The boxplots show the standard data summary (minimum, first quartile, median, third
quartile, maximum). In order to control data variability, both the per locus mutation prob-
ability and the per locus recombination probability were set to zero. The initial population
contained the genotypes indicated above each panel, and the frequency of each non-WT
genotype in the initial population was set to 10% of the population size. The sampling
parameters were set to ns = 100 and ∆t = 10, with T = 150 generation used for inference.
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variability is required for inference of epistasis than that required for inference of selection

coefficients alone. This is because, for an epistasis term to be accessible, both corresponding

selection coefficients must also be accessible.

We used area under the receiver operating characteristic curve (AUROC) as a

performance metric to quantify the ability of MPL to classify beneficial and deleterious

fitness parameters. When computed over all selection coefficients (left panels of Figures

2.8D and 2.7D) and all pairwise epistasis terms (left panels of Figures 2.8F and 2.7F), the

results showed higher detection performance with increasing data variability. The poor

performance at low variability was due to the large number of parameters that were either

inaccessible or partially accessible, and thus cannot be meaningfully inferred due to lack

of data. Computing the AUROC metric but restricted to only those selection coefficients

classed as accessible revealed that the MPL estimator was able to correctly classify nearly

all of such selection coefficients, under all scenarios considered (right panels of Figures 2.8D

and 2.7D). The classification of accessible epistasis terms also showed good performance at

moderate and high data variability (right panels of Figures 2.8F and 2.7F). Although none

of the epistasis terms were accessible at low data variability, combining multiple replicates

using (2.70) resulted in some epistasis terms becoming accessible (Figure 2.7E).
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Figure 2.5: The fraction of selection coefficients and epistasis terms that are accessible
depends on data variability. (A) shows the true fitness parameters of the five-locus system,
where the selection coefficients at loci are shown by circles and pairwise epistasis terms
by chords between loci (blue: beneficial and red : deleterious). The left, center, and right
panels of (B) show the average inferred fitness parameters obtained for different levels of data
variability (controlled by varying the number of unique genotypes in the initial population
to either 5, 10 or 20). (C) shows the fraction of accessible selection coefficients as a function
of data variability. The left and right panels of (D) show the classification performance
computed over all selection coefficients and over only the accessible selection coefficients
respectively. The error bars indicate the standard error of the mean. (E) shows the fraction
of accessible epistasis terms as a function of data variability. The left and right panels of
(F) show the classification performance computed over all and only the accessible epistasis
terms respectively. ’NA’ indicates the metric was not computed due to lack of data. Both
the per locus mutation probability and the per locus recombination probability were set to
zero in this simulation to control data variability. The frequency of each non-WT genotype
in the initial population was set to 5% of the population size. The sampling parameters
were set to ns = 100, ∆t = 10, and T = 100, where ns is the number of samples, ∆t is the
time sampling step and T is the number of generations used for inference. All simulation
results were computed over 1000 Monte Carlo runs.
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Figure 2.6: The average fraction of accessible selection coefficients and pairwise epista-
sis terms increases with increasing data variability (controlled by changing the number of
unique genotypes in initial population to either five, ten or twenty). The selection coeffi-
cients and pairwise epistasis terms of a five-locus system were classified into three categories
based on the reduced row-Echelon form (see 2.2) of the integrated covariance matrix in
(2.65). Results are for a five-locus system (i.e., five selection coefficients and ten pairwise
epistasis terms) simulated in Figure 2.8.

Similar results were obtained across a range of fitness landscapes differing in the

degree of sparsity in their pairwise epistasis terms (Figure 2.9). These tests demonstrate

that MPL has a very good ability to detect those fitness parameters for which there is

sufficient data to enable inference and classification.

2.3.3 Robustness to sampling parameters

The accuracy of the estimator will depend on how well the underlying population

dynamics is sampled. This includes how often the population is sampled in time and

the number of samples measured at each time point. Here we test the robustness of the

MPL method with respect to these sampling parameters. In general, one would expect
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Figure 2.7: The fraction of selection coefficients and epistasis terms accessible in low data
variability scenarios can be increased by combining multiple independent replicates. (A)
shows the true fitness parameters of the five-locus system, where the selection coefficients
at loci are shown by circles and pairwise epistasis terms by chords between loci (blue:
beneficial and red : deleterious). The left, center, and right panels of (B) show the average
inferred fitness parameters obtained for different levels of data variability (controlled by
using either 1, 3 or 5 replicates for inference). (C) shows the fraction of accessible selection
coefficients increases with the increase in data variability. The left and right panels of (D)
show the classification performance computed over all selection coefficients and over only the
accessible selection coefficients respectively. The error bars indicate the standard error of the
mean. (E) shows the fraction of accessible epistasis terms as a function of data variability.
The left and right panels of (F) show the classification performance computed over all and
only the accessible epistasis terms respectively. ’NA’ indicates the metric was not computed
due to lack of data. The initial population contained five unique genotypes. Both the per
locus mutation probability and the per locus recombination probability were set to zero in
this simulation to control data variability. The frequency of each non-WT genotype in the
initial population was set to 5% of the population size. The sampling parameters were set
to ns = 100, ∆t = 10, and T = 100, where ns is the number of samples, ∆t is the time
sampling step and T is the number of generations used for inference. All simulation results
were computed over 1000 Monte Carlo runs.
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Figure 2.8: The fraction of selection coefficients and epistasis terms that are accessible
depends on data variability. (A) shows the true fitness parameters of the five-locus system,
where the selection coefficients at loci are shown by circles and pairwise epistasis terms
by chords between loci (blue: beneficial and red : deleterious). The left, center, and right
panels of (B) show the average inferred fitness parameters obtained for different levels of data
variability (controlled by varying the number of unique genotypes in the initial population
to either 5, 10 or 20). (C) shows the fraction of accessible selection coefficients as a function
of data variability. The left and right panels of (D) show the classification performance
computed over all selection coefficients and over only the accessible selection coefficients
respectively. The error bars indicate the standard error of the mean. (E) shows the fraction
of accessible epistasis terms as a function of data variability. The left and right panels of
(F) show the classification performance computed over all and only the accessible epistasis
terms respectively. ’NA’ indicates the metric was not computed due to lack of data. Both
the per locus mutation probability and the per locus recombination probability were set to
zero in this simulation to control data variability. The frequency of each non-WT genotype
in the initial population was set to 5% of the population size. The sampling parameters
were set to ns = 100, ∆t = 10, and T = 100, where ns is the number of samples, ∆t is the
time sampling step and T is the number of generations used for inference. All simulation
results were computed over 1000 Monte Carlo runs.
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Figure 2.9: MPL performs well on dense as well as sparse fitness landscapes. (A) shows
true (model) fitness landscapes with varying density of pairwise epistasis terms, while (B)
shows the corresponding mean AUROC of detecting accessible beneficial and deleterious
selection coefficients. Results are for a five-locus system where the initial population con-
tained twenty unique genotypes, with per locus mutation probability µ = 10−4 and per
locus recombination probability r = 10−4. The selection coefficients at loci are shown by
circles and pairwise epistasis terms by chords between loci (blue: beneficial and red : dele-
terious). Error bars indicate the standard error of the mean.

performance to degrade as samples are taken further apart in time, as less of the trajectory

dynamics are captured. Moreover, taking limited samples at each time point would reduce

the accuracy of the allele frequency estimates which may also compromise the accuracy of

the MPL estimate.
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Figure 2.10: MPL is robust to variation in sampling parameters. The left and right panels
show the mean AUROC performance of detecting accessible beneficial and deleterious selec-
tion coefficients, respectively. Results are for a five-locus system with the fitness landscape
shown in Figure 2.8A. The initial population contained twenty unique genotypes with per
locus mutation probability µ = 10−4 and per locus recombination probability r = 10−4 and
T = 100 generations were used for inference. All results were averaged over 1000 Monte
Carlo runs.

To test the robustness of estimator, we ran extensive simulations under various

sampling conditions. These simulations demonstrated that MPL can accurately detect

both accessible selection coefficients and accessible epistasis terms for a range of sampling

parameters (Figure 2.10 and Figure 2.11, respectively). MPL performed quite well even

when the observed data consisted of a low number of samples, ns, with only a few time

samples (large time sampling step, ∆t). For example, at ns = 50 (from a population of

N = 1000), the AUROC of detecting accessible beneficial selection coefficients (Figure 2.10)

varied from 0.94 to 0.9 when the time sampling step was increased from ∆t = 5 to ∆t = 50

(corresponding to 21 and 3 time samples respectively). These results show that MPL

estimator is robust to reasonable limitations in sampling depth and frequency.
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Figure 2.11: MPL is robust to variation in sampling parameters. The left and right
panels show the mean AUROC performance of detecting beneficial and deleterious accessible
epistasis terms respectively. Results are for a five-locus system with the fitness landscape
shown in Figure 2.8A. The initial population contained twenty unique genotypes with per
locus mutation probability µ = 10−4 and per locus recombination probability r = 10−4.

2.3.4 Comparison with a model that does not account for epistasis

For fitness landscapes with epistasis, any inference model that does not explic-

itly account for epistasis will ascribe the effect of epistasis terms to individual selection

coefficients, thereby over- or under-estimating them.

To test this, we ran simulations to compare the performance of the MPL method,

which accounts for both linkage and epistasis, with the one we proposed previously, which

accounts only for linkage and considers a first order fitness model with no epistasis [155].

Here, we term this variant as ‘MPL (without epistasis)’. We generated numerous fitness

landscapes, with similar magnitudes of selection coefficients and pairwise epistasis terms

as the fitness landscape in Figure 2.8A, but differing in the density of epistasis terms from

a purely additive landscape (no epistasis terms) to a highly epistatic landscape (with all

pairwise epistasis terms being non-zero). We grouped these landscapes on the basis of num-

ber of non-zero pairwise epistasis terms. Our results demonstrate that the two estimators

have similar performance when the underlying fitness landscape is additive or has low den-
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sity of pairwise epistasis terms, while the estimator accounting for epistasis has superior

performance when the fitness landscape is highly epistatic (Figure 2.12). Interestingly, our

simulations showed that even in scenarios where none of the epistasis terms were accessible

(Figure 2.6), MPL still showed a marked improvement in performance over MPL (without

epistasis) in classifying accessible selection coefficients (Figure 2.13). Overall, our approach

enabled us to disentangle the confounding effects of linkage and epistasis from data, resulting

in more accurate inference of fitness parameters.

2.3.5 Computational complexity

The closed-form nature of the MPL estimate (2.65) makes it potentially compu-

tationally efficient. The two most computationally-intensive steps in the algorithm are (i)

calculating the triple and quadruple mutant allele frequencies from the data, and (ii) inver-

sion of the regularized integrated covariance matrix. The number of triple and quadruple

mutant frequencies required for computing the inverse term in (2.65) increases as L4, where

L is the number of loci. However, this number can be reduced following variability in the

data. For instance, for any locus-pair (i, j) whose double mutant frequency is zero, it follows

that any three tuple (i, j, k) involving the same pair will have a triple mutant frequency of

zero and hence its calculation can be avoided. Similarly the number of quadruple mutant

frequencies that need to be computed can also be reduced.
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Figure 2.12: Ability of MPL to accurately identify selection coefficients is robust to the
density of non-zero epistasis terms in the fitness landscape. Comparison of MPL with
MPL (no epistasis) method of [155] shows that both methods have similar performance
when the underlying fitness landscape has few epistatic interactions. As the density of
non-zero pair-wise epistasis terms increases in the underlying fitness landscape, there is
a continuous degradation in the performance of MPL (no epistasis) while performance of
MPL remains robust. The top and bottom panels show the mean AUROC performance of
detecting beneficial and deleterious selection coefficients from the rest respectively. Error
bars indicate the standard error of the mean. Results are for a five-locus system where
the initial population contained 20 unique genotypes, with per locus mutation probability
µ = 10−4 and per locus recombination probability r = 10−4. The sampling parameters were
set to ns = 100 and ∆t = 10, with T = 100 generation used for inference. All simulation
results were computed over 1000 Monte Carlo runs.

The computations required for computing the inverse term can also be reduced

by considering only the polymorphic loci Lp < L, instead of the whole sequence, leading

to Rp = Lp(Lp + 1)/2 parameters to be estimated. The inverse would then require O(R3
p)

computations, with Rp ≪ R in practice for realistic data sets.
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Figure 2.13: MPL outperforms the MPL (without epistasis) method in classification of
beneficial and deleterious accessible selection coefficients even on data with low variability.
The figure shows the mean AUROC performance of the two methods. Error bars indicate
the standard error of the mean. Results are for a five-locus system with a fully connected
fitness landscape. The initial population contained five unique genotypes, with both the
per locus mutation probability µ and per locus recombination probability r set to zero.

2.4 Discussion

Epistasis is a pervasive phenomenon that can strongly shape the evolution. Genetic

time-series data provides an opportunity to detect and estimate epistatic contributions to

fitness. However, developing methods that can efficiently yield accurate inferences has

remained a challenge. Here we proposed a method to address this challenge. Our approach

is a physics-based approach that builds upon a framework that we recently introduced for

non-epistatic models [155]. Through simulations, we demonstrated that our method can

accurately infer both pairwise epistasis effects and individual selection coefficients, provided

sufficient variation exists in the data.

Moreover, the method systematically reveals necessary conditions on genetic vari-

ation in the data in order for accurate inferences to be possible, and for the separate

contributions of epistasis and allele selection coefficients to be inferrable.
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MPL uses a path-integral to approximate the likelihood of a set evolutionary pa-

rameters (including epistasis), given an observed time-series of allele frequencies and their

correlations. This framework can also be adapted for different evolutionary scenarios. In

recent work, it was applied together with epidemiological models to infer the transmission

effects of mutations from genomic surveillance data, and to study the evolution of SARS-

CoV-2 [103]. The data input to MPL, under a fitness model with pairwise epistasis terms,

consists of the single, double, triple and quadruple mutant allele frequencies. While these

are readily available from long-read sequencing data, the double and higher mutant allele

frequencies cannot be computed extensively for short-read data. More work is required to

develop methods that can accurately detect or infer selection and epistasis for such data

sets. However, the trend toward longer read lengths in third-generation sequencing tech-

nologies [130] suggests that higher order mutant frequencies will be more readily available

in future data sets. While fitness models with higher-order epistasis involving more than

two mutant alleles are also possible [181], here we restricted our analysis to a fitness model

with pairwise epistasis terms. In principle, the MPL framework can be extended to account

for higher-order epistasis terms by explicitly modeling the evolution of higher-order mutant

allele frequencies. However, the contribution of epistasis terms to fitness typically decline

with order [180] and, at least in some scenarios, the gain achieved by modeling higher-order

epistasis beyond pairwise terms appear to be minimal [110].

MPL, like all inference methods, requires sufficient diversity to enable parameter

inference. For a fitness model with pairwise epistasis terms, the number of model param-

eters to be inferred increases quadratically with the sequence length. As such, data with
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insufficient variation may lead to a situation where most of the model parameters are par-

tially accessible or inaccessible (Figure 2.6). This is not intrinsically a limitation of our

specific method, but rather of a lack of exploratory power in the data.

The current approach infers a fitness landscape with epistasis terms between every

pair of mutant alleles, in contrast to an additive fitness landscape inferred in [155]. One

can also consider selecting the most likely fitness model, given the data, from a reduced

set of models with different densities of epistasis terms using a model selection approach.

However, it may only be feasible to pursue selection approaches for moderate sized systems

due to the exponential increase in the number of possible models with increasing system

size. An alternative approach can be to apply a sparsity constraint on the epistasis terms.

Future work on this problem can leverage sparsity inducing techniques such as the least

absolute shrinkage and selection operator (LASSO) regression family of methods [169, 188],

to come up with a computationally efficient algorithm suitable for systems with hundreds

or thousands of segregating mutations.
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Chapter 3

Inferring mutational effects with

deep mutational scanning data

3.1 Traditional mutagenesis experiments

3.1.1 Alanine mutagenesis experiments

In the field of molecular biology, alanine scanning is a targeted mutagenesis method

employed to investigate the role of a particular residue in the stability or function of a protein

of interest. This technique involves substituting the target residue with alanine, a non-bulky

and chemically inert amino acid. The choice of alanine is based on its methyl functional

group, which mimics the secondary structure preferences observed in many other amino

acids. In certain cases where it is necessary to maintain the size of the mutated residue,

bulky amino acids such as valine or leucine may be utilized. Alanine scanning enables

researchers to assess the significance of specific amino acid residues in protein structure and
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function. By systematically replacing target amino acids with alanine, a small and neutral

amino acid, scientists can gain valuable insights into the structure, stability, and function

of proteins. [121]

The alanine scanning technique is not only useful in determining the contribution

of specific residues to protein stability or function but also for assessing the involvement of

side chains in bioactivity. This can be achieved through site-directed mutagenesis or the

creation of a PCR library with random mutations. Additionally, computational methods

have been developed to estimate thermodynamic parameters by considering theoretical

alanine substitutions.

One notable advantage of this technique is its speed, as it allows for the simultane-

ous analysis of multiple side chains, eliminating the need for extensive protein purification

and biophysical analysis. With its widespread use in biochemical fields, the technique has

become highly matured and well-established. The obtained data can be further validated us-

ing various methods such as infrared spectroscopy (IR), nuclear magnetic resonance (NMR)

spectroscopy, mathematical analyses, or bioassays [183, 150, 79, 64].

Initially, the target residue is identified based on existing knowledge or predic-

tions. Primers are designed to introduce the desired alanine mutation and surround the

target residue. These primers are used in PCR amplification to create a mutated DNA

construct, which is then sequenced to confirm the presence of the desired mutation. The

mutant protein is produced by expressing the mutated DNA in suitable expression systems

and purified using established protein purification techniques. A range of biochemical and

biophysical assays are performed to compare the properties of the mutant protein with the
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wild-type version. By analyzing the results, researchers can assess the effects of the alanine

mutation on the protein’s structure, stability, enzymatic activity, and other functional as-

pects, thereby gaining insights into the role of the mutated residue in protein function.[189]

The next crucial step involves functional analysis of the alanine mutant protein.

Researchers employ a range of experimental approaches to assess the impact of the alanine

substitution on the protein’s properties [94, 120, 132, 102, 20]. This may include enzy-

matic activity assays, binding studies with ligands or substrates, structural analyses using

techniques like X-ray crystallography or nuclear magnetic resonance (NMR) spectroscopy,

or other relevant assays depending on the protein’s function and research objectives. By

comparing the behavior and characteristics of the mutant protein to that of the wild-type

protein, researchers can discern the role played by the specific amino acid residue in ques-

tion.

The information obtained through alanine mutagenesis experiments can be highly

valuable in multiple areas of research. For instance, it can contribute to our understanding

of protein structure-function relationships[149], shed light on the mechanisms underlying

protein-ligand interactions or enzymatic activities[163], and aid in the design of novel ther-

apeutics or protein engineering strategies[98, 33]. By systematically mutagenizing multiple

amino acid residues within a protein, researchers can construct detailed maps of the pro-

tein’s functional hotspots and identify critical regions responsible for its activity or binding

specificity.

In summary, alanine mutagenesis is a versatile and widely employed technique

that allows researchers to probe the functional significance of specific amino acids within
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proteins. By systematically introducing alanine substitutions, scientists can gain valuable

insights into protein structure, stability, and activity. This approach has revolutionized

our understanding of protein function and has far-reaching implications in numerous fields,

from basic molecular biology to applied biotechnology and medicine.

3.1.2 Shortcomings of Alanine mutagenesis experiments

While alanine mutagenesis is a valuable tool in protein research, it also has some

limitations and potential shortcomings. Although alanine-scanning mutagenesis is a valu-

able technique for mapping protein-binding interfaces, it can be a labor-intensive process.

The method requires the production and purification of numerous mutant proteins, with

each mutant needing individual evaluation of its structural integrity and binding affinity.

[183] And alanine is a small, non-polar amino acid, and its introduction may not fully

capture the effects of the original residue, particularly if it possesses unique properties or

contributes to specific interactions within the protein. Thus, mutaional effects of other ge-

netic variants on mutated sites would not be observed. Alanine mutagenesis only provides

information about the specific role of individual residues within a protein, but it may not

capture the intricate network of interactions and cooperative effects that can exist within

protein structures. Proteins are complex systems, and altering a single residue may not

fully reflect the consequences of multiple mutations occurring simultaneously.

Furthermore, alanine mutagenesis experiments typically focus on the effects of sub-

stitutions at specific positions, which may not encompass the entire protein sequence. This

approach may overlook residues that are distant from the targeted positions but still play

critical roles in the protein’s structure or function. While alanine mutagenesis can provide
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insights into the impact of mutations on protein stability and function, it does not provide

direct information on the underlying molecular mechanisms involved. Additional experi-

ments and complementary techniques are often required to fully understand the functional

consequences of alanine substitutions.

Despite these limitations, alanine mutagenesis remains a valuable tool in protein

research, particularly when combined with other approaches and used in a complementary

manner. It is important for researchers to be aware of these limitations and consider them

when interpreting the results obtained from alanine mutagenesis experiments.

3.2 Deep mutational scanning (DMS) experiments

3.2.1 Introduction of DMS experiments

Deep mutational scanning (DMS) experiment is a powerful approach used to sys-

tematically explore the functional consequences of amino acid substitutions across a protein

sequence. These experiments combine high-throughput mutagenesis with next-generation

sequencing to generate large libraries of mutant variants and measure their effects on pro-

tein function, stability, or other desired properties. DMS allows for the comprehensive

analysis of mutational effects, providing valuable insights into protein structure-function

relationships, evolution, and disease-related variants.

The general workflow of a deep mutational scanning experiment involves several

key steps, seen Fig. 3.1: 1. Library Generation: A diverse library of mutant variants is

generated by introducing random or targeted mutations in the DNA sequence encoding
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Figure 3.1: Main steps in Deep mutational scanning experiments.

the protein of interest. This can be achieved through techniques such as error-prone PCR,

saturation mutagenesis, or synthetic DNA oligonucleotide pools. The library should cover

a wide range of amino acid substitutions at each position in the protein sequence.

2. Library Expression and Selection: The generated mutant library is expressed in

a suitable host system, such as bacteria, yeast, or mammalian cells. The expressed proteins

are subjected to a selection or screening process that assesses the functional consequences of

the introduced mutations. This can involve various assays, such as enzyme activity assays,

binding assays, growth-based assays, or fluorescence-based readouts.

3. High-Throughput Sequencing: Next-generation sequencing technologies are

employed to quantify the abundance of each mutant variant in the library before and after

selection. The DNA or RNA from the initial library and the selected pool of mutants is

sequenced, allowing for the determination of the mutation frequency at each position in the
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protein sequence. This provides a quantitative measurement of the effects of each mutation

on protein function or other desired properties.

4. Analysis and Interpretation: The sequencing data is analyzed to identify mu-

tations that have a significant impact on protein function. Statistical methods, such as

enrichment analysis or machine learning algorithms, can be applied to determine the effects

of individual mutations or identify functionally important residues or regions. Comparison

with control datasets or reference sequences can further aid in the interpretation of the

data.

3.2.2 Advantages of DMS experiments and comparison with traditional

mutagenesis techniques

DMS experiments offer distinct advantages over traditional mutagenesis experi-

ments when it comes to quantitative assessment of mutational effects. DMS experiments

utilize high-throughput sequencing technologies to quantify the abundance of each mutant

variant in the library before and after selection. This allows for the precise measurement

of the effects of individual mutations across the entire protein sequence. In contrast, tradi-

tional mutagenesis experiments often rely on qualitative or semi-quantitative assessments,

such as visual screening or limited sampling of mutant clones, which may not provide com-

prehensive quantitative data on mutational effects.

And DMS experiments generate large libraries of mutant variants, covering a wide

range of amino acid substitutions at each position in the protein sequence. This enables the

exploration of a comprehensive mutational landscape, providing a more accurate assessment

of the effects of individual mutations. Traditional mutagenesis experiments, especially those
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involving site-directed mutagenesis, typically focus on specific mutations or a limited number

of variants, which may not capture the full range of mutational effects.

More quantitatively, DMS experiments employ statistical methods to analyze the

sequencing data and determine the effects of individual mutations. These analyses al-

low for the identification of mutations that significantly impact protein function and the

quantification of their effects. In contrast, traditional mutagenesis experiments often rely

on visual inspection or qualitative assessments, making it challenging to precisely quan-

tify mutational effects or perform statistical comparisons between different mutants. DMS

experiments enable the estimation of fitness or functional scores for individual mutant vari-

ants. By comparing the abundance of each mutant in the starting library to its abundance

in the selected pool, researchers can infer the impact of each mutation on protein function.

This quantitative assessment provides a more precise understanding of the relative effects of

different mutations. In traditional mutagenesis experiments, it is generally more challenging

to obtain quantitative fitness or functional scores due to the limited scope of mutational

exploration.

To compare with alanine mutagenesis experiments, while alanine mutagenesis ex-

periments focus on replacing specific amino acids with alanine, which is a small, non-polar

amino acid, DMS allows for the simultaneous analysis of multiple amino acid substitu-

tions at every position in a protein sequence. This comprehensive coverage enables the

identification of a broader spectrum of functional variants and provides a more thorough

understanding of the effects of mutations. DMS leverages high-throughput techniques and

statistical analysis to generate large datasets and derive meaningful insights. The use of
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high-throughput sequencing allows for the analysis of thousands or even millions of variants

simultaneously, providing a more comprehensive exploration of mutational effects. Statis-

tical methods applied to DMS data enable robust identification of functionally important

residues, estimation of fitness landscapes, and comparisons between mutants. In contrast,

alanine mutagenesis experiments typically involve a smaller scale of mutational analysis

and may lack the statistical power necessary for comprehensive characterization. Moreover,

DMS allows for the exploration of chemical diversity beyond alanine substitutions. Alanine,

being a non-polar residue, may not adequately mimic the chemical and structural properties

of the original amino acid being replaced. In contrast, DMS enables the investigation of

a wide range of amino acid substitutions, including polar, charged, and aromatic residues.

This broader exploration of chemical space provides a more realistic assessment of how

diverse amino acid changes impact protein function and structure.

Overall, DMS represents a powerful and advanced approach compared to tradi-

tional alanine mutagenesis. Its ability to comprehensively explore sequence space, encom-

pass chemical diversity, provide quantitative measurements, identify functional hotspots,

and leverage high-throughput techniques and statistical analysis make it the preferred choice

for many researchers studying protein function, structure, and evolution. While traditional

mutagenesis still has its utility in targeted investigations, DMS offers a more comprehensive

and nuanced understanding of mutational effects, facilitating deeper insights into protein

biology.
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3.3 Related data sets resources

We analyzed DMS experiments from two main sources: Multiplex assays of vari-

ant effect database (MaveDB) and data shared from the lab of Prof. Jesse Bloom at the

Fred Hutchinson Cancer Research Center. The main difference between MaveDB data and

Bloom’s data is about the independent mutations sequencing and full genetic sequence

reads. Data sets in MaveDB always have full genetic sequencing reads, while Bloom’s lab

data always only have independent mutation sequencing, especially the single site variant

reads. People used different analytical tools to analyze experimental data generated by dif-

ferent resources, however, our method, popDMS, could help with inferring the mutational

effects, including single-site selection coefficients or pairs epistasis, in multiple experimental

data types systematically.

3.3.1 Multiplex assays of variant effect database (MaveDB)

The exploration of genetic variation through experimental methods has played a

pivotal role in unveiling the intricate mechanisms governing gene functionality and enhanc-

ing our comprehension of the clinical implications of human genetic diversity. The advent of

multiplex assays of variant effect (MAVEs) capitalizes on high-throughput DNA sequencing

to significantly expand the scope of variants that can be subjected to experimental scrutiny.

A MAVE experiment furnishes a collection of scores that elucidate the functional

impact of numerous variants within a coding sequence, promoter, enhancer, or other genetic

components when compared to a reference sequence. MAVEs have garnered rapid adoption

across both fundamental research and clinical applications. As a result, the cumulative
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count of variants furnished with functional data through MAVE experiments was projected

to surpass 200,000 by the conclusion of 2018 [178].

Despite the significance of MAVE data for both fundamental research and clinical

applications, there lacks a standardized resource for the discovery and dissemination of this

information. In response to this gap, they have developed MaveDB (accessible at https:

//www.mavedb.org) [46], a publicly accessible repository tailored for housing large-scale

measurements of sequence variant impact. This repository is designed to be interoperable

with applications aimed at interpreting these datasets.

Furthermore, they have introduced the inaugural application, named MaveVis,

which serves to retrieve, visualize, and provide context to variant effect maps. By combining

the functionality of the database and these applications, the scientific community gains the

capability to efficiently extract insights from these potent datasets. This initiative not only

addresses the need for centralized storage of MAVE data but also equips researchers with

the tools necessary to harness the wealth of information contained within these datasets

effectively.

3.3.2 Bloom’s lab DMS data

The Bloom Lab (https://github.com/jbloomlab), led by Professor Jesse D.

Bloom at the University of Washington’s Department of Genome Sciences, is a pioneering

research group renowned for its contributions to evolutionary biology, virology, and com-

putational biology. A significant focus of the lab’s work revolves around Deep Mutational

Scanning (DMS) experiments, a groundbreaking technique that delves into the effects of

genetic mutations on proteins and their functions.
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DMS experiments, a cornerstone of the Bloom Lab’s research, involve creating

libraries of mutated protein variants, with each variant containing a single amino acid

mutation. These libraries are then subjected to high-throughput assays that measure the

impact of each mutation on the protein’s properties, such as its stability, binding affinity, or

enzymatic activity. By analyzing these large-scale datasets, researchers gain insights into

the structural and functional consequences of individual mutations.

The DMS experiments conducted in the Bloom Lab are pivotal in deciphering

how genetic changes shape the behavior of viruses, including influenza and HIV. These

experiments shed light on critical questions, such as how viruses evolve to evade the im-

mune system, how drug resistance emerges, and how viral proteins interact with host cells

[186, 168, 72, 68, 17, 104, 71, 40, 43, 140, 5, 153, 77, 42]. DMS data are crucial for identify-

ing functionally important amino acids, understanding the effects of mutations on protein

structure, and predicting how viruses might evolve under different selection pressures.

3.4 State-of-the-art analytical methods inferring mutational

effects with DMS data

The primary objective of a deep mutational scanning experiment commonly in-

volves gauging the impact of individual amino-acid mutations on a protein’s functionality.

As an example, the intention might be to evaluate the influence of each mutation to a viral

protein on the virus’s capacity to replicate within cell cultures. The primary objective of a

DMS experiment is to comprehensively assess the effects of various amino acid mutations

on a protein’s behavior, particularly its function and structure.
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Analytical tools for DMS experimeents play a crucial role in advancing our under-

standing of how genetic mutations impact protein functionality. These tools aid in organiz-

ing and efficiently managing the vast volume of data, enabling accessibility and streamlined

analysis. Moreover, analytical tools facilitate pattern identification by unveiling trends,

correlations, and clusters of mutations within the data, elucidating functional regions in the

protein. Robust statistical analysis is imperative for accurate interpretation of DMS data,

and analytical tools provide the necessary framework for applying appropriate statistical

tests to determine the statistical significance of observed effects. In cases where DMS ex-

periments introduce biases or variations, analytical tools offer normalization techniques to

rectify technical factors and ensure precise assessment of mutation effects. Visualization of

intricate DMS datasets is simplified through these tools, as they assist in creating visual

representations like heatmaps, scatter plots, and mutation landscapes, enabling researchers

to comprehend overarching trends. Additionally, analytical tools facilitate integration of

experimental data with protein structural information, a vital aspect of many DMS ex-

periments aiming to correlate mutation effects with 3D protein structures. These tools

aid in prediction validation, enabling the comparison of computational predictions with

experimental DMS data, ultimately enhancing the accuracy of computational models. Fur-

thermore, analytical tools provide valuable biological insight by helping researchers interpret

the broader implications of observed mutation effects, including evolutionary contexts and

disease relevance. The high-throughput nature of DMS experiments, involving simultaneous

testing of numerous mutations, is efficiently managed by analytical tools, which enable the

processing of large datasets and extraction of valuable insights. Lastly, in the collaborative
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landscape of DMS research involving data sharing, analytical tools play a pivotal role by

standardizing data formats, facilitating the seamless exchange and comparison of results

across diverse research groups.

3.4.1 dms tools and dms tools2, ratio method

One approach to quantifying the mutation effects is to express them as the propen-

sity of each position within the protein for each potential amino acid. In essence, amino

acids that are highly favored tend to become more prevalent (or maintain their existing

frequency) following functional selection, while less favored amino acids tend to decrease in

occurrence during this selection process.

dms tools and dms tools2[16] are software packages specifically designed to sup-

port the analysis of data generated from Deep Mutational Scanning (DMS) experiments.

These tools assist researchers in handling and interpreting the large datasets produced by

DMS experiments, which involve assessing the effects of mutations on protein function.

dms tools is a software package that provides a suite of computational tools and

algorithms for the analysis of DMS data. These tools are designed to process, visualize,

and interpret the effects of mutations on protein properties. dms tools typically includes

functionalities such as data pre-processing, statistical analysis, visualization of mutation

effects, and potentially integration with protein structure information. It helps researchers

extract insights from complex DMS data sets and understand how mutations influence

protein behavior.

dms tools2 is an updated or enhanced version of the original dms tools. It could

include additional features, improved algorithms, and better support for the evolving needs
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of researchers working with DMS data. Given that software tools in scientific research are

often refined and updated over time, dms tools2 could signify a continuation of the original

software with enhancements based on user feedback and technological advancements.

An essential element of deep mutational scanning involves the analysis of the data,

encompassing several steps. Initially, the raw reads obtained from deep sequencing need

to undergo processing to quantify mutations both before and after the selection process.

Subsequently, these mutation counts are utilized to deduce the biological impacts of the

mutations. The enrichment ratio Er,x of variant r at site x is calculated as following:

Er,x =
f r,xpost

f r,xpre
, (3.1)

where f r,xpost is the post-selection frequency of variant r at site x, while f r,xpre is the

pre-selection frequency of variant r at site x. Than the enrichment ratio is normalized by

site to have the measurement of preference:

πr,x =
Er,x∑
iEi,x

, (3.2)

dms tools and dms tools2 employ a Bayesian methodology to deduce site-specific

preferences from DMS experimental data. The algorithm operates by evaluating the prob-

abilities of observed counts, considering the unknown preferences of amino acids at specific

positions, as well as mutation and error rates. Plausible prior distributions are assigned

to these unobserved parameters. These priors reflect the underlying assumption that all

potential identities, such as different amino acids, possess equal preferences. Additionally,

the mutation and error rates for each position are assumed to match the overall average

rates for the entire gene.
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The algorithm employs Markov Chain Monte Carlo (MCMC) techniques to com-

pute the posterior probability of preferences, given the observed mutation counts. This

approach helps refine our understanding of the preferences by incorporating both the data

and the prior assumptions, ultimately providing a more comprehensive assessment of the

site-specific effects.

3.4.2 Enrich and Enrich2, ratio-regression method

In the DMS experiments, the absence of a standardized method for calculating

scores introduces challenges in comparing studies, while existing tailored techniques fail

to suit the diverse range of current experimental designs. Additionally, no established

approach measures the uncertainty surrounding each score, thus limiting the data usefulness.

For example, an impactful application of deep mutational scanning involves annotating

variants within human genomes to improve variant interpretation[158]. In this context,

estimating the uncertainty linked to each measurement within a shared framework holds

vital significance. Current practices, at best, resort to ad hoc filtering of potentially low-

quality scores, often relying on manually determined read-depth thresholds.

To address these concerns, a solution emerges in the form of Enrich/Enrich2[59,

142]. These advanced and user-friendly computational tools present a comprehensive statis-

tical model for the analysis of deep mutational scanning data. Especially, Enrich2 encom-

passes scoring techniques that can be flexibly applied to deep mutational scans, regardless

of the number of time points involved. Unlike existing methods, Enrich2 not only delivers

variant scores but also estimates standard errors, which consider both sampling discrep-

ancies and consistency among replicates. The findings underscore that Enrich2’s scoring
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methods surpass current approaches in a variety of experimental scenarios. By effectively

eliminating noisy variants and improving the detection of subtle effect variants, Enrich2

facilitates robust statistical comparisons between different variants. Importantly, Enrich2’s

platform independence and user-friendly graphical interface cater to experimental biologists

with limited experience in bioinformatics, making it highly accessible.

When dealing with experimental designs involving two or more time points, Enrich2

is utilized by the researchers to calculate a score for each variant through weighted linear

least squares regression. These time points exhibit potential variation in their spacing; they

might be irregularly spaced, such as in cases where samples are collected at different inter-

vals during a yeast selection, or they can be uniformly spaced to represent discrete rounds

or bins, as observed in successive rounds of a phage selection. The method is built upon

the premise that the selection pressure remains relatively constant throughout the selection

process. Operating within this framework, the score allocated to each variant corresponds

to the slope of the regression line. For every time point within the selection, including the

initial time point, a logarithmic ratio is computed, indicating the frequency of the variant

relative to the wild-type’s frequency at the corresponding time point. These ratios are

subsequently subjected to regression analysis against time.

To ensure precise results, regression weights are computed for each variant at each

time point, leveraging the Poisson variance of the variant’s count. A standard error for

each score is estimated using the weighted mean square of the residuals around the fitted

regression line. To evaluate the statistical significance of each score, p-values are calculated

using the z-distribution, operating under the assumption of a null hypothesis wherein the
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variant’s behavior mirrors that of the wild-type (i.e., it exhibits a slope of 0). If the slope

of one variant is larger than 0, it means this variant is beneficial than the wild-type variant

and smaller than 0 means it is a deleterious variant comparing with wild-type residue.

3.4.3 Drawbacks of popular analytical tools inferring mutational effects

Analytical tools have demonstrated remarkable success in deep mutational scan-

ning (DMS) experiments, revolutionizing our understanding of protein structure, function,

and evolution. Their success is evident through various advancements and discoveries in

fields such as molecular biology, biotechnology, and medicine. However, there are some

drawbacks in current tools:

1. No support theoretical support and lack of hitchhiking effect solution: Unlike

strict inference of MPL[154, 155], there is no underlying theoretical math support for prefer-

ence or other ratio-based methods. Although the variant frequency increment or decrement

could be an indicator whether this variant is adaptable to the selection environment, these

ratio based methods lack of explanation about why the frequency ratio or slope of the fre-

quency trajectory can describe how much frequency of particular variant is accumulated

or killed. Also, the frequency increment of genetic variants is not always caused by bene-

ficial properties, but maybe from the hitchhiking effects[76]. MPL is an inference method

quantifying mutational effects by measuring how much variants survive or die during the

selection stage. The selection coefficients or epistasis can be used to quantify how much of

genetic variants will be changed during the evolution. And MPL is a reliable inference tool

resolving the genetic linkage effects.
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2. Sensitive to the small frequencies: Because of ratio calculation in the current

analytical tools inferring mutational effects, the small frequencies from finite sampling is

a big problem in mutational effects inference. Finite sampling in sequencing experiments

refers to the limitation posed by the number of sequences that can be analyzed or obtained

from a given sample. In molecular biology and genetics, sequencing experiments involve

determining the order of nucleotides or amino acids in a DNA, RNA, or protein sample.

However, due to technological and resource constraints, it’s often not possible to sequence

every single molecule in a sample, resulting in a subset of sequences being obtained and

analyzed. Such small frequencies cause sensitive calculation of preference or functional

scores. In MPL, utilizing Bayesian techniques to incorporate the uncertainties arising from

finite sampling in variant frequency trajectories has the potential to enhance the resilience

of our methodology. When dealing with limited data due to finite sampling, Bayesian

approaches offer several benefits that help mitigate the uncertainties and biases arising

from small sample sizes. Bayesian methods allow people to incorporate prior knowledge

or beliefs about the phenomenon people are studying. This prior information can provide

valuable context, helping to guide the analysis when data are sparse. By combining prior

knowledge with observed data, MPL can yield more robust and accurate estimates and

predictions. Also, MPL involve adding regularization terms to the analysis. This helps

prevent overfitting, a common issue when working with small data sets. Regularization

ensures that model complexity is controlled, which can improve the generalizability of results

beyond the limited sample.
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3.5 popDMS infers mutation effects with DMS experiments

data

Understanding the relationship between protein sequence and phenotype is a cen-

tral question in evolution and protein engineering. In recent years, a new family of experi-

mental methods, commonly referred to as deep mutational scanning (DMS) or multiplexed

assays for variant effects (MAVEs), have been developed to directly measure the functional

effects of large numbers of mutations simultaneously [57, 63]. DMS experiments generally

work by generating a vast library of protein variants that are then passed through rounds

of selection that favor functional variants while eliminating inactive ones [60]. One can then

compare variant frequencies in the pre- and post-selection libraries to estimate the func-

tional effects of mutations. This approach has been successfully applied in a wide variety

of contexts, from studying the function of enzymes [139] and tRNAs [107] to measuring the

mutational tolerance of influenza [168, 104, 43] and HIV-1 [71, 40, 72] surface proteins.

Despite the success of DMS experiments, current approaches for analyzing DMS

data yield surprisingly modest correlation between the inferred functional effects of mu-

tations in experimental replicates, leaving a significant amount of variance in the data

unexplained. Popular methods use the ratio between post- and pre-selection variant fre-

quencies to estimate mutational effects [59, 75, 16]. Ratio-based methods are particularly

sensitive to noise when variant counts are low, a common occurrence in DMS experiments.

Regression-based approaches [3, 158, 118, 136, 142] provide better performance, but sub-

stantial uncertainty remains.
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Figure 3.2: popDMS pipeline workflow.

Here we introduce a new inference pipeline, popDMS, to estimate the functional

effects of mutations in DMS experiments using statistical methods from population genetics.

Pipeline workflow refers to Fig. 3.2. In our approach, we view rounds of phenotypic selection

in experiments as analogous to rounds of reproduction in natural populations. We then use

sequence data to estimate the effects of mutations on fitness in the experiments. Simulations

demonstrate that estimates from popDMS are more robust to noise than alternative meth-

ods. In tests on 25 DMS data sets [3, 157, 54, 158, 23, 42, 77, 153, 5, 72, 140, 39, 107], we

find that popDMS always yields higher correlations between experimental replicates than
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the current state-of-the-art. Data sets details seen in Table 3.1 and Table 3.2. Codes of

popDMS are accessible at https://github.com/bartonlab/paper-DMS-inference.

Our approach uses a probabilistic model, Marginal Path Likelihood (MPL) method,

enabling us to combine statistical power across multiple replicates instead of averaging the

results of independent experiments. popDMS is also capable of estimating epistatic inter-

actions between mutations when appropriate data is available. Overall, popDMS is fast,

robust to noise, easily extensible, and delivers far more reliable inferences of mutational

effects than existing methods.

3.5.1 Inferring mutation effects by popDMS

We model the evolution of variant frequencies in DMS experiments following popu-

lation genetics. In this model, the effect of each mutation i is quantified by a selection coeffi-

cient si, which describes the relative advantage or disadvantage of the mutation for surviving

selection in the DMS experiment. Using recently-developed computational methods[155],

one can then quantify the probability of experimentally observed variant frequency change

as a function of the selection coefficients and infer the coefficients that best explain the

data. Our approach also includes error adjustment if error correction data provided.

We built a general pipeline, popDMS, inferring mutational effects from DMS ex-

perimental data by the popDMS method for both human and virus proteins. The inferred

selection coefficients require single and double allele frequencies data for single allele selec-

tion coefficients (in addition to triple and quadruple allele frequencies for epistatic inference,

if applicable). During the experiment, the counts of all genotypes or genetic variants are
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Table 3.1: Bloom’s lab data sets information

Reference paper Sample name Inference
method

Comprehensive mapping of
adaptation of the avian in-
fluenza polymerase protein
PB2 to humans

A/Green-winged
Teal/Ohio/175/1986 PB2 CCL141
A/Green-winged
Teal/Ohio/175/1986 PB2 A549

dms tools2

Mapping mutational effects
along the evolutionary
landscape of HIV envelope

BG505.W6M.C2.T332N
BF520.W14M.C2

dms tools2

Deep mutational scanning
of hemagglutinin helps
predict evolutionary fates
of human H3N2 influenza
variants

A/Perth/16/2009 (H3N2) dms tools2

Deep Mutational Scanning
Comprehensively Maps
How Zika Envelope Protein
Mutations Affect Viral
Growth and Antibody
Escape

ZIKV MR766 int GFP/MR766 dms tools2

Identification of HIV-1
Envelope Mutations that
Enhance Entry Using
Macaque CD4 and CCR5

BF520.W14M.C2 hu
BF520.W14M.C2 rhm

dms tools2

Deep Mutational Scan of
the Highly Conserved In-
fluenza A Virus M1 Matrix
Protein Reveals Substan-
tial Intrinsic Mutational
Tolerance

A/WSN/1933 (H1N1)
Aichi/68(H3N2)

dms tools2

Deep mutational scanning
identifies sites in influenza
nucleoprotein that affect vi-
ral inhibition by MxA

A/Aichi/2/1968(H3N2) NP MxA
A/Aichi/2/1968(H3N2) NP MxAneg
A/Aichi/2/1968(H3N2) NP MS

dms tools

Site-Specific Amino Acid
Preferences Are Mostly
Conserved in Two Closely
Related Protein Homologs

A/PR/1934 (H1N1)
A/Aichi/1968 (H3N2)

dms tools
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Table 3.2: MaveDB data sets information

Reference paper Sample name Inference
method

A fundamental protein
property, thermodynamic
stability, revealed solely
from large-scale measure-
ments of protein function

hYAP65 WW domain linear regression
of logarithm of
enrichment ratio

Activity-enhancing muta-
tions in an E3 ubiquitin
ligase identified by high-
throughput mutagenesis

T7-longE4BU Enrich, enrich-
ment ratio

Massively Parallel Func-
tional Analysis of BRCA1
RING Domain Variants

BRCA1-RING Yeast-two-hybrid-
based
BRCA1-RING E3-ligase

Enrich, enrich-
ment ratio

Novel drivers and modifiers
of MPL-dependent onco-
genic transformation iden-
tified by deep mutational
scanning

TpoR-MPL
TpoR-MPL S505N

Enrich2, linear re-
gression of loga-
rithm of enrich-
ment ratio

Saturation editing of ge-
nomic regions by multiplex
homology-directed repair

BRCA1-DBR1 logarithm of en-
richment score

collected at each time point for each replicate with different experimental conditions. The

counts of each genetic variant are then normalized as frequencies by sites. The selection

coefficients of each variant are inferred by popDMS with the frequencies of all the variants

from each generation. The selection coefficients of observed variants on all sites could be

summed up to obtain the fitness of the corresponding genotype by the additive assumption

of individual fitness in the evolutionary model. We also generate some visualization Figures

to examine the fitness inference in detailed.
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Given the observed allele frequency trajectories, we derive an analytical expression

to estimate the selection coefficients and epistasis terms,

ŝ = [Cint + γI]−1 × [∆x− µ vint] .

ŝ is the vector of estimated selection coefficients and pairwise epistatic interaction.

Cint denotes the integrated covariance matrix of single and double mutant allele frequencies

along the evolution. γ is a regularization parameter, and I is the identity matrix. ∆x gives

the single and double mutant allele frequencies difference between the last and first time

points. µ is the per-locus per-generation mutation rate. vint is the integrated single and

double mutant allele frequencies over time. We explain the details about each term in the

next section.

In detail, to examine the evolutionary dynamics, we simulated the evolutionary

trajectories of genetic variant frequencies with selection by Wright-Fisher (WF) model. We

considered the evolution of N individuals with selection effects. Each individual has one

sequence with length L, and it results in M = qL genotypes, where q is the genetic variant

number, q = 2 (either 0 for wildtype or 1 for mutant) for the bi-allelic case, q = 4 for

nucleotides (A, T, C, G) and q = 20 for amino acids. The bi-allelic Wrightian fitness of

ath genotype fa is defined by the additive rules with single site selection coefficients si and

pairwise epistatic selection coefficients sij as

fa = 1 +

L∑
i=1

sig
a
i +

L∑
i=1

L∑
j=i+1

sijg
a
i g

a
j , (3.3)

where gai represents either 0 (wildtype) or 1(mutant). For the generation t, the genotype

population frequency vector is z(t) = (z1(t), · · · , zM (t)), where za(t) = na(t)/N and na(t)
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is the number of individuals out of total N individuals that having the genotype a at

generation t.

With WF model the probability of observing genotype frequencies z(t + 1) at

generation t+ 1 given the genotype frequency z(t) at generation t,

P
(
z(t+ 1)

∣∣∣z(t)) = N !
M∏
a=1

(
pa(z(t))

)Nza(t+1)

(Nza(t+ 1))!
, (3.4)

where

pa(z(t)) =
za(t)fa +

∑
b̸=a (µbafb − µabfa)∑M
b=1 zb(t)fb

, (3.5)

and µba is the probability of genotype b mutating to genotype a. To simplify the

explanation, we assume that the probability of a mutation occurring from a wild-type allele

to a mutant allele is the same as the probability of a mutation occurring from a mutant

allele to a WT allele. We use the symbol µ to represent this probability.

The probability of genotype frequency vector follows the transition probability

between the neighbouring generations by discrete time Markov Chain with initial genotype

frequency vector z(t0),

P
(
(z(tk))

K
k=1 |z(t0)

)
=

K−1∏
k=0

P (z(tk+1)|z(tk)) . (3.6)

The allele frequency could be represented by the linear combination of genotype

frequencies as following:

xi(t) =
M∑
a=1

gai za(t), xij(t) =
M∑
a=1

gai g
a
j za(t),

xijk(t) =

M∑
a=1

gai g
a
j g

a
kza(t), xijkl(t) =

M∑
a=1

gai g
a
j g

a
kg

a
l za(t),

(3.7)
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where xi(t), xij(t), xijk(t) and xijkl(t) are the single, double, triple, and quadruple mutant

allele frequencies at site i, site-pair (i, j), site-triplet (i, j, k) and site-quartet (i, j, k, l) respec-

tively at generation t. And the frequency vector of the single site is x(t) = (x1(t), · · · , xL(t)),

while the frequency vector of pairing site is x(t) =
(
x1(t), · · · , xL(t), x12(t), x13(t), · · · , x(L−1)L(t)

)
= (x1(t), · · · , xL(t), xL+1(t), · · · , xR(t)), where L is the sequence length and R = L(L+1)/2.

Similar to genotype level with WF model, the probability of observing allele fre-

quencies x(t+ 1) at generation t+ 1 given the allele frequency x(t) at generation t,

P
(
x(t+ 1)

∣∣∣x(t)) = N !

M∏
a=1

(
pa(x(t))

)Nxa(t+1)

(Nxa(t+ 1))!
, (3.8)

where

pa(x(t)) =
xa(t)fa∑M
b=1 xb(t)xb

(3.9)

The probability of having allele frequency vector x(tk) follows the transition prob-

ability between the neighbouring generations by discrete time Markov Chain with initial

allele frequency vector x(t0),

P
(
(x(tk))

K
k=1 |x(t0)

)
=

K−1∏
k=0

P (x(tk+1)|x(tk)) . (3.10)

Referring to the MPL inference framework[155], given the observed frequency path

of genetic variants (x(t0),x(t1), · · · ,x(tK)) at generations tk, with k ∈ {0, 1, . . . ,K}, we can

use Bayesian inference to estimate the most possible selection coefficients corresponding to

the data. We approximate (3.10) by a path integral. To begin with, the WF process is

approximated by a diffusion process. This approximation enables the transition probabilities

to be approximated by the transition probability density of a diffusion process, multiplied by

a constant scaling term. While numerical integration techniques can be employed to solve
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the diffusion equations and approximate P (x(tk+1)|x(tk)), this approach is computationally

demanding and yields complex expressions that are challenging to analyze, even at the single

locus level. Alternatively, we use the path integral approach, which involves discretizing

the transition probability density for small time steps, to compute efficiently.

By assuming a Gaussian prior for the selection coefficients and epistasis parameters

and applying the maximum a posteriori criterion, we derive an analytical expression for the

estimates of the selection coefficients and epistasis terms, which are combined into a vector

ŝ based on the observed allele frequency trajectories by maximizing the likelihood of the

selection coefficients and epistasis interaction s,

ŝ = argmax
s

L
(
s; (x(tk))

K
k=0 , θ

)
P prior(s), (3.11)

where P prior(s) is the prior probability function of selection coefficient s with the mean as

zero and the variance as σ2 > 0 in a Gaussian form,

P prior(s) =
1

(2πσ2)
R
2

e

(
− 1

2σ2 s
Ts

)
,

and the likelihood function given the observed frequency path can be written as

the posterior probability function of allele frequencies path given the initial allele frequencies

with some other evolutionary parameters θ as following:

L
(
s; (x(tk))

K
k=0 , θ

)
= P

(
(x(tk))

K
k=1 |x(t0), θ

)
=

K−1∏
k=0

P (x(tk+1)|x(tk), θ) .
(3.12)
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By simplifying the maximum a posterior with the path integral, the estimator of

selection coefficients could be expressed in the following way:

ŝe =

R∑
r=1

[
K−1∑
k=0

∆tkC(x(tk)) + γI

]−1

er

×

[
xr(tK)− xr(t0)− µ

K−1∑
k=0

∆tkvr(x(tk))

]
,

for e = 1, ..., R, where γ is the regularization strength and I is the identity matrix.

C(x(tk)) is the covariance matrix of mutant allele frequencies describing the covariance of

the allele frequencies at generation tk, which is symmetric and of size R×R, quantifying the

speed of evolution and linkage effects:

Cij(x(t)) =


xi(t)(1− xi(t)) i = j

xij(t)− xi(t)xj(t) i ̸= j .

(3.13)

where i and j are the combination of single site index and pair sites index (1, 2, ..., L,

12, 13, ..., (L− 1)L). And we also defined the mutational flux,

ve(x(tk)) =


1− 2xi(tk) 1 ≤ e ≤ L

xi(tk) + xj(tk)− 4xij(tk) L < e ≤ R .

(3.14)

The potential adjustment by accounting for the flux-in and flux-out single and double mu-

tant frequencies along evolution with a further possible correction to the recombination

effect of double genetic variants could be included in the numerator term of selection coef-

ficient estimation.

3.5.2 Sequencing error correction

Sequencing error correction is a critical step in genomic and molecular analysis

workflows that aims to identify and rectify inaccuracies introduced during the process of
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DNA or RNA sequencing. These errors can arise from various sources, and correcting them

is crucial to ensure the reliability and accuracy of downstream analyses.

Most sequencing technologies have inherent limitations[161, 128, 112]. Errors can

occur due to limitations in base-calling accuracy, variations in signal intensity, or chemi-

cal reactions during sequencing. And errors can be introduced during library preparation

steps, including DNA fragmentation, adapter ligation, and PCR indexing. Signal inten-

sity variations in sequencing technologies can alos lead to misinterpretations of base calls,

particularly in regions with complex sequences or secondary structures.

Error correction is crucial to ensure the accuracy of subsequent analyses. Mistakes

in the sequences can lead to incorrect conclusions in studies involving genetic variation, gene

expression, or genome assembly. In genomic studies, identifying single-nucleotide variations

(SNVs) and insertions/deletions (indels) is a common task. Accurate correction reduces

false positives and negatives in variant calling, improving the reliability of genetic variant

discovery. Also, corrected sequences are vital for accurate functional annotation. In studies

of gene expression or epigenetic modifications, errors can mislead interpretations of biolog-

ical functions. Additionally, accurate sequencing data is foundational for reproducibility.

Errors can lead to irreproducible results, undermining the credibility of scientific research.

popDMS has an error correction module, which is functional when the error con-

trol sequencing data, existed. Normally, these control measures are derived from extensively

sequencing a wildtype library. In this scenario, any observable mutations are presumed to

result from deep sequencing inaccuracies rather than authentic mutations. These advanced

methodologies calculate a parameter that gradually converges towards the preferences esti-
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mated using the straightforward ratio method when dealing with substantial counts and an

absence of sequencing errors. For example in Bloom’s lab data sets, the rates of sequencing

errors can be quantified by control sequencing of the unmutated gene. Such error rates

would be included in the frequencies collection process at each generation.

3.5.3 Regularization optimization

The covariance matrixC(x(tk)) is expected to be calculated using allele frequencies

of all individuals in the population at time tk, while the reality is that we only have access

to a sample covariance matrix that is computed from a subset of the population. As a

result, our ability to accurately compute covariance matrix is limited by the effects of finite

sampling. Regularization techniques are often employed to mitigate the impact of noisy

input in inference algorithms. Simply, we add an weighted identity matrix by regularization

magnitude to integrated allele frequency covariance matrix.

To optimize the regularization used in the inference pipeline, we applied different

magnitudes of regularization when inferring the selection coefficients. We compared the

correlation coefficient of selection coefficients infeerred by popDMS across different replicates

with different regularization strength. The optimized regularization would be determined

when the decrement of correlation coefficients of selection coefficients across replicates larger

than the threshold by weakening a strong regularization to weaker ones (Fig. 3.3).
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Figure 3.3: Regularization optimization sample of TpoR data set. popDMS will
run the inference with different regularization magnitudes, depending on the least frequency
of each data set. With each regularization, the pipeline will calculate the average Pearson
correlation of mutational effects inferred by popDMS across replicates. Then the pipeline
will choose the least regularization having the correlation drawdown less than 10% of overall
correlation range. The red circle is the optimized regularization magnitude for further
analysis.

3.5.4 Simulation shows the ratio methods are sensitive to sampling noise.

The popular measurement of mutational effects, enrichment ratios, has several

shortcomings. One of the concerned problems is how to deal with finite sampling. Finite

sampling is a common problem in statistical experiments, which also happens when the

evolutionary population is not well sampled. It might cause inference inconsistency across

different experimental replicates, especially for low-frequency sensitive methods. Statisti-

cally, the bias of ratio-based methods increases when the population counts are getting

decrease.
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The enrichment ratio takes the counts of variants out of all populations before the

selection divided by the frequency of the same variants after the selection. Most of variants

of the DMS experiment have less than 100 reads and even sometimes less than 10 reads

comparing with more than millions of total sequence reads, which is easily affected by the

stochastic noise in sequencing measurement and finite sampling. And small fluctuations

in the sequencing process would affect the mutational effects inferred by the ratio-based

methods for low count variants. For example,

Here, we tested the robustness of selection coefficients inference by limited sam-

pling space and found that popDMS inference was more robust than enrichment ratios in

the evolutionary simulation. To simulate the evolutionary process with finite sampling,

we selected the HIV envelope mutagenesis experimental data as our sampling pool. The

initial variant distribution could be re-sampled without losing generality by the Bayesian

statistical inference tool, Stan [27]. The input of Stan was the variant frequency of real

data, assuming it follows the multinomial distribution. Stan then output the multinomial

parameters. We re-sampled the initial frequencies of variants from inferred distribution of

variants by Stan.

To evaluate the performance of popDMS, we generate the simulated data by imple-

menting the Wright-Fisher evolutionary model with discrete generations and finite-sampling

in Python. In order to reproduce the finite-sampling scenario of the experimental data, we

used the initial generation sequence frequency data in one of the real data sets (data set HIV

Env BG505) as the input of the simulation. We assume that the target sequence is having

only one site with 21 variants, including stop codon. By assuming that the allele frequency
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distribution at one genetic site is following the multinomial distribution, we re-sample the

population distribution with Monte Carlo Markov Chain implemented by PyStan, python

API of Stan package. With the initial population distribution, the population undergoes

a multinomial sampling process to determine the number of variants xa(t) by the previous

generation population distribution, and the drawing probability of pa(xa(t)) is represented

as the following,

pa(x(t)) =
xa(t− 1)fa∑M
b=1 xb(t− 1)xb

(3.15)

where the fitness fa is sampled by normal distribution with mean as 0 and variance

as 0.1. The sampling parameters were set to the true population size as 108, the finite-

sampling size as 5 ∗ 104, total generations as 30, the number of replicates as 100. The

optimized regularization of popDMS in this simulation is 10−2. We compared the correlation

coefficients of mutational effects across replicates with different generations as 2, 5 and

10 generations. The counts of each variant would be randomly selected by multinomial

distribution with its fitness weights at each time point(Fig. 3.4a).

We applied popDMS and ratio/regression based methods to infer the mutational

effects respectively (Fig. 3.4b). The enrichment ratio is calculated by dividing the pre-

selection allele frequency by the corresponding post-selection allele frequency. The logarithm

scaled enrichment ratio is taking the logarithm of the enrichment ratio, slightly reducing the

finite sampling problem but still being sensitive to the low-frequency data. The logarithm

regression method is based on the slope of the regression by each allele frequency trajectory.

Within the expectation, the ratio-based methods are less consistent across the replicates

than the popDMS. With the same evolutionary period and finite sampling size, the popDMS
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outperforms the ratio-based methods. The ratio-based methods lack theoretical support and

they are sensitive to low-frequency data. Although the logarithm regression method is more

stable than the other ratio-based methods, because of the high repeatability of regression

itself, the MPL is still more consistent across simulation replicates in different population

size levels by the regularization control.
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Figure 3.4: MPL is a more consistent method than the other mutational effects
inference methods in the population genetic simulation with finite sampling. a,
Allele frequency trajectories of one beneficial mutant in the simulation. The red curve is the
true evolution trajectory of this mutant with large population size, while the grey curves
are the trajectories of finite sampling of this mutant. The stochastic trajectories of finite
sampling have high variance when apply the inference methods of mutational effects. b,
Performance comparison of different mutational effects inference methods with finite sam-
pling. As the generations used for inference increased, the Pearson correlation coefficients
increase for all the methods, and MPL always has the higher Pearson correlation coefficients
than the other inference methods.
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3.5.5 Inferences by popDMS are more consistent than preferences across

different replicates in real DMS experiments.

Based on the evolutionary simulation with finite sampling, the popDMS is more

consistent than the enrichment ratio. The ratio based method is sensitive to the finite-

sampling. The variance of the measured enrichment ratios is large for the small allele fre-

quencies in the mutagenesis experiments, especially having the small frequencies before se-

lection and finite-sampling. popDMS provides more consistent inference than the ratio based

method by constraining the inference with optimized regularization from prior distribution.

To show how consistent the different methods is, we calculate the Pearson’s correlation co-

efficients of selection coefficients across different replicates in various data sets. To test the

performance of methods with real data, we implemented our method for a total of 25 differ-

ent experiments from 15 research data sets.[3, 157, 54, 158, 23, 42, 77, 153, 5, 72, 140, 39].

The popDMS only requires simple data pre-processing by providing the counts of single or

multiple alleles in each generation. Among all the mutational effects inferences of a single

variant, the selection coefficient inferences are more consistent than preferences across dif-

ferent replicates in the same experiments, regardless of the different protein kinds or diverse

selection types(Fig. 3.5a). Although the regression method has higher consistency than the

simple ratio form inference and it performs decently in the real data(such as BRCA1-RING

and hYAP65 WW domain data sets), the popDMS has even higher correlations in these

data sets. Also, the popDMS method has the regularization term to help with reducing the

noise in the experiments, providing a stable factor for the popDMS inference framework.

Our inference pipeline, the regularization would be automatically optimized by searching
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grids of different magnitudes of regularization. The regularization originally comes from

the prior distribution of selection coefficients. The regularization is chosen by the criterion

of “high correlation but weak regularization”. Although the regularization could help with

decreasing the sampling errors, too strong regularization always underrates the real muta-

tional effects. But regardless of how strong the regularization is, the selection coefficients

of highly beneficial variants would not be inferred as deleterious and vice versa.

The fitness of the genotype is always emphasized in genetic research. Based on

the underlying evolutionary model of the popDMS framework, the WF model defines the

fitness of a genotype by the additive rule, such that the total fitness of one genotype is

the summation over the selection coefficients of each genetic variant. In the ratio-based

methods, the definition of the fitness of a genotype is the ratio between the frequency of

the corresponding genotype after the selection and before the selection, still having similar

drawbacks mentioned before. Additionally, the additive fitness from the WF model could

also be used as the prediction of potential genotypes which are not observed in the evolution,

while the ratio-based methods only output the fitness of the genotypes that already exist

during the evolutionary process.
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Figure 3.5: popDMS overview. a, Mutational effects heatmap example of protein T7-
longE4BU. Blue, white, and red boxes represent genetic variants that were deleterious,
neutral, or beneficial, respectively, during the selection process; grey represents not ob-
served variants; and dotted entries represent the wild-type residue.b, Inference consistency
comparison of total 25 different experiments in 15 research data sets of human and virus
proteins. popDMS infers more consistent mutational effects than the ratio/regression meth-
ods within all DMS experiments. c, Scatter plots of HIV envelop BF520 mutational effects
inferred by popDMS across three experimental replicates. The correlation coefficients are
high and don’t come from some outliers misleading the correlations. d, Scatter plots of HIV
envelop BF520 mutational effects inferred by dms tool2 package across three experimental
replicates.
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3.5.6 popDMS with multiple replicates

Although taking the average of preferences calculated from different replicates re-

duces experimental errors, popDMS can collect the observations of frequencies from different

replicates to obtain more accurate mutational effects(cite to epistasis paper). Though the

ratio-based methods take the average of the mutational effects across the replicates for each

variant, by which the errors introduced by experimental measurements could be improved,

it doesn’t provide more accurate inference with more evolutionary information, only reduc-

ing the systematic errors. In contrast to ratio-based methods, combining multiple replicates

data, popDMS could infer the accurate mutational effects with higher confidence than single

replicate inference. Each replicate is treated as an additional “consecutive” evolutionary

path of the previous evolution, which means the multiple replicates of inference by popDMS

can not only reduce the errors from the experiments by extending the time-series data but

also infer more reliable results with more evolutionary data.

It is natural to incorporate data from multiple independent replicates into this

inference approach. These replicates may represent independent evolutionary paths with

varying sampling parameters and starting conditions. And popDMS could link all the

replicates together to have the joint inference with all available replicate data. Denote

tq1, . . . , t
q
Kq as the sampling times of the qth replicate, and xq

i (t
q
k) and xq

ij(t
q
k) represent

the frequencies vector of the single and double mutant alleles at the ith locus and (i, j)th

pairs of loci at generation tqk. The observed trajectory of the single and double mutant

allele frequencies of the qth replicate can be denoted as xq
i (t

q
k)=(xq1(t

q
k), . . . , x

q
L(t

q
k), x

q
12(t

q
k),

xq13(t
q
k), . . . , x

q
(L−1)L(t

q
k)).
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And the estimator of selection coefficients with multiple replicates data could be

expressed in the following way:

ŝe =
R∑

r=1

 Q∑
q=1

Kq−1∑
k=0

∆tqkC(xq(tqk)) + γI

−1

er

×
Q∑

q=1

xqr(tqKq
)− xqr(t

q
0)− µ

Kq−1∑
k=0

∆tqkvr(x
q(tqk))

 ,
(3.16)

where Q is the number of independent replicates observed, ∆tqk = tqk+1 − tqk, and

C(xq(tqk)) is the covariance matrix of the allele frequencies at generation tqk of the qth

replicate.

3.5.7 Main differences between popDMS and existed inference methods

in single variant mutational effects inference.

After the inference of selection coefficients of each genetic variant on the genetic

sequence from DMS experiments data by popDMS, we could generate some visualizations

of mutational effects, such as logo-plot (Fig. 3.6a), for single variant mutational effects.

The logo-plot is an alternative form of sequence logo, one graphical representation of the

mutational effects of nucleotides or amino acids on genetic sequences. Logo-plot consists of

several stacks of letters(A, T, C, and G for nucleotides or one-letter abbreviation of amino

acids), and each stack represents each site on the sequence. The height of each letter is

exponentially proportional to the mutational effect for the certain amino acids at that site

and all the stacks of letters would be normalized to 1. We take the exponential form of

selection coefficient eβsi/
∑

j e
βsj as the height of the genetic variant letter, where β is the
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scaling parameter. Higher letter variants mean that they have more beneficial mutational

effects during evolution and lower ones are more deleterious.

MPL Preference

b

a

c
Site 596

Figure 3.6: Visualization of single variant mutational effects and comparison of
single variants mutational effects inference. a, Logo plot of mutational effects in
HIV Env BG505 example. b, Comparison of HIV Env BG505 mutational effects inferred
by popDMS and preference method. Example site is 596, left logo plot is by popDMS,
and right logo plot is by preference. c, Example frequency trajectories of top selection
coefficients inferred by popDMS at site 596. △frequency is the frequency change between
the post-selection stage and pre-selection stage, f0 is the initial frequency of each variant.

In the existed mutational effect inference methods, such as in the paper of WW

domain [3], the mutational effects come from the frequency ratio, which is in linear scale,

and such methods only care about how fast the variant grows. If one mutation has small

initial frequency, it is easier to have a large preference only with a small amount of increment

comparing with “large” increment of wild type variant. In contrast, popDMS cares about
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how much the frequency will change even the initial frequencies vary a lot of different

variants. No matter how large or small the initial frequency of particular variants would

be, if the variants are accumulated a lot during the evolution, the popDMS would be more

possible to have the beneficial selection coefficients for these variants. But the mutaional

effects inferred by ratio based method would be different for large initial frequency variants

and small initial frequency variants with similar frequency changes. Smaller initial frequency

will always makes the mutational effects of corresponding variants larger than the larger

initial frequency variants, but the mutational effects should not be dependent on how much

the initial frequencies the genetic variants have, but on how well such variants would be

survive under the selection pressure, which could be indicated by the frequency change flux

instead of frequency ratio trend.

In the example of HIV Env BG505 data set, we can observe how popDMS makes

more sense in mutational effects inference. At the site 596 of BG505, the mutational effects

of most variants at this site are similar across the inference methods, but according to the

mutational effects inferred by popDMS and preference, amino acid S is the most preferred

amino acid inferred by popDMS, while amino acid F is the most preferred amino acid

inferred by preference (Fig. 3.6b). Although the frequency ratios of non-WT variants at

site 596 are larger than wild type amino acid S because of small frequencies and considerable

frequency increments, the frequency change of amino acid S is much larger than the rest non-

WT variants at this site (Fig. 3.6c). More beneficial variants will have higher probability

to survive under selection pressure, so the amino acid S, which is the wild type amino acid,

should be the most healthy variant at site 596.
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3.5.8 Inference of epistatic interactions with popDMS and consensus

gauge

Although the inference of mutational effects of single alleles from the finite sam-

pling mutagenesis is already a challenging task, popDMS can still output the mutational

effects with higher consistency and accuracy. The problem becomes much more compli-

cated when the population contains multiple simultaneously mutational alleles and these

co-evolving alleles will affect the mutational effects not only by itself but also the interaction

between the other variants on the sequence. Then the fitness differences between different

genotypes in the population, in addition to the selection coefficients of single alleles, may

also have an interaction term, or named epistatic selection coefficients.

popDMS can also measure the epistatic effects from time-series genetic sequence

data[154]. With the definition of enrichment ratios, the enrichment epistasis is proportional

to the difference between the preference of the double mutants and the multiplication of

preferences of the single mutants.[3] However, as mentioned before, the measurement of

single variants preference is unstable with the finite sampling, and the similar problem

occurs when the epistatic interaction is introduced.

We compared the epistasis inference by popDMS and one regression-based infer-

ence method[3]. The popDMS epistasis are transformed by consensus gauge[138] to remove

wildtype variants epistasis. The detailed consensus transformation is by following:

si,j(a, b) → si,j(a, b)− si,j(ci, b)− si,j(a, cj) + si,j(ci, cj), (3.17)

where si,j(a, b) is the epistasis interaction of state a at site i and state b at site

j. And c is the wild type state. After consensus gauge, all epistatic interactions with wild

110



types become zero. And the updated epistatic interactions of non wild type variant pairs

are compared with epistasis score used in current epistatic mutational effects paper [3].

3.5.9 Comparison of epistatic interaction between popDMS and func-

tional score methods.
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Figure 3.7: Heatmap of epistatic strength across methods for WW domain data
set. Upper right is the absolute epistatic strength across sites inferred by ratio method,
while the lower left is inferred bu popDMS. The similar pattern of strong epistatic interaction
is observed in this heatmap by two methods listed. The colorbar indicates how strong the
asbolute epistatic strength is.

To compare epistatic interactions inferred by popDMS and other state-of-art infer-

ence methods, we used consensus gauged epistasis inferred by popDMS and scaled functional

scores by wild-type genetic background[3]. By observing the scatter plot of consensus gauge
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b

a

Figure 3.8: Comparison of epistatic interaction inferred by popDMS vs. ratio
method. a, Scatter plot of element-wise epistasis inference by popDMS and ratio method.
b, Histogram of pairs distance. Overall histogram is the distance distribution of all possible
site pairs. The distances of popDMS and ratio method are the site distance of the site
pairs with top 50 epistasis inference by different methods. The distance unit is angstrom
(Å). t-statistics and p-value suggest whether the average distance of top epistasis inferred
is significantly different from the average of overall pair sites distance.

epistasis from popDMS vs. epistasis score from ratio-based method, we do find a big effect

from wild type genetic background.

In Fig. 3.7, the inferred epistasis by popDMS and regression-based method have

some similar patterns of epistasis strength. The epistasis strength shows that how interac-
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tive the site pairs would be, both beneficial and deleterious interaction contribute positively

to the epistasis strength. To check the similarities and difference between methods, the raw

epistasis scatter plot is in Fig. 3.8a. By definition of two methods, the consensus gauged

epistasis inferred by popDMS should be comparable with the epistasis score inferred by the

ratio method[3].

Epistasis refers to the phenomenon where the effects of one gene on a trait are

modified by the presence of one or more other genes. It can involve genetic sequences that

are physically close to each other on the same chromosome or even on different chromosomes.

The strength of epistatic interactions can vary widely and is influenced by multiple factors,

including the proximity of the genetic sequences involved[159]. So we also checked the site

pairs distance distribution for inferred top epistatic interactions in Fig. 3.8b. The distance

between site pairs is the atomic-level coordinate distance with the unit as angstrom (Å).

Commonly, closer site pairs have stronger interaction. In the distance distribution, the site

pairs with top epistasis inferred by popDMS have the distance mean smaller than the overall

distance mean significantly, while the regression-based method has the larger distance mean.

And also, the average site distance of site pairs with top epistasis indicated by popDMS is

significantly smaller than the average site distance of site pairs indicated by ratio method,

with p-value as 0.0053 and t-statistics as -2.85 angstrom (Å).

3.6 Discussion

We have presented a MPL based inference pipeline, popDMS, inferring the muta-

tional effects from DMS data. Unlike lack of theoretical support in enrichment ratio based
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method, MPL is originally derived from the Wright-Fisher model. By revealing the genetic

linkage effect, the MPL is one more reliable method than purely empirical inference method

in quantifying the mutational effects in complex evolving context. And because of its closed

form calculation, popDMS is computational efficiently.

Not only in the simulation, but also in DMS experimental data sets, popDMS has

higher consistency than enrichment ratio based method. In the simulation part, it is obvious

that popDMS can handle with the finite sampling issue and outperform the other state of

the art methods, from original enrichment ratio to logarithm regression method. The reason

of the consistency comes from that popDMS utilizes the allele frequency changes and prior

distribution of selection coefficients, which provide more stable factors to the inference.

In the DMS experiments, the fluctuations of allele frequencies are from the finite

sampling and measurement errors. The finite sampling introduces small frequencies that

makes the inference of mutational effects more sensitive when apply the ratio based methods.

With allele frequency change calculation, some systematic errors could be canceled out,

which is difficult to be adjusted with enrichment ratio method. If error corrected raw data

provided, MPL could infer the mutational effects more accurately.

MPL takes advantages of genetic linkage in inferring mutational effects. The en-

richment ratio based methods ignore the linkage effects between genetic variants, which is

not the optimal way explaining the mutational effects with such complex evolutionary con-

text, because the genetic linkage could strongly bias the inferred mutational effects. And

in the epistasis inference, not only the genetic linkage between two locus in included, but

also triple and quadruple locus data are taken into account, by which all the genetic linkage
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information is included in the mutational effects inference. By considering linkage effects

and wild type genetic background, we can estimate the mutational effects more accurately

than other simple ratio inference methods.

In some cases, genetic sequences that are physically close to each other on the

same chromosome might exhibit stronger epistatic interactions. This could be due to the

fact that physically neighboring genes are more likely to interact with each other during

processes like DNA replication, transcription, and recombination. Additionally, if genes

are physically close, they may be more likely to share regulatory elements or participate in

common biochemical pathways, leading to greater potential for interaction. However, it’s

important to note that the strength of epistatic interactions is not solely determined by

physical proximity. Genes located on different chromosomes or farther apart on the same

chromosome can also exhibit strong epistasis if they are functionally related or involved in

the same biological pathways. Epistatic interactions can be highly context-dependent and

might involve complex networks of genetic and molecular interactions.
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Chapter 4

Conclusions

MPL leverages genetic linkage to its advantage in mutational effect inference. En-

richment ratio methods overlook these genetic linkage effects between variants, which isn’t

ideal for explaining mutational effects in intricate evolutionary contexts. Genetic linkage

can significantly bias inferred mutational effects, which MPL aims to address. Additionally,

our approach extends to epistasis inference, considering not only linkage between two loci

but also triple and quadruple locus data, thus incorporating comprehensive genetic linkage

information into mutational effect inference. Furthermore, we’ve made the code for our

method available, allowing for reproducibility and adaptation in various contexts.

Although fitness models with higher-order epistasis involving more than two mu-

tant alleles are possible, our analysis focuses on pairwise epistasis terms. In principle, the

MPL framework can be extended to account for higher-order epistasis terms by explicitly

modeling the evolution of higher-order mutant allele frequencies. However, the contribution

of epistasis terms to fitness typically diminishes with their order, and modeling higher-order
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epistasis beyond pairwise terms may offer minimal gains in some scenarios. With the help

of MPL, the epistasis could be inferred with more confidence.

It is essential to note that MPL, like all inference methods, requires sufficient ge-

netic diversity in the data to enable accurate parameter inference. In the case of a fitness

model with pairwise epistasis terms, the number of model parameters to be inferred increases

quadratically with the sequence length. Consequently, data with insufficient variation may

result in most model parameters being partially accessible or inaccessible. However, when

multiple low-diversity independent replicates are available, MPL provides a systematic ap-

proach to combine them and overcome this limitation.

In contrast to previous inference framework only taking the single selection coeffi-

cients into account, which inferred an additive fitness landscape, the current approach infers

a fitness landscape with epistasis terms between every pair of mutant alleles. Model selec-

tion approaches could be considered to select the most likely fitness model from a reduced

set of models with different densities of epistasis terms. However, due to the exponential in-

crease in the number of possible models with increasing system size, model selection might

only be feasible for moderate-sized systems. Alternatively, a sparsity constraint on the

epistasis terms can be applied. Future work may explore the use of sparsity-inducing tech-

niques to develop computationally efficient algorithms suitable for systems with hundreds

or thousands of segregating mutations.

MPL employs a path integral to approximate the likelihood of various evolutionary

parameters, including epistasis, based on observed time-series data of allele frequencies and

their correlations. This framework can also be adapted for different evolutionary scenarios.
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For the input data to MPL under a fitness model with pairwise epistasis terms, we use

the frequencies of single, double, triple, and quadruple mutant alleles, which can be readily

obtained from long-read sequencing data. However, computing double and higher mutant

allele frequencies extensively for short-read data requires further development of accurate

detection or inference methods. Nevertheless, with the increasing trend towards longer

read lengths in third-generation sequencing technologies, higher-order mutant frequencies

are expected to become more accessible in future data sets.

Regarding future directions, our approach could benefit from accounting for more

complex fitness functions, as seen in recent literature. In DMS experiments, fluctuations

in allele frequencies arise from finite sampling and measurement errors. MPL’s allele fre-

quency change calculation can help mitigate systematic errors that are harder to correct

with enrichment ratio methods. With access to error-corrected raw data, MPL’s ability to

accurately infer mutational effects would be further enhanced.

Inferring mutational effects holds pivotal importance across multiple scientific do-

mains, ranging from genetics and evolutionary biology to biomedicine and pharmaceutical

research. This process involves comprehending the consequences of genetic variations, such

as mutations, on an organism’s traits, fitness, and overall functioning. We have introduced

an MPL-based approach and inference package, popDMS, for inferring mutational effects

from different resources data, addressing issues present in traditional enrichment ratio meth-

ods that lack theoretical grounding. Unlike enrichment ratio related methods, which lack

support from the Wright-Fisher model, MPL is derived from this model and thus offers en-

hanced reliability for quantifying mutational effects in complex evolving scenarios. Thanks
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to its closed-form calculation, MPL is also computationally efficient. Although the compu-

tation of the linear equations is still heavy, the framework could be accelerated by some

approximation algorithms.

It’s worth noting that certain data sets might lack known correlations, necessi-

tating a degree of estimation. However, our method still exhibits superior consistency to

enrichment ratio methods in both simulation and DMS experimental data sets. In simula-

tions, MPL excels at managing finite sampling challenges, surpassing other contemporary

techniques such as the original enrichment ratio method and logarithm regression. This

consistency stems from MPL’s utilization of allele frequency changes and prior distribution

of selection coefficients, providing more stable factors for inference.

Epistasis is a widespread phenomenon that significantly influences evolution. Ge-

netic time-series data offer valuable opportunities to identify and estimate epistatic effects

on fitness. Nevertheless, developing methods capable of efficiently and accurately making

inferences remains a challenge. In this study, we propose a physics-based approach to tackle

this challenge. Building upon a previously introduced framework for non-epistatic models,

our pipeline utilizes simulations to demonstrate its accuracy in inferring pairwise epistasis

effects and individual selection coefficients, provided sufficient data variation exists.

More analyses could be done with epistasis inference. Epistasis scores can help

predict the phenotypic outcome of certain genetic combinations. By understanding which

combinations of genetic variants lead to stronger or weaker interactions, researchers can

gain insights into the underlying biological mechanisms and pathways that contribute to

the trait of interest. And epistasis scores can be used to assess the combined effect of
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multiple genetic variants on disease risk. Some diseases are known to result from complex

interactions between multiple genes. By analyzing the epistatic interactions, people can

identify individuals who might be at higher risk due to specific genetic combinations. Also,

in pharmacogenomics, which studies how genes affect an individual’s response to drugs,

epistasis scores can help identify individuals who might respond differently to a drug based

on their genetic interactions. This information can guide personalized medicine approaches,

leading to more effective and safer drug prescriptions.

It’s important to note that interpreting and utilizing epistasis scores can be com-

plex, especially when dealing with traits influenced by numerous genetic and environmental

factors. Additionally, the reliability and accuracy of epistasis scores depend on the quality

of the data and the statistical methods used to calculate them. As the field of genomics

advances, the use of epistasis scores is likely to become more refined and integrated into

various applications in genetics, medicine, and biology.
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