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Atomistic Modeling and Computational Study of Reactive Systems and 

Biological Applications 

 

Abstract 

This dissertation covers several atomistic modeling techniques and applications in various 

fields that were classified into two major categories: quantum chemistry and reactive molecular 

modeling for materials designs (Chapters 2-4) and protein simulation for biological systems 

(Chapter 5-7). Despite the differences in modeling techniques and application areas with the two 

categories, all studies employed atomistic simulations to characterize the structures, 

thermodynamics, and kinetics of the systems of interest, helped understand the fundamental 

mechanics and driving forces of materials/proteins behaviors that cannot be solely described by 

experiments, and predicted optimal processing conditions or molecular structures following the 

process-structure-property relationship. 

The fundamentals of density functional theory (DFT) and molecular dynamics (MD) 

simulations are introduced in Chapter 1. DFT is a computational modeling method that is based 

on quantum mechanics and investigate the electronics structure of many-body systems, which 

allows for the understanding of atomic bonding and reaction mechanisms. However, its limitations 

in time scale and length scale made it unsuitable for applications where dynamics is important and 

reactions happen with larger molecules or systems. Therefore, we utilized reactive MD by 

parametrizing empirical reactive force fields, Tersoff and ReaxFF, to study the structure changes, 

reaction mechanisms, and thermodynamic and kinetic properties of surface modification, aqueous 

reaction, and photo-initiated polymerization. The force fields were fitted against DFT-calculated 
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structures, atomic charges, and energetics, and detailed DFT methods, parametrization algorithms 

and process, and ReaxFF formalism were described in Chapter 1.  

Chapter 2 focuses on applying the above techniques to develop a Tersoff force field for 

atomic layer etching where incident chlorine adsorbed on germanium (001) surface and modified 

the surface, followed by energetic Argon bombardment. Reactive MD simulations were then 

carried out using the developed Tersoff force field to study the correlations between the 

chlorination energy and penetration depth/ surface coverage, and the Ar bombardment energy and 

etched product species. Threshold bombardment energy and completion bombardment energy 

were also determined. This was a collaborative project with Lam Research, and our computational 

study gave insights with experimental parameters optimization.  Chapter 3 focuses on the 

development of a ReaxFF force field for validating the reaction mechanism of a novel CO2 

absorbent – phosphoenol pyruvate (PEP). MD simulations with this force field described the 

process where PEP in water transferred bicarbonate, which was converted from CO2, into 

carboxyphosphate and enolate, and investigated the correlation between the phosphorous’ 

reactivity and partial charge.  Chapter 4 focuses on the development of a ReaxFF force field for 

photo-initiated acrylate free-radical polymerization. This is a collaborative project with the 

volumetric additive manufacturing (VAM) team in Lawrence Livermore National Lab, as 

photopolymer resin design is a crucial part in the VAM process. MD simulations with this force 

field compared the structures and dynamic properties of three acrylates with different numbers of 

vinyl groups, sizes and shapes, and depicted their polymerization processes. This study not only 

provided a reactive force field suitable for acrylate polymerization, but also enabled future 

benchmark studies for resin materials selection.  
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Chapter 5-7 are the works that studied the interactions between the glycosylated 

recombinant ACE2 and the receptor-binding-domain (RBD) of the SARS-CoV-2 spike protein. In 

Chapter 5 we developed fully glycosylated computational models of ACE2-Fc fusion proteins that 

were therapeutically designed to neutralize SARS-CoV-2 spike protein, and this study was further 

extended to investigate the relationship between glycosylation and the binding of SARS-CoV-2 

spike to ACE2 in Chapter 6. Two different glycovariants of ACE2 were built, pulling simulation 

were conducted for the binding strength between SARS-CoV-2 spike and ACE2, and hydrogen 

bond interactions analysis and spatial analysis of glycan interactions were used to study the binding 

regimes under the influence of glycans. These computational analyses offer insights for future 

designs of glycoproteins as therapeutic baits. The final Chapter 7 focuses on a collaborative work 

where we performed structural stability comparisons of various spike truncations that are 

experimentally synthesized in Chinese hamster ovary cells for therapeutic and diagnostic 

applications. 
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Chapter 1 

Introduction 

1.1    Density Functional Theory and Molecular Dynamics Simulation  

Computational modeling is an important tool in materials science and biophysics, as it can 

be used to advance theories and discover new physical behaviors of materials and proteins, explain 

experimental findings, and predict optimal conditions in material designs. Quantum and atomistic 

details are needed in many situations, including studying small-scale materials like small 

molecules, nanoparticles, thin films, interfaces and proteins, and investigating microscopic 

structures and mechanisms of materials. 1-13 The collective behavior of the atoms allows for the 

understanding of macroscopic phenomena. Density functional theory (DFT) is a computational 

quantum mechanical simulation method that calculates the electronic structure of many-body 

systems, from which the properties of atoms, molecules, and solids can be determined by using 

functional (a function of a function, in the case of DFT the functional is electron density). 1-4 It 

belongs to the family of ab initio methods, which can predict materials properties for unknown 

systems without experimental inputs, and has become one of the most popular and versatile 

methods in the fields of computational physics and computational chemistry in the past few 

decades.14-16 Molecular dynamics (MD) simulation is another powerful computational modeling 

method that analyzes the physical movements of atoms and molecules in a certain period of time 

and predicts the evolution of the system. The trajectories follow Newton’s equation of motion and 

the potential energy is determined by empirical force fields. If the system meets the ergodic 

hypothesis, the averages of a MD simulation can represent the system’s macroscopic 

thermodynamic and kinetic properties. 17, 18 Using DFT and MD simulations together can provide 
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detailed electronic and atomistic information and describe properties and evolutions of systems as 

large as hundreds of nanometers and in the length scale of hundreds of nanoseconds, as shown in 

figure 1.1.  

 
Figure 1.1: Multiscale modeling techniques at different time scale and length scale. 19 

 

DFT 20-22 is derived from the N-particle Schrödinger equation following the Born–

Oppenheimer (BO) approximation, 23, 24 which assumes that the nuclei of the treated molecules or 

clusters can be treated as fixed due to its relatively larger mass compared to an electron, generating 

a static external potential in which electrons are moving, as in equation 1.1, 

 𝐻Ψ = 𝑇 + 𝑉 + 𝑈 Ψ = −
ℏ*

2𝑚-
∇-* + 𝑉 𝒓- + 𝑈 𝒓-, 𝒓1

2

-31

2

-45

2

-45

Ψ = 𝐸Ψ (1.1) 
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where 𝐻 is the Hamiltonian, E is the total energy, 𝑇 is the kinetic energy, 𝑉 is the potential 

energy from the external field due to positively charged nuclei, and 𝑈 is the electron–electron 

interaction energy. For a normalized Ψ, the functional, electron density n(r), is given by 

 𝑛 𝒓 = 𝑁 𝑑:𝒓* 	 ∙∙∙ 	 𝑑:𝒓2Ψ∗ 𝒓, 𝒓*	, . . . , 𝒓2 Ψ (𝒓, 𝒓*	, . . . , 𝒓2) (1.2) 

 
 Ψ is a unique functional of the ground-state density 𝑛A 𝒓 , ΨA = Ψ 𝑛A , where ΨA is the 

corresponding ground-state wave function. Therefore, the ground-state expectation value of an 

observable 𝑂 is also a functional of 𝑛A: 

 𝑂 𝑛A = Ψ 𝑛A 𝑂 Ψ 𝑛A  (1.3) 

 
 In particular, the ground-state energy is a functional of 𝑛A: 

 𝐸A = 𝐸 𝑛A = Ψ 𝑛A 𝑇 + 𝑉 + 𝑈 Ψ 𝑛A  (1.4) 

 
where the contribution from the external potential can be written as  

 Ψ 𝑛A 𝑉 Ψ 𝑛A = 𝑉 𝑛A = 𝑉 𝒓 𝑛A 𝒓 𝑑:𝒓	 (1.5) 

 
and more generally,  

 𝑉 𝑛 = 𝑉 𝒓 𝑛 𝒓 𝑑:𝒓	 (1.6) 

 
Substituting back into equation 1.4 can get the general form: 

 𝐸 𝑛 = 𝑇 𝑛 + 𝑈 𝑛 + 𝑉 𝒓 𝑛 𝒓 𝑑:𝒓	 (1.7) 
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where 𝑇 𝑛  and 𝑈 𝑛  are universal functionals, and 𝑉 𝑛  is the external potential acting on the 

system. With good approximation of 𝑇 𝑛  and 𝑈 𝑛 , minimizing E n  with respect to n r  can 

yield all other ground-state observables.  

In order to approximate the kinetic and electron-electron functionals, Kohn and Sham 

introduced a fictitious Kohn–Sham system of non-interacting electrons that generate the same 

density as any given system of interacting electrons. 25  

And so, the total energy of the system can be written as 

 𝐸 𝑛 = ΨF 𝑛 𝑇F + 𝑉F ΨF 𝑛 = 𝑇F 𝑛 + 𝑉F 𝑛 + 𝑉 𝒓 𝑛 𝒓 𝑑:𝒓	 (1.8) 

 
where 𝑉F is the Kohn–Sham potential in the Kohn–Sham equation 

 −
ℏ*

2𝑚∇-* + 𝑉F 𝒓 𝜑- 𝒓 = 𝜀-𝜑- 𝒓  (1.9) 

 
which yields the orbital energy 𝜀- and the corresponding orbital 𝜑- 𝒓  that reproduces the electron 

density 𝑛 𝒓  of the original many-body system  

 𝑛 𝒓 = 𝜑- 𝒓 *
2

-45

 (1.10) 

 
and 𝑇F is the Kohn–Sham kinetic energy expressed as  

 𝑇F 𝑛 = 𝑑𝒓𝜑-∗ 𝒓 −
ℏ*

2𝑚∇-* 𝜑- 𝒓
2

-45
 (1.11) 

 
 Equation 1.8 can further be derived as  

 𝐸 𝑛 = 𝑇F 𝑛 + 𝑉 𝒓 𝑛 𝒓 𝑑:𝒓	 +
𝑒*

2 𝑑𝒓 𝑑𝒓J
𝑛 𝒓 𝑛 𝒓J

𝒓 − 𝒓J + 𝐸KL 𝑛  (1.12) 

 
in which the third term is the Hartree (or Coulomb) energy, and 𝐸KL 𝑛  is the exchange-correlation 

energy. 
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 The exact functionals for exchange and correlation for most systems, however, are not 

known. Therefore, approximations are used and allow for relatively accurate calculations of 

physical properties. For example, one of the widely-used approximations is the local-density 

approximation (LDA), which assumes the density is the same everywhere: 

 𝐸KLMNO 𝑛 = 𝜀KL(𝑛) 𝑛 𝒓 𝑑:𝒓 (1.13) 

 
If including electron spin, this expression can be straightforwardly extended to the local spin-

density approximation (LSDA):  

 𝐸KLMPNO 𝑛↑, 	𝑛↓ = 𝜀KL(𝑛↑, 	𝑛↓) 𝑛 𝒓 𝑑:𝒓 (1.14) 

 
Examples of LDA functionals include VWN 26 and VWN5 27 functional. Since LDA tends to 

underestimate the exchange energy and over-estimate the correlation energy, 28 an improvement 

in the accuracy can be obtained by generalized gradient approximations (GGA) functionals: 29 

 𝐸KLSSO 𝑛↑, 	𝑛↓ = 𝜀KL(𝑛↑, 	𝑛↓, ∇𝑛↑, ∇	𝑛↓) 𝑛 𝒓 𝑑:𝒓 (1.15) 

 
Examples of GGA functionals include PBE 30 and PW91 31. 

 There are also other more complicated but also more accurate functionals such as meta-

GGA and hybrid functionals. B3LYP 32, 33 is a popular hybrid functional and is frequently used in 

the work presented in this dissertation. 

 In a MD simulation, the microscopic time evolution of a many-body system is obtained by 

numerically solving the classical equations of motion subjecting to periodic boundary conditions. 

A “real” system might contain about 6.02×10*:  molecules, but simulations under periodic 

boundary conditions consider the whole system as a periodic and infinite replication of a small 
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box, so they are useful for emulating large systems. Figure 1.2 shows the schematic of MD periodic 

boundary conditions. 

 

Figure 1.2: A two-dimensional representation of the periodic boundary conditions. A particle that 

leaves the box on one side is replaced by an image particle that enters from the other side. 34 

 

A MD simulation generates a sequence of points in phase space, which form trajectories 

of all particles in the system, and time averages can be calculated from the trajectories. Motion of 

the particles through phase space is governed by Hamiltonian equations of motion: 

 
𝑑𝐪1
𝑑𝑡 =

𝜕𝐻
𝜕𝐩1

=
𝐩1
𝑚1

,					𝑗 = 1,… ,𝑁 (1.16) 

 
𝑑𝐩1
𝑑𝑡 = −

𝜕𝐻
𝜕𝐪1

= 𝐅1	,			𝑗 = 1,… ,𝑁 (1.17) 
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where N is the total number of particles, 𝐩1 is particle j's momentum vector, 𝐪1 is the particle's 

coordinate vector, t is time, 𝑚1 is the mass of the particle, 𝐅1 is the force acting on j’s particle, and 

H is the Hamiltonian that can be expanded into kinetic and potential components: 

 H 𝐩5,… , 𝐩2, 𝐪5, … , 𝐪2 =
1
2

𝐩 1
*

𝑚1
+ 𝑉 𝐪5, … , 𝐪2

2

145
 (1.18) 

 
where V is the potential energy. There are three equations per particle, corresponding to the 

orthogonal Euclidean coordinates x, y, and z, so  

 𝐩1 = 𝑝1,a, 𝑝1,b, 𝑝1,c , 𝐪1 = 𝑞1,a, 𝑞1,b, 𝑞1,c  (1.19) 

 
Substituting equation 1.18 into 1.17 and using 𝐩 = m 𝑑𝐪 𝑑𝑡 , Newton's second law can be 

derived: 

 𝑚
𝑑*𝐪1
𝑑𝑡* = −

𝜕𝑉
𝜕𝐪1

 (1.20) 

 
This is the equation of motion and can be approximated using Taylor series expansions. 

There are multiple ways to integrate the equation of motion, popular numerical integration 

methods include Position Verlet, 35 Velocity Verlet, 36 Leapfrog Verlet. 37 In the work presented in 

this dissertation, Velocity Verlet is used, which is expressed as 

 𝐪1 𝑡 + ∆𝑡 = 𝐪1 𝑡 + 𝐯1 𝑡 ∆𝑡 +
𝐅1 𝑡
2𝑚1

∆𝑡*, 𝑗 = 1,… ,𝑁 (1.21) 

 𝐯1 𝑡 + ∆𝑡 = 𝐯1 𝑡 +
1
2𝑚1

𝐅1 𝑡 + 𝐅1 𝑡 + ∆𝑡 ∆𝑡, 𝑗 = 1,… ,𝑁 (1.22) 

 
where 𝐯1 is particle j's velocity vector and ∆𝑡 is the elapsed time between integration steps, also 

known as simulation timestep. For numerical stability and accuracy in conserving the energy, a 

good timestep is usually one order of magnitude lower than the fastest oscillation in the system, 
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but not too small that exploits too much computer time. In the Velocity Verlet integration the local 

discretization error in position is O(∆𝑡h) and the local discretization error in velocity is O(∆𝑡*), 

whereas the global position error is O(∆𝑡*) and the global velocity error is O(∆𝑡*). Since global 

error is more important than local error, Velocity Verlet is known as a second-order integrator. 

Higher order expansion will result in higher accuracy but make the calculation more expensive. 

Velocity Verlet integration generates velocity at the same value of the time variable, and offers 

promising accuracy at reasonable computational expanse. Initial velocities can be assigned per 

Maxwell-Boltzmann distribution at the desired simulation temperature. The forces acting on each 

particle are typically the negative of the derivative of the sum of bonded, van der Waals, and 

Electrostatic energies, generated by force fields.  

 Equations 1.21 and 1.22 describe the dynamics for a microcanonical (NVE) system. 38 

However, isothermal (NVT) or isothermal/isobaric (NPT) systems are often used in practice, since 

temperature and pressure are the relevant state variables in the real world. The NVT and NPT 

ensembles are approximated by the addition of temperature and pressure controlling terms 

(thermostats and barostats respectively) on equation 1.20. Several thermostats and barostats have 

been developed, such as the Nose-Hoover thermostat and barostat, 39 the Velocity-rescale 

thermostat, 40 the Parinello-Rahman barostat, 41 and the GJF thermostat and barostat. 42 Figure 1.3 

shows a typical MD simulation workflow using Velocity Verlet integration.  
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Figure 1.3: Flow chart of a typical MD simulation. 43 

 

 Although DFT and MD simulations together allow for precise and detailed information on 

simulated systems, there are still limitations. One of the significant limitations with both 

techniques is the computation cost. This can be improved by the advent of better computing 

facilities such as graphical processing units (GPUs) and super computers. Another limitation is the 

difficulty of simulating reactions during the evolution of the system. Although DFT allows the 

modeling of bonding, charge distribution, etc., that can describe chemical reactions, the system 

size using this technique is very limited and the solvent effect is usually not very accurate. Classical 

MD simulation, on the other hand, predefines atom connectivity so reactions cannot be depicted. 
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In recent decades, several reactive force fields are developed for MD simulations, many of them 

are empirical force fields trained from QM calculation results. The next section is dedicated to two 

of the reactive force fields, Tersoff and ReaxFF, which were used for the applications discussed in 

this dissertation. 	 

 

1.2    Reactive Force Fields 

Force fields are interatomic potentials that describe the energy landscape, and the negative 

of the gradient of the potential energy with respect to the particle coordinates is the force acting 

on each particle. A force field is comprised of the functional forms and the parameter set that are 

used to calculate the potential energy. 44 Specifically, reactive empirical bond-order potentials used 

in MD simulation are designed to describe chemical reactions.  

The Tersoff potential was the first reactive empirical bond-order potential that incorporates 

the structural chemistry of covalently bonded systems. It was first developed for silicon and then 

extended to a variety of III-V semiconductors including germanium and carbon. The general form 

of the potential is 

 𝐸 = 𝐸-
-

=
1
2 𝑉-1

1i--

 (1.23) 

 𝑉-1 = 𝑓L 𝑟-1 [𝑓m 𝑟-1 + 𝑏-1𝑓O(𝑟-1)] (1.24) 

 
where E is the total energy of the system, Ep is the energy for atom i, Vpr is the interaction energy 

between atoms i and j,	𝑟-1 is the distance between two atoms, 𝑓m 𝑟-1  and 𝑓O(𝑟-1) are pair-additive 

repulsive and attractive interactions respectively, 𝑓L 𝑟-1   is a cutoff function to smoothly transit 

full interaction to zero, and 𝑏-1 is a three-body term added to the attraction part, which includes all 
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neighbors j and k of atom i and describes the local bonding environment or coordination. 45, 46 For 

the Tersoff potential, the repulsive and attractive terms are represented by the Morse-type 

functions 

 𝑓m 𝑟 = 𝐴𝑒𝑥𝑝(−𝜆5𝑟) (1.25) 

 𝑓O 𝑟 = −𝐵𝑒𝑥𝑝(−𝜆*𝑟) (1.26) 

 
where A, B, λ 1, and λ 2 are all positive constants with λ 1 > λ 2. The Tersoff potential does not 

assume different forms for the angular functions for different hybridizations. The bond order term 

𝑏-1 has the form 

 𝑏-1 = (1 + 𝛽x𝜁-1x)
z 5
*x (1.27) 

 𝜁-1 = 𝑓L 𝑟-{ 𝑔 𝜃-1{ exp[𝜆:� 𝑟-1 − 𝑟-{
�]

{i-,1

 (1.28) 

 
𝑔 𝜃 = 𝛾-1{(1 +

𝑐*

𝑑* −
𝑐*

[𝑑* + (𝑐𝑜𝑠𝜃 − 𝑐𝑜𝑠𝜃A)*]
 (1.29) 

 

where 𝜃-1{ is the bond angle between bonds ij and ik. 

 The cutoff function 𝑓L 𝑟-1  in equation 1.24 has the form  

 𝑓L 𝑟 =

1: 𝑟 < 𝑅 − 𝐷
1
2 −

1
2 sin

𝜋
2
𝑟 − 𝑅
𝐷 : 𝑅 − 𝐷 < 𝑟 < 𝑅 + 𝐷

0: 𝑟 > 𝑅 + 𝐷

 (1.30) 

 
where R-D and R+D are the inner and outer cutoff distance, respectively.  

 Another powerful reactive empirical bond order potential is ReaxFF. It allows bond 

dissociation and formation during dynamic simulations, and enables simulations of reactions 

across interfaces since the mathematical formalism of each atom is transferable across phases. 47-
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49 ReaxFF was developed by Adri van Duin and William A. Goddard, III, and it employs bond-

order components in conjunction with polarizable charge components to describe both reactive 

and non-reactive interactions between atoms. Most ReaxFF force fields are developed based on 

the 2008-C/H/O formalism. 48 Equation 1.31 describes the overall system energy in ReaxFF 

formalism,  

 
𝐸FbF��� = 𝐸��x� + 𝐸�� + 𝐸���� + 𝐸�x��� + 𝐸��� + 𝐸��x + 𝐸���

+ 𝐸L* + 𝐸��-��� + 𝐸���F + 𝐸��x1 + 𝐸�z��x�
+ 𝐸������F + 𝐸L������ 

(1.31) 

 
where except 𝐸������F  and 𝐸L������ , all other energies are bond order dependent and are 

functions of 𝐵𝑂-1J  that can be calculated directly from the interatomic distance, so that atom 

connectivity no longer needs to be pre-defined. 𝐵𝑂-1J  is composed of the contributions from sigma 

bonds, pi-bonds and double pi bonds, and so enabling a smooth transition from triple bond (if any) 

to single bond and to dissociation.  

 

𝐵𝑂-1J = 	𝐵𝑂-1J� + 𝐵𝑂-1J� + 𝐵𝑂-1J��

= 𝑒𝑥𝑝 𝑝��5 ∙
𝑟-1
𝑟A�

��� 

+ 𝑒𝑥𝑝 𝑝��: ∙
𝑟-1
𝑟A�

���¡

+ 𝑒𝑥𝑝 𝑝��¢ ∙
𝑟-1
𝑟A��

���£

 

(1.32) 

 
 An uncorrelated coordination ∆-J, defined as the difference between the total bond order 

around the atom and the number of its bonding electrons Val, is used to correct the bond order 

term: 

 ∆-J	= 	−𝑉𝑎𝑙- + 𝐵𝑂-1J
x�-¦§���F(-)

145

 (1.33a) 

 
and ∆-J��� is used for atoms having lone electrons: 
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 ∆-J���	= 	−𝑉𝑎𝑙-��� + 𝐵𝑂-1J
x�-¦§���F(-)

145

 (1.33b) 

 
 The corrected bond orders are: 

 
𝐵𝑂-1� = 𝐵𝑂-1J� ∙ 𝑓5 ∆-J, ∆1J ∙ 𝑓h ∆-J, 𝐵𝑂-1J ∙ 𝑓¢ ∆1J, 𝐵𝑂-1J   

 
𝐵𝑂-1� = 𝐵𝑂-1J� ∙ 𝑓5 ∆-J, ∆1J ∙ 𝑓5 ∆-J, ∆1J ∙ 𝑓h ∆-J, 𝐵𝑂-1J ∙ 𝑓¢ ∆1J, 𝐵𝑂-1J   

 
𝐵𝑂-1�� = 𝐵𝑂-1J�� ∙ 𝑓5 ∆-J, ∆1J ∙ 𝑓5 ∆-J, ∆1J ∙ 𝑓h ∆-J, 𝐵𝑂-1J ∙ 𝑓¢ ∆1J, 𝐵𝑂-1J   

 𝐵𝑂-1 = 	𝐵𝑂-1� + 𝐵𝑂-1� + 𝐵𝑂-1�� (1.34a) 

 
𝑓5 ∆-J, ∆1J = 	

1
2 ∙

𝑉𝑎𝑙- + 𝑓* ∆-J, ∆1J

𝑉𝑎𝑙- + 𝑓* ∆-J, ∆1J + 𝑓: ∆-J, ∆1J
+

𝑉𝑎𝑙1 + 𝑓* ∆-J, ∆1J

𝑉𝑎𝑙1 + 𝑓* ∆-J, ∆1J + 𝑓: ∆-J, ∆1J
 (1.34b) 

 
𝑓* ∆-J, ∆1J = 	𝑒𝑥𝑝 −𝑝���5 ∙ ∆-J + 𝑒𝑥𝑝 −𝑝���5 ∙ ∆1J  (1.34c) 

 
𝑓: ∆-J, ∆1J = 	−

1
𝑝���*

∙ 𝑙𝑛
1
2 ∙ 𝑒𝑥𝑝 −𝑝���* ∙ ∆-

J + 𝑒𝑥𝑝 −𝑝���* ∙ ∆1J  (1.34d) 

 
𝑓h ∆-J, 𝐵𝑂-1J = 	

1
1 + 𝑒𝑥𝑝 −𝑝���: ∙ 𝑝���h ∙ 𝐵𝑂-1J ∙ 𝐵𝑂-1J − ∆-J��� + 𝑝���¢

 (1.34e) 

 
𝑓¢ ∆1J, 𝐵𝑂-1J =

1
1 + 𝑒𝑥𝑝 −𝑝���: ∙ 𝑝���h ∙ 𝐵𝑂-1J ∙ 𝐵𝑂-1J − ∆1J��� + 𝑝���¢

	 (1.34f) 

 
Therefore, the bond energy 𝐸��x� in equation 1.31 as a function of the corrected bond 

orders 𝐵𝑂-1 is 

 𝑬𝒃𝒐𝒏𝒅 = −𝐷�� ∙ 𝐵𝑂-1� ∙ 𝑒𝑥𝑝 𝑝��5 1 − 𝐵𝑂-1�
��­  − 𝐷�� ∙ 𝐵𝑂-1� − 𝐷��� ∙ 𝐵𝑂-1�� (1.35) 

 
 As in equation 1.33, ∆-� has a similar mathematical form and is the difference between the 

total number of outer shell electrons and the sum of bond orders around an atomic center. 

 ∆-�	= 	−𝑉𝑎𝑙-� + 𝐵𝑂-1

x�-¦§���F(-)

145

 (1.36) 
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As the total bond order associated with an atom starts to exceed its normal coordination, 

the lone pair gradually breaks up, causing a deviation ∆p
®¯ from its optimal number of lone pairs 

n®¯,°¯±, which are defined as 

 ∆-
��= 𝑛��,��� − 𝑛��,- (1.37) 

 𝑛��,- = 𝑖𝑛𝑡
∆-�

2 + 𝑒𝑥𝑝 −𝑝��5 ∙ 2 + ∆-� − 2 ∙ 𝑖𝑛𝑡
∆-�

2

*

 (1.38) 

 
 And so the lone pair energy penalty 𝐸�� is defined as 

 𝑬𝒍𝒑 =
𝑝��* ∙ ∆-

��

1 + 𝑒𝑥𝑝 −75 ∙ ∆-
��  (1.39) 

 
 For an over-coordinated atom (∆-> 0), there’s an energy penalty on the system, 

 𝑬𝒐𝒗𝒆𝒓 =
𝑝���x5 ∙ 𝐷�� ∙ 𝐵𝑂-1x��x�

145

∆-
������ + 𝑉𝑎𝑙-

∙ ∆-
������ ∙

1
1 + 𝑒𝑥𝑝 𝑝���x* ∙ ∆-

������  (1.40a) 

   

 ∆-
������= ∆-  

 																	−
∆-
��

1 + 𝑝���x: ∙ 𝑒𝑥𝑝 𝑝���xh ∙ ∆1 − ∆1
��x�-¦§���F(-)

145 ∙ 𝐵𝑂-1� + 𝐵𝑂-1��
 (1.40b) 

 
and for an under-coordinated atom (∆-> 0), the energy contribution for the resonance of the π-

electron between attached under-coordinated atomic centers should also be considered, and 

therefore, 

 
𝑬𝒖𝒏𝒅𝒆𝒓 = −𝑝���x¢ ∙

1 − 𝑒𝑥𝑝 𝑝���xº ∙ ∆-
������

1 + 𝑒𝑥𝑝 −𝑝���x* ∙ ∆-
������  

															∙
1

1 + 𝑝���x» ∙ 𝑒𝑥𝑝 𝑝���x¼ ∙ ∆1 − ∆1
��x�-¦§���F(-)

145 ∙ 𝐵𝑂-1� + 𝐵𝑂-1��
 

(1.41) 
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The valence angle terms include angle energy, penalty energy, and three-body conjugation 

term. The angle energy is expressed as 

 
𝑬𝒗𝒂𝒍 = 𝑓» 𝐵𝑂-1 ∙ 𝑓» 𝐵𝑂1{ ∙ 𝑓¼ ∆1

∙ 𝑝���5 − 𝑝���5 ∙ 𝑒𝑥𝑝 −𝑝���* ∙ ΘA 𝐵𝑂 − Θ-1{
*

 
(1.42) 

 
𝑓» 𝐵𝑂-1 = 1 − 𝑒𝑥𝑝 −𝑝���: ∙ 𝐵𝑂-1

�¿ÀÁ¡  

𝑓¼ ∆1 = 𝑝���¢ − 𝑝���¢ − 1 ∙
2 + 𝑒𝑥𝑝 𝑝���º ∙ ∆1

�x¦��

1 + 𝑒𝑥𝑝 𝑝���º ∙ ∆1
�x¦�� + 𝑒𝑥𝑝 −𝑝���» ∙ ∆1

�x¦��  

∆1
�x¦��	= 	−𝑉𝑎𝑙1

�x¦�� + 𝐵𝑂1x

x�-¦§���F(1)

x45

 

ΘA 𝐵𝑂 = 𝜋 − ΘA,A ∙ 1 − 𝑒𝑥𝑝 −𝑝���5A ∙ 2 − 𝑆𝐵𝑂2  

𝑆𝐵𝑂 = 𝐵𝑂1x� + 𝐵𝑂1x�� + 1 − 𝑒𝑥𝑝 −𝐵𝑂1x¼
x�-¦§���F(1)

x45

∙ −∆1
�x¦�� − 𝑝���¼ ∙ 𝑛��,1

x�-¦§���F(1)

x45

 

𝑆𝐵𝑂2 = 0		if	𝑆𝐵𝑂 ≤ 0 

𝑆𝐵𝑂2 = 𝑆𝐵𝑂�¿ÀÁÅ		if	0 < 𝑆𝐵𝑂 < 1 

𝑆𝐵𝑂2 = 2 − 2 − 𝑆𝐵𝑂 �¿ÀÁÅ		if	1 < 𝑆𝐵𝑂 < 2 

𝑆𝐵𝑂2 = 2		if	𝑆𝐵𝑂 > 2 

For systems with two double bonds sharing an atom in a valency angle, an additional 

energy penalty is introduced, 

 𝑬𝒑𝒆𝒏 = 𝑝��x5 ∙ 𝑓Æ ∆1 ∙ 𝑒𝑥𝑝 −𝑝��x* ∙ 𝐵𝑂-1 − 2
* ∙ 𝑒𝑥𝑝 −𝑝��x* ∙ 𝐵𝑂1{ − 2

*
 (1.43a) 

 
𝑓Æ ∆1 =

2 + 𝑒𝑥𝑝 −𝑝��x: ∙ ∆1
1 + 𝑒𝑥𝑝 −𝑝��x: ∙ ∆1 + 𝑒𝑥𝑝 −𝑝��xh ∙ ∆1

 
(1.43b) 

 
and for systems with –NO2–  group, a three-body conjugation term is included. 
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𝑬𝒄𝒐𝒂 = 𝑝���5 ∙
1

1 + 𝑒𝑥𝑝 𝑝���* ∙ ∆1���

∙ 𝑒𝑥𝑝 −𝑝���: ∙ −𝐵𝑂-1 + 𝐵𝑂-x

x�-¦§���F(-)

x45

*

∙ 𝑒𝑥𝑝 −𝑝���: ∙ −𝐵𝑂1{ + 𝐵𝑂{x

x�-¦§���F({)

x45

*

∙ 𝑒𝑥𝑝 −𝑝���h ∙ 𝐵𝑂-1 − 1.5
* ∙ 𝑒𝑥𝑝 −𝑝���h ∙ 𝐵𝑂1{ − 1.5

*
 

(1.44) 

 
The torsion angle terms include torsion rotation barriers and four-body conjugation term. 

The torsion rotation barriers term ensures that the dependence of the energy of torsion angle 𝜔-1{� 

accounts properly for BO approaching 0 and for BO greater than 1. It is expressed as 

 

𝑬𝒕𝒐𝒓 = 𝑓5A 𝐵𝑂-1, 𝐵𝑂1{, 𝐵𝑂{� ∙ sin Θ-1{ ∙ sin Θ1{�

∙
1
2𝑉5 ∙ 1 + cos𝜔-1{� +

1
2𝑉*

∙ 𝑒𝑥𝑝 𝑝���5 ∙ 𝐵𝑂1{� − 1 + 𝑓55 ∆1, ∆{
*

1 − cos 2𝜔-1{� +
1
2𝑉:

∙ 1 + cos 3𝜔-1{�  

(1.45a) 

 𝑓5A 𝐵𝑂-1, 𝐵𝑂1{, 𝐵𝑂{� = 
 

				 1 − exp	 −𝑝���* ∙ 𝐵𝑂-1 ∙ 1 − exp	 −𝑝���* ∙ 𝐵𝑂1{ ∙ 1 − exp	 −𝑝���* ∙ 𝐵𝑂{�  
(1.45b) 

 
𝑓55 ∆1, ∆{ =  

 
																						

2 + 𝑒𝑥𝑝 −𝑝���: ∙ ∆1
�x¦�� + ∆{

�x¦��

1 + 𝑒𝑥𝑝 −𝑝���: ∙ ∆1
�x¦�� + ∆{

�x¦�� + 𝑒𝑥𝑝 𝑝���h ∙ ∆1
�x¦�� + ∆{

�x¦��  (1.45c) 

 
The four-body conjugation term is defined as 

 𝑬𝒄𝒐𝒏𝒋 = 𝑓5* 𝐵𝑂-1, 𝐵𝑂1{, 𝐵𝑂{� ∙ 𝑝���5 ∙ 1 + cos*𝜔-1{� − 1 ∙ sin	Θ-1{ ∙ sin Θ1{�  (1.43a) 

 𝑓5* 𝐵𝑂-1, 𝐵𝑂1{, 𝐵𝑂{�
= 𝑒𝑥𝑝 −𝑝���* ∙ 𝐵𝑂-1 − 1.5

* ∙ 𝑒𝑥𝑝 −𝑝���* ∙ 𝐵𝑂1{ − 1.5
*

∙ 𝑒𝑥𝑝 −𝑝���* ∙ 𝐵𝑂{� − 1.5 *  

(1.43b) 
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The hydrogen bond interactions for a X-H–Z system are described by the following term. 

 
𝑬𝒄𝒐𝒂 = 𝑝§�5 ∙ 1 − exp	 −𝑝§�* ∙ 𝐵𝑂K� ∙ 𝑒𝑥𝑝 𝑝§�:

𝑟§�A

𝑟�Î
+
𝑟�Î
𝑟§�A

− 2

∙ sin¼
ΘK�Î
2  

(1.44) 

  
A C2 correction term is also included so that the triple-bonded of C2 is not too strong and 

can be de-stabilized by terminal radical electrons, 

 𝑬𝑪𝟐 = 𝑘L* ∙ 𝐵𝑂-1 − ∆- − 0.04 ∙ ∆-h − 3
*		if	𝐵𝑂-1 − ∆- − 0.04 ∙ ∆-h> 3 

𝑬𝑪𝟐 = 0																																																															if	𝐵𝑂-1 − ∆- − 0.04 ∙ ∆-h≤ 3 
(1.45) 

 
and a triple bond correction term is included to stabilize C-O triple bond. 

 𝑬𝒕𝒓𝒊𝒑 = 𝑝��-�5 ∙ 𝑒𝑥𝑝 −𝑝��-�* ∙ 𝐵𝑂-1 − 2.5
*

  

								∙
𝑒𝑥𝑝 −𝑝��-�h ∙ 𝐵𝑂-{ − 𝐵𝑂-1

x�-¦§���F(-)
{45 + 𝑒𝑥𝑝 −𝑝��-�h ∙ 𝐵𝑂1{ − 𝐵𝑂-1

x�-¦§���F(1)
{45

1 + 25 ∙ 𝑒𝑥𝑝 𝑝��-�: ∆- + ∆1
 

  (1.46) 

 
While the above energy terms are all bond order dependent, van der Waals energy and 

Coulomb energy are bond order independent. A non-bonded cutoff radius 𝑅��� is used so that the 

non-bonded interactions go to zeros at the cutoff boundary. A Taper term, which is a distance-

dependent 7th order polynomial is included in non-bonded interactions expression to avoid 

discontinuities when charged species move in and out of the non-bonded cutoff radius.  
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𝑬𝒗𝒅𝑾𝒂𝒂𝒍𝒔 = 𝑇𝑎𝑝 ∙ 𝐷-1

∙ 𝑒𝑥𝑝 𝛼-1 ∙ 1 −
𝑓5: 𝑟-1
𝑟���

− 2 ∙ 𝑒𝑥𝑝
1
2 ∙ 𝛼-1 ∙ 1 −

𝑓5: 𝑟-1
𝑟���

 
(1.47) 

 
𝑓5: 𝑟-1 = 𝑟-1

�¿×ØÙ +
1
𝛾Ú

�¿×ØÙ
5

�¿×ØÙ
 (1.48) 

 𝑬𝑪𝒐𝒖𝒍𝒐𝒎𝒃 = 𝑇𝑎𝑝 ∙ 𝐶 ∙
𝑞- ∙ 𝑞1

𝑟-1: + 1 𝛾-1
: 5

:
 

(1.49) 

 
 In ReaxFF, atomic charges are calculated using the Electron Equilibration Method (EEM), 

which is similar to QEq-scheme except that EEM does not use an iterative scheme for hydrogen 

charges and uses shielded Coulomb potential instead of rigorous Slater orbital approach to account 

for charge overlap. 

 ReaxFF formalism is complicated and usually contains hundreds of parameters in the force 

field. The new parameter sets are usually trained against experimental data, like crystallography 

data if interested in solids, and quantum mechanical calculations, like small molecules or cluster 

information and reaction energetics. The parametrization method used for the systems of interest 

are explained in Chapter 3 and 4. Similarly, parametrization of a Tersoff potential is explained in 

Chapter 2. 

 

1.3  SARS-CoV-2 and Glycoproteins 

The second half of the dissertation (Chapter 5, 6, and 7) is dedicated to the glycosylated protein 

simulations of SARS-CoV-2 that caused the COVID-19 pandemic. 50 Among the seven known 

coronavirus that infect humans, four of them (229E, NL63, OC43, and HKU1) only cause slight 

symptoms of the common cold, but the other three (SARS-CoV, MERS-CoV, and SARS-CoV-2) 

can cause severe symptoms and even death. The surface of SARS-CoV-2 is largely covered by 
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glycosylated S proteins that can bind to the human host cell receptor angiotensin-converting 

enzyme 2 (ACE2) and mediate viral cell entry. 51 When the virus enters the cell, the viral RNA is 

released, and replication and transcription of the viral RNA genome occur. Figure 1.4 shows the 

schematic structure of the S protein and how it binds to ACE2. 

 

Figure 1.4: Simplified structure of SARS-CoV-2 and S protein, and the schematic of S protein 

binding to receptor ACE2. 52 

 

The S protein consists of an extracellular N-terminus, a transmembrane (TM) domain 

anchored in the viral membrane, and a short intracellular C-terminal segment. 53 As shown in figure 

1.4, the S1 receptor binding domain (RBD) in the S protein binds to the human ACE2. S protein 

are often glycosylated to camouflage them so that they can evade the host immune system during 

entry, modulate access to protease, and enhance cellular attachment at the viral-host interface. 54-



20 

 
60 The sugar molecules attached to the glycoprotein, like S protein, are called glycans. N-

glycosylation and O-glycosylation are the two classes of glycosylation, and for the work in this 

dissertation, N-glycosylation is studied where the glycans are attached to the side chain nitrogen 

of asparagine (N) protein residues. 61 

Despite the importance of the glycosylation of S protein, there are little attempt in 

developing the computational model and simulate the interactions between S protein and the ACE2 

protein with glycosylation. Chapter 5-7 attempt to better understand the role of glycosylation and 

provide insights for future therapeutic and diagnostic purpose in this field.  
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Chapter 2 

 

Computational Modelling of Atomic Layer Etching of Chlorinated 
Germanium Surfaces by Argon 
 
 
My contribution to this work included all the DFT calculations and part of the Tersoff potential 

parametrization. 

This chapter originally appeared in the literature as: 

Zhang S, Huang Y, Tetiker G, Sriraman S, Paterson A, Faller R. Computational modelling of 

atomic layer etching of chlorinated germanium surfaces by argon. Physical Chemistry Chemical 

Physics. 2019;21(11):5898-902. 

 

Abstract 

The atomic layer etching of chlorinated germanium surfaces under argon bombardment was 

simulated using molecular dynamics with a newly fitted Tersoff potential. The chlorination energy 

determines the threshold energy for etching and the number of etched atoms in the bombardment 

phase. Etch rate is determined by bombardment energy.  

 
2.1 Introduction 

With the decrease of electronic device size from the micro, via the nano, down to the atomic 

scale, the variability of the surface patterning needs to be controlled within dozens of atoms 

accordingly.1, 2 Plasma etching is an essential surface patterning technique. Conventionally, it is 

realized by ionizing non-reactive species such as Ar to transfer energy to the surface, and at the 
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same time another reactive species such as Cl2 etches the surface either in its neutral or ionized 

state.3-6 However, mixing of energetic and reactive flows leads to coupling of their transport,1 

which increases complexity and makes it hard to achieve highly defined low feature sizes. 

Moreover, this mixing can lead to the damage of the etching front, as high energy ions distort the 

surface structure and open a way for reactive species to penetrate deep into the substrate (> 20 

nm).1 Thus, new methods are needed to meet the requirement of precise etching control at the 

atomic scale, and atomic layer etching (ALE) has been proposed as one solution.1, 2, 7, 8 The basic 

idea is to separate the energetic and reactive flows to avoid the above problems. It removes thin 

layers of material based on a two-step self-limiting reaction: surface modification and removal. 

Surface modification makes a surface layer within a well-defined range more easily to be etched 

afterwards; for example, one can use halogen gas adsorption on the semiconductor surface to 

weaken the bonds; in the removal step, plasma ions are controlled within a certain range of energy 

to remove the modified layers while avoiding physical sputtering of untreated materials.  

The first report of this technique is by Yoder et al. in 1988 on diamond.9 Silicon and GaAs 

have been the most studied ALE materials since1. Germanium is another interesting material as a 

candidate to replace Si for application as transistor channels due to its superior hole mobility.2 

Several papers have been studied ALE of Ge experimentally,8, 10, 11 but the microscopic 

understanding of the influence of the process variables on etching is still missing. Such a study is 

crucial to determine appropriate conditions for ALE to achieve optimal accuracy and efficiency. 

To bridge this gap, we report our results of an ALE simulation using molecular dynamics on a Ge 

surface. The surface modification step involves chlorine adsorption (chlorination) of the Ge (100) 

surface. Chlorine has been found to be non-reactive with Ge below 350 °C2, and thus is suitable 
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to be used for a self-limiting reaction at room temperature. Removal is then achieved by Ar+ 

bombardment. In our simulation, neutral Ar is used instead of its charged state as the ion will 

become neutral when approaching the surface.12    

 

2.2 Tersoff Potential and Simulation Methods 

A new variation of the Tersoff potential based on DFT data was developed for the Ge-Cl 

interaction, the format used is shown in eq.1-8 (see ESI section 1 for discussion on the choice of 

potential and its training process).  

 𝐸 =
1
2 𝑉-1

1i--

 eq.1 

 
𝑉-1 = 𝑓L 𝑟-1 [𝑓m 𝑟-1 + 𝑏-1𝑓O(𝑟-1)] 

eq.2 

 

𝑓L 𝑟 =

1: 𝑟 < 𝑅 − 𝐷
1
2 −

1
2 sin

𝜋
2
𝑟 − 𝑅
𝐷 : 𝑅 − 𝐷 < 𝑟 < 𝑅 + 𝐷

0: 𝑟 > 𝑅 + 𝐷

 

eq.3 

 
𝑓m 𝑟 = 𝐴𝑒𝑥𝑝 −𝜆5𝑟  

eq.4 

 
𝑓O 𝑟 = −𝐵𝑒𝑥𝑝 −𝜆*𝑟  

eq.5 

 
𝑏-1 = (1 + 𝛽x𝜁-1x)

z 5
*x 

eq.6 

 𝜁-1 = 𝑓L 𝑟-{ 𝑔 𝜃-1{ exp	[𝜆:� 𝑟-1 − 𝑟-{
�]

{i-,1

 eq.7 

 
𝑔 𝜃 = 𝛾-1{(1 +

𝑐*

𝑑* −
𝑐*

[𝑑* + (𝑐𝑜𝑠𝜃 − 𝑐𝑜𝑠𝜃A)*]
 

eq.8 

 

where fR is a two-body repulsion term and fA the attraction term. The bond order term bij is a three-

body term added to the attraction part, which includes all neighbors j and k of atom i. fC is the 
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interaction cutoff function to smoothly transit full interaction to zero. R-D and R+D is the inner 

and outer cutoff distance. Interaction parameters for Ge-Ge and Cl-Cl atom pairs are available 

from previous literature, so only Ge-Cl interaction terms were trained, as shown in table 2.1 and 

2.2. 

 

Fitted Parameters Ge-Cl 

A (eV) 521.8338 

B (eV) 62.9673 

𝜆5(Åz5) 2.3248 

𝜆*(Åz5) 0.9857 

𝑟�-x(Å) 2.53 

𝑟��a(Å) 2.83 

Table 2.1 Fitted two-body parameters using annealing algorithm. Rmin=R-D and Rmax=R+D are set to 

be the average value from Ge-Ge and Cl-Cl cutoff distances. 

j-i-k Parameters Cl-Ge-Cl Cl-Ge-Ge Ge-Cl-Ge Ge-Cl-Cl Ge-Ge-Cl 

m 3.0 3.0 1.0 1.0 3.0 
𝛾-1{ 1.0 1.0 4.0 4.0 1.0 
𝜆: 0.0 0.0 6.0 6.0 0.0 
𝑐 1.0643e5 1.0643e5 0.0 0.0 1.0643e5 
𝑑 15.652 15.652 1 1 15.652 

𝑐𝑜𝑠𝜃A -0.43884 -0.43884 1 1 -0.43884 
n 2.23669 0.67543 1 1 0.75627 
𝛽 1.234e-4 1.0273e-5 1 1 9.02e-7 

Table 2  Fitted parameters in bond order bij term. 
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Fig. 2.1 shows the validation of this potential on a small Ge9Cl12 cluster, similar to a previous study 

in Si-F case13. The energy difference is obtained by energy minimization of the corresponding 

structure in both LAMMPS (Tersoff) and Gaussian (DFT). The B3LYP functional with the 

LanL2DZ basis set is used for DFT. Initial conditions with different Ge-Cl distance and angle were 

tested for each case, and consistent minimized structure was obtained. The bond length of the 

surface Ge-Ge in Ge9Cl12 was found to be 2.43 Å (DFT: 2.56 Å), and adsorbed Ge-Cl bond length 

to be 2.22 Å (DFT: 2.20 Å).  The energy change calculated by the fitted Tersoff potential predicts 

exothermic (endothermic) nature for adsorption (desorption), and the desorption energy barrier is 

well above 350 °C, although the energy difference is 1 eV lower than in DFT.  

 

Figure 2.1: DFT and Tersoff calculated energy change during Clg adsorption and desorption from Ge9Cl12 

cluster. Light green: Cl. Cyan: Ge. H(0,2) and H(0,3) marks the number of neighbour atoms k of Cl and Ge 



26 

 
type for the surface Ge atom, not including its neighbour atom j. For example, H(0,2) means the surface Ge 

has zero Cl neighbours if not including the adsorbed Cl atom j, and has 2 other Ge atoms as its neighbors.    

 

2.3 Results and Discussions 

A Ge slab of surface dimension 64 Å x 64 Å (82 ×82 in lattice units, about 256 Ge atoms on 

the top surface) and 113 Å thick was first equilibrated at room temperature in LAMMPS14 in the 

NPT ensemble (anisotropic zero pressure in surface xy plane), with Tdamp=0.1 ps and Pdamp=10 ps. 

Dimers were found to form, consistent to both DFT and experimental results (see ESI section 2 

for details). 800 Cl atoms were then introduced with a flux normally incident onto the surface with 

a defined kinetic energy. One Cl atom at a time was introduced to the simulation box every 0.1 ps 

and the system was then equilibrated for 2 ns. Single Cl atoms instead of Cl2 molecules were used 

to shorten the equilibration time for the adsorption process, as with Cl2 it also involves the Cl-Cl 

bond breaking step when it is adsorbed. Charged Cl species were not considered similar to the 

reason that Ar was used instead of Ar+. Four different chlorination energies were tested: 5 eV, 10 

eV, 25 eV and 50 eV, and simulation was repeated with different initial Cl positions to generate 

three chlorinated configurations for each condition. Non-adsorbed Cl atoms or Cl2 molecules (Cl2 

can be formed from two Cl atoms) were removed from the simulation cell. The adsorption criteria 

are based on the Ge-Cl bond length 2.53 Å, which means a Cl atom is considered non-adsorbed if 

it is more than 2.53 Å away from a surface Ge atom. Only chemisorption is considered. Chlorinated 

configurations were then subjected to Ar bombardment with energies varying from 20 eV to 100 

eV. The interaction between Ar and Ge/Cl is described by Ziegler-Biersack-Littmark (ZBL) 

potential,15 which describes high-energy collisions between atoms. The Ge slab was coupled to a 
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room-temperature thermostat. During a bombardment cycle, one Ar atom is introduced towards 

the surface and stays in the simulation box for 1.5 ps. Then the Ar atom is deleted and the system 

equilibrates for 0.5 ps. Etched products were then deleted before the start of a new bombardment 

cycle. Two hundred bombardment cycles were performed for each test condition, and each 

condition was repeated three times with different chlorinated configurations. The determination of 

etching products is again based on bond distance rij. If rij<Rij (1) (which is the inner cutoff distance 

for the i, j interaction in Tersoff potential), then atoms i and j are considered to be in the same 

cluster.  

During chlorination, Cl atoms quickly adsorb and partially penetrate beneath the surface due 

to the strong incident energy. Few single Ge atoms and GeCl products leave the surface. Fig. 2.2a 

shows the side view of Ge surface after chlorination, where increasing Cl adsorption and 

penetration with Cl incident energy can be seen. The adsorbed/absorbed Cl number increases from 

3205 atoms (5 eV) to 6164 atoms (50 eV). Defining Cl penetration depth as the Full Width at Half 

Maximum of Cl density peak, Fig. 2b demonstrates that the penetration depth increases with Cl 

incident energy. Notice the coverage on surface already reaches 100 % at 5 eV (coverage is defined 

as the Cl-bonded Ge numbers to the number of top layer Ge). From Ge-Cl coordination number 

(CN) characterization (Table 3), most Ge are bonded to one Cl, however increasing chlorination 

energy will increase the bonded Cl number (from the increase of the average CN). Also, more Ge 

will bond with Cl (from the increase of the coverage). The high population of Ge-1Cl bonding is 

because the energy decrease from Ge-Ge to Ge-1Cl is much larger than that from Ge-1Cl to Ge-

nCl. It is worth noting that the result could be sensitive to force field training, if the bond energy 

change from GeCl to GeCl2 is larger than Ge-Ge to Ge-1Cl, then Ge-2Cl can be a more favorable 

configuration. The decrease of energy with Cl penetration can be also seen in the system energy 
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(Fig. 2.2b). The system energy is defined as the total energy divided by the number of atoms in 

the system. It decreases with chlorination energy, or Cl numbers, as bonding between Ge and Cl 

is stronger than that among Ge. The Ge surface structure becomes highly distorted with increasing 

chlorination energy, as the radial distribution function in Fig. 2.2c shows the eventual formation 

of amorphous structures at 25 eV and 50 eV. It is also seen that the Ge-Ge bond length increases 

from 2.8 Å (in the perfect crystal) to 3.2 Å due to Cl penetration, as the first peak in RDF shifted 

towards longer bond distance with increasing energy.	

 

Figure 2.2: a) Side view of Ge surface after chlorination with different energies. The layer thickness 

showing here is around 16 Å. Non-adsorbed Cl/Cl2 away from surface have been deleted. b) System energy 

(including both kinetic and potential energy) after equilibration (error bar smaller than the symbol) and Cl 
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penetration depth change with chlorination energy. The dashed blue line represents the system energy in 

pure Ge surface structure, which is -3.57 eV/atom. c) Radial distribution function (RDF) of Ge-Ge atom 

pair within 10 Å from the chlorinated surface generated by different chlorination energy. 

 

The influence of chlorination energy extends to the Ar bombardment stage. During the 

bombardment, energy from Ar was transferred to the surface and the weakened Ge-Ge bonds break, 

allowing Ge-Cl clusters or single atoms to leave as etching products. Few residual Cl atoms remain 

on the surface (Fig. 2.3, also from the difference between the etched Cl number and total adsorbed 

Cl number during chlorination).  

 

Figure 2.3: Snapshots of Ge surface after 100 eV Ar bombardment (200 times). Light green: Cl. Cyan: Ge. 

 

To compare the surface morphology with different chlorination energies before and after 

the bombardment, density profiles (Fig. 2.4a and 2.4b) are used to show the etching front evolution. 

The Z axis is the surface normal pointing from the bulk to the top surface. The Ge density profile 

starts with a plateau in the bulk phase and then decreases to zero, where the transition region 
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represents the surface layers. Correspondingly, Cl shows a density peak in this transition region 

due to surface adsorption and penetration. For initial configurations, the 50 eV chlorinated case 

shows a wider Cl peak distribution than 5 eV and Cl penetrates deeper as the peak position moves 

towards bulk, consistent with Fig. 2.2b. After bombardment with 100 eV Ar, slightly more Ge 

layers have been etched away with the highly chlorinated configuration as the profile recedes more 

into the bulk region, while a similar amount of Cl residues stays on the surface. This could be 

understood by the fact that more Cl was adsorbed on the surface originally.  
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Figure 2.4: Number density change of 5 eV chlorinated and 50 eV chlorinated surface a) before and b) 

after 100 eV Ar bombardment. Etching products fraction (GeCl, GeCl2 and GeCl3) and element etched 

number change in each Ar bombardment cycle for c) 5 eV and d) 50 eV chlorinated surface. The insets 

number on etched number graph shows the total etched Ge and Cl number. Sample 1 is used as an example 

here. Characterizations for 10 eV and 25 eV chlorinated surface are shown in ESI Fig. S7.  
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Next, to characterize the influence of chlorination energy on etching products, the product 

fraction, defined as the ratio of the number of a product to the total number of all the products 

(including physical sputtering products), is plotted for each Ar bombardment cycle, as shown in 

Fig. 2.4c and 2.4d.  GexCly (with x>y) clusters and single Ge atoms also appear during 

bombardment cycles (not shown in the above figure, fraction higher than GeCl). They are likely 

due to physical sputtering of several atoms together. Cl2 was barely observed as an etching product 

in our case, almost all Cl were attached to Ge. GeCl was found to be the main chemical etching 

product, fluctuating around 55%-85% depending on energy conditions (see ESI Fig. S8 and Table 

S6), if only GeCln clusters are considered. GeCl2 is of between 15 %-35 %, followed by a very 

small fraction of GeCl3 (below 10%). The latter may be due to a slight inaccuracy in the forcefield 

(see ESI). No GeCl4 is found under any condition. This distribution follows the Ge-Cl CN trend 

in the chlorination step, as Ge-1Cl has the highest fraction, followed by Ge-2Cl and Ge-3Cl. It’s 

likely the chlorination morphology determines the etching product. Besides, for surface with low 

chlorination energy such as the 5 eV case (Fig. 2.4c), both Ge and Cl etched number decrease 

greatly after about hundred bombardment cycle, as the surface becomes deficient in Cl. This 

indicates two things: first, chlorination is necessary to weaken Ge-Ge bond strength and makes 

etching possible; second, amorphization of top Ge surface layers also weakens Ge-Ge bond 

strength such that physical sputtering is only possible within modified layers. With higher 

chlorination energy, the self-terminated etching process could require more Ar bombardment 

cycles. 

By varying the Ar bombardment energy from 25 eV to 100 eV, we see that the chlorination 

energy influences the threshold energy for etching. The density profile (Fig. 2.5a) indicates 

whether etching occurs. Fig. 2.5a shows the evolution of element density profile of 25 eV 
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chlorinated surface under different bombardment condition (see ESI Fig. S9-S11 for other 

chlorinated conditions). At 25 eV Ar energy, Cl density peak already starts to decrease, and Ge 

surface recedes towards the bulk phase. With 50 eV Ar, the etching effect is more obvious, and 

most Cl has been etched away when Ar energy reaches 75 eV. Thus, the threshold energy should 

be below 25 eV Ar, matching well with the experimental operation window.2 Similarly, the 5 eV 

chlorinated surface has a threshold energy between 50-55 eV. For the 10 eV chlorinated case, this 

threshold energy slightly decreases to 25-50 eV, and for 25 eV and 50 eV chlorinated surface, 

etching starts below 25 eV. Thus, a higher chlorination energy generally decreases the threshold 

energy for bombardment, possibly because the highly disordered surface structure makes it more 

vulnerable for detachment.  

Meanwhile, we notice the complete etching (defined as when the Cl peak density approaches 

zero and no longer evolves) occurs between 60-75 eV bombardment energy for 5 eV chlorinated 

surface, while it increases to the 75-100 eV range for 10 and 25 eV chlorinated surfaces, and higher 

than 100 eV for the 50 eV case, possibly because the Cl atoms penetrate deeper into the surface 

for high chlorination energy. Besides, both chlorination energy and bombardment energy have an 

impact on the etching efficiency. Fig. 2.5b shows the change of the total etched number of Ge and 

Cl atoms with Ar energy for each chlorinated condition. Several things can be noticed here. First, 

both Ge and Cl etching increases with Ar energy. Since the etching time and bombardment flux is 

fixed, this indicates a higher etching rate and efficiency at higher bombardment energy. Second, 

the etching numbers change of Ge and Cl are coupled. Both etched Cl and Ge number in 5 eV 

chlorinated case tend to reach a plateau with increasing Ar energy, due to the limited Cl number 

and modification layer in the system (self-limited etching process), which further proves the bond 

weakening by chlorination. Higher chlorination energy such as 50 eV postpones the appearance of 
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the plateau, as more Cl are originally in the system. If the Ar energy is further increased beyond 

the plateau, the etched Ge number should increase quickly again due to pure physical sputtering.1 

This naturally leads to the third conclusion that this limit of chemically etched number depends on 

chlorination energy, or the number of Cl available in the system.  
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Figure 2.5: a) Density profile of Ge and Cl element change before and after 200 times Ar bombardment 

with different bombardment energy on 25 eV chlorinated surface. b) Total etched number change (blue: Ge, 

red: Cl) with Ar bombardment energy for each chlorination condition, averaged from three samples with 

error bars calculated. 

 

2.4 Conclusion 

In conclusion, we used molecular dynamics with a newly improved and validated Ge-Cl 

Tersoff potential to understand the influence of operation energy on each stage in ALE of Ge and 

their synergy effect.  The chlorination energy is the key factor in surface modification step. 

Increasing chlorination energy increases Cl adsorption and its penetration depth. It also increases 

Ge-Cl coordination number from Ge-1Cl to Ge-2Cl and turns the surface into amorphous layer 

after 25 eV. The configuration and composition of modified surface then dominates the etching 

results in Ar bombardment step. First, GeCl is the main chemical etching product in our case, as 

Ge-1Cl is also the main CN during chlorination. Second, the chlorination quantity determines the 

limit of chemically etched number in bombardment stage. This reflects the self-limiting 

characteristic in ALE, as the etching termination point is based on the number of Ge-Ge bonds that 

have been weakened. The more Cl atoms are bonded in the system, the more etched atoms leave. 

Third, the extent of chlorination determines the threshold for etching. Highly chlorinated surfaces 

lead to a lower threshold energy, and at the same time a higher energy or more Ar bombardment 

cycles for complete etching. The lowest threshold energy is below 25 eV for the 25 and 50 eV 

chlorinated cases. In terms of the influence of bombardment energy, the effective self-terminated 

etching would require a specific energy range, higher than the threshold energy but lower than 
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spontaneous physical sputtering. And within this range, the increase of bombardment energy leads 

to an increase of etching rate.  
Our work demonstrates the microscopic link between the surface modification and 

bombardment step in Ge-Cl reaction system. Future work should focus on the improvement of the 

Ge-Cl force field, a full characterization of the operation energy window, and experimental 

validation. 
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2.5 Supporting Information 

2.5.1 Tersoff force field training 

2.5.1.1 Discussion on the choice of the force field 

Tersoff force field has been selected to describe the Ge-Cl interaction, because this bond order 

potential was originally calibrated for covalent elements including C, Si and Ge,1-3 which have 

similar structural and chemical properties. Improved versions of Tersoff have been developed and 

used widely in C and Si reaction studies,4-7 however we stick to the original version here for several 

reasons. First, some improvements are to achieve a better description for double and conjugation 

bond, such as the Brenner’s correction terms in REBO potential.5 This is important for carbon 

system. However, for either Si or Ge, due to their increased metallicity, double and conjugation 

bonds rarely form, and such corrections can be unnecessary. Second, previous studies noticed the 

Si-F bond energy trend has an abnormal value in SiF3 structure4 similar to our GeCl3 case due to 

hybridization states(shown in section 1.3). A correction term in bond order bij can be added for 

better fitting the bond energies.4, 8 However, due to our limited training data, the addition of such 

correction term leads to an overfitting problem, such that the bond energy change can be fit 

accurately, while the fitting accuracy of bond length and bond force constant both decrease. Since 

each property weighs differently based on the purpose of a simulation study, here we choose to 

lower the total fitting error (eq.1 in Fig. S1) instead of the bond energy term only. Further 

optimizations can be certainly made with more training data, and a different weighing on the target 

terms. 

2.5.1.2 The format 

We used the following format as implemented in LAMMPS: 
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𝐸 =
1
2 𝑉-1

1i--

 

𝑉-1 = 𝑓L 𝑟-1 [𝑓m 𝑟-1 + 𝑏-1𝑓O(𝑟-1)] 

𝑓L 𝑟 =

1: 𝑟 < 𝑅 − 𝐷
1
2 −

1
2 sin

𝜋
2
𝑟 − 𝑅
𝐷 : 𝑅 − 𝐷 < 𝑟 < 𝑅 + 𝐷

0: 𝑟 > 𝑅 + 𝐷

 

𝑓m 𝑟 = 𝐴𝑒𝑥𝑝(−𝜆5𝑟) 
𝑓O 𝑟 = −𝐵𝑒𝑥𝑝(−𝜆*𝑟) 

𝑏-1 = (1 + 𝛽x𝜁-1x)
z 5
*x 

𝜁-1 = 𝑓L 𝑟-{ 𝑔 𝜃-1{ exp[𝜆:� 𝑟-1 − 𝑟-{
�]

{i-,1

 

𝑔 𝜃 = 𝛾-1{(1 +
𝑐*

𝑑* −
𝑐*

[𝑑* + (𝑐𝑜𝑠𝜃 − 𝑐𝑜𝑠𝜃A)*]
 

 
where fR is a two-body repulsion term and fA the attraction term. The bond order term bij is a three-

body term added to the attraction part, which includes all neighbors j and k of atom i. fC is the 

interaction cutoff function to smoothly transit full interaction to zero. R-D and R+D is the inner 

and outer cutoff distance.  

2.5.1.2 Training the parameters 

Interaction parameters for Ge-Ge and Cl-Cl atom pairs are available from previous literature.2, 

4 So only Ge-Cl interaction terms need to be trained. To do this, two-body parameters A, 𝜆5, B and 

𝜆* are first optimized against bond energy, force and force constant of several GeCln species (Table 

S1 and S2) from DFT calculation using the annealing algorithm similar to previous studies, as 

shown in Fig. S1 and S2. 

Table S1 Training data for Cl-Ge-Cl configurations. 

Species Cl-Ge-Cl angle 
( °) 

Ge-Cl bond 
distance (Å) 

Ge-Cl bond 
energy (eV) 

Force 
constant (N/m) 

Ge2Cl6 109.47 2.23 4.21 117.72 
GeCl4 109.47 2.22 4.23 163.41 
GeCl3 108.69 2.27 1.47 109.00 
GeCl2 101.09 2.30 4.16 141.26 
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GeCl N/A 2.31 3.28 122.60 
Ge4H9Cl N/A 2.32 4.08 131.67 

 
Table S2 Training data for Ge-Ge-Cl configurations. 

Species Ge-Ge-Cl angle 
( °) 

Ge-Ge bond 
distance (Å) 

Ge-Ge bond 
energy (eV) 

Ge2Cl6 109.78 2.50 2.91 
Ge4H9Cl 

 

104.21 2.49 / 

 

  
 

Figure S1 Annealing algorithm training scheme for two-body parameters. 
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algorithm
To find global 
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./ = /123 − /56* with 
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?	BC. EF
;GE

F
;GE

H = HIJKexp(log(
HIR1
HIJK

)×
TU(V
TU(VT)

Output !,	#$ , %, #&
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Figure S2 Local minimization scheme as mentioned in the annealing algorithm. 

Eq.1 in Fig. S1 is our error function, which tries to minimize the difference in bond energy (E), 

force (which=0 as we require it to be during local minimization) and force constant (K) in multiple 

structures at their bond length (DFT value). The fitted results for the two-body parameters are 

shown in Table S3.  

Table S3 Fitted two-body parameters using annealing algorithm. Rmin=R-D and Rmax=R+D are set to be the 
average value from Ge-Ge and Cl-Cl cutoff distances. 

Fitted 
Parameters 

Ge-Cl 

A (eV) 521.8338 
B (eV) 62.9673 
𝜆5(Åz5) 2.3248 
𝜆*(Åz5) 0.9857 
𝑟�-x(Å) 2.53 
𝑟��a(Å) 2.83 

 

Bond energy and force constant calculated using the above fitted value are shown in Fig. S3 and 

Fig. S4. Notice in Fig. S3, GeCl3 (bond length 2.27 Å) has an abnormal shallow bond strength 

comparing to other GeCln case, which is hard to capture with the basic Tersoff formalism.  Its low 

bond energy indicates its instability, as this product also seems hard to detect in reality. So one 

Initial guess/previous value 
of !, #$

Least square minimization of !, #$using force 
constant of the bonds 

Obtain bond order %&' of by 
setting F=0

Least square minimization of	), #*with 
+$/+*

-. is the bond equilibration distance

/ -. = /1 -. => %&'Bexp	(−#*-&') =+$
: -. = 0 => </

<-=>?>@
= 0

=> 	%&'× Bexp −#*-&' ×#* = +*

<*/
<-*B

>?>@
= C.
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consequence of our current fitting is we overestimated the bond energy of GeCl3 and will make it 

one of the possible etching products.  

	
Figure	S3	Bond	energy	fitting	curve.	

	

Figure S4 Force constant fitting curve. 

Once these two-body term parameters are fixed, the bond order value bij can be calculated (by 

setting force F=0) and used to train its parameters. Following previous literatures,6 i-j-k atom type 

combinations can be categorized in the way shown in Table S4.   

Table S4 Data set for different i-j-k atom type combinations. 

j i k n, 𝜷 g(𝜃), m, 𝜆: 
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Ge Ge Ge GeTersoffa GeTersoffa 
Ge Ge Cl GeTersoffa GeTersoffa 
Cl Cl Cl or Ge Cl with others & 

Cl-ClDavidb 
Cl with others & Cl-

ClDavidb 
Cl Ge Cl Fitting data GeTersoffa 
Cl Ge Ge Fitting data GeTersoffa 
Ge Cl Ge Fitting data Cl with others & Cl-

ClDavidb 
Ge Cl Cl Fitting data Cl with others & Cl-

ClDavidb 
a Tersoff, PRB, 39.8 (1989):5566-5568 

       b David Humbird and David B. Graves, JCP, 120, 2405 (2004) 
* The three-body term parameters in g(𝜃), along with m and 𝜆:, are approximated to the values in 

either Ge-Ge-Ge or Cl-Cl-Cl case, depending on the central atom type, since their angles are within 10 ° 
difference and bij values within 0.2 difference. Also, the number of training data is far less than the number 
of parameters, so some of the parameters need be fixed and this is a reasonable approximation. 
	

	

	

Least square optimization is used to fit the different parameter sets. Training results are shown in 

the following. 

Cl Ge 
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Figure S5 Training results for Cl-Ge-Cl case. 

• Training results for Ge-Ge-Cl case 

Target bij: 0.9507, trained bij:0.9879 
• Training results for Cl-Ge-Ge case 

Target bij: 0.8188, trained bij: 0.7978 
Table S5 Fitted parameters in bond order bij term. 

j-i-k 
Parameters 

Cl-Ge-Cl 
 

Cl-Ge-Ge 
 

Ge-Cl-Ge Ge-Cl-Cl Ge-Ge-Cl 
 

m 3.0 3.0 1.0 1.0 3.0 
𝛾-1{ 1.0 1.0 4.0 4.0 1.0 
𝜆: 0.0 0.0 6.0 6.0 0.0 
𝑐 1.0643e5 1.0643e5 0.0 0.0 1.0643e5 
𝑑 15.652 15.652 1 1 15.652 

𝑐𝑜𝑠𝜃A -0.43884 -0.43884 1 1 -0.43884 
n 2.23669 0.67543 1 1 0.75627 
𝛽 1.234e-4 1.0273e-5 1 1 9.02e-7 

	
 

2.5.2 Ge surface relaxation at room temperature 

The Ge surface was equilibrated under NPT condition (T=300 K, anisotropic zero pressure in 

x and y direction (the surface plane)). As shown in Fig. S6 a) and b), the original minimization 
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leads to a Ge lattice constant of 5.657 Å (exp: 5.652 Å,9 DFT: 5.668 Å). At 300 K, some surface 

dimers appear to form (2x1) reconstruction (Fig. S6 c) and d)), consistent to experimental 

observations.10 The simulated average dimer bond length is 2.53 Å (averaged over 15 dimers, 

with standard deviation=0.077 Å), fits well to the DFT value of 2.53 Å and experimental value 

between  2. 42 Å10 and 2.55 Å11 

 

 
Figure S6 Ge surface minimization a) top view b) side view. Ge surface equilibration at 300 K c) top view 
d) side view. Green atoms represent top Ge surface layer, red is for other layer Ge. x: [110], y:[-110], 
z:[001]. 
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2.5.3 Other characterizations in chlorination and bombardment process 

 
 

 
Figure S7 Etched products percentage (GeCl, GeCl2 and GeCl3) and element etched number change with 

Ar bombardment cycle for 10 eV and 25 eV chlorinated surface. The insets number on etched number 
graph shows the total etched Ge and Cl number. Sample 1 is used as an example here. 

25	eV	chlorinated 10	eV	chlorinated 

Ge:	702 
Cl:	437 Ge:	631 

Cl:	332 
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Figure S8 Product fraction (only consider GeCln products) of a) GeCl, b) GeCl2 and c) GeCl3, averaged 

from 3 samples with error bars added. 

 
Table S6 Total etched product numbers after 200 Ar bombardment cycles under each condition (averaged 
from 3 samples with standard deviation). 

 
 
 
 

5 eV 
chlorination 

Ar 25 eV Ar 50 eV Ar 75 eV Ar 100 eV 

GeCl 13±7 15±9 49±6 47±11 
GeCl2 2±1 5±2 8±3 9±3 
GeCl3 0.3±0.5 1±0.5 2±0.5 2±0.5 
10 eV 
chlorination 

    

GeCl 11±2 26±5 41±6 44±2 
GeCl2 4±0.5 9±0 11±2 9±3 
GeCl3 1±1 1.3±1 1±0 1±0 
25 eV 
chlorination 

    

GeCl 21±8 33±7 48±7 60±3 
GeCl2 13±2 15±3 18±4 21±4 
GeCl3 2±0.5 1±0 3±0 3±2.5 
50 eV 
chlorination 

    

GeCl 34±3 49±4 55±8 69±9 
GeCl2 12±1 21±3 22±2 24±2 
GeCl3 2±1.6 3±0.5 4±0.5 3±1.2 
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Figure S9 Density profile of Ge and Cl element evolution under different Ar bombardment energy on 5 

eV chlorinated surface.  

 
Figure S10 Density profile of Ge and Cl element evolution under different Ar bombardment energy on 10 

eV chlorinated surface.  

50	eV 

75	eV 

55	eV 

60	eV 

25	eV 

100	eV 75	eV 

50	eV 
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Figure S11 Density profile of Ge and Cl element evolution under different Ar bombardment energy on 50 

eV chlorinated surface. Sample 1 is used. 
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Chapter 3 

 

Development of a ReaxFF Force Field for Aqueous 
Phosphoenolpyruvate as a Novel Biomimetic Carbon Capture 
Absorbent 
 
 

My contribution to this work included all the computational work, analysis, and writing. 

This chapter originally appeared in the literature as: 

Huang Y, Wexler AS, Bein KJ, Faller R. Development of a ReaxFF Force Field for Aqueous 

Phosphoenolpyruvate as a Novel Biomimetic Carbon Capture Absorbent. The Journal of Physical 

Chemistry C. 2022 May 26;126 (22), 9284-9292  

 

Abstract 

 Phosphoenolpyruvate (PEP) found in C4 plants could be a novel green absorbent in 

biomimetic carbon capture through its Crassulacean Acid Metabolism (CAM) mechanism, and 

could potentially substitute the most commonly used absorbent Monoethanolamine in future post-

combustion capture systems. In this study, a new ReaxFF model has been developed to describe 

the CAM reactions involving PEP and the atomic interactions in the P/C/O/H system. The ReaxFF 

force field parameters were fitted against quantum mechanical (QM) training data for partial 

charges, molecular structures, bond dissociation energies, reaction energies and activation energies. 

2nd generation water parameters were combined with P/C parameters for more accurate water 

description and P’s electrostatic parameters were specially treated to correct P/O interactions. The 

developed P/C/O/H ReaxFF model was able to reproduce the training set for structures and 
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energetics of the molecules and reactions involved in the CAM process, and accurately describe 

the aqueous bicarbonate and PEP systems. Molecular dynamics simulation using this ReaxFF 

model depicts how bicarbonate reacts with PEP and in solution and determines the impact of local 

structure on reactions necessary to perform carbon capture using PEP, which enables the potential 

design of PEP variant as the optimal carbon capture absorbent. 

 

3.1 Introduction 

Greenhouse gas emissions are the primary cause of climate change, which is the existential 

challenge of this century. Most human activities consume energy and in the current energy 

economy most of that energy is generated by combustion of fossil fuels, which releases significant 

amounts of CO2, the major greenhouse gas, into the air. Carbon capture and storage (CCS) 

technologies encompass a suite of approaches that either remove CO2 from the flue gas or from 

the atmosphere itself to reduce emissions or reduce atmospheric concentrations, respectively. 1-3 

This process encompasses capturing CO2 from gas mixtures and then liquefying it so that it can be 

transferred and stored underground. 4-5 For large-scale applications, the most prevalent form of 

CSS is post-combustion capture (PCC) wherein CO2 is removed from the flue gas in an absorber. 

Currently, this is the preferred form of CCS as it does not require additional steps prior to 

combustion; therefore, is straightforward to integrate into existing infrastructure.6-7 

Monoethanolamine (MEA) is an amine compound which is a commercially available and most 

frequently used CO2 solvent in PCC. It typically captures 85% to 90% of the CO2 produced. 4 The 

benchmark solvent for regenerative chemical absorption-based PCC in terms of cost, energy 

penalty, CO2 capture efficiency, and physicochemical properties is a 30wt% aqueous solution of 

MEA. 8-9 While typically benign, MEA as a PCC absorbent suffers from thermal and chemical 
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degradation and high energy production cost. 10-11 MEA can break down at high temperatures or 

when released into the atmosphere forming toxic vapors. 12 In addition, MEA contains nitrogen 

that is derived by nitrogen fixation from the atmosphere such that producing MEA is energy 

intensive. These shortcomings have prompted a search for alternative CO2 solvents that are non-

toxic and less energy intensive to produce and use for PCC. 

Phosphoenolpyruvate (PEP) is found in C4 plants that use Crassulacean Acid Metabolism 

for their photosynthesis and are adapted to arid climates. 13 At night when its cooler and more 

humid, the plants open their stoma to uptake CO2 that immediately reacts with PEP, to store CO2 

overnight.14 In the morning when the sun rises and temperatures increase, the stoma close, and the 

reaction is reversed releasing CO2 to participate in photosynthesis. 15 To utilize this chemistry in 

PCC, CO2 would dissolve in an aqueous solution of PEP, the carbon dioxide would dissolve in 

this solution forming bicarbonate, which in turn would attack the phosphate group in PEP and split 

PEP into a carboxyphosphate and the enolate form of pyruvate (Figure 3.1). 16 Based on this 

concept, PEP could serve as a novel green absorbent in biomimetic CCS and could potentially 

serve as template for designing similar molecules to substitute MEA in future PCC systems. In 

order to further examine the viability of PEP as a CCS solvent requires detailed knowledge of its 

thermodynamics and kinetics when reacting with bicarbonate. 
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Figure 3.1: Chemistry of bicarbonate reacting with PEP in water. 

 

Computation can be an effective and efficient tool to study the chemistry of this system, 

and to screen possible PEP variants. In addition, understanding the thermodynamics and kinetics 

of PEP may assist investigations into the biochemistry and metabolism of C4 plants. Quantum 

mechanics (QM) -based methods like density functional theory (DFT) 17-18 are powerful tools to 

describe chemical reactions on the atomistic scale. However, these calculations are very 

computationally expensive and thus limit the available time scale and length scales. On the other 

hand, empirical force field methods like classical molecular dynamics (MD) simulations can study 

the system’s dynamic evolution over nano- to microseconds with tens to hundreds of thousands of 

atoms but loses the reaction information since the atom connectivity has to be normally predefined. 

In order to describe the reaction in Figure 1 and evaluate potential PEP variants, we use ReaxFF-

based reactive MD that fills in the gap between quantum chemistry and classical empirical force 

fields. 19-21 

Little prior work has examined reaction of phosphate-containing molecules. The closest 

example is that by Zhang and coworkers 22 who developed a ReaxFF model for carbon capture 

that uses ionic liquids (ILs) to capture CO2 mixtures. The chosen IL was tetrabutylphosphonium 

glycinate, [P(C4)4]. Although it contains the atoms P, C, O, and H, it was not parametrized for the 

system and chemistries of our interest, and the phosphorus was bonded to four carbons instead of 

oxygens like in the PEP system here. Furthermore, phosphorus in [P(C4)4] does not participate in 

the reaction, so this force field does not necessarily describe P-O bond formation and breakage 

accurately. In addition, the H/O interaction parameters were from the 1st generation water force 

field from which NPT water density is known to be significantly smaller than the experimental 
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value, and the H2O, H3O+, and OH- diffusion constants are in incorrect order. 23 We deal with an 

aqueous system so the water behavior needs to be more accurate than the 1st generation water force 

field. A force field that could accurately describe both the physical and chemical interactions 

between bicarbonate and PEP in water is needed. In this work, we develop a ReaxFF force field 

for PEP-based carbon capture, compare against partial charges, molecule structures, and energetics 

of molecules in vacuum, and then validate and predict molecular behavior in solutions. 

 

3.2 Computational Methods 

3.2.1 ReaxFF Formalism 

ReaxFF is a reactive force field that allows bond formation and dissociation. The total 

system energy is comprised of bond order dependent energies as well as non-bonded energies. 19-

20 Unlike in classical empirical force fields, each chemical element is represented by only one atom 

type, and its connectivity is not predefined but derived from bond orders (BO) that are functions 

of interatomic distances at every MD step. As formulated in the bond order equation in Figure 3.2, 

the bond order between a pair of atoms consists of three exponential terms, each corresponding to 

the sigma bond (pbo,1 and pbo,2) which is unity below ~ 1.5 Å but negligible above ~ 2.5 Å, a 

first pi bond (pbo,3 and pbo,4) which is unity below ~ 1.2 Å but negligible above ~ 1.75 Å, and 

a second pi bond (pbo,5 and pbo,6) which is unity below ~ 1.0 Å but negligible above ~ 1.4 Å. 

19 So, for example, as two carbon atoms starting from very close contact separate, the bond order 

gradually drops from three (triple bond) to zero (fully dissociated). Like in a classical force field, 

the van der Waals and Coulomb interactions are also included for all atom pairs, where a shielding 
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term is used to avoid excessively close range non-bonded interactions, and polarization effects are 

calculated through a geometry dependent charge equilibrium scheme. 24-25 

 

Figure 3.2: The fundamental equations of ReaxFF formulism. 
 

The ReaxFF force field ff.P/N/C/O/H/Na originally developed by Zhang and coworkers 22 

was used as the starting parameter set in our optimization. All water related parameters were 

replaced with those from the 2nd generation water force field 23 and kept fixed during 

parametrization. C and P atomic parameters and C-C, C-O and O-P interaction parameters were 

re-parametrized to better describe the reaction in Figure1. Table 3.1 shows which parameters are 

chosen based on their physicochemical importance to our system.  

 

Table 3.1: Choice of optimized force field parameters. 
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The optimization process works in two stages: training set generation and a parallel search 

algorithm. 26 New parameter values are accepted such that they reduce the error between training 

set features and ReaxFF fitted features. Figure 3.3 shows the workflow. A detailed description of 

the algorithm can be found in Deetz’ work. 26 The scripts we are using are written in MATLAB 

and Bash, and the parallel search optimization part is run in parallel on a high performance cluster 

(HPC1/2 at UC Davis). The goal is to minimize the error function P (Figure 3.3), in which the 

inverse weights i for each feature in the training set are selected so that each section of the training 

set (e.g., charges, reactions) weighs similarly into the overall error function. Then after the error 

function converges, weights were readjusted according to the sectional errors or even the 

individual feature errors to fine-tune the parameters and focus on the ones which most deviate 

from the target while making sure to not negatively impact the others. This process was repeated 

until the overall performance of the new force field matches the training set with acceptable errors, 

and the most important features like the kinetics matches the training data very well. 
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Figure 3.3: Workflow of the whole optimization process. 

 

3.2.2 Training Set Generation 

The training set has four sections – charge, geometry, energy, and reaction. DFT 

calculations were performed to acquire the necessary information using Gaussian 16 27, and the 

relaxed structures were fed to LAMMPS (release version 12 Dec 2018) 28-29 that runs the MD 

simulations to calculate the error function. The charge and geometry sections collect the partial 

charges, bond lengths, and angles of the neutral forms of bicarbonate, PEP, carboxyphosphate, 

enolate, oxaloacetate, the transition state, as well as their charged states. The transition state refers 

to the reaction where the PO3
2- group dissociates from the charged PEP3- (Figure 3.4a). Since the 

molecules were all in vacuum for DFT calculations, and the intermediate species in Figure 1 is not 

stable in vacuum, it was excluded from the training set. Because LAMMPS requires a neutral 
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system, counter ions were introduced into the system to balance the anions. The reactions happen 

in aqueous water, which will self-ionize into H3O+ and OH-, so to keep the nature of environment 

and prevent any unrelated reactions, H3O+ were inserted as counter ions. H3O+ were placed at least 

4 Å away from the anions to avoid unwanted interactions. Figure 3.4b shows an example of such 

a neutralized system with PEP3-, other systems are shown in Figure S1. The Becke, 3-parameter, 

Lee–Yang–Parr functional (B3LYP) 30-31 and the basis set 6311++g(d,p) 32-33 were used in DFT 

calculations to simulate the geometrically optimized structures,. In order to be consistent with 

charge equilibrium for ReaxFF, 19 a Mulliken charge calculation population analysis 34 with 

B3LYP/631g(d,p) 35 was used to calculate partial charges. The bond section collects the bond 

dissociation energy scans for P-O and O-H bonds in neutral PEP and carboxyphosphate. The 

reaction section has the reaction energy of the bicarbonate (HCO3
-) + PEP (H2C3O6P3-)  

carboxyphosphate (HCO6P2-) + enolate form of pyruvate (H2C3O3
2-) reaction and the activation 

energy of the splitting of PEP3- into PO3
2- and the enolate form of pyruvate. The DFT activation 

energy and the energies along the reaction pathway of the splitting of PEP3- were obtained from 

intrinsic reaction coordinate (IRC) 36-37 scans.  H3O+ were again added to neutralize, and 

B3LYP/6311++g(d,p) was used to calculate energies. 
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Figure 3.4: (a) transition state of the dissociation of PEP3-, and (b) the neutralized system of charged 

PEP3-. 

 

3.2.3 Charge Parameter Correction 

An intrinsic problem with the force field before re-parametrization was that the atomic 

hardness parameter (etaEEM in the force field notation) of phosphorous made it too “soft”, so that 

when the intermediate species formed, P donated too many electrons to the double bonded O, 

leading to extreme partial charges +8.6e and -7.2e, respectively, after a few steps in the MD runs. 

The theoretical partial charges of the P=O pair were +1.2e and -0.7e respectively. This created a 

huge unphysical local dipole that eventually led to simulation instability and stopped the reaction. 

This only occurred during the dynamic runs when the reacting PEPs are in solution, so the 

parametrization process that trained the parameters against static DFT values in vacuum could not 

address this problem, and a special treatment on the etaEEM parameter of P was needed. The 

etaEEM parameter of P after standard parametrization was 7.2562, and so a snapshot was taken 

just before the huge dipole formed and etaEEM of P was set to be 5, 6, 7, 8, and 9 and partial 
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charges were calculated. It was found that when etaEEM of P was 8, the partial charges of the P=O 

pair were +0.85e and -0.65e respectively, which were closest to the theoretical values, and the 

intermediate species did not break. Finally, the force field was fine-tuned with etaEEM of P 

starting at 8 and was only allowed to take very small scaling steps during the fine-tuning. The final 

etaEEM of P was 7.9960 and the partial charges of the P=O pair were +1.05e and -0.70e, 

respectively, and these values kept the simulation stable.  

 

3.2.4 MD Simulation 

All MD simulations were performed in LAMMPS. Because the benchmark solvent for 

chemical absorption-based PCC is 30wt% MEA, 24 PEPs were randomly distributed in 520 waters 

to create a 30wt% PEP solution. PEPs were kept in their neutral form during equilibration. Counter 

ions were used to ensure charge neutrality. Similarly, bicarbonates initially were in their neutral 

form (carbonic acid). Pressure fluctuations converted some carbonic acids to CO2, so in order to 

have enough bicarbonates to react with PEP, 36 bicarbonates were randomly distributed. Therefore, 

the initial box contained 520 H2O, 24 neutral PEP, 36 carbonic acid, 108 H3O+ and 108 OH-, and 

was first equilibrated in the canonical (NVT) ensemble for 20 ps at 300 K, and then equilibrated 

in the isothermal-isobaric (NPT) ensemble for another 25 ps at 300 K and 1 atm. A short 

equilibration time ensured less reactions during equilibration. Temperature was maintained using 

a Nosé-Hoover thermostat 38 with a damping parameter of 25 fs, and pressure was maintained 

using a Nosé-Hoover barostat with a damping parameter of 250 fs. Then 18 H+ were deleted from 

6 PEP to create 6 PEP3-, 9 H+ were deleted from 9 carbonic acid to create 9 bicarbonate, together 

with 27 OH-, and the system was equilibrated in NPT for 10 ps to eliminate potential unphysical 

dipoles created by the deletions. This deletion and equilibration process was repeated 4 times. 
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Then the resulting system was simulated as reaction stage for 2 ns in NPT at 300 K and 1 atm. 

Time steps of 0.25 fs were used for all the NVT and NPT runs. 

 

3.3 Results and Discussions 

3.3.1 Force Field Parametrization 

The atomic partial charge errors between ReaxFF simulations and QM calculations are 

negligible, and the bond and angle errors are all less than 6% and 8%, respectively (Figure 3.5). 

Bond dissociation energy scans in Figure 3.6 (a-c) show good agreement. O-P, C-O, and O-H 

bonds at the active sites for both neutral PEP and neutral carboxyphosphate were scanned from 

very short to equilibrium distances and then to very large distances without relaxing the whole 

structure, and the energies along the scans were acquired. To account for the multiple spin states 

as the molecules break, both singlet and triplet scans were calculated, and the lower energies were 

taken. Some energy data points at far distances were removed to reduce computational cost. The 

structures corresponding to each DFT data point along the scans were then fed to ReaxFF MD 

simulations to calculate ReaxFF energies. Figure S2 shows additional bond dissociation energy 

scans. The fitted ReaxFF energies generally match the DFT energies, especially at the regions near 

the equilibrium distances, and the performance of the force field improved substantially comparing 

to the original one. 
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Figure 3.5: Charge and structure validation of the neutral forms of carbonic acid (H2CO3), PEP 

(H5C3O6P), carboxyphosphate (H3CO6P), enolate form of pyruvate (H4C3O3), and oxaloacetate (H4C4O5). 

(a): average partial charge comparison between ReaxFF and QM for all atoms; (b): average bond length 

comparison between ReaxFF and QM for all type of bonds; (d): average angle comparison between 

ReaxFF and QM for bonds around active sites in each molecule; (c): representations of the neutral forms 

of the molecules. Tables with direct number comparisons are in Supplementary Information. 

 

Figure 3.6 (d) shows the comparison of the energies along the reaction pathway and the 

reaction energy between DFT (B3LYP/6311++g(d,p)) and ReaxFF. The energies along the 

reaction pathway were obtained from intrinsic reaction coordinate (IRC) calculation using DFT, 

and the ReaxFF energies were fitted using for the structures along the DFT IRC curve. The barrier 
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energy from DFT and ReaxFF are 8.87 kcal/mol and 7.08 kcal/mol, respectively, and the reaction 

energy from DFT and ReaxFF are -16.90 kcal/mol and -12.84 kcal/mol, respectively. Both the 

barrier energy and the reaction energy prove that the optimized force field can well describe the 

kinetics and thermodynamics of the reaction.  

 

Figure 3.6: (a-c): bond dissociation energy scans comparison between DFT and ReaxFF. Blue represents 

bond dissociation energy scans from DFT calculations, orange represents the ReaxFF force field before re-

parametrization, and red represents ReaxFF after the re-parametrization; (d): intrinsic reaction coordinate 

(IRC) from DFTvs ReaxFF with barrier and reaction energies. Green represents the IRC from DFT, and 

black represents ReaxFF fitted values, among which the dash line represents the force field before re-

parametrization, and the solid line represents the new ReaxFF after re-parametrization.  
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3.3.2 Solution Validation 

Diffusion coefficients and radial distribution functions (RDFs) were also calculated (Figure 

3.7) and compared with literature values39 using non-reactive MD simulations to characterize 

HCO3
-, and PEP3- in water. Diffusion coefficients were obtained by fitting to the mean square 

displacement (MSD) over the time interval where MSD increased linearly. The diffusion 

coefficient of HCO3
- at 298 K in Zeebe’s work was 1.17 × 10-9m2s-1, and the diffusion coefficient 

of HCO3
- at 298 K in our ReaxFF fitted system was 0.67 × 10-9m2s-1. Because both calculations 

were performed on one HCO3
- in water, a statistical error was expected, and the discrepancy 

between the two diffusion coefficients were acceptable particularly as our model was not 

optimized for dynamics.  
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Figure 3.7: RDFs of 1 target molecule in water at 298 K. (a): RDF of  HCO3- and H2CO3; (b): RDF of 

PEP3- and PEP. The inset was reprinted from Geochimica et Cosmochimica Acta, volume 75, issue 9, 

Richard E. Zeebe et al., On the molecular diffusion coefficients of dissolved CO2, HCO3
-, and CO3

2- and 

their dependence on isotopic mass, Pages No. 16, Copyright (2011), with permission from Elsevier. 

 

The RDF of HCO3
- was calculated both in Zeebe’s work and in our system. The first peak of 

the RDF between the carbon in HCO3
- and the oxygen in H2O was around 3.65 Å in the ReaxFF 

system whereas between carbon in HCO3
- and hydrogen in H2O around 2.57 Å in the ReaxFF 

fitted system. Both matched with Zeebe quantitatively. In addition, the RDFs of H2CO3, PEP3- and 
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PEP were also calculated. Diffusion coefficients and RDFs compared between the non-reactive 

MD simulations in Zeebe’s work and our ReaxFF model show that the model not only correctly 

describes vacuum properties but also solution structure and dynamics.   

3.3.3 Analysis and Prediction 

After optimization and initial validation (see above) long simulations were performed for 

30wt% PEP in water with bicarbonate using the newly parametrized ReaxFF model ff.P/C/O/H 

(see Supplementary Information). Depending on the initial configuration, the reaction sometimes 

proceeds very easily and sometimes was not observed after the 2 ns runs showing that local 

structure is important for reaction progress. In the runs where the reactions happened, the species 

in Figure 3.1 were observed. For example, in one case (Figure 3.8), two intermediate species were 

formed, weakening the two P-O bonds where the oxygens connect to the carbons. Then one of the 

intermediate species dissociates into an enolate form of pyruvate and a carboxyphosphate, which 

then diffuse away from each other, making both the enolate form of pyruvate and the 

carboxyphosphate stable. These reactions match with the expected reactions (Figure 3.1), showing 

that the developed ReaxFF model predict the correct reactions without need for biasing.  
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Figure 3.8: snapshots of three different stages of the reactions in one of the runs. The thinner P-O bond 

indicates the newly formed P-O bond.  

 

The correlation between the partial charges and the reaction was also analyzed. For the system 

where two PEP-bicarbonate pairs reacted, the partial charge and the coordination number of P in 

the reacting PEPs were recorded over 25 ps (Figure 3.9 a-b). The coordination number of P in 

stable PEP was 4, but when the PEP reacted with a bicarbonate to form the intermediate, the P 

connected with an oxygen from the bicarbonate raising its coordination number to 5. It was 

observed that the partial charge of the P in the reacting PEP was negatively correlated with the 

coordination number. The P in the reacting PEP has lower partial charge when it bonded to the O 

in the bicarbonate.  

In another run where only one PEP-bicarbonate pairs reacted, the partial charge and 

coordinate number of that P were recorded, and those of the P in 10 randomly chosen non-reacting 

PEPs were also recorded for comparison (Figure 3.9 c-d).  We observe that the P in non-reacting 

PEPs generally had higher partial charges than in the reacting PEP, and in the non-reacting PEPs, 

the partial charge of the P did not have any correlation with the coordination number of the Ps. 

Therefore, if the PEP reacts with its neighboring bicarbonate, the partial charge of its P tends to be 

lowered and is negatively correlated with its coordination number. 
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Figure 3.9: partial charges (red) and coordination number of P (blue) in reacting PEPs where there were 

two reacting PEP-bicarbonate pairs (a-b) and in both reacting and non-reacting PEPs where there were only 

one reacting PEP-bicarbonate pairs (c-d). The dash line corresponds to coordination number equals 5.  

 

3.4 Conclusions 

We developed a ReaxFF model ff.P/C/O/H for biomimetic carbon capture potentially using 

PEP as a substitute for MEA. During the force field parametrization, we found out that the 

phosphorous’ EEM parameters have some intrinsic problems that needed to be treated. The final 

ReaxFF model was able to correctly predict vacuum properties of the molecules and reaction 

related to our target carbon capture chemistries, as well as solution properties. The developed 



69 

 
model also correctly predicted the target reactions during MD simulations, where bicarbonates 

react with PEPs in solution to form the intermediate species and then dissociate into the 

carboxyphosphate and enolate form of pyruvate. We also observed that if the PEP reacts with its 

neighboring bicarbonate, the partial charge of its P tends to be lowered and is negatively correlated 

with its coordination number. Thus, we have developed a model which can determine the impact 

of local structure on reactions necessary to perform carbon capture using PEP. This will enable 

selection of optimal reaction conditions and design of new PEP variants that are more reactive 

with bicarbonate, more stable after reaction, and possibly more energy-efficient. 
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3.5 Supporting Information 1: Training Set and Additional Training Results 

 
 

 

Figure S1. The neutralized systems of all the charged molecules used in the training set. 
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Table S1. Averaged partial charges calculated from the parametrized ReaxFF model against quantum 

mechanical (QM) method (ie. DFT). 
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Table S2. Averaged bond lengths calculated from the parametrized ReaxFF model against quantum 

mechanical (QM) method (ie. DFT). 
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Table S3. Averaged angle degrees calculated from the parametrized ReaxFF model against quantum 

mechanical (QM) method (ie. DFT). 
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3.6 Supporting Information 2: Final Force Field 

Reactive MD-force field: PEP carboxylase enzymatic mechanism with 2nd generation of water 
parameters                           
 39       ! Number of general parameters                                         
   50.0000 !Overcoordination parameter                                           
    9.5469 !Overcoordination parameter                                           
   26.5405 !Valency angle conjugation parameter                                  
    1.7224 !Triple bond stabilisation parameter                                  
    6.8702 !Triple bond stabilisation parameter                                  
   60.4850 !C2-correction                                                        
    1.0588 !Undercoordination parameter                                          
    4.6000 !Triple bond stabilisation parameter                                  
   12.1176 !Undercoordination parameter                                          
   13.3056 !Undercoordination parameter                                          
  -70.5044 !Triple bond stabilization energy                                     
    0.0000 !Lower Taper-radius                                                   
   10.0000 !Upper Taper-radius                                                   
    2.8793 !Not used                                                             
   33.8667 !Valency undercoordination                                            
    6.0891 !Valency angle/lone pair parameter                                    
    1.0563 !Valency angle                                                        
    2.0384 !Valency angle parameter                                              
    6.1431 !Not used                                                             
    6.9290 !Double bond/angle parameter                                          
    0.3989 !Double bond/angle parameter: overcoord                               
    3.9954 !Double bond/angle parameter: overcoord                               
   -2.4837 !Not used                                                             
    5.7796 !Torsion/BO parameter                                                 
   10.0000 !Torsion overcoordination                                             
    1.9487 !Torsion overcoordination                                             
   -1.2327 !Conjugation 0 (not used)                                             
    2.1645 !Conjugation                                                          
    1.5591 !vdWaals shielding                                                    
    0.1000 !Cutoff for bond order (*100)                                         
    2.1365 !Valency angle conjugation parameter                                  
    0.6991 !Overcoordination parameter                                           
   50.0000 !Overcoordination parameter                                           
    1.8512 !Valency/lone pair parameter                                          
    0.5000 !Not used                                                             
   20.0000 !Not used                                                             
    5.0000 !Molecular energy (not used)                                          
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    0.0000 !Molecular energy (not used)                                          
    2.6962 !Valency angle conjugation parameter                                  
  9    ! Nr of atoms; cov.r; valency;a.m;Rvdw;Evdw;gammaEEM;cov.r2;#             
            alfa;gammavdW;valency;Eunder;Eover;chiEEM;etaEEM;n.u.                
            cov r3;Elp;Heat inc.;n.u.;n.u.;n.u.;n.u.                             
            ov/un;val1;n.u.;val3,vval4                                           
 C    1.3350   4.0000  12.0000   1.8999   0.1175   0.6910   1.0742   4.0000 
     10.4766   2.1649   4.0000  35.5960  79.5548   4.6160   6.3095   0.0000 
      1.2114   0.0000 202.5551   8.7782  35.1696  13.9536   0.8563   0.0000 
     -2.9043   2.3031   1.0564   4.0000   3.0494   0.0000   0.0000   0.0000 
 H    0.8930   1.0000   1.0080   1.3550   0.0930   0.8203  -0.1000   1.0000      
      8.2180  33.2894   1.0000   0.0000 121.1250   3.7248   9.6093   1.0000      
     -0.1000   0.0000  61.6606   3.0408   2.4197   0.0003   1.0698   0.0000      
    -19.4571   4.2733   1.0338   1.0000   2.8793   0.0000   0.0000   0.0000       
 O    1.2450   2.0000  15.9990   2.3808   0.1038   1.0950   1.0548   6.0000      
      9.7942  11.7301   4.0000  37.5000 116.0768   8.5000   8.3134   2.0000      
      0.9049   0.1000  59.0626   3.5357   0.6653   0.0021   0.9745   0.0000      
     -3.6039   2.7952   1.0493   4.0000   2.9225   0.0000   0.0000   0.0000  
 N    1.2333   3.0000  14.0000   1.8000   0.0906   0.5584   1.1748   5.0000      
      9.9109  12.3604   4.0000  30.0710 100.0000   8.4290   7.0000   2.0000      
      1.0433   0.1105 119.9837   0.6571   6.7147   2.8693   0.9745   0.0000      
     -2.0000   3.3708   1.0183   4.0000   2.8793   0.0000   0.0000   0.0000      
 S    1.9405   2.0000  32.0600   2.0677   0.2099   1.0336   1.5479   6.0000      
      9.9575   4.9055   4.0000  52.9998 112.1416   6.5000   8.2545   2.0000      
      1.4601   9.7177  71.1843   5.7487  23.2859  12.7147   0.9745   0.0000      
    -11.0000   2.7466   1.0338   6.2998   2.8793   0.0000   0.0000   0.0000      
 Si   2.0175   4.0000  28.0600   2.0473   0.1835   0.8925   1.2962   4.0000      
     12.3588   1.2523   4.0000  21.7115 139.9309   4.6988   6.0000   0.0000      
     -1.0000   0.0000 128.2031   8.7895  23.9298   0.8381   0.8563   0.0000      
     -4.7525   2.1607   1.0338   4.0000   2.5791   0.0000   0.0000   0.0000      
 Na   1.8000   1.0000  22.9898   2.8270   0.1872   0.4000  -1.0000   1.0000      
     10.0000   2.5000   1.0000   0.0000   0.0000  -0.9871   6.7728   0.0000      
     -1.0000   0.0000  23.0445 100.0000   1.0000   0.0000   0.8563   0.0000      
     -2.5000   3.9900   1.0338   8.0000   2.5791   0.0000   0.0000   0.0000      
 P    1.6337   3.0000  30.9738   1.4512   0.2413   1.0000   1.3000   5.0000 
      9.0216  13.7407   5.0000   0.0000   0.0000   1.6505   7.9960   0.0000 
     -1.0000  24.8446 125.6300   0.2175  20.7131  14.9053   0.0000   0.0000 
     -3.7396   3.4698   1.0338   5.0000   2.9260   0.0000   0.0000   0.0000 
 X   -0.1000   2.0000   1.0080   2.0000   0.0000   1.0000  -0.1000   6.0000      
     10.0000   2.5000   4.0000   0.0000   0.0000   8.5000   1.5000   0.0000      
     -0.1000   0.0000 127.6226   8.7410  13.3640   0.6690   0.9745   0.0000      
    -11.0000   2.7466   1.0338   6.2998   2.8793   0.0000   0.0000   0.0000      
 31      ! Nr of bonds; Edis1;LPpen;n.u.;pbe1;pbo5;13corr;pbo6                   
                         pbe2;pbo3;pbo4;n.u.;pbo1;pbo2;ovcorr                    
  1  1 166.1111  95.8843  78.2202  -0.6988  -0.4764   1.0000  38.7131   0.4147 
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         0.4178  -0.1000  10.0070   1.0000  -0.0872   5.3910   1.0000   0.0000 
  1  2 169.4760   0.0000   0.0000  -0.6083   0.0000   1.0000   6.0000   0.7652   
         5.2290   1.0000   0.0000   1.0000  -0.0500   6.9136   0.0000   0.0000  
  2  2 153.3934   0.0000   0.0000  -0.4600   0.0000   1.0000   6.0000   0.7300   
         6.2500   1.0000   0.0000   1.0000  -0.0790   6.0552   0.0000   0.0000  
  1  3 126.6982 124.9168  53.1082   0.2896  -0.3319   1.0000  18.7989   0.6624 
         0.8382  -0.3047   9.0767   1.0000  -0.1027   5.8495   0.0000   0.0000 
  3  3 142.2858 145.0000  50.8293   0.2506  -0.1000   1.0000  29.7503   0.6051   
         0.3451  -0.1055   9.0000   1.0000  -0.1225   5.5000   1.0000   0.0000   
  1  4 202.6206 117.0591  95.9251  -0.9401  -0.4828   1.0000   7.0000   0.1409   
         0.0816  -0.3918   7.2508   1.0000  -0.1691   4.0589   1.0000   0.0000   
  3  4 130.8596 169.4551  40.0000   0.3837  -0.1639   1.0000  35.0000   0.2000   
         1.0000  -0.3579   7.0004   1.0000  -0.1193   6.8773   1.0000   0.0000   
  4  4 157.9384  82.5526 152.5336   0.4010  -0.1034   1.0000  12.4261   0.5828   
         0.1578  -0.1509  11.9186   1.0000  -0.0861   5.4271   1.0000   0.0000   
  2  3 167.2086   0.0000   0.0000  -0.5770   0.0000   1.0000   6.0000   0.6019   
         1.1413   1.0000   0.0000   0.0000  -0.0924   4.2778   0.0000   0.0000  
  2  4 235.0480   0.0000   0.0000  -0.4825   0.0000   1.0000   6.0000   0.2330   
         7.1149   1.0000   0.0000   1.0000  -0.1183   5.2018   0.0000   0.0000   
  1  5 128.9942  74.5848  55.2528   0.1035  -0.5211   1.0000  18.9617   0.6000   
         0.2949  -0.2398   8.1175   1.0000  -0.1029   5.6731   1.0000   0.0000   
  2  5 151.5159   0.0000   0.0000  -0.4721   0.0000   1.0000   6.0000   0.6000   
         9.4366   1.0000   0.0000   1.0000  -0.0290   7.0050   1.0000   0.0000   
  3  5   0.0000   0.0000   0.0000   0.5563  -0.4038   1.0000  49.5611   0.6000   
         0.4259  -0.4577  12.7569   1.0000  -0.1100   7.1145   1.0000   0.0000   
  4  5   0.0000   0.0000   0.0000   0.4438  -0.2034   1.0000  40.3399   0.6000   
         0.3296  -0.3153   9.1227   1.0000  -0.1805   5.6864   1.0000   0.0000   
  5  5  96.1871  93.7006  68.6860   0.0955  -0.4781   1.0000  17.8574   0.6000   
         0.2723  -0.2373   9.7875   1.0000  -0.0950   6.4757   1.0000   0.0000   
  1  6 108.3910  95.0233   0.0000   0.1129  -0.5558   1.0000  17.2117   0.4568   
         0.2424  -0.2378  10.1163   1.0000  -0.1020   5.7156   1.0000   0.0000   
  2  6 250.0000   0.0000   0.0000  -0.7128   0.0000   1.0000   6.0000   0.1186   
        18.5790   1.0000   0.0000   1.0000  -0.0731   7.4983   0.0000   0.0000   
  3  6 272.8709  18.4462   0.0000  -0.6107  -0.3000   1.0000  36.0000   0.8270   
        10.2334  -0.5495  29.9954   1.0000  -0.1277   7.5863   1.0000   0.0000   
  4  6 119.7136  41.2405  43.3991  -0.2060  -0.3000   1.0000  36.0000   0.7957   
         0.8189  -0.2614   9.4060   1.0000  -0.1245   6.1856   1.0000   0.0000   
  6  6  78.0276  54.0531  30.0000   0.5398  -0.3000   1.0000  16.0000   0.0476   
         0.2865  -0.8055   7.1248   1.0000  -0.0681   8.6957   0.0000   0.0000   
  2  7   0.0000   0.0000   0.0000  -1.0000  -0.3000   1.0000  36.0000   0.7000   
        10.1151  -0.3500  25.0000   1.0000  -0.1053   8.2003   1.0000   0.0000   
  3  7  45.8933   0.0000   0.0000  -0.1511  -0.3000   1.0000  36.0000   0.3105   
         5.8448  -0.3500  25.0000   1.0000  -0.0659   7.9140   1.0000   0.0000   
  6  7   0.1000   0.0000   0.0000   0.2500  -0.5000   1.0000  35.0000   0.6000   
         0.5000  -0.5000  20.0000   1.0000  -0.2000  10.0000   1.0000   0.0000   
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  7  7  60.0000   0.0000   0.0000  -0.3458   0.3000   0.0000  25.0000   0.2477   
         2.4578  -0.4000  12.0000   1.0000  -0.0513   4.5180   0.0000   0.0000   
  1  8 179.9072  92.0000   0.0000   0.1716  -0.1418   1.0000  13.1260   0.4180   
         0.2409  -0.1310  10.7257   1.0000  -0.1147   5.4503   1.0000   0.0000   
  2  8   0.1466   0.0000   0.0000   0.2250  -0.1418   1.0000  13.1260   0.6000   
         0.3912  -0.1310   0.0000   1.0000  -0.1029   9.3302   0.0000   0.0000   
  3  8 195.0941 190.3829   0.0000   1.0000  -0.5000   1.0000  25.0000   0.4873 
         0.4733  -0.1642  15.6098   1.0000  -0.2572   7.1078   1.0000   0.0000 
  4  8   0.0000   0.0000   0.0000   0.2500  -0.5000   1.0000  35.0000   0.6000   
         0.5000  -0.5000  20.0000   1.0000  -0.2000  10.0000   1.0000   0.0000   
  6  8   0.0000   0.0000   0.0000   0.2500  -0.5000   1.0000  35.0000   0.6000   
         0.5000  -0.5000  20.0000   1.0000  -0.2000  10.0000   1.0000   0.0000   
  7  8   0.0000   0.0000   0.0000   0.2171  -0.5000   1.0000  35.0000   0.6000   
         0.5000  -0.5000  20.0000   1.0000  -0.2000  10.0000   1.0000   0.0000   
  8  8   0.0000   0.0000   0.0000   0.2171  -0.5000   1.0000  35.0000   0.6000   
         0.5000  -0.5000  20.0000   1.0000  -0.2000  10.0000   1.0000   0.0000   
 16    ! Nr of off-diagonal terms; Ediss;Ro;gamma;rsigma;rpi;rpi2                
  1  2   0.1239   1.4004   9.8467   1.1210  -1.0000  -1.0000                
  2  3   0.0320   1.2896  10.9108   0.9215  -1.0000  -1.0000  
  2  4   0.1248   1.3000   9.8958   1.0320  -1.0000  -1.0000                     
  1  3   0.0228   1.9391  10.8116   1.2489   1.1490   1.0506 
  1  4   0.1386   1.8640   9.7844   1.3603   1.2540   1.1315                     
  3  4   0.0951   2.5000   9.0048   1.4348   1.0531   1.2771                     
  1  6   0.0541   2.0811  13.5179   1.7778   1.5840  -1.0000                     
  2  6   0.1659   1.4000  11.7054   1.3437  -1.0000  -1.0000                     
  3  6   0.1330   2.0545  10.8315   1.7043   1.3773  -1.0000                     
  4  6   0.1297   1.9384  10.9856   1.6175   1.4045  -1.0000                     
  1  5   0.1408   1.8161   9.9393   1.7986   1.3021   1.4031                     
  2  5   0.0895   1.6239  10.0104   1.4640  -1.0000  -1.0000                     
  3  7   0.0825   1.5904  11.3396   1.5905  -1.0000  -1.0000                     
  6  7   0.1757   2.0409  13.7267  -1.0000  -1.0000  -1.0000                     
  3  8   0.0520   1.5627   9.1396   1.7764   1.3780  -1.0000 
  6  8   0.1130   1.7570   9.3000  -0.1000  -1.0000  -1.0000                     
 99    ! Nr of angles;at1;at2;at3;Thetao,o;ka;kb;pv1;pv2;val(bo)                 
  1  1  1  65.0616  33.5007   0.7035   0.0000   0.7272   6.7284   1.0722 
  1  1  2  65.7758  14.5234   6.2481   0.0000   0.5665   0.0000   1.6255         
  2  1  2  70.2607  25.2202   3.7312   0.0000   0.0050   0.0000   2.7500         
  1  2  2   0.0000   0.0000   6.0000   0.0000   0.0000   0.0000   1.0400         
  1  2  1   0.0000   3.4110   7.7350   0.0000   0.0000   0.0000   1.0400        
  2  2  2   0.0000  27.9213   5.8635   0.0000   0.0000   0.0000   1.0400         
  1  1  3  54.4165  19.6475   1.7468   0.0000   2.7430  57.3098   1.0436 
  3  1  3  90.5094  17.5479   3.1342  -2.4810   1.4258   0.0000   2.9645 
  1  1  4  65.5461  44.6277   2.0685   0.0000   1.1834   0.0000   2.9572         
  3  1  4  72.4850  12.4764   0.1000   0.0000   1.1019   0.0000   1.4570         
  4  1  4  90.0000  43.1792   0.5055   0.0000   1.1155   0.0000   1.0204         
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  2  1  3  64.3088  32.5434   2.1997   0.0000   0.1000   0.0000   1.2995         
  2  1  4  48.1894  40.9792   0.9493   0.0000   0.2000   0.0000   2.8341         
  1  2  4   0.0000   0.0019   6.3000   0.0000   0.0000   0.0000   1.0400         
  1  3  1  70.1705  47.2718   1.2877   0.0000   2.9579   0.0000   1.0000 
  1  3  3  79.7622  43.6373   1.5083   0.0000   1.0356  72.2772   1.4733 
  1  3  4  69.5983  45.0000   1.4248   0.0000   2.9000   0.0000   2.3286         
  3  3  3  80.7324  30.4554   0.9953   0.0000   1.6310  50.0000   1.0783         
  3  3  4  83.5202  33.7933   1.0337   0.0000   2.9000   0.0000   1.3398         
  4  3  4  67.1317  42.3748   1.7873   0.0000   3.0072   0.0000   1.5832         
  1  3  2  86.2788   7.8085   6.9850   0.0000   1.2779   0.0000   2.8959 
  2  3  3  75.6935  50.0000   2.0000   0.0000   1.0000   0.0000   1.1680         
  2  3  4  72.7348  20.1071   7.5000   0.0000   0.1000   0.0000   1.0746         
  2  3  2  85.1864   8.5843   2.2985   0.0000   2.9142   0.0000   2.0521         
  1  4  1  57.1959  24.9572   3.2923   0.0000   2.8702   0.0000   1.2002         
  1  4  3  73.9745  21.1329   2.3337   0.0000   2.8701   0.0000   1.7170         
  1  4  4  71.4579  14.0942   2.8540   0.0000   2.8701   0.0000   1.0631         
  3  4  3  74.2613  20.9008   2.8607 -18.0069   3.0701   0.0000   1.3874         
  3  4  4  74.2615  27.8669   1.6736  -0.9193   3.0117   0.0000   1.4381         
  4  4  4  73.3189  24.9685   2.2561   0.0000   2.9983   0.0000   2.1573         
  1  4  2  69.4924   7.2031   3.5196   0.0000   0.2025   0.0000   1.2709         
  2  4  3  74.5739  45.0000   1.4078   0.0000   0.3956   0.0000   3.0000         
  2  4  4  79.7136  45.0000   0.5316   0.0000   0.5437   0.0000   1.0000         
  2  4  2  81.8118  13.4140   6.8107   0.0000   0.1000   0.0000   1.0000         
  1  2  3   0.0000  11.1212   0.6706   0.0000   0.0000   0.0000   1.0000         
  1  2  4   0.0000   0.2694   2.1363   0.0000   0.0000   0.0000   1.8036         
  1  2  5   0.0000  15.0000   3.0000   0.0000   0.0000   0.0000   1.0400         
  3  2  3   0.0000  11.8475   2.7571   0.0000   0.0000   0.0000   2.9000         
  3  2  4  10.0112   0.4699   0.1000   0.0000   0.0000   0.1200   2.7822         
  4  2  4   7.0790   0.1901   0.4358   0.0000   0.0000   0.1050   2.1684         
  2  2  3   0.0000   6.4269   2.8500   0.0000   0.0000   0.0000   1.0772         
  2  2  4   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400         
  1  1  5  74.9397  25.0560   1.8787   0.1463   0.0559   0.0000   1.0400         
  1  5  1  86.9521  36.9951   2.0903   0.1463   0.0559   0.0000   1.0400         
  2  1  5  74.9397  25.0560   1.8787   0.0000   0.0000   0.0000   1.0400         
  1  5  2  86.1791  36.9951   2.0903   0.0000   0.0000   0.0000   1.0400         
  1  5  5  85.3644  36.9951   2.0903   0.1463   0.0559   0.0000   1.0400         
  2  5  2  93.1959  36.9951   2.0903   0.0000   0.0000   0.0000   1.0400         
  2  5  5  84.3331  36.9951   2.0903   0.0000   0.0000   0.0000   1.0400         
  6  6  6  71.0490  32.4076   1.2648   0.0000   0.0133   0.0000   1.2899         
  2  6  6  77.2616   5.0190   7.8944   0.0000   4.0000   0.0000   1.0400         
  2  6  2  75.7983  14.4132   2.8640   0.0000   4.0000   0.0000   1.0400         
  3  6  6  99.8997  26.6610   2.1237   0.0000   0.0100   0.0000   1.4341         
  2  6  3  73.6998  40.0000   1.8782   0.0000   4.0000   0.0000   1.1290         
  3  6  3  98.2184  38.9429   0.7727   0.0000   1.1658   0.0000   2.2641         
  6  3  6  39.2858   1.3068   5.6478   0.0000   3.8972   0.0000   3.0000         
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  2  3  6  79.2126   4.8973   8.0000   0.0000   1.0859   0.0000   2.1209         
  3  3  6  82.7397  32.1198   1.8862   0.0000   0.1058   0.0000   1.5443         
  2  2  6   0.0000  47.1300   6.0000   0.0000   1.6371   0.0000   1.0400         
  6  2  6   0.0000  27.4206   6.0000   0.0000   1.6371   0.0000   1.0400         
  3  2  6   0.0000   7.0550   3.9236   0.0000   1.6371   0.0000   1.0400         
  2  2  5   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400         
  1  1  6  72.5239  22.3583   2.0393   0.0000   1.0031   0.0000   1.0400         
  1  6  1  69.1709  18.9268   2.1226   0.0000   1.0031   0.0000   1.0400         
  6  1  6  68.6453  18.7377   2.0496   0.0000   1.0031   0.0000   1.0400         
  1  6  6  68.9902  19.7021   2.0587   0.0000   1.0031   0.0000   1.0400         
  2  1  6  72.6403  13.6964   2.4702   0.0000   1.0000   0.0000   1.0400         
  1  6  2  71.8708  14.6864   2.4702   0.0000   1.0000   0.0000   1.0400         
  4  6  6  60.6199  17.7559   1.0576   0.0000   2.1459   0.0000   1.0400         
  4  6  4  74.1294  20.6494   2.1244   0.0000   0.7689   0.0000   1.0400         
  3  6  4  57.0650   9.4985   0.3423   0.0000   0.7689   0.0000   1.0400         
  6  4  6  24.1137   1.7457   0.2198   0.0000   4.1125   0.0000   1.0400         
  2  6  4  68.7410  15.5851   1.8545   0.0000   0.8613   0.0000   1.0400         
  2  4  6  80.9040   4.0560   1.2284   0.0000   1.6982   0.0000   1.0400         
  4  4  6  60.0000  10.0000   0.7500   0.0000   1.0000   0.0000   1.0400         
  3  4  6  69.8728  32.7155   1.5875   0.0000   2.2466   0.0000   1.0400         
  4  3  6  69.8728  27.1273   1.5875   0.0000   2.2466   0.0000   1.0400         
  4  2  6   0.0000  31.0427   4.5625   0.0000   1.6371   0.0000   1.0400         
  3 11  3  60.4781  11.1095   0.4044   0.0000   1.0000   0.0000   1.5333         
 11  3 11  24.3810   6.0806   1.0000   0.0000   1.0251   0.0000   1.1000         
  3  3 11  60.2827  26.3290   0.5226   0.0000   1.0000   0.0000   1.7180         
  1  3  6  85.8521  12.6881   1.0112   0.0000   1.0000   0.0000   1.3220         
  1  6  3  71.7524  35.8987   1.5000   0.0000   1.0000   0.0000   1.0487         
  3  1  6  70.0000   5.0250   1.0000   0.0000   1.0000   0.0000   1.2500         
  1  2  6   0.0000   2.5000   1.0000   0.0000   1.0000   0.0000   1.2500         
  3  8  3  82.6335  17.6654   0.7057  -7.1312   0.1338   0.0000   1.9390 
  2  3  8  72.6004   9.6150   0.8905   0.0000   3.5473   0.0000   1.0400         
  3  3  8  60.0000  40.0000   4.0000   0.0000   1.0000   0.0000   1.0400         
  3  2  8   0.0000  10.0000   1.0000   0.0000   1.0000   0.0000   1.0400         
  6  3  8  67.3176   9.1175   2.2677   0.0000   1.0000   0.0000   1.0000         
  8  3  8  62.1312   7.5931   0.1000   0.0000   0.5154   0.0000   2.1744         
  1  3  8  66.4081   2.1763   2.1783   0.0000   1.0000   0.0000   2.5198 
  2  8  3  75.0000  25.0000   2.0000   0.0000   1.0000   0.0000   1.2500         
  3  8  8  70.0000  25.0000   2.0000   0.0000   1.0000   0.0000   1.2500         
  1  8  3  82.8511  35.1702   2.2155   0.0000   1.0000   0.0000   1.0400         
  3  1  8  50.2929  41.6249   2.8868   0.0000   1.0000   0.0000   1.0400         
  2  1  8  74.8439  24.3187   3.4300   0.0000   0.0050   0.0000   1.3014         
  1  1  8  44.8758  38.4344   2.3166   0.0000   0.7180   6.2933   1.3532         
  1  8  1  56.0196  40.1896   1.0567   0.0000   0.7180   6.2933   1.1983         
 67    ! Nr of torsions;at1;at2;at3;at4;;V1;V2;V3;V2(BO);vconj;n.u;n             
  1  1  1  1  -0.2500  34.7453   0.0288  -6.3507  -1.6000   0.0000   0.0000      
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  1  1  1  2  -0.2500  29.2131   0.2945  -4.9581  -2.1802   0.0000   0.0000      
  2  1  1  2  -0.2500  31.2081   0.4539  -4.8923  -2.2677   0.0000   0.0000      
  1  1  1  3  -0.5740  22.4215   0.8787  -2.7603  -1.1000   0.0000   0.0000      
  2  1  1  3   1.2143   5.0000   0.4930  -8.1288  -1.0978   0.0000   0.0000      
  3  1  1  3  -2.5000  56.1599  -1.0000  -4.3607  -0.8614   0.0000   0.0000      
  1  1  3  1   2.5000  14.6490   1.0000  -2.5209  -0.9000   0.0000   0.0000      
  1  1  3  2  -2.5000   5.0000  -0.5000  -5.7468  -0.9000   0.0000   0.0000      
  2  1  3  1  -1.0402  26.8401   0.6384  -2.5000  -0.9000   0.0000   0.0000      
  2  1  3  2  -1.0000  66.0304   0.7580  -5.4593  -1.1000   0.0000   0.0000      
  1  1  3  3   1.0182   5.3409   0.1292  -4.3356  -2.0544   0.0000   0.0000      
  2  1  3  3   2.1531  45.9655   1.0000  -2.5000  -2.8274   0.0000   0.0000      
  3  1  3  1   0.6706  80.0000  -0.2443  -4.7181  -3.0437   0.0000   0.0000      
  3  1  3  2  -0.6375  25.4544  -0.3400  -5.6706  -3.0476   0.0000   0.0000      
  3  1  3  3  -1.9346   5.0000   0.6401  -3.3416  -2.7174   0.0000   0.0000      
  1  3  3  1   1.0469   4.3827   0.8149  -3.4434  -2.7536   0.0000   0.0000      
  1  3  3  2  -2.5000  -0.5181   0.0268  -5.4085  -2.9498   0.0000   0.0000      
  2  3  3  2   2.5000  -4.0000   0.9000  -2.5000  -1.0000   0.0000   0.0000      
  1  3  3  3   2.4118 -24.8219   0.9706  -2.5004  -0.9972   0.0000   0.0000      
  2  3  3  3   0.8302  -4.0000  -0.7763  -2.5000  -1.0000   0.0000   0.0000      
  3  3  3  3  -2.5000  -4.0000   1.0000  -2.5000  -1.0000   0.0000   0.0000      
  1  1  4  2  -0.8437  86.3887   0.0320  -7.6835  -1.9825   0.0000   0.0000      
  2  1  4  2  -0.9868  96.6106   0.7443  -7.5073  -2.1051   0.0000   0.0000      
  3  1  4  2  -0.6817   3.5069   0.0849  -6.0257  -2.5261   0.0000   0.0000      
  3  1  1  4   0.4250  41.9360   0.6083  -3.8680  -0.9511   0.0000   0.0000      
  4  1  1  4  -1.0000  21.8427   1.0000  -4.0686  -1.7241   0.0000   0.0000      
  1  1  4  1   1.0000  87.5734   0.6399  -5.9421  -1.6589   0.0000   0.0000      
  3  1  4  1  -0.5092  24.8952   0.4691  -7.6208  -1.8038   0.0000   0.0000      
  2  1  1  4   1.0000  98.8297  -0.2745  -4.9954  -1.9000   0.0000   0.0000      
  4  1  4  2   0.5000   2.8273  -0.1650  -7.9605  -2.0202   0.0000   0.0000      
  2  1  4  1  -0.0359  88.1512  -0.0959  -7.2511  -1.5996   0.0000   0.0000      
  0  1  2  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000      
  0  2  2  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000      
  0  2  3  0   0.0000   0.1000   0.0200  -2.5415   0.0000   0.0000   0.0000      
  0  1  1  0   0.0000  50.0000   0.3000  -4.0000  -2.0000   0.0000   0.0000      
  0  3  3  0   0.5511  25.4150   1.1330  -5.1903  -1.0000   0.0000   0.0000      
  0  1  4  0   0.2176  40.4126   0.3535  -3.9875  -2.0051   0.0000   0.0000      
  0  2  4  0   0.0000   0.1032   0.3000  -5.0965   0.0000   0.0000   0.0000      
  0  3  4  0   1.1397  61.3225   0.5139  -3.8507  -2.7831   0.0000   0.0000      
  0  4  4  0   0.7265  44.3155   1.0000  -4.4046  -2.0000   0.0000   0.0000      
  4  1  4  4  -0.0949   8.7582   0.3310  -7.9430  -2.0000   0.0000   0.0000      
  0  1  5  0   4.0885  78.7058   0.1174  -2.1639   0.0000   0.0000   0.0000      
  0  5  5  0  -0.0170 -56.0786   0.6132  -2.2092   0.0000   0.0000   0.0000      
  0  2  5  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000      
  0  6  6  0   0.0000   0.0000   0.1200  -2.4426   0.0000   0.0000   0.0000      
  0  2  6  0   0.0000   0.0000   0.1200  -2.4847   0.0000   0.0000   0.0000      
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  0  3  6  0   0.0000   0.0000   0.1200  -2.4703   0.0000   0.0000   0.0000      
  1  1  3  3  -0.0002  20.1851   0.1601  -9.0000  -2.0000   0.0000   0.0000      
  1  3  3  1   0.0002  80.0000  -1.5000  -4.4848  -2.0000   0.0000   0.0000      
  3  1  3  3  -0.1583  20.0000   1.5000  -9.0000  -2.0000   0.0000   0.0000      
  1  1  1  8   1.0000  28.0452   0.0382  -8.0000  -1.7255   0.0000   0.0000      
  8  1  1  8   0.0000  80.5586   0.1104  -8.0928  -1.7255   0.0000   0.0000      
  0  1  8  0   4.0000  45.8264   0.9000  -4.0000   0.0000   0.0000   0.0000      
  0  8  8  0   4.0000  45.8264   0.9000  -4.0000   0.0000   0.0000   0.0000      
  2  1  3  8  -1.5000  18.9285   0.3649  -6.1208   0.0000   0.0000   0.0000      
  2  3  8  3   1.5000  -1.0000   0.2575  -6.2100   0.0000   0.0000   0.0000      
  1  3  8  3  -1.3246  -0.8513   1.0985  -2.4363   0.0000   0.0000   0.0000 
  8  3  8  3  -1.5000  21.5086  -1.0000  -4.8869   0.0000   0.0000   0.0000      
  1  4  2  3  -2.5000  10.8893  -0.7189  -2.7243  -0.9000   0.0000   0.0000      
  1  3  2  4  -0.2868  15.6462  -1.0200  -2.6045  -0.9000   0.0000   0.0000      
  1  3  2  3  -1.7443  13.8935  -1.3212  -2.5000  -0.9000   0.0000   0.0000      
  3  2  4  2  -1.7508   9.6877  -1.9412  -2.7882  -0.9000   0.0000   0.0000      
  4  1  3  2  -2.4642  11.8541  -1.8692  -3.1855  -0.9000   0.0000   0.0000      
  1  1  8  1   0.5864  32.4198  -0.2514  -8.4627  -1.6000   0.0000   0.0000      
  2  1  1  8   0.2704  32.0532   0.2173  -5.3228  -2.1802   0.0000   0.0000      
  2  1  8  1   0.5984   7.2907   0.1161  -5.1321  -2.1802   0.0000   0.0000      
  1  2  3  1   0.0000   1.3164   0.2737  -2.5016   0.0000   0.0000   0.0000      
  6    ! Nr of hydrogen bonds;at1;at2;at3;Rhb;Dehb;vhb1                          
  3  2  3   2.1653  -3.6983   1.7831  17.0964  
  3  2  4   1.9036  -6.6449   1.4500  19.5000                                    
  4  2  3   2.4625  -5.5217   1.4500  19.5000                                    
  4  2  4   2.4924  -2.6497   1.4500  19.5000                                    
  1  2  3   2.1397  -4.7669   1.4500  19.5000                                    
  1  2  4   2.2924  -2.5509   1.4500  19.5000                                    
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Chapter 4 

 

Development of a Reactive Force Field for Photo-initiated Acrylate 
Polymerization in Volumetric Additive Manufacturing 
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Abstract 

 Light-driven and photo-curable polymer based additive manufacturing (AM) has a huge 

potential due to its highest resolution and precision. Unlike point- and layer-wise photopolymer 

AM technologies, volumetric AM (VAM) forms the entire part all at once, which produces parts 

much more rapidly and overcomes stair step surface artifacts and inhomogeneous mechanical 

properties. Acrylated radical chain-growth polymerized resins are widely used in photopolymer 

AM due to their fast kinetics, and they can also serve as the standard for developing other resin 

materials for volumetric AM technology. For successful control of the photopolymer resins, the 

molecular basis of the acrylate free-radical polymerization must be understood in detail. We 

present an optimized reactive force field (ReaxFF) molecular dynamics (MD) simulation force 

field for acrylate polymer resins to account for the radical polymerization thermodynamics and 

kinetics. The force field is trained against our extensive training set including density functional 

theory (DFT) calculations of reaction pathways along the radical polymerization from methyl 
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acrylate to methyl butyrate, bond dissociation energies, and structures and partial charges of all 

molecules and radicals. We also trained the force field against the reaction that should not happen 

during acrylate photopolymerization. The parametrization process utilizes a parallelized search 

algorithm, and the resulting model can describe polymer resin formation, crosslinking density, 

conversion rate, and residual monomers of the more complex acrylate mixtures. 

 

4.1 Introduction 

4.1.1 Acrylates as Photopolymer Resin 

 Photopolymerization-based techniques for additive manufacturing has attracted many 

interests and attentions in the field of biomedical devices, dentistry, tissue engineering, and drug 

delivery [1-4], due to their high precision [5], mature and commercialized photo-chemical 

innovations, and environmental and economic benefits [3,4]. The resins for photopolymerization-

based additive manufacturing (AM) consist of photoinitiators and monomers/oligomers in liquid 

state. During the AM process, initiating species are generated by light irradiating the 

photoinitiators, and they react with monomers/oligomers and then drive the chain growth via 

radical or cationic reactions [3]. Because the resins can only be cured under light irradiation, the 

solid part can be easily separated from the liquid resin after the printing process. Acrylate 

monomers/oligomers are widely used as photocurable resin materials for commercial products due 

to their fast kinetics and compatibility with different form of commercial 3D printers, and they 

proceed via free-radical polymerization in the AM process (Figure 4.1). Some of the frequently 

used acrylates for AM includes poly(ethylene glycol) diacrylate (PEGDA), pentaerythritol 
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triacrylate (PETA), bisphenol A ethoxylate diacrylate (Bis-EDA), bisphenol A-glycidyl 

methacrylate (Bis-GMA), and urethane dimethacrylate (UDMA). 

 Although acrylates demonstrate effectiveness in AM photopolymerization, they still 

have limitations and more efforts are needed to improve their performances. Acrylate resins tend 

to shrink during polymerization, and the fast kinetics could result in less uniform networks and 

hinder the dissipation of shrinkage stress [3-5], causing brittleness and cracks. However, both 

kinetics and shrinkage can be tuned by molecular structure and weight [3]. Therefore, studies of the 

acrylate resin materials design and how it could affect the polymerization step and network 

structure could help improve the mechanical properties of the printed products and create more 

versatile application scenarios.   

 Another limitation of acrylates as photopolymerization AM resin is the oxygen 

inhibition, when the resin is in contact with air, and oxygen inhibits the free-radical polymerization, 

causing slow polymerization rate, low conversion, long induction period, and uncontrollable 

surface properties[6]. Using Thiol-ene-based resins, which are relatively newly emerging, can 

alleviate the oxygen inhibition by their radical step-growth polymerization. Moreover, products 

printed from thiol-ene systems show good toughness, and thus making thiol-ene resins attractive 

AM candidates. Evaluating acrylate resins’ polymerization kinetics and polymer network structure 

can also set standard for novel thiol-ene resins development. This work focuses on developing a 

computational model for acrylates free-radical polymerization that can be used for kinetics and 

network structure analysis for various acrylate resins.  
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Figure 4.1: Generalized acrylate free-radical reaction. 

  

4.1.2 ReaxFF For Acrylate Free-radical polymerization 

 Quantum chemistry based methods like density functional theory (DFT) calculation are 

powerful tools to describe chemical reactions on the atomistic scale. However, this type of 

calculations is very computationally expensive and thus limits the time scale and length scales. On 

the other hand, empirical force field methods like classical molecular dynamics (MD) simulation 

can study the system’s dynamic evolution in nanoseconds with thousands of atoms, but losses the 

reaction information since the atoms connectivity are predefined. Therefore, in order to describe 

the radical chain-growth polymerization kinetics as well as the structural and rheological 

properties of the acrylate resin, we use ReaxFF-based reactive MD simulation that fills in the gap 

between quantum chemistry methods and classical empirical force field methods. ReaxFF is a 

reactive force field that allows bond formation and dissociation. The total system energy is 

comprised of bond order (BO) dependent energies include bond energies (Ebond), over-coordination 

penalty term (Eover), under-coordination stabilization term (Eunder), lone-pair energies (Elp), valence 

angle energies (Eval), and torsion energies (Etorsion), and non-bonded energies include Coulomb 

energy (Ecoulomb) and van der Waals energy (EvdWaals) [7]. Bond order is a smooth function of atom 
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distance, and the BO dependent energies are functions of BO. Coulomb energy is determined using 

a geometry dependent charge distribution scheme – electronegativity equalization method (EEM), 

and van der Waals energy accounts for short-range Pauli repulsion and long-range dispersion [8,9]. 

 The first ReaxFF force field was developed by van Duin et al. in 2001[10] for a 

hydrocarbon system, and then improved for hydrocarbon combustion by Chenoweth, van Duin, 

and Goddard in 2008 [7,9]. The 2008-C/H/O force field contains H, O, and C that are the key 

elements in acrylates. Another ReaxFF force field Ti/N/F/C/O/H [8] was developed from the 2008-

C/H/O force field and contains more elements so it is compatible for more complex acrylates 

systems. However, running MD simulations with either the 2008-C/H/O force field or the 

Ti/N/F/C/O/H force field resulted in the reaction between the radical and the ketone group or the 

ether group instead of the reaction between the radical and the vinyl group in the liquid monomer 

(Figure 4.2). Therefore, we took the Ti/N/F/C/O/H force field as the starting parameter set and re-

optimized the C/O/H parameters to better describe the acrylate free-radical polymerization. 

Parameters of other elements like Ti, N, and F were kept untouched because they did not participate 

in the reactions.  

 

Figure 4.2: Correct and wrong reaction sites as shown in poly (ethylene glycol) diacrylate (Mn=250) 

(PEGDA). 

×

×
√
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4.2 Computational Methods 

4.2.1 Training Set Generation 

 The optimization process has of two parts: training set generation and parametrization 

using parallel search algorithm [11] that determines the force field parameters by minimizing the 

penalty function (total weighted error): 

 𝑃 =
𝑉-,���-x − 𝑉-,���a

𝜔-𝑉-,���-x

*���-x	F��

-
 (1) 

 
where 𝑉-,���-x is the property value (eg. energy) from the training set, 𝑉-,���a is the property value 

computed from ReaxFF parameters, and 𝜔-  is the inverse weight that attributes the level of 

importance of each value to the whole parameterization. 

 The property values in the training set were all calculated from DFT using the 

computational chemistry software package Gaussian 16 [12]. In order to reduce computational 

expense and increase the transferability among different acrylates, we used the simplest radical 

reaction where CH3 radical reacts with the vinyl group in methyl acrylate to produce methyl 

butyrate radical as the training reaction (Figure 4.3a). Energies of configurations along the reaction 

pathway were calculated and the energy differences between the transition state and other 

configurations, and between the product and reactant were stored in the training set as reaction 

energies. The energies along the reaction pathway of the unphysical reaction where the radical 

reacts with the ketone group in methyl acrylate (Figure 4.3b) was also included because we also 

trained the force field against the wrong reaction to prevent it from competing with the correct 

reaction. The radical reacting with the ether group was due to unphysically weak C-O bond and it 

could not happen if the C-O bond orders and bond strengths are correct, so this reaction was not 

included in the training set. C-C, C=C bonds at the active sites for both methyl acrylate and methyl 
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butyrate were scanned from very short distances to equilibrium distances and then to very large 

distances without relaxing the whole structure, and the potential energies along the scans were 

obtained. Same calculations were done for C-O and C=O bonds in methyl acrylate and methyl 

butyrate as well, since those bonds behave poorly with the non-optimized force field. C-H bond 

was also included to ensure that improving the C-C/C=C/C-O/C=O bonds didn’t worsen the 

already good C-H bond. Because the spin multiplicity could change when the bonds were pulled 

to dissociation and ReaxFF does not treat spin multiplicity explicitly, both singlet state scan and 

triplet state scan were performed for bonds in methyl acrylate, and both doublet state scan and 

quartet state scan were performed for bonds in methyl butyrate in DFT calculations, and only the 

lower energy points of the two states for each scan were included in the training set as bond 

dissociation energies to train the ReaxFF parameters. Bond lengths, angles, and atomic partial 

charges of CH3
×, methyl acrylate, methyl butyrate, and the transition state were also included in 

the training set. Other types of information, for example liquid state density, can also be included 

in the training set. But in this work, we decided to exclude these types of information from the 

training set and use them as validations after the parametrization process is done, to avoid 

overfitting. The hybrid Becke, 3-parameter, Lee–Yang–Parr functional B3LYP [13,14] and 

6311++g(d,p) basis set were used for all geometry optimizations and energy calculation.  For 

consistency to how charge equilibrium is development for ReaxFF [10], the DFT partial charges 

were calculated using Mulliken charge calculation population analysis[15], using B3LYP/631g(d,p). 
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Figure 4.3: (a) Methyl radical reacts with the vinyl group in methyl acrylate to create the methyl butyrate 

radical; (b) Methyl radical reacts with the ketone group in methyl acrylate (wrong reaction). 

 

4.2.2 Parallel Parametrization Scheme 

 All ReaxFF parametrization algorithms explore the parameter space and determine the 

optimum parameters that minimize the penalty function in a similar form as equation 1. Initially, 

ReaxFF parametrizations were done by the single-parameter parabolic-search algorithm [16] that 

optimize the force field parameters one at a time by a parabolic extrapolation procedure. This is 

inefficient and requires lot of experience and intuition to determine which set of parameters to 

optimize first in order to speed up the process. Recent parametrization algorithms include Monte 

Carlo Simulated Annealing scheme [17] and Genetic Algorithms [18]. These algorithms enhance the 

exploration of the parameter space and allows global optimization, but the number of parameters 

should be limited as small as possible to make the procedure feasible [11, 19]. A typical ReaxFF 

force field includes hundreds of parameters, and most of them are coupled, so choosing a smallest 

possible parameter set and determine which to optimize first are difficult. Therefore, we use the 
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parallelized search algorithm [11] developed by Deetz et al, to optimize our force field. This 

algorithm utilizes parallel computing. Each processor is assigned with a small list of parameters, 

each parameter is independently evaluated, and all parameters are updated simultaneously after 

each iteration. Therefore, faster parametrization can be achieved [11], and the likelihood of being 

entrapped in local minima is reduced. Not all parameters in the ReaxFF force field need to be 

optimized. Some of them are not directly related to the reactions of interest, and some are 

insensitive to the parametrization. Table 4.1 shows which parameters are chosen and why they are 

chosen. The optimization process is similar to the one in our previous work [20], and is described 

in the supporting information. 

 

Table 4.1: Choice of force field parameters.  

 

4.2.3 MD Simulations 

 All MD simulations were performed in LAMMPS [21, 22], and all the initial configurations 

with different monomers were independently generated using Packmol [23] in which the molecules 

are randomly distributed, and atom overlaps were minimized. The initial box sizes were 

determined assuming the densities of the liquid monomers were the same as the documented 

experimental values. Then all the initial configurations were subjected to equilibration. During 

equilibration, a series of short trajectories with short time steps were performed and temperature 

Parameters chosen Reasons for chosen
Electrostatic Electronegativity equalization method (EEM) parameters for C,H,O Bonding prediction
Valence bond All bond radii/order/dissociation energy, and under/over 

coordination energy parameters for C, H, O atoms and C-C, C-O, 
C-H pairs

Bonding prediction
Reaction pathway
Molecular structure

Valence angle All angle parameters for C, H, O related angles in the molecules Geometry prediction
Van der Waals Vdw radii/dissociation energy/shielding for C, H, O Bonding prediction
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was carefully ramped up from 100 K to 300 K in NVT (canonical) ensemble followed by 500 ps 

run in NPT (isothermal-isobaric) ensemble at 300 K and 1 atm to eliminate any high-energy 

configurations and relax the systems across the periodic boundary. The liquid monomer properties 

were then taken from the equilibrated systems at ambient conditions. For radical polymerization 

reactions, CH4 was first introduced to the monomers and once the systems were equilibrated, one 

of the hydrogen on CH4 was removed to generate the CH3× radical and initiate the reaction. Due to 

computer time considerations, reactions were run in NPT ensemble for 20 ns. For all the MD 

simulations, temperature was maintained using a Nosé-Hoover thermostat [24, 25] with a damping 

parameter of 25 fs, and pressure was maintained using a Nosé-Hoover barostat with a damping 

parameter of 250 fs. Except during the temperature ramping process, time steps of 0.25 fs were 

used for all the NVT and NPT runs. 

 

4.3 Results and Discussions 

4.3.1 Force Field Development 

The developed force field ff.C/H/O/N generally match the DFT partial charges, geometries 

(bonds and angles), bond dissociation energies, and reaction energies well. The error between DFT 

calculated and ReaxFF fitted averaged bond lengths and angles were smaller than 6%, and 3% 

respectively, as shown in Figure 4.5, proving that the developed ReaxFF ff.C/H/O/N reproduces 

charge and geometry well for the CH3
×, methyl acrylate, methyl butyrate, and transition state 

system.  
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Figure 4.5: (a) Average bond length differences; (b) Average angle differences. 

 

Bond dissociation energy (BDE) scans in figure 4.6 and energies along reaction pathways 

in figure 4.7 also show good agreement between DFT and ReaxFF. Including the energetics of the 

wrong reaction into the training process worsen the BDE of the C-O and C=O bonds, and vice 

versa. So, we compromised the accuracy such that the wrong reaction has a positive reaction 

energy and a similar barrier as the correct reaction, while still having reasonable BDE of the C-O 

and C=O bonds. The energy barriers calculated from DFT and ReaxFF of the correct reaction were 

3.93 kcal/mol and 5.22 kcal/mol, respectively; those of the wrong reaction were 19.38 kcal/mol 

and 20.74 kcal/mol, respectively. The reaction energies calculated from DFT and ReaxFF of the 

correct reaction were -29.80 kcal/mol and -41.27 kcal/mol, respectively; those of the wrong 

reaction were 2.94 kcal/mol and 0.63 kcal/mol, respectively. The energetics results from the 2008-

C/H/O force field and the force field before parametrization were also calculated for comparison. 

It was obvious that the developed ReaxFF force field outperformed both. All these comparisons 

show that the optimized ReaxFF force field can be used for acrylate radical polymerization 

reactions for our resins. 
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Figure 4.6: (a-d) Bond dissociation energy scans comparison between DFT and ReaxFF, “ReaxFF, new” 

is the developed force field, “ReaxFF, 2008” is the 2008-C/H/O force field, and “ReaxFF, original” is the 

force field before parametrization.  
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Figure 4.7: Intrinsic reaction coordinate from DFT vs ReaxFF with barrier and reaction energies. (a) 

Energies along the correct reaction path; (b) Energies along the wrong reaction path. 

 

4.3.2 Liquid Monomers 

Three different liquid acrylate monomers with different shapes, sizes, and number of 

functional groups were studied using the developed ff.C/H/O/N. Methyl acrylate (Figure 4.8a) is 

a short acrylate monomer with only one vinyl group, poly(ethylene glycol) diacrylate (Mn=250) 

(PEGDA) is a linear acrylate monomer with two vinyl group at each end (Figure 4.8b), and tris[2-

(acryloyloxy)ethyl] isocyanurate (ICN triacrylate) is a branched acrylate monomer with three vinyl 

groups at the end of each branch (Figure 4.8c). Densities were calculated by running MD 

simulations of the three neat monomer systems with the developed ff.C/H/O/N at 300K and 1 atm. 

Three randomly generated initial configurations of each monomer were generated for the average 
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densities. Table 4.2 shows the ReaxFF calculated densities and the experimentally measured 

densities, and the errors were all smaller than 6%. The diffusion coefficients were calculated from 

the mean-square-displacement (MSD) of the monomers: 

 6𝐷𝑡 = 𝒓 𝑡 − 𝒓(0) * = 𝑀𝑆𝐷 𝑡  (2) 

 𝐷 =
1
6 	
𝑑
𝑑𝑡𝑀𝑆𝐷 𝑡 ≈

1
6 	[𝑠𝑙𝑜𝑝𝑒	𝑜𝑓	𝑀𝑆𝐷 𝑡 ] (3) 

 
and were also tabulated in table 4.2, which are close to the diffusion coefficients of short linear 

diacrylate HDDA, long linear diacrylate PEGDA, and branched triacrylate PETA calculated by an 

all-atom force field and a cutoff-based scheme by Karnes et al [26]. Methyl acrylate is the smallest 

species among the three and thus it diffuses the fastest. ICN-triacrylate is the largest one and it has 

three branches with three functional groups, and so it diffuses much slower than the two linear 

monomers. 

 

Figure 4.8: Chemical formulas and representations of (a) methyl acrylate, (b) PEGDA, and (c) ICN 

triacrylate.  

 

(a)  Methyl acrylate

(b)  Poly(ethylene glycol) diacrylate (Mn=250)

(c)  Tris[2-(acryloyloxy)ethyl] isocyanurate
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Table 4.2: Densities and Diffusion coefficients of methyl acrylate, PEGD, and ICN-triacrylate. 

 

Radial distribution functions g(r) of the vinyl group in the three acrylates and the 

coordination coord(r) were also calculated from LAMMPS for the three acrylates by equation 4 to 

investigate the local orderings of the three monomers and was plotted in figure 4.9: 

 𝑔L¿,äzL¿,å =
1
𝜂�

𝛿 𝑟 − 𝑟-

2

-45

 (4) 

where 𝐶� is the end carbon in the vinyl group on the reference molecule A or the neighboring 

molecule B, 𝜂�  is a normalization constant to ensure that 𝑔5z* 𝑟 → ∞ = 1. The coordination 

coord(r) were also calculated by multiplying the integral of g(r) by the volume density of the end 

carbon in the vinyl group. Both g(r) and coord(r) were plotted in figure 8. The first maxima of g(r) 

of all three monomers are at around 3.75 Å, and the second maxima of g(r) of the three monomers 

are at around 7.25 Å, indicating two solvation shells. The peak heights of the first solvation shells 

are in the range from 1.3 – 1.5, smaller than highly polar molecular liquids like water, which is 

about 2.8 [27], meaning the local intramolecular order of the acrylates with different shapes and 

sizes is less than in highly polar liquids. The respective coordination number of vinyl group in 

the methyl acrylate, PEGDA, and ICN-triacrylate in the first solvation shell was 4.1, 3.4, and 

2.1. The diffusive transport and steric access to the reactive site of methyl acrylate are greater 
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than the other two types of acrylate, and so faster free-radical polymerization was expected for 

methyl acrylate resin.  

 

Figure 4.9: RDF of the vinyl group in acrylates. Solid lines are g(r) of the three monomers, and dashed 

lines are Coord(r) of the three monomers. The end carbons in the vinal groups are circled for each monomer. 

 

4.3.3 Free-radical Reactions 

CH3 radical was introduced to the monomer resin to start the polymerization process so that for 

every 40 monomers there was 1 CH3 radical. 3 CH4 was randomly distributed within a box of 120 

methyl acrylates and the system was equilibrated at 300K and 1atm in NPT ensemble, and then 

temperature was ramped up to 700K and equilibrated again in NVT ensemble followed by ramping 

up pressure from 1 atm to 3000 atm in NPT ensemble. Higher temperature was used to speed up 

the reaction in limited simulation time, and the high pressure was chosen to prevent the system 

from evaporation and keep the density at the ambient value. The proton in each of the CH4 was 
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then deleted to create 3 CH3× radicals and run the reaction at 700K and 3000 atm in NPT ensemble 

for 20ns. All CH3× radicals reacted with acrylate monomers and initiated the propogations with the 

first few hundreds of picoseconds, and two of the new radicals reacted with other radicals and 

terminated the free-radical propagation soon after. One of the radical from the first propagation 

kept reacting with its neighboring monomers until the radical from the third propagation formed, 

as seen in figure 4.10.  

 

Figure 4.10: Snapshots of the free-radical polymerization started with methyl acrylate reacting with CH3× 

radical. The reacting monomers and CH3× radical that propagated until the third propagation were shown in 

colors. 
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 Same MD simulations were also done for PEGDA and ICN-triacrylate, where 1 CH3× 

radical and 40 acrylates were randomly distributed in the simulation box for each system, and ran 

at 700K and 3000atm in NPT ensemble. This kept the same CH3× radical concentration with the 

methyl acrylate system while reducing the computational cost. Due to the differences in shape, 

size, diffusive transport and steric access to the reactive site, the PEGDA and ICN-triacrylate 

systems were expected to propagate slower than the methyl acrylate system. In 20ns, the radical 

initiated the reaction for both PEGDA and ICN-triacrylate systems, and the first propagation for 

both systems were seen as pictured in figure 4.11. Further propagations require longer simulation 

time, but since the local chemistry is the same as the first propagation, the model developed is 

capable of describing full polymerization given stronger computer power and longer simulation 

time. 
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Figure 4.11: Snapshots of the free-radical polymerization started with CH3× radical reacting with PEGDA 

(top) and ICN-triacrylate (bottom). The reacting monomers and CH3× radical were shown in colors. 

 

4.4 Conclusions 

The developed ReaxFF force field ff.C/H/O/N reproduces atomic partial charges, geometries, 

and bond energies of the target acrylates very well. More importantly the reaction energy and 

barrier calculated from ReaxFF shows that the optimized force field can accurately describe the 

thermodynamics and kinetics of the acrylate free radical polymerization reaction, and it can be 

extended to other acrylates like PEGDA and ICN-triacrylate, with correct ReaxFF predicted 

densities and diffusion coefficients, and was able to analyze the diffusive transport and steric 
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7.4ns 11.4ns
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ICN-triacrylate

1st propagation

1st propagation



104 

 
access to the functional group and reactive site of different acrylates. Particularly, the 

thermodynamics and kinetics of the reactions that were not expected to happen were also included 

in the training process, and the parameters were trained against these reactions to prevent them 

from competing with the correct reactions, which was not reported in previous ReaxFF 

development works. This developed force field correctly described the initiation and the following 

propagations of the radical reacting with liquid acrylate monomers that have different size, shape, 

and number of functional groups. This enables the structure, mechanics, and reactivity analysis of 

the resin network after curing, and could help with the materials selection and resin design of the 

photo-initiated additive manufacturing including VAM, if having more computational resources. 

Future work will be done by running the simulations for longer time and compare the network 

structure and mechanical properties after curing among various acrylates. 
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4.5 Supporting Information 1: Training Set and Additional Training Results 

Figure S1 shows the workflow of the optimization process. After the training set is generated, 

the atom types and coordinates were fed to LAMMPS to perform the MD simulations and the 

penalty function was calculated. For a parameter Ai with value ai, the penalty function is evaluated 

for ai, ai(1-b), and ai(1+b), where b is the scaling factor, the one that gives minimum penalty 

function was accepted. All parameters are independently evaluated and after each iteration, they 

are updated simultaneously. The scaling factor was first set to be 5%, and then gradually decreased 

for fine-tuning. The weights were assigned so that each section weighed similarly to the total error, 

but after the penalty function converged, the weights were tuned based on the importance level of 

each item in the training set, and continue the optimization procedure.  

 

 

Figure S1: Workflow of the whole optimization process. 
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Figure S2: Bond dissociation energies of additional bonds. 
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4.6 Supporting Information 2: Final Force Field 
 
Reactive MD-force field: C/H/O/N for acrylates photopolymerization 
 39       ! Number of general parameters                             
   50.0000 !Overcoordination parameter             
    9.5469 !Overcoordination parameter             
    1.6725 !Valency angle conjugation parameter    
    1.7224 !Triple bond stabilisation parameter    
    6.8702 !Triple bond stabilisation parameter    
   60.4850 !C2-correction                          
    1.0588 !Undercoordination parameter            
    4.6000 !Triple bond stabilisation parameter    
   12.1176 !Undercoordination parameter            
   13.3056 !Undercoordination parameter            
  -70.5044 !Triple bond stabilization energy       
    0.0000 !Lower Taper-radius                     
   10.0000 !Upper Taper-radius                     
    2.8793 !Not used                               
   33.8667 !Valency undercoordination              
    6.0891 !Valency angle/lone pair parameter      
    1.0563 !Valency angle                          
    2.0384 !Valency angle parameter                
    6.1431 !Not used                               
    6.9290 !Double bond/angle parameter            
    0.3989 !Double bond/angle parameter: overcoord 
    3.9954 !Double bond/angle parameter: overcoord 
   -2.4837 !Not used                               
    5.7796 !Torsion/BO parameter                   
   10.0000 !Torsion overcoordination               
    1.9487 !Torsion overcoordination               
   -1.2327 !Conjugation 0 (not used)               
    2.1645 !Conjugation                            
    1.5591 !vdWaals shielding                      
    0.1000 !Cutoff for bond order (*100)           
    1.7602 !Valency angle conjugation parameter    
    0.6991 !Overcoordination parameter             
   50.0000 !Overcoordination parameter             
    1.8512 !Valency/lone pair parameter            
    0.5000 !Not used                               
   20.0000 !Not used                               
    5.0000 !Molecular energy (not used)            
    0.0000 !Molecular energy (not used)            
    0.7903 !Valency angle conjugation parameter    
 12   ! Nr of atoms; cov.r; valency;a.m;Rvdw;Evdw;gammaEEM;cov.r2;#  
            alfa;gammavdW;valency;Eunder;Eover;chiEEM;etaEEM;n.u.                
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            cov r3;Elp;Heat inc.;n.u.;n.u.;n.u.;n.u.                             
            ov/un;val1;n.u.;val3,vval4                                           
 C    1.3955   4.0000  12.0000   1.7969   0.1837   0.9000   1.1172   4.0000 
     10.2498   2.0812   4.0000  34.9131  79.5548   5.9666   7.0000   0.0000 
      1.2235   0.0000 202.2908   9.4071  35.8021  12.8682   0.8563   0.0000 
     -2.7534   2.3766   1.0564   4.0000   2.8904   0.0000   0.0000   0.0000 
 H    0.8975   1.0000   1.0080   1.3211   0.0977   0.8203  -0.1000   1.0000 
      8.4286  31.6458   1.0000   0.0000 121.1250   3.7248   9.6093   1.0000 
     -0.1000   0.0000  55.1878   3.1168   2.4182   0.0003   1.0698   0.0000 
    -19.9435   4.1665   1.0338   1.0000   2.7371   0.0000   0.0000   0.0000 
 O    1.2264   2.0000  15.9990   2.3264   0.0999   1.0898   1.0548   6.0000 
      9.4808  13.4988   4.0000  39.3984 116.0768   8.5000   8.3122   2.0000 
      0.9049   0.4053  68.0152   3.3297   0.7821   0.0020   0.9745   0.0000 
     -3.5477   2.7568   1.0493   4.0000   2.9956   0.0000   0.0000   0.0000 
 N    1.2333   3.0000  14.0000   1.9324   0.1376   0.7921   1.1748   5.0000 
     10.0667   7.8431   4.0000  32.2482 100.0000   7.5795   6.3952   2.0000 
      1.0433  27.4290 119.9837   1.9457   4.2874   3.4869   0.9745   0.0000 
     -4.3875   2.6192   1.0183   4.0000   2.8793   0.0000   0.0000   0.0000 
 S    1.9405   2.0000  32.0600   2.0677   0.2099   1.0336   1.5479   6.0000 
      9.9575   4.9055   4.0000  52.9998 112.1416   5.7824   8.2545   2.0000 
      1.4601   9.7177  71.1843   5.7487  23.2859  12.7147   0.9745   0.0000 
    -11.0000   2.7466   1.0338   6.2998   2.8793   0.0000   0.0000   0.0000 
 Mg   1.8315   2.0000  24.3050   2.2464   0.1806   0.5020   1.0000   2.0000 
     10.9186  27.1205   3.0000  38.0000   0.0000   0.9499   5.6130   0.0000 
     -1.3000   0.0000 127.9160  49.9248   0.3370   0.0000   0.0000   0.0000 
     -1.0823   2.3663   1.0564   6.0000   2.9663   0.0000   0.0000   0.0000 
 P    1.5994   3.0000  30.9738   1.7000   0.1743   1.0000   1.3000   5.0000 
      9.1909  14.9482   5.0000   0.0000   0.0000   1.6676   7.0946   0.0000 
     -1.0000  25.0000 125.6300   0.2187  21.4305  15.1425   0.0000   0.0000 
     -3.9294   3.4831   1.0338   5.0000   2.8793   0.0000   0.0000   0.0000 
 Na   1.8000   1.0000  22.9898   2.8270   0.1872   0.4000  -1.0000   1.0000 
     10.0000   2.5000   1.0000   0.0000   0.0000  -0.9871   6.7728   0.0000 
     -1.0000   0.0000  23.0445 100.0000   1.0000   0.0000   0.8563   0.0000 
     -2.5000   3.9900   1.0338   8.0000   2.5791   0.0000   0.0000   0.0000 
 Ti   2.0254   4.0000  47.8800   2.2105   0.1574   0.6311   0.1000   4.0000 
     12.7041  16.6482   4.0000   0.1000   0.0000  -1.3647   6.8406   0.0000 
     -1.0000   0.0000 143.1770  27.6505  -0.0753   0.0064   0.8563   0.0000 
    -15.0000   3.8359   1.0338  12.0000   2.2632   0.0000   0.0000   0.0000 
 Cl   1.7140   1.0000  35.4500   1.9139   0.2000   0.3500  -1.0000   7.0000 
     11.5345  10.1330   1.0000   0.0000   0.0000   9.9704   6.1703   0.0000 
     -1.0000   1.2769 143.1770   6.2293   5.2294   0.1542   0.8563   0.0000 
    -10.2080   2.9867   1.0338   6.2998   2.5791   0.0000   0.0000   0.0000 
 F    1.2100   1.0000  18.9984   1.8601   0.1200   0.3000  -0.1000   7.0000 
     11.5000   7.5000   4.0000   9.2533   0.2000   9.0000  15.0000   0.0000 
     -1.0000  35.0000   1.5000   6.9821   4.1799   1.0561   0.0000   0.0000 
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     -7.3000   2.6656   1.0493   4.0000   2.9225   0.0000   0.0000   0.0000 
 X   -0.1000   2.0000   1.0080   2.0000   0.0000   1.0000  -0.1000   6.0000 
     10.0000   2.5000   4.0000   0.0000   0.0000   8.5000   1.5000   0.0000 
     -0.1000   0.0000  -2.3700   8.7410  13.3640   0.6690   0.9745   0.0000 
    -11.0000   2.7466   1.0338   4.0000   2.8793   0.0000   0.0000   0.0000 
 58     ! Nr of bonds; Edis1;LPpen;n.u.;pbe1;pbo5;13corr;pbo6        
                         pbe2;pbo3;pbo4;Etrip;pbo1;pbo2;ovcorr                   
  1  1 149.9147  89.5187  77.8050  -0.7332  -0.4539   1.0000  35.7311   0.4147 
         0.5061  -0.1000   9.5969   1.0000  -0.0701   6.3905   1.0000   0.0000 
  1  2 169.0523   0.0000   0.0000  -0.6706   0.0000   1.0000   6.0000   0.7652 
         5.4905   1.0000   0.0000   1.0000  -0.0474   6.5679   0.0000   0.0000 
  2  2 153.3934   0.0000   0.0000  -0.4600   0.0000   1.0000   6.0000   0.7300 
         6.2500   1.0000   0.0000   1.0000  -0.0790   6.0552   0.0000   0.0000 
  1  3 140.9785  90.9238  67.0405  -0.3916  -0.2592   1.0000  11.5802   1.0000 
         0.4934  -0.2648   7.3763   1.0000  -0.1428   5.3730   0.0000   0.0000 
  3  3 142.2858 145.0000  50.8293   0.2506  -0.1000   1.0000  29.7503   0.6051 
         0.3451  -0.1055   9.0000   1.0000  -0.1225   5.5000   1.0000   0.0000 
  1  4 134.1215 140.2179  79.9745   0.0163  -0.1428   1.0000  27.0617   0.2000 
         0.1387  -0.3681   7.1611   1.0000  -0.1000   5.0825   1.0000   0.0000 
  3  4 130.8596 169.4551  40.0000   0.3837  -0.1639   1.0000  35.0000   0.2000 
         1.0000  -0.3579   7.0004   1.0000  -0.1193   6.8773   1.0000   0.0000 
  4  4 157.9384  82.5526 152.5336   0.4010  -0.1034   1.0000  12.4261   0.5828 
         0.1578  -0.1509  11.9186   1.0000  -0.0861   5.4271   1.0000   0.0000 
  2  3 160.0000   0.0000   0.0000  -0.5725   0.0000   1.0000   6.0000   0.5626 
         1.1150   1.0000   0.0000   0.0000  -0.0920   4.2790   0.0000   0.0000 
  2  4 185.3171   0.0000   0.0000  -0.3689   0.0000   1.0000   6.0000   0.2854 
         7.6517   1.0000   0.0000   1.0000  -0.0408   6.0255   0.0000   0.0000 
  1  5 128.7959  56.4134  39.0716   0.0688  -0.4463   1.0000  31.1766   0.4530 
         0.1955  -0.3587   6.2148   1.0000  -0.0770   6.6386   1.0000   0.0000 
  2  5 136.1049   0.0000   0.0000  -0.4669   0.0000   1.0000   6.0000   0.3803 
        10.5730   1.0000   0.0000   1.0000  -0.1000   7.0000   1.0000   0.0000 
  3  5 135.6998 220.0000  40.0000   0.5848  -0.2406   1.0000  22.1005   0.2335 
         0.7069  -0.2681   8.3465   1.0000  -0.0922   5.4651   1.0000   0.0000 
  4  5   0.0000   0.0000   0.0000   0.5000  -0.2000   1.0000  40.0000   0.3000 
         0.4000  -0.2500   9.0000   1.0000  -0.1000   6.0000   1.0000   0.0000 
  5  5   0.0000   0.0000   0.0000   0.2500  -0.5000   1.0000  20.0000   1.0000 
         0.2500  -0.2500  10.0000   1.0000  -0.1000   8.0000   1.0000   0.0000 
  2  6  58.6896   0.0000   0.0000  -0.0203  -0.1418   1.0000  13.1260   0.0230 
         8.2136  -0.1310   0.0000   1.0000  -0.2692   6.4254   0.0000  24.4461 
  3  6  87.0227   0.0000  43.3991   0.0030  -0.3000   1.0000  36.0000   0.0250 
         0.0087  -0.2500  12.0000   1.0000  -0.0439   6.6073   1.0000  24.4461 
  6  6  32.3808   0.0000   0.0000  -0.0076  -0.2000   0.0000  16.0000   0.2641 
         4.8726  -0.2000  10.0000   1.0000  -0.0729   4.6319   0.0000   0.0000 
  1  7 110.0000  92.0000   0.0000   0.2171  -0.1418   1.0000  13.1260   0.6000 
         0.3601  -0.1310  10.7257   1.0000  -0.0869   5.3302   1.0000   0.0000 
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  2  7   0.1466   0.0000   0.0000   0.2250  -0.1418   1.0000  13.1260   0.6000 
         0.3912  -0.1310   0.0000   1.0000  -0.1029   9.3302   0.0000   0.0000 
  3  7 201.0058 194.1410   0.0000   1.0000  -0.5000   1.0000  25.0000   0.4873 
         0.4358  -0.1571  15.8745   1.0000  -0.2431   6.3823   1.0000   0.0000 
  4  7 130.0000   0.0000   0.0000   0.2171  -0.1418   1.0000  13.1260   0.6000 
         0.3601  -0.1310  10.7257   1.0000  -0.0869   5.3302   1.0000   0.0000 
  6  7   0.1000   0.0000   0.0000   0.2500  -0.5000   1.0000  35.0000   0.6000 
         0.5000  -0.5000  20.0000   1.0000  -0.2000  10.0000   1.0000   0.0000 
  7  7   0.0000   0.0000   0.0000   0.2171  -0.5000   1.0000  35.0000   0.6000 
         0.5000  -0.5000  20.0000   1.0000  -0.2000  10.0000   1.0000   0.0000 
  1  8   0.0000   0.0000   0.0000  -1.0000  -0.3000   1.0000  36.0000   0.7000 
        10.1151  -0.3500  25.0000   1.0000  -0.1053   8.2003   1.0000   0.0000 
  2  8   0.0000   0.0000   0.0000  -1.0000  -0.3000   1.0000  36.0000   0.7000 
        10.1151  -0.3500  25.0000   1.0000  -0.1053   8.2003   1.0000   0.0000 
  3  8  45.8933   0.0000   0.0000  -0.1511  -0.3000   1.0000  36.0000   0.3105 
         5.8448  -0.3500  25.0000   1.0000  -0.0659   7.9140   1.0000   0.0000 
  4  8   0.0000   0.0000   0.0000  -1.0000  -0.3000   1.0000  36.0000   0.7000 
        10.1151  -0.3500  25.0000   1.0000  -0.1053   8.2003   1.0000   0.0000 
  5  8   0.0000   0.0000   0.0000  -1.0000  -0.3000   1.0000  36.0000   0.7000 
        10.1151  -0.3500  25.0000   1.0000  -0.1053   8.2003   1.0000   0.0000 
  6  8   0.0000   0.0000   0.0000   0.2500  -0.5000   1.0000  35.0000   0.6000 
         0.5000  -0.5000  20.0000   1.0000  -0.2000  10.0000   1.0000   0.0000 
  7  8   0.0000   0.0000   0.0000   0.2500  -0.5000   1.0000  35.0000   0.6000 
         0.5000  -0.5000  20.0000   1.0000  -0.2000  10.0000   1.0000   0.0000 
  8  8  64.4508   0.0000   0.0000  -0.3738   0.3000   0.0000  25.0000   0.2158 
         0.9915  -0.4000  12.0000   1.0000  -0.0515   5.0000   0.0000   0.0000 
  4  6  50.0000  10.0901   0.0000  -1.0000  -0.3000   1.0000  36.0000   0.7058 
         0.8567  -0.3487  17.4990   1.0000  -0.0794   8.2232   1.0000   0.0000 
  1  9   0.0000   0.0000   0.0000  -0.2872  -0.3000   1.0000  36.0000   0.0082 
         1.7973  -0.2500  20.0000   1.0000  -0.2578   6.5219   1.0000   0.0000 
  2  9   0.0000   0.0000   0.0000  -0.2872  -0.3000   1.0000  36.0000   0.0082 
         1.7973  -0.2500  20.0000   1.0000  -0.2578   6.5219   1.0000   0.0000 
  3  9 130.5629  37.6984   0.0000   0.9228  -0.3000   0.0000  36.0000   0.0850 
         0.1150  -0.2818  16.1571   1.0000  -0.1343   6.8264   0.0000   0.0000 
  4  9   0.0000   0.0000   0.0000  -0.2872  -0.3000   1.0000  36.0000   0.0082 
         1.7973  -0.2500  20.0000   1.0000  -0.2578   6.5219   1.0000   0.0000 
  5  9   0.0000   0.0000   0.0000  -0.2872  -0.3000   1.0000  36.0000   0.0082 
         1.7973  -0.2500  20.0000   1.0000  -0.2578   6.5219   1.0000   0.0000 
  6  9   0.0000   0.0000   0.0000  -0.2872  -0.3000   1.0000  36.0000   0.0082 
         1.7973  -0.2500  20.0000   1.0000  -0.2578   6.5219   1.0000   0.0000 
  7  9   0.0000   0.0000   0.0000  -0.2872  -0.3000   1.0000  36.0000   0.0082 
         1.7973  -0.2500  20.0000   1.0000  -0.2578   6.5219   1.0000   0.0000 
  8  9   0.1000   0.0000   0.0000   0.2500  -0.5000   1.0000  35.0000   0.6000 
         0.5000  -0.5000  20.0000   1.0000  -0.2000  10.0000   1.0000   0.0000 
  9  9  80.1930   0.0000   0.0000  -0.8469  -0.2000   0.0000  16.0000   0.2022 
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         0.7528  -0.1924  14.9725   1.0000  -0.0885   5.0000   0.0000   0.0000 
  1 10   0.0000   0.0000   0.0000   0.5000  -0.2000   0.0000  16.0000   0.5000 
         1.0001  -0.2000  15.0000   1.0000  -0.1000  10.0000   0.0000   0.0000 
  2 10  98.9788   0.0000   0.0000  -0.0572  -0.2000   0.0000  16.0000   1.1523 
         2.2822  -0.2000  15.0000   1.0000  -0.1093   5.1686   0.0000   0.0000 
  3 10   0.0000   0.0000   0.0000   0.5000  -0.2000   0.0000  16.0000   0.5000 
         1.0001  -0.2000  15.0000   1.0000  -0.1000  10.0000   0.0000   0.0000 
  4 10   0.0000   0.0000   0.0000   0.5000  -0.2000   0.0000  16.0000   0.5000 
         1.0001  -0.2000  15.0000   1.0000  -0.1000  10.0000   0.0000   0.0000 
  5 10   0.0000   0.0000   0.0000   0.5000  -0.2000   0.0000  16.0000   0.5000 
         1.0001  -0.2000  15.0000   1.0000  -0.1000  10.0000   0.0000   0.0000 
  6 10   0.0000   0.0000   0.0000   0.5000  -0.2000   0.0000  16.0000   0.5000 
         1.0001  -0.2000  15.0000   1.0000  -0.1000  10.0000   0.0000   0.0000 
  7 10   0.0000   0.0000   0.0000   0.5000  -0.2000   0.0000  16.0000   0.5000 
         1.0001  -0.2000  15.0000   1.0000  -0.1000  10.0000   0.0000   0.0000 
  8 10   0.0000   0.0000   0.0000   0.5000  -0.2000   0.0000  16.0000   0.5000 
         1.0001  -0.2000  15.0000   1.0000  -0.1000  10.0000   0.0000   0.0000 
  9 10 166.7325   0.0000   0.0000  -0.6307  -0.2000   0.0000  16.0000   0.5805 
         0.6328  -0.2000  15.0000   1.0000  -0.0608   8.5378   0.0000   0.0000 
 10 10   0.2500   0.0000   0.0000   0.1803  -0.2000   0.0000  16.0000   0.3356 
         0.9228  -0.2000  15.0000   1.0000  -0.1178   5.6715   0.0000   0.0000 
  1 11 237.8781   0.0000   0.0000  -0.7438  -0.5000   1.0000  35.0000   1.0460 
         3.6661  -0.2500  15.0000   1.0000  -0.0800   5.4719   1.0000   0.0000 
  2 11   0.0000   0.0000   0.0000  -0.4643   0.0000   1.0000   6.0000   0.6151 
        12.3710   1.0000   0.0000   1.0000  -0.1008   8.5980   0.0000   0.0000 
  3 11   0.0000   0.0000   0.0000  -0.4643   0.0000   1.0000   6.0000   0.6151 
        12.3710   1.0000   0.0000   1.0000  -0.1008   8.5980   0.0000   0.0000 
  4 11   0.0000   0.0000   0.0000  -0.4643   0.0000   1.0000   6.0000   0.6151 
        12.3710   1.0000   0.0000   1.0000  -0.1008   8.5980   0.0000   0.0000 
  5 11   0.0000   0.0000   0.0000  -0.4643   0.0000   1.0000   6.0000   0.6151 
        12.3710   1.0000   0.0000   1.0000  -0.1008   8.5980   0.0000   0.0000 
 11 11 250.0765   0.0000   0.0000   0.2298  -0.3500   1.0000  25.0000   0.8427 
         0.1167  -0.2500  15.0000   1.0000  -0.1506   7.3516   1.0000   0.0000 
 23    ! Nr of off-diagonal terms; Ediss;Ro;gamma;rsigma;rpi;rpi2    
  1  2   0.1236   1.3271  10.3132   1.1181  -1.0000  -1.0000 
  2  3   0.0256   1.2241  10.8918   1.0668  -1.0000  -1.0000 
  2  4   0.0687   1.5130  10.0094   0.9412  -1.0000  -1.0000 
  1  3   0.1153   1.7413   8.8197   1.2162   0.9925   1.0637 
  1  4   0.1447   1.8766   9.7990   1.3436   1.1885   1.1363 
  3  4   0.1048   2.0003  10.1220   1.3173   1.1096   1.0206 
  1  5   0.1408   1.8161   9.9393   1.7986   1.3021   1.4031 
  2  5   0.0895   1.6239  10.0104   1.4640  -1.0000  -1.0000 
  3  5   0.1962   1.7872  10.2319   1.4622   1.4025  -1.0000 
  4  5   0.1505   1.9000  10.5104   1.8000   1.4000  -1.0000 
  2  6   0.0100   1.6000  13.2979   1.8670  -1.0000  -1.0000 
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  3  6   0.0809   1.7000  11.4606   1.5177  -1.0000  -1.0000 
  3  7   0.0534   1.7520  10.4281   1.8000   1.4498  -1.0000 
  6  7   0.1801   1.8566   9.8498   0.1000  -1.0000  -1.0000 
  3  8   0.0825   1.5904  11.3396   1.5905  -1.0000  -1.0000 
  2  9   0.1750   1.7939  13.5000   0.0100  -1.0000  -1.0000 
  3  9   0.1200   1.8000  10.5000   1.6526   1.4718  -1.0000 
  9 10   0.1819   2.2000  12.2652   1.8478   1.4718  -1.0000 
  1  9   0.2035   1.7007  11.4530   0.0100  -1.0000  -1.0000 
  2 10   0.0376   1.6671   9.6285   1.2123  -1.0000  -1.0000 
  3 10   0.1945   2.2766  11.2353  -1.0000  -1.0000  -1.0000 
  1 11   0.1071   1.6243  11.0402   1.3176  -1.0000  -1.0000 
  2 11   0.0431   1.7204  10.3632   0.5386  -1.0000  -1.0000 
 85    ! Nr of angles;at1;at2;at3;Thetao,o;ka;kb;pv1;pv2             
  1  1  1  59.0573  30.7029   0.7606   0.0000   0.7180   6.2933   1.1244 
  1  1  2  65.7758  14.5234   6.2481   0.0000   0.5665   0.0000   1.6255 
  2  1  2  70.2607  25.2202   3.7312   0.0000   0.0050   0.0000   2.7500 
  1  2  2   0.0000   0.0000   6.0000   0.0000   0.0000   0.0000   1.0400 
  1  2  1   0.0000   3.4110   7.7350   0.0000   0.0000   0.0000   1.0400 
  2  2  2   0.0000  27.9213   5.8635   0.0000   0.0000   0.0000   1.0400 
  1  1  3  53.9517   7.8968   2.6122   0.0000   3.0000  58.6562   1.0338 
  3  1  3  76.9627  44.2852   2.4177 -25.3063   1.6334 -50.0000   2.7392 
  1  1  4  78.5538  21.4381   7.4715   0.0000   1.1046  50.0000   1.5275 
  3  1  4  73.9544  12.4661   7.0000   0.0000   1.1046   0.0000   1.1880 
  4  1  4  89.3168  20.2660   7.5000   0.0000   1.1046   0.0000   1.5403 
  2  1  3  65.0000  16.3141   5.2730   0.0000   0.4448   0.0000   1.4077 
  2  1  4  74.2929  31.0883   2.6184   0.0000   0.1000   0.0000   1.0500 
  1  2  4   0.0000   0.0019   6.3000   0.0000   0.0000   0.0000   1.0400 
  1  3  1  72.6199  42.5510   0.7205   0.0000   2.9294   0.0000   1.3096 
  1  3  3  81.9029  32.2258   1.7397   0.0000   0.9888  68.1072   1.7777 
  1  3  4  82.4890  31.4554   0.9953   0.0000   3.0000   0.0000   1.0783 
  3  3  3  80.7324  30.4554   0.9953   0.0000   3.0000  50.0000   1.0783 
  3  3  4  84.3637  31.4554   0.9953   0.0000   3.0000   0.0000   1.0783 
  4  3  4  89.7071  31.4554   0.9953   0.0000   3.0000   0.0000   1.1519 
  1  3  2  70.1101  13.1217   4.4734   0.0000   0.8433   0.0000   3.0000 
  2  3  3  75.6935  50.0000   2.0000   0.0000   1.0000   0.0000   1.1680 
  2  3  4  75.6201  18.7919   0.9833   0.0000   0.1000   0.0000   1.0500 
  2  3  2  85.8000   9.8453   2.2720   0.0000   2.8635   0.0000   1.5800 
  1  4  1  81.4699   7.2318   1.2608   0.0000   3.0000   0.0000   1.2127 
  1  4  3 103.3204  33.0381   0.5787   0.0000   3.0000   0.0000   1.2127 
  1  4  4  50.0000  25.0250   4.7651   0.0000   3.0000   0.0000   1.2028 
  3  4  3  74.1978  42.1786   1.7845 -18.0069   3.0000   0.0000   1.2127 
  3  4  4  74.8600  43.7354   1.1572  -0.9193   3.0000   0.0000   1.2127 
  4  4  4  75.0538  14.8267   5.2794   0.0000   3.0000   0.0000   1.2127 
  1  4  2  68.2294  29.6576   1.0533   0.0000   0.3481   0.0000   1.5443 
  2  4  3  81.3686  40.0712   2.2396   0.0000   0.3481   0.0000   1.5443 
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  2  4  4  83.0104  43.4766   1.5328   0.0000   0.3481   0.0000   1.5443 
  2  4  2  79.6336  17.7917   3.7832   0.0000   0.0222   0.0000   2.0238 
  1  2  3   0.0000  25.0000   3.0000   0.0000   1.0000   0.0000   1.0400 
  1  2  4   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 
  1  2  5   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 
  3  2  3   0.0000  15.0000   2.8900   0.0000   0.0000   0.0000   2.8774 
  3  2  4   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 
  4  2  4   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 
  2  2  3   0.0000   8.5744   3.0000   0.0000   0.0000   0.0000   1.0421 
  2  2  4   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 
  1  1  5  74.4180  33.4273   1.7018   0.1463   0.5000   0.0000   1.6178 
  1  5  1  79.7037  28.2036   1.7073   0.1463   0.5000   0.0000   1.6453 
  2  1  5  63.3289  29.4225   2.1326   0.0000   0.5000   0.0000   3.0000 
  1  5  2  85.9449  38.3109   1.2492   0.0000   0.5000   0.0000   1.1000 
  1  5  5  85.6645  40.0000   2.9274   0.1463   0.5000   0.0000   1.3830 
  2  5  2  83.8555   5.1317   0.4377   0.0000   0.5000   0.0000   3.0000 
  2  5  5  97.0064  32.1121   2.0242   0.0000   0.5000   0.0000   2.8568 
  3  5  3  81.0926  30.2268   6.4132  -5.4471   2.5968   0.0000   3.0000 
  1  5  3  70.0000  35.0000   3.4223   0.0000   1.3550   0.0000   1.2002 
  1  3  5  57.3353  41.0012   1.0609   0.0000   1.3000   0.0000   3.0000 
  3  3  5  83.9753  31.0715   3.5590   0.0000   0.8161   0.0000   1.1776 
  2  3  5  89.8843  17.5000   3.3660   0.0000   2.0000   0.0000   2.0734 
  2  6  2   0.0000  49.8261   0.2093   0.0000   2.0870   0.0000   2.2895 
  2  2  6   0.0000  40.0366   3.1505   0.0000   1.1296   0.0000   1.1110 
  6  2  6   0.0000   0.5047   0.8000   0.0000   0.8933   0.0000   4.6650 
  2  6  6   0.0000   8.7037   0.0827   0.0000   3.5597   0.0000   1.1198 
  3  6  3   0.0000   9.2317   0.1000   0.0000   1.0000   0.0000   1.0920 
  6  3  6   0.0008  25.0000   8.0000   0.0000   1.0000   0.0000   3.0000 
  2  3  6  66.0423   5.0000   1.0000   0.0000   1.0000   0.0000   1.2500 
  2  6  3   0.0000   0.5000   0.1000   0.0000   1.0000   0.0000   3.0000 
  3  3  6  70.0000  20.0000   1.0000   0.0000   1.0000   0.0000   1.2500 
  3  7  3  90.0000  18.4167   0.6799  -8.0000   0.1310   0.0000   2.2321 
  2  3  7  72.6004   9.6150   0.8905   0.0000   3.5473   0.0000   1.0400 
  3  3  7  60.0000  40.0000   4.0000   0.0000   1.0000   0.0000   1.0400 
  3  2  7   0.0000  10.0000   1.0000   0.0000   1.0000   0.0000   1.0400 
  6  3  7  41.0995   3.2207   7.3523   0.0000   0.1101   0.0000   1.0947 
  7  3  7  62.1312   7.5931   0.1000   0.0000   0.5154   0.0000   2.1744 
  1  3  7  74.1394   8.5687   1.7132   0.0000  -0.6553   0.0000   2.2323 
  2  7  3  75.0000  25.0000   2.0000   0.0000   1.0000   0.0000   1.2500 
  3  7  7  70.0000  25.0000   2.0000   0.0000   1.0000   0.0000   1.2500 
  3  9  3  90.0000  30.4624   2.1468   0.0000   0.0500   0.0000   1.9485 
  9  3  9  90.0000   5.7486   5.0000   0.0000   2.0000   0.0000   1.1000 
 10  9 10  70.9022  29.8228   3.9292   0.0000   0.1917   0.0000   2.0357 
  9 10  9  48.6200  40.0000   5.0000   0.0000   0.0500   0.0000   1.1000 
  3  3  9  62.9344  15.0215   4.3743   0.0000   0.6168   0.0000   1.1673 
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  3  9  9  33.7127   8.0623   3.4580   0.0000   0.0500   0.0000   2.6065 
  2  3  9  90.0000   9.7766   8.0000   0.0000   0.0505   0.0000   1.7257 
  1  3  9  90.0000   7.6430   0.2869   0.0000   1.8647   0.0000   4.0000 
  3  2 10   0.0000   0.0100   0.0100   0.0000   0.0000   0.0000   1.1456 
 11  1 11  77.8443  49.0744   5.9913   0.0000   0.7835   0.0000   2.3020 
  1 11  1   0.0000  19.9962   3.2299   0.0000   2.1012   0.0000   1.1537 
  1 11 11   0.0000  25.0000   1.0000   0.0000   1.0000   0.0000   1.0400 
 11  1  2  69.6421  10.0000   2.0000   0.0000   1.0000   0.0000   1.0400 
 57    ! Nr of torsions;at1;at2;at3;at4;;V1;V2;V3;V2(BO);vconj;n.u;n 
  1  1  1  1  -0.2500  34.7453   0.0288  -6.3507  -1.6000   0.0000   0.0000 
  1  1  1  2  -0.2500  29.2131   0.2945  -4.9581  -2.1802   0.0000   0.0000 
  2  1  1  2  -0.2500  31.2081   0.4539  -4.8923  -2.2677   0.0000   0.0000 
  1  1  1  3   1.2799  20.7787  -0.5249  -2.5000  -1.0000   0.0000   0.0000 
  2  1  1  3   1.9159  19.8113   0.7914  -4.6995  -1.0000   0.0000   0.0000 
  3  1  1  3  -1.4477  16.6853   0.6461  -4.9622  -1.0000   0.0000   0.0000 
  1  1  3  1   0.4816  19.6316  -0.0057  -2.5000  -1.0000   0.0000   0.0000 
  1  1  3  2   1.2044  80.0000  -0.3139  -6.1481  -1.0000   0.0000   0.0000 
  2  1  3  1  -2.5000  31.0191   0.6165  -2.7733  -2.9807   0.0000   0.0000 
  2  1  3  2  -2.4875  70.8145   0.7582  -4.2274  -3.0000   0.0000   0.0000 
  1  1  3  3  -0.3566  10.0000   0.0816  -2.6110  -1.9631   0.0000   0.0000 
  2  1  3  3  -1.4383  80.0000   1.0000  -3.6877  -2.8000   0.0000   0.0000 
  3  1  3  1  -1.1390  78.0747  -0.0964  -4.5172  -3.0000   0.0000   0.0000 
  3  1  3  2  -2.5000  70.3345  -1.0000  -5.5315  -3.0000   0.0000   0.0000 
  3  1  3  3  -2.0234  80.0000   0.1684  -3.1568  -2.6174   0.0000   0.0000 
  1  3  3  1   1.1637 -17.3637   0.5459  -3.6005  -2.6938   0.0000   0.0000 
  1  3  3  2  -2.1289  12.8382   1.0000  -5.6657  -2.9759   0.0000   0.0000 
  2  3  3  2   2.5000 -22.9397   0.6991  -3.3961  -1.0000   0.0000   0.0000 
  1  3  3  3   2.5000 -25.0000   1.0000  -2.5000  -1.0000   0.0000   0.0000 
  2  3  3  3  -2.5000  -2.5103  -1.0000  -2.5000  -1.0000   0.0000   0.0000 
  3  3  3  3  -2.5000 -25.0000   1.0000  -2.5000  -1.0000   0.0000   0.0000 
  0  1  2  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 
  0  2  2  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 
  0  2  3  0   0.0000   0.1000   0.0200  -2.5415   0.0000   0.0000   0.0000 
  0  1  1  0   0.0000  50.0000   0.3000  -4.0000  -2.0000   0.0000   0.0000 
  0  1  4  0   1.7932 141.5515   0.9686  -4.2368  -1.9727   0.0000   0.0000 
  0  2  4  0  -1.5000   0.1032   0.0100  -5.0965   0.0000   0.0000   0.0000 
  0  3  4  0   1.1397  61.3225   0.5139  -3.8507  -3.0000   0.0000   0.0000 
  0  4  4  0   0.7265  44.3155   1.0000  -4.4046  -2.0000   0.0000   0.0000 
  4  1  4  4  -0.0949   8.7582   0.3310  -7.9430  -2.0000   0.0000   0.0000 
  0  1  5  0   3.3423  30.3435   0.0365  -2.7171   0.0000   0.0000   0.0000 
  0  5  5  0  -0.0555  -5.0000   0.1515  -2.2056   0.0000   0.0000   0.0000 
  0  2  5  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 
  2  3  5  3   2.5000   2.5000   0.2237 -10.0000  -1.0000   0.0000   0.0000 
  0  3  5  0  -2.5000  50.0000  -0.5000 -10.0000  -1.0000   0.0000   0.0000 
  0  6  6  0   0.0000   0.0000   0.1200  -2.4426   0.0000   0.0000   0.0000 



117 

 
  0  2  6  0   0.0000   0.0000   0.1200  -2.4847   0.0000   0.0000   0.0000 
  0  3  6  0   0.0000   0.0000   0.1200  -2.4703   0.0000   0.0000   0.0000 
  1  1  3  3  -0.0002  20.1851   0.1601  -9.0000  -2.0000   0.0000   0.0000 
  1  3  3  1   0.0002  80.0000  -1.5000  -4.4848  -2.0000   0.0000   0.0000 
  3  1  3  3  -0.1583  20.0000   1.5000  -9.0000  -2.0000   0.0000   0.0000 
  1  1  1  7  -0.3232  14.3871   0.1823  -9.8682  -1.7255   0.0000   0.0000 
  7  1  1  7  -0.1452  50.0000  -0.1915  -8.0773  -1.7255   0.0000   0.0000 
  0  1  7  0   4.0000  45.8264   0.9000  -4.0000   0.0000   0.0000   0.0000 
  0  7  7  0   4.0000  45.8264   0.9000  -4.0000   0.0000   0.0000   0.0000 
  2  1  3  7  -1.5000  18.9285   0.3649  -6.1208   0.0000   0.0000   0.0000 
  2  3  7  3   1.5000  -1.0000   0.2575  -6.2100   0.0000   0.0000   0.0000 
  1  3  7  3  -1.4375  -0.8700   0.9861  -2.5424   0.0000   0.0000   0.0000 
  7  3  7  3  -1.5000  21.5086  -1.0000  -4.8869   0.0000   0.0000   0.0000 
  2  1  3  9   0.0000  84.3556   0.1000  -3.1953   0.0000   0.0000   0.0000 
  1  1  3  9   0.0000  51.0461   0.1059  -7.2043   0.0000   0.0000   0.0000 
  2  3  9  3  -0.2500   0.0100  -0.5000  -4.6984   0.0000   0.0000   0.0000 
  1  1  1 11   0.5000   0.1000   0.4683 -11.5274  -1.7255   0.0000   0.0000 
  2  1  1 11   0.0000  49.3871   0.2000 -10.5765  -1.7255   0.0000   0.0000 
 11  1  1 11  -0.5000  95.4727  -0.2080  -4.8579  -1.7255   0.0000   0.0000 
  0  1 11  0   4.0000  45.8264   0.9000  -4.0000   0.0000   0.0000   0.0000 
  0 11 11  0   4.0000  45.8264   0.8897  -4.0000   0.0000   0.0000   0.0000 
  9    ! Nr of hydrogen bonds;at1;at2;at3;Rhb;Dehb;vhb1              
  3  2  3   2.1200  -3.5800   1.4500  19.5000 
  3  2  4   1.6787  -3.9601   1.4500  19.5000 
  4  2  3   1.5585  -3.9305   1.4500  19.5000 
  4  2  4   1.9336  -5.8831   1.4500  19.5000 
  3  2  5   1.5000  -2.0000   1.4500  19.5000 
  4  2  5   1.5000  -2.0000   1.4500  19.5000 
  5  2  3   1.5000  -2.0000   1.4500  19.5000 
  5  2  4   1.5000  -2.0000   1.4500  19.5000 
  5  2  5   1.5000  -2.0000   1.4500  19.5000 
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Chapter 5 

 

Development and simulation of fully glycosylated molecular models 
of ACE2-Fc fusion proteins and their interaction with the SARS-
CoV-2 spike protein binding domain 
 
 
My contribution to this work was running MD simulations and performing stability analyses for 

the AFGG/SpFr system. 

This chapter originally appeared in the literature as: 

Bernardi A, Huang Y, Harris B, Xiong Y, Nandi S, McDonald KA, Faller R. Development and 

simulation of fully glycosylated molecular models of ACE2-Fc fusion proteins and their 

interaction with the SARS-CoV-2 spike protein binding domain. PLoS One. 2020 Aug 

5;15(8):e0237295. 

 

Abstract 

We develop fully glycosylated computational models of ACE2-Fc fusion proteins which 

are promising targets for a COVID-19 therapeutic. These models are tested in their interaction 

with a fragment of the receptor-binding domain (RBD) of the Spike Protein S of the SARS-CoV-

2 virus, via atomistic molecular dynamics simulations. We see that some ACE2 glycans interact 

with the S fragments, and glycans are influencing the conformation of the ACE2 receptor. 

Additionally, we optimize algorithms for protein glycosylation modelling in order to expedite 

future model development. All models and algorithms are openly available. 
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5.1 Introduction 

As of June 29, 2020 more than 10 Million people have been confirmed to be infected with 

coronavirus disease 2019 (COVID-19) which is caused by the severe acute respiratory syndrome 

coronavirus 2 (SARS-CoV-2). This zoonotic pandemic has disrupted society worldwide on a 

peacetime-unprecedented scale. It also spurred a wide range of scientific endeavors to attack the 

various aspects of this disease. As the disease spreads there is a critical need for tools that enable 

the strategic design of biopharmaceutical countermeasures.  We are here addressing 

computationally a molecular approach to aid in the design of a specific class of potential COVID-

19 countermeasures. 

The genomic sequence of the virus responsible for COVID-19, SARS-CoV-2, was made 

available in January 2020 1, providing critical information on the primary amino acid sequences 

of potential targets.  A particularly important target is the SARS-CoV-2 spike (S) protein that is 

responsible for the first step in the viral infection process, binding to human cells via the 

angiotensin converting enzyme 2 (hACE2) receptor. The conserved expression and interaction of 

ACE2 indicates a wide range of hosts (human and non-human) for SARS-CoV-2 2. The S protein 

contains two domains S1 and S2 on each monomer. It is a homotrimer with each monomer 

comprised of 1281 amino acids.  The monomers are expected to be highly glycosylated with 22 

N-linked glycosylation sequons and 4 O-linked predicted glycosylation sites 3 , although only 16 

N-linked glycosylation sites were observed in a cryo-EM map of S produced in HEK293F cells 

4 .  Very recently, Watanabe et al. performed site-specific glycoform analysis of full-length 

trimeric S protein made recombinantly in transfected HEK293F cells 5 . Their analysis showed 

high occupancy at all 22 sites, with about 14 sites classified as complex, 2 sites as oligomannose, 
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and the remaining sites containing mixtures of oligomannose, hybrid and complex glycan 

structures. Seven of the sites with complex glycoforms, including the 2 sites on the RBD, also had 

a high degree (>95%) of core fucosylation. Viral coat proteins are often glycosylated which helps 

pathogens evade the host immune system, modulate access of host proteases, and can enhance 

cellular attachment through modification of protein structure and/or direct participation at the viral 

coat protein/cell receptor interface. These glycans are, however, only partially resolved in the 

experimental structure such that a computational approach is helpful to predict their behavior.  

6  

Figure 5.1: Proposed strategy for SARS-CoV-2 neutralization by ACE2-Fc immunoadhesin. ACE2-Fc 

binds to the spike (S) protein on the virus and blocks binding to the human cellular receptor ACE2, 

preventing cellular entrance of SARS-CoV-2. 
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The human ACE2 protein is a 788 amino acid integral membrane protein with seven N-

linked glycosylation sites in the extracellular domain. The binding kinetics between the SARS-

CoV-2 spike protein and the hACE2 receptor will depend on the 3D structures of both molecules 

and their molecular interactions which may be impacted by glycosylation 6-8 , as has been observed 

for other glycosylated viral spike proteins and their human receptors. Knowledge of the spike 

protein and ACE2 amino acid sequences have led to the commercial availability of the spike 

protein, ACE2, and various fragments of these, with and without purification/fusion tags, produced 

recombinantly in various expression hosts including Human embryonic kidney cells (HEK293), 

insect cells, Chinese Hamster Ovary cells (CHO), and E. coli.  While the availability of 

recombinant sources for S and ACE2 glycoproteins have greatly contributed to our understanding 

of the structure and interactions between these proteins, it is important to recognize that 

glycosylation of recombinant S and ACE proteins will depend on the host cell 9 , the recombinant 

protein, as well as production 10,11 and purification methods 12 . As molecular models and molecular 

dynamics simulations can describe the interactions of proteins with glycans and the modulation of 

protein structure by glycans 13,14 they are powerful tools to assess the significance of glycosylation 

on 3D structure and binding site interactions between the SARS-CoV-2 spike protein and the 

human ACE2 receptor, and to design novel biotherapeutics including optimizing glycosylation. 

A promising strategy for the design of COVID-19 therapeutic proteins is a fusion of the 

extracellular domain of ACE2, the human receptor for SARS-CoV-2, with the Fc region of human 

immunoglobulin, IgG1, by a linker separating the two domains 15 .  The neutralization strategy 

behind ACE2-Fc is shown in Figure 5.1 15 . This therapeutic design is often called an 

immunoadhesin, a chimeric protein combining the ligand-binding region of the cell receptor with 
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the constant domain of an immunoglobulin 16 .  These chimeric molecules form dimers through 

disulfide bonds between Fc domains; this bivalency increases the affinity for the ligand. The 

human ACE2 receptor has been shown to be the primary receptor that SARS-CoV-2 uses for entry 

into and infection of human cells 17,18 , although the binding site is distinct from the catalytic 

domain of ACE2. With an ACE2-Fc immunoadhesin the ACE2 portion can act as a circulating 

“bait or decoy” to bind the SARS-CoV-2 spike protein preventing it from entering human cells 

while the Fc region confers longer circulatory half-life, provides effector functions of the immune 

system to clear the virus, and allows simple well-established purification using Protein A affinity 

chromatography.  Immunoadhesins are a distinct class of antivirals that can be used 

prophylactically as well as post-infection and differ from both vaccines and antibodies. Unlike 

vaccines, they are not intended to elicit an immune response to the viral infection, and unlike 

antibody therapies, their design is greatly simplified since once the cellular receptor for viral entry 

is identified the immunoadhesin can be quickly designed and produced. 

This strategy also precludes the coronavirus mutating to escape binding with the ACE2-Fc 

protein, as it would also lose binding affinity to the native ACE2 human cell receptor resulting in 

a less pathogenic virus.  The re-emergent SARS-CoV-1 virus in 2003-2004 had a lower affinity 

for human ACE2 resulting in less severe infection and no secondary transmissions 19 . In this 

strategy the exogenous ACE2 would compensate for decreased ACE2 levels in the lungs during 

infection, contributing to the treatment of acute respiratory distress, and potentially reduce 

inflammation and reactive oxygen species in the lung 20 . Most importantly, recombinant ACE2-

Fc fusion proteins, with native ACE2 catalytic activity as well as a mutant version with lower 

ACE2 catalytic activity, produced using transfection of HEK293, have shown high affinity binding 
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to the SARS-CoV-2 spike protein and to potently neutralize SARS-CoV-2 in vitro 21 . Simulations 

are an ideal tool to optimize such a construct and guide the experimental production of ACE2-Fc.  

Glycans are branched, flexible chains of carbohydrates that explore a much wider range of 

conformations at equilibrium conditions than the protein chain itself as the latter is typically not 

dynamically changing strongly from its folded form as that would affect its functionality. The 

faster dynamics of glycans complicates the structural and conformational characterization of 

glycans in laboratory experiments 22 .  In atomistic molecular dynamics (MD) simulations, glycan 

conformations can be straight-forwardly analyzed to obtain structural information, as glycan 

dynamics are much closer to the computational timescale than the protein dynamics. However, 

neighboring glycans can interact with each other and essentially lock each other in which can lead 

to very slow equilibration into the correct conformation 13 . Therefore, algorithms are needed to 

generate realistic glycan configurations as glycans are regularly not fully resolved experimentally. 

Consequently, only a few simulations of related fully glycosylated proteins available 23-26 among 

them recently a proposed glycosylated model of the Spike protein 27 . Very recently a short 

simulation of the Spike protein with glycosylation has been published which is enabling longer 

studies 28 . Our group has made significant progress in the field of glycan modeling in recent years 

13,14,29 .  

N-glycan structure is highly heterogeneous, and the relative abundance of glycans depends 

on the expression system for glycoprotein production. Plant-based transient expression systems 

are well-suited to produce recombinant ACE2-Fc under the current COVID-19 pandemic given 

high production speeds. Two glycovariants of ACE2-Fc are simulated in this work: one is targeted 
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for ER retention with high mannose glycoforms, and the second is targeted for secretion with plant 

complex glycoforms. These glycovariants are currently being expressed and purified at UC Davis. 

In order to properly understand the interaction between the spike protein and the variant 

ACE2 receptors bound to its fusion partner the glycosylation of both entities needs to be taken into 

account.  The few existing computational studies of ACE2 interaction with the spike protein we 

are aware of are using aglycosylated proteins 30-32 . Also, molecular docking studies have been 

performed with the older related SARS-CoV-1 virus protein implicated in the SARS epidemic in 

the early 2000s 33 . We develop in silico models to predict the 3D structure of two glycosylated 

ACE2-Fc variants. Additionally, we evaluate the interactions between these two ACE2-Fc variants 

and a glycosylated spike protein fragment (SpFr) which contains the receptor binding domain of 

the SARS-CoV-2 spike protein. 

 

5.1 fs 

5.2 Materials and Methods 

5.2.1 Sequences and Initial Structure 

ACE2-Fc is a homodimer of ACE2 bound to Fc via a synthetic linker.  Two sequence variants 

are used in this work to model ACE2-Fc. The ACE2 and Fc domains N- and C-terminal residues 

for both variants, respectively, are as follows: ACE2, 18Q-740S (NCBI ID: NP_001358344.1); Fc, 

109C-330K (UniProt ID: P01857).   Variant 1 (Sequence Seq1 in Supporting Information; 960 

amino acids) contains a C-terminal SEKDEL tag, which is used to express predominantly ER-

retained proteins with high-mannose glycoforms in plant-based expression systems. Variant 2 

(Sequence Seq2 in Supporting Information; 954 amino acids) does not use a C-terminal SEKDEL 
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tag, and will express standard plant glycoforms in plant-based expression systems. Variant 2 has 

two mutations: H357N and H361N.  These mutations are used to deactivate the standard function 

of ACE2, by preventing the coordination of Zn2+ in the active site 21 .  The ACE2-Fc variants 

contain 18 disulfide bonds, with 4 of them being interchain. Table ST1 (in Supporting Information) 

describes the disulfide linkages. The variants also contain 8 N-glycosylation sites per monomer. 

Each peptidase domain of the ACE2-Fc variants is capable of binding one SARS-CoV-2 SpFr 

(Sequence Seq3 in Supporting Information; 183 amino acids), which contains one glycosylation 

site. The ACE2-Fc/SpFr structure is depicted in Figure 5.2.  Zoomed views of the ACE2/SpFr 

interface are shown in Figure SF4. The coordinated Zn2+ site is shown in Figure SF1. All 3D 

structures are rendered with VMD 34 . 

 

Figure 5.2: Infographic of the ACE2-Fc variant 1 homodimer bound to two SpFr. 
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5.2.2 Simulated Systems 

ACE2-Fc variant 1 will express high-mannose type glycans when synthesized in plants, while 

variant 2 will express standard plant glycans. Additionally, SARS-CoV-2 SpFr will exhibit its own 

glycosylation depending on the host cell; here we assume common mammalian-like glycosylation. 

Our simulations employed uniform glycosylation profiles to approximate these glycosylation 

profiles.  ACE2-Fc variant 1 is fully glycosylated with Man8 glycans, variant 2 is fully 

glycosylated with GnGnXF3 glycans the latter is consistent with a recent experimental study 35 , 

and the SpFr is glycosylated with ANaF6 36 .  Figure 5.3 shows these glycans using the Consortium 

of Functional Glycomics nomenclature. 

 
Figure 5.3: Glycans used in the simulated systems.  All structures were built using GlycanBuilder 37 . 

 

Four systems containing ACE2-Fc variants were simulated in this work.  The first system 

contains ACE2-Fc variant 1 with Man8 glycans.  The second system contains ACE2-Fc variant 2 

with GnGnXF3 glycans.  The third and fourth systems are the immunoadhesins of the first and 
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second systems with the SARS-CoV-2 SpFr bound, respectively.  The SpFr is always glycosylated 

with ANaF6.  Table 5.1 summarizes the simulated systems. 

Table 5.1: Description of simulated systems. 

System ID ACE2-Fc Sequence ACE2-Fc Glycosylation SpFr bound? ACE2/SpFr ref. PDB 
AFM8 Variant 1 Man8 no 6M17 
AFGG Variant 2 GnGnXF3 no 6M17 
AFM8/SpFr Variant 1 Man8 yes 6M18 
AFGG/SpFr Variant 2 GnGnXF3 yes 6M18 

 
This work is largely made possible due to the recent cryogenic electron microscopy work 

that resolves the ACE2-B0AT1 and ACE2-B0AT1/SpFr structures, corresponding to PDB codes 

6M18 and 6M17, respectively 38 .  The ACE2 and ACE2/SpFr domains were taken from these 

structures and fused to the Fc domain (PDB 3SGJ) 39 . The Zn2+ and coordinating residues in 6M17 

and 6M18 are poorly coordinated in these structures. The conformation of these residues along 

with a coordinating water were instead taken from PDB 1R42 40 .  Histidine protonation states for 

each system were determined using Reduce 41 , and are summarized in Table ST2. 

 

5.2.3 Simulation Procedure 

The simulation procedure includes the following steps: 

1. Fuse ACE2 with Fc to ACE2-Fc using Modeller 42 

2. Model Zn2+ and coordinating residues with MCPB.py 43 

3. Attach glycans using glycam.org 44 

4. Merge structures from 2. and 3. using github.com/austenb28/MCPB_Glycam_merge 45 

5. Generate topology files using AmberTools 43 

6. Convert topology files to Gromacs format using Acpype 29,46 
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7. Perform rigid energy minimization (EM) of glycans using github.com/austenb28/GlyRot 

47 

8. Perform EM (emtol = 1000 kJ/mol/nm) 

9. Solvate and add ions 

10. Perform 10 ps constant volume (NVT) (dt = 0.2 fs, T = 310 K) 

11. Perform EM (emtol = 1000 kJ/mol/nm) 

12. Perform 100 ps NVT (dt = 2 fs, T = 310 K) 

13. Perform 100 ps constant pressure (NPT) (dt = 2 fs, T = 310 K, P = 1 atm) 

14. Perform 75 ns production NPT (dt = 2 fs, T = 310 K, P = 1 atm) 

Steps 2 and 4 are only required for AFM8 and AFM8/SpFr, since they contain the coordinated 

Zn2+ sites. Steps 4 and 7 exhibit new, publicly available software under GNU General Public 

Licenses.  GlyRot has previously been used to model glycosylated butyrylcholinesterase and 

CMG2-Fc 13,14 . Forcefield topologies were generated using the AmberFF14SB 48 forcefield for 

protein atoms, the Glycam06-j 49 forcefield for glycan atoms, and the SPC/E water model 50 . Steps 

8 through 14 are performed using the Gromacs suite 51-53 .  Systems were solvated in rectangular 

boxes such the minimum distance between the solute and periodic boundary is 1.2 nm.  A 

rectangular box (for size see Table ST3) was found to be sufficient for 75 ns; longer simulations 

may require a larger cubic box if the solute rotates significantly. A reduced timestep NVT in step 

10 is required to relax solute-solvent contacts. Steps 10-13 used position restraints on the protein 

atoms. All simulations were performed at 310K and 1 atm with the Velocity Rescale thermostat 54 

and Parinello-Rahman barostat 55 using time constants of 0.1 ps and 2 ps, respectively. All water 

bonds are constrained with SETTLE 56 ; all other bonds are constrained with LINCS 57 . A 1 nm 
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cutoff was used for short-range nonbonded interactions. Particle Mesh Ewald was used to model 

long-range electrostatics 58 . Table ST3 contains additional information on system sizes and 

solvation.  Each system was simulated using one compute node with 16 cores. Simulations 

averaged 2.9 ns/day for systems without the SpFr, and 2.0 ns/day for systems with the SpFr. 

 

5.3 Results and Discussion 

Figure 5.3 shows the starting configurations generated as described above (left) and the 

configurations after MD for 75 ns (right) of all simulated systems. Systems of this size will not 

fully equilibrate in 75 ns, but evidence of structural stability and concerted motion can still be 

observed. This is in agreement with a recent equilibration study of a fully glycosylated Spike 

protein 28 . All systems exhibit varying length of the flexible linker domain between ACE2 and Fc 

during simulation. The domain separation can be quantified by analyzing the center of mass 

distance between the ACE2 and Fc ordered domains, shown in Figure SF2. AFM8 and AFM8/SpFr 

exhibit clearly more shortening of the linker domain than AFGG and AFGG/SpFr, possibly due to 

the difference in glycosylation in the Fc domain, which is closest to the flexible linker 

region.  AFM8/SpFr has the shortest distance between the ACE2 and Fc domains after 75 ns, which 

is consistent with its final configuration shown in Figure 5.3. In the AFM8/SpFr and AFGG/SpFr 

systems, ACE2 glycans near the ACE2/SpFr interface form contacts across the binding interface, 

indicating that glycosylation may significantly affect binding kinetics. Additionally, glycans on 

SpFr that were initially oriented away from the protein are reoriented towards ACE2 after 75 

ns.  The structure of the ordered domains of ACE2-Fc and SpFr appear to retain structural 
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stability.  As expected, the glycans, on the other hand, show significant reorientation, as the 

configurational dynamics of glycans is faster than proteins 13 . 

 
Figure 5.3: Initial (left) and 75 ns simulated (right) configurations of all systems.  
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To quantitatively assess structural stability, the root mean square deviation (RMSD) of the 

ordered domains of ACE2-Fc are shown in Figure 5.4.  All profiles exhibit dynamics near or below 

2.5 Å, indicating no major unfolding events have occurred.  Conformational trending occurs when 

the RMSD increases from the initial and decreases towards the final. Conformational trending is 

evident in the ACE2 domain of all systems.  Conformational trending is less evident for the Fc 

domains, except for the AFGG/SpFr system, which exhibits significant conformational trending 

during the first 20 ns.  This difference could indicate that GnGnXF3 glycosylation in the Fc domain 

of the AFGG/SpFr promoted a conformational change in the Fc domain. Backbone RMSD profiles 

for the SpFr are provided in Figure SF3. The SpFr domains show RMSD profiles with significant 

conformational trending, potentially due to contacts with nearby glycans. 

 

 
Figure 5.4: Backbone RMSD profiles of ACE2 (top) and Fc (bottom) ordered domains referenced to initial 

and final simulation configurations. ACE2: residues 4-707.  Fc: residues 745-950. (see SI for sequences) 
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5.4 Conclusions 

We have developed fully glycosylated models of ACE2-Fc immunoadhesins with and without 

interactions to glycosylated SARS-CoV-2 spike protein fragments. Atomic resolution models can 

be used to help guide the development of ACE2 and/or ACE2-Fc therapeutics for COVID-19 and 

potentially other coronavirus borne diseases. 

We found that glycosylations affects protein structure, and potentially ACE2/SpFr binding. It 

is not yet clear how important these differences are, but they must be treated carefully when 

designing ACE2-Fc variants. The work exhibited here provides a direct avenue for collaborations 

between experimental and computational researchers.  

All models developed here are freely available for researchers and future COVID-19 related 

simulations. Simulations with a wider variety of glycosylations as well as for longer times are in 

progress and will be reported in the future.  The open-source workflows and tools that have been 

generated for glycoprotein simulations will be useful for general simulations of glycosylated 

systems. We hope that glycosylation becomes a standard variable in protein molecular simulations 

in the near future.   
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5.5 Supporting Information 

Variant 1: ACE2WildType(18-740)-SSERKCCVE-IgG1Fc(109-330)- SEKDEL 

NCBI Reference Sequence ID:  NP_001358344.1 (ACE2); UniProtKB Sequence ID: P01857 

(IgG1Fc_human corresponds to amino acid residues 109 - 330) 

PDB codes: 6M17 or 6M18 (ACE2), 1R42 (Zn + coordinating residues + coordinating water), 

3SGJ (Fc) 

 
Sequence Seq1.  ACE2-Fc variant 1 sequence.  ACE2 in orange, linker in red, Fc in grey.  

Glycosylation sites highlighted in green.  Coordinating Zn2+ residues highlighted in pink. 

 

Variant 2: ACE2Mutant(18-740,H374N,H378N)-SSERKCCVE-IgG1Fc(109-330) 

NCBI Reference Sequence ID:  NP_001358344.1 (ACE2), UniProtKB Sequence ID: P01857 

(IgG1Fc_human corresponds to amino acid residues 109 – 330) 

PDB codes: 6M17 or 6M18 (ACE2), 3SGJ (Fc) 
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Sequence Seq2. ACE2-Fc variant 2 sequence.  ACE2 in orange, linker in red, Fc in grey.  

Glycosylation sites highlighted in green. Mutated residues highlighted in pink. 

 

SpFr (crystallized residues only): 

NCBI Reference Sequence ID:  YP_009724390.1(SpFr corresponds to amino acid residues 336 – 

518) 

PDB codes: 6M17 

 
Sequence Seq3. Spike fragment (SpFr) sequence. Glycosylation site highlighted in green. 

 

Table ST1.  Table of disulfide bonds.  Interchain disulfide bonds are specified using A and B. 

ACE2-Fc SF 
CYS 1 CYS 2 CYS 1 CYS 2 CYS 1 CYS 2 
116 124 733A 733B 1 26 
327 344 736A 736B 44 97 
513 525 768 828   
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729A 729B 874 932   
730A 730B     

 

 
Figure SF1. Coordinating residues of the Zn2+ (yellow) active site of variant 1. Coordinating bonds 

with their distances in angstroms are labeled. 

 

Table ST2. List of delta-protonated histidines for simulated systems. All other histidines are 

epsilon-protonated. Indices are for ACE2-Fc; SpFr has no histidines. 

AFM8 AFGG AFM8/SpFr AFGG/SpFr 
H17 H17 H356 H356 
H357 H942 H357 H942 
H361  H361  
H942  H942  

 
Table ST3.  Additional simulation details. 

System ID Initial Box 
dimensions 
(nm x nm x nm) 

# waters # Na+ # Cl- 

AFM8 18.0 x 15.5 x 
22.0 

188975 619 573 

AFGG 17.6 x 16.3 x 
22.7 

197092 644 598 

AFM8/SF 18.0 x 16.7 x 
24.2 

222602 721 677 
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AFGG/SF 17.9 x 16.7 x 

24.2 
221872 718 674 

 

 
Figure SF2.  Center of mass distance between the ordered domains of ACE2 and Fc.  ACE2: 

residues 4-707.  Fc: residues 745-950. 
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Figure SF3.  Backbone	RMSD	profiles	of	 the	SpFr	 referenced	 from	 initial	and	 final	 simulation	

configurations.	

	

 
Figure SF4.  Front	(left)	and	back	(right)	zoom	views	of	the	interface	between	the	ACE2	and	SpFr	

domains.	Interfacial	residues	are	shown	in	licorice.	
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Chapter 6 

 

SARS-Cov-2 Spike binding to ACE2 is stronger and longer ranged 
due to glycan interaction 
 
 
My contribution to this work was setting up the MD simulations procedure, running simulations 

and performing analyses for the A2 fragments. 

This chapter originally appeared in the literature as: 

Huang Y, Harris BS, Minami SA, Jung S, Shah PS, Nandi S, McDonald KA, Faller R. SARS-

CoV-2 spike binding to ACE2 is stronger and longer ranged due to glycan interaction. Biophysical 

journal. 2022 Jan 4;121(1):79-90. 

 

Abstract 

Highly detailed steered Molecular Dynamics simulations are performed on differently 

glycosylated receptor binding domains of the SARS-CoV-2 spike protein. The binding strength 

and the binding range increases with glycosylation. The interaction energy rises very quickly with 

pulling the proteins apart and only slowly drops at larger distances. We see a catch slip type 

behavior where interactions during pulling break and are taken over by new interactions forming. 

The dominant interaction mode are hydrogen bonds but Lennard-Jones and electrostatic 

interactions are relevant as well.  
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Statement of Significance 

Glycosylation of the receptor binding domain of the Spike protein of SARS-CoV-2 as well 

as the ACE2 receptor leads to stronger and longer ranged binding interactions between the proteins. 

Particularly, at shorter distances the interactions are between residues of the proteins themselves 

whereas at larger distances these interactions are mediated by the glycans. 

 

6.1 Introduction 

As of July 2021, more than 182 million people globally have been confirmed to be infected 

with severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), which causes coronavirus 

infectious disease 2019 (COVID-19). This zoonotic pandemic has disrupted society and spurred a 

wide range of scientific endeavors to improve our knowledge of coronaviruses and address the 

crisis. As the disease spreads and in order to prepare for potential future events there is a critical 

need for understanding the interaction of the virus with proteins involved in infection and immune 

clearance, or with proteins used as potential countermeasures or for the purpose of improved tests. 

Here, we study the interactions between SARS-CoV-2 and the human receptor responsible for 

binding using a molecular dynamics approach and validate it experimentally. 

The SARS-CoV-2 spike (S) protein is a major structural protein and is therefore involved 

in many interactions. Through the receptor binding domain (RBD), S binds to the human 

angiotensin converting enzyme 2 (hACE2 or ACE2) receptor on the cell surface and initiates 

infection. There has been significant effort directed at understanding this interaction both 
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experimentally and computationally 1-7 . Such studies are critical for the development of more 

efficient tests and therapeutics including vaccines. 

Viral structural proteins like S are often glycosylated to help pathogens evade the host 

immune system, modulate access to proteases, and enhance the cellular attachment through 

modification of protein structure and/or direct participation at the virus-host interface 8-14 . 

Furthermore, many mammalian viruses use glycans on cell-surface glycoproteins or glycolipids as 

receptors 15 . Despite the important role of glycans in virus-host interactions, the glycans 

themselves are often only partially resolved in experimental structures generated from 

experimental techniques such as CryoEM 16 . Computational modeling of these glycans is therefore 

helpful in predicting their behavior and structural contributions.  

S is a trimer where each monomer is expected to be highly glycosylated with 22 N-linked 

glycosylation sequons and 4 O-linked predicted glycosylation sites 17 . Only 16 N-linked 

glycosylation sites were observed in a cryo-EM map of S produced in HEK293F cells 18 .  A study 

by Watanabe et al. (2020) determined site-specific glycoform analysis of full-length trimeric S 

protein made  in HEK293F cells 16 . In another study of S glycosylation patterns including O 

glycosylation were determined 19 . In a similar vein, it has recently been argued that glycosylation 

can have influences post-vaccination and for vaccine resistance 20 . Yet, the influence of 

glycosylation on the S-ACE2 interaction has been studied to a lesser extent 21,22 . We address this 

gap in knowledge in the current study to reveal how glycans modulate the interaction of S with 

ACE2.  

We expect that, as both S and ACE2 are glycosylated, the interaction is possibly modulated 

by the glycans. Few computational studies explicitly take the glycosylation of the receptor and/or 

the virus into account 23-26 . This is true in general as glycosylation has only very recently become 
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a stronger focus in simulations 27-31 . One previous study has addressed the free energy of binding 

between the RBD and ACE2, including the impact of protein glycosylation 32 . However, previous 

studies were limited to a single simple glycan model, and did not study interactions of glycans or 

the influence of different complex glycan distributions beyond pulling force and protein contacts. 

Additional studies have shown experimentally and computationally that the RBD and ACE2 have 

different binding strength and dissociation rates when they are glycosylated vs non-glycosylated 

33,34 . However, previous computational efforts often used simpler models for the glycans. We 

earlier developed a fully glycosylated model for the SARS-CoV-2 RBD and ACE2 proteins with 

different glycosylation patterns 2 . We extend this model here to explore how a combination of 

complex glycans impact the energy and duration of binding. This is particularly important to 

improve rapid tests where viral antigens may be made in a variety of hosts with different glycan 

distributions. 

In our previous study, we modeled ACE2 combined with the Fc domain as a therapeutic 

decoy. The extracellular domain of ACE2 was fused with the Fc region of human immunoglobulin, 

IgG1 7 . The fusion ACE2 to the Fc domain of IgG1 has several advantages as a therapeutic decoy 

since it increases circulatory half-life and facilitates purification through the use of the common 

Protein A affinity chromatography platform. This served to neutralize the S protein on the virus 

and block the S protein’s binding to cellular ACE2 for virus entry. ACE2-Fc was also modeled 

with plant glycosylation patterns. Due to the anticipated demand for high-speed production of the 

recombinant ACE2-Fc, plant-based transient expression systems are well-suited for rapid 

production. Plant cells can readily produce glycoproteins with either native, plant glycosylation 35 

or with modified human-like glycoforms through genetic manipulation 36 . We simulated two plant 

glycovariants of ACE2-Fc in our previous work: Variant 1 was targeted for ER retention with high 
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mannose glycoforms, and Variant 2 was targeted for secretion with plant complex glycoforms. 

Since heterologous glycoproteins can be retained in the ER by adding a C-terminal H/KDEL-tag 

and the formation of Man8GlcNAc2 (Man8) N-glycans is typical for H/KDEL-tagging 37 , Variant 

1 was fully glycosylated with MAN8 glycans. Variant 2 was fully glycosylated with 

GlcNAc2XylFucMan3GlcNAc2 (GnGnXF3) that is a standard plant glycoform, and the S protein 

fragment was glycosylated with ANaF6 2 . Figure 6.1 shows the glycans used in our systems. In 

our previous study we simulated the influence of the two glycoforms on the interaction of S protein 

and the specific recombinant ACE2-Fc fusion protein. We expect that the glycosylation influence 

is not restricted to the fusion proteins. In this study we focus on the contribution of these different 

glycosylation patterns on the protein-protein interactions via hydrogen bonding, interaction 

energies, and determine the corresponding free energies.  

 

 

Figure 6.1: Glycans used in the simulations, adapted from previous work 2 , with linkages of interest in 

MAN8 and GnGnXF3 glycans for dynamic analysis. 
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6.2 Materials and Methods 

6.2.1 Simulation 

Binding between the receptor binding domain of spike (RBD) and ACE2 receptor was 

determined using steered molecular dynamics, also known as the pulling of proteins 38 . The 

starting atomic coordinates for all pulling systems were taken from the final 75 ns configurations 

of our previous paper 2 . In that paper two sequence variants of ACE2-Fc were used to model the 

interaction between ACE2-FC and SARS-CoV-2 RBD. Variant 1 (AFM8/SpFr) contained a C-

terminal SEKDEL tag which is used for ER retained proteins to express high mannose glycoforms 

and Variant 2 (AFGG/SpFr) which does not contain the SEKDEL tag and expresses standard plant 

glycoforms. ACE2-B0AT1 and ACE2-B0AT1/SpFr structures were obtained from the protein data 

base. These structures had been determined using cryo-electron microscopy (PDB codes 6M18 

and 6M17 39 ). These structures were fused to the Fc domain (PDB 3SGJ 40 ). The Zn2+ coordinating 

residues and water were taken from structure PDB 1R42 41 in the case of Variant 1 ACE2. Variant 

2 has 2 mutations that prevent Zn2+ coordination. The presence of zinc in protein structures is still 

actively being studied to determine its role in adjusting binding specificity 42,43 . It has been 

demonstrated that Zn2+ plays a role in stabilizing some protein structures and can aid in the 

formation of biological oligomers 42,43 . The final frame of the 75 ns trajectories for both ACE2-

Fc/SpFr Variants was selected, and proteins were trimmed at residue 780 ALA (Figure 6.2) to 

make the pulling simulations a manageable 851 residues with glycans and 780 residues without 

glycans for AFM8/SpFr, and 845 residues with glycans and 780 residues without glycans for 

AFGG/SpFr. Because the system changed, the force field files had to be regenerated using 

AmberTools 44 as described previously 2 . Briefly, the molecules were trimmed and glycans were 
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removed, then Man8 glycans were reattached to the truncated Variant 1 of ACE2, GnGnXF3 to 

the truncated Variant 2 of ACE2 and ANaF6 to the SpFr in both variants using Glycam.org 45 . The 

coordinating Zn2+ was reattached to truncated and glycosylated Variant 1 using MCPB.py 46 . 

Special care was taken to align the shortened original coordinates and the newly generated force 

field. Truncations from Variant 1 and Variant 2 that remained aglycosylated for both ACE2 and 

RBD were also studied to compare the influence of glycosylation on binding. The truncated 

systems were named A1FrM8/SpFr, A1Fr/SpFr, A2FrGG/SpFr, and A2Fr/SpFr, respectively. All 

amino acid sequences are available in supporting information and all S-S bridges are retained in 

our simulations.  
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Figure 6.2: Schematics of generating the different initial structures. The full recombinantly made Ace2-

FC systems on the left are used in the BLI experiments for determining binding affinities to the RBD, 

whereas the four truncated systems on the right containing only a fragment of ACE2 are modeled in 

simulations. From top to bottom, the truncated systems correspond to A1FrM8/SpFr, A1Fr/SpFr, 

A2FrGG/SpFr, and A2Fr/SpFr, respectively. 

 

After the initial structures and corresponding force fields were generated, the proteins were 

rotated so that the pulling direction was along one of the principal axes, and the simulation boxes 

were expanded to 10 x 10 x 26 nm for A1FrM8/SpFr and A1Fr/SpFr, and 10 x 10 x 30 nm for 

A2FrGG/SpFr and A2Fr/SpFr so that the spike RBD fragments did not experience interactions with 

the ACE2 fragments across periodic boundaries during pulling. Then the new box was solvated 

with 80,271 water molecules and 24 Na+ as counter ions for A1FrM8/SpFr, 80,764 waters and 23 

Na+ cations for A1Fr/SpFr, 93,541 waters and 26 Na+ cations for A2FrGG/SpFr, 93,989 waters and 

25 Na+ cations for A2Fr/SpFr. Energy minimizations were performed until the convergence 

criteria were met (emtol = 1,000 kJ/mol/nm), followed by a 100 ps constant volume (NVT) (dt = 

2 fs, T = 310 K) and a 100 ps constant pressure (NPT) (dt = 2 fs, T = 310 K, P = 1 atm), to 

equilibrate the systems. All simulations for equilibration were performed at 310 K and 1 atm with 

the Velocity Rescale thermostat 47 and Parrinello-Rahman barostat 48 . All water bonds were 

constrained with SETTLE 49 , and all other bonds were constrained with LINCS 50 . Box expansion, 

solvation, and equilibration were performed using the Gromacs suite version 2019.1 51 .  

Pulling simulations were then performed to study the free energy of binding as well as the 

structural arrangement of the separating proteins during interaction. For both variants, the ACE2 

fragment was set to be immobile but deformable, whereas the spike RBD fragment (also flexible) 
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was pulled away from the ACE2 fragment. Pull simulations were performed under NpT conditions 

using a 2 fs timestep, a pull coordination spring constant of 1000 kJ/mol/nm2, a Nose-Hoover 

thermostat 52 at 310 K, and a Parrinello-Rahman barostat at 1 atm. 

A total of 36 pulling simulations were performed at three different pulling rates (1 nm/ns, 

5 nm/ns and 10 nm/ns) on the four truncated structures using Gromacs 2019.1 51 . Each structure 

was pulled at each rate 3 times for sampling purposes. The starting configuration was the same for 

each independent run, but the random seed for the velocities in each run was randomly assigned, 

resulting in independent behaviors. This approach clearly generated independent runs as seen in 

Figure 6.3. Systems were pulled over a distance of 8 nm until full separation (no interaction) was 

achieved (see Figure 6.3).  

Hydrogen bonds were analyzed using the built-in Gromacs bond command 51 with a default 

cutoff distance of 3.5 Angstroms. This command was used to generate the hydrogen bonds and 

Lennard Jones contacts as a function of time as well as a hydrogen bond interaction bitmap and 

corresponding index file of the different interactions. The hydrogen bonding interaction bitmap 

was recreated in python using matplotlib 53 in order to add labels for donor acceptor pairs and 

calculate the percent occupancy of hydrogen bonds across the simulation (script information 

available in SI). Short range Lennard Jones and Coulombic interaction energies were calculated 

from the Gromacs .edr file by specifying energy groups on the ACE2 and RBD using the gmx 

energy command 54 . 
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6.2.2 Experiment 

6.2.2.1 Protein Deglycosylation 

ACE2-Fc (Acro Biosystems, Newark, DE, AC2-H5257) and RBD (Sino Biological, 

Chesterbrook, PA, 40592-V08B) deglycosylation was performed using Remove-iT PNGase F 

(Bio-Rad, Hercules, CA). Samples with PNGase F were incubated at 310 K for 5 hours. PNGase 

F was then removed by incubating the samples in chitin magnetic beads according to manufacturer 

instructions (New England Biolabs, Ipswich, MA). Deglycosylation of proteins was confirmed via 

sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE). 8 µL of Laemmli sample 

buffer (Bio-Rad) and 2 µL β-mercaptoethanol (Bio-Rad) were added to 30 µL of sample. Samples 

were heated at 368 K for 5 minutes, then run on Mini-PROTEAN TGX Stain-Free Precast Gels 

(Bio-Rad) at 200V for 36 minutes. Gels were imaged using a ChemiDoc Imaging System (Bio-

Rad).	

6.2.2.2 Biolayer Interferometry 

Anti-hIgG-Fc (AHC) biosensors (FortéBio, Fremont, CA) were used to immobilize ACE2-

Fc by immersing the biosensors in solution containing 100 nM ACE2-Fc for 10 minutes. The Octet 

RED384 was used to obtain response measurements for protein association and dissociation. Two-

fold serial dilutions of RBD were tested, from 250 nM to 7.81 nM. Data were collected for 60 

seconds for the baseline, 400 seconds for association, and 800 seconds for dissociation. The 

experiment was performed at 299 K. 

FortéBio Data Analysis Software version 8.1.0.53 was used for data processing and 

analysis. From the raw data, reference well values were subtracted, the y-axes were aligned to 

baseline, inter-step correction was applied for alignment to dissociation, and Savitzky-Golay 
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Filtering 55 was used for smoothing. Using a 1:1 binding model, steady-state analysis was 

performed on the response average from 390-395 seconds. From the binding affinities of 

glycosylated and deglycosylated ACE2-Fc and RBD, the change in binding energy following 

deglycosylation of ACE2-Fc and RBD was calculated as:  

∆𝐺ë°ëzì®íî°ïí®ð±ñò − ∆𝐺ì®íî°ïí®ð±ñò = 𝑅𝑇𝑙𝑛
𝐾ô,ë°ëzì®íî°ïí®ð±ñò
𝐾ô,ì®íî°ïí®ð±ñò

 

 

6.3 Results 

Figure 6.3 presents the pull force as a function of the pull distance between the ACE2 

fragments and RBD for different glycosylation states at 1 nm/ns pulling rate. The pull distances 

are calculated based on the centers of mass for the ACE2 fragments and RBD but normalized to 

start from 0 nm to highlight differences between configurations. Pull force vs pull distance plots 

for higher pulling rates can be seen in supplemental information (Figure S1). Fundamentally, we 

see that for all conditions under study there is an immediate sharp increase in force when pulling 

the two proteins away from each other indicating strong local binding between the ACE2 binding 

domain and RBD. After going through a peak in force, the force drops off at increasing distance 

but with a clearly smaller slope than the initial increase. As expected, the pull force increases with 

pulling rate (blue, orange, green lines in Figure S1) such that the lowest force is most relevant for 

comparison to experiments. Importantly, for the same fragment the peak force is clearly higher by 

~250 kJ /mol /nm at 1nm/ns, with glycosylation than without. This indicates an overall stronger 

binding of the glycoproteins than their aglycosylated counterparts for both types of glycosylation 

simulated. Additionally, the force curves are much broader for the glycosylated structures as 

compared to the aglycosylated ones indicating the presence of glycans extends the range for 
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binding in addition to strengthening it. Also, the force is longer ranged (only at larger distances 

does it reach zero) which indicates that the glycans which extend away from the proteins contribute 

to the binding at longer distances. As shown in Figures 6.3a and 6.3b the aglycosylated structures 

return to baseline at roughly 2.5 nm of pulling distance. Importantly the glycosylated structures in 

Figure 6.3a and 6.3b have an extended window of pulling force of 2-3 nm for A1FrM8/SpFr, and a 

smaller difference of roughly 1 nm for A1FrGG/SpFr when compared to their aglycosylated 

counterparts. This indicates both Man8 and GnGnXF glycans increase binding strength, and 

binding range, but the type of glycan affects both the strength and interaction distance of the 

specific binding. 

 

Figure 6.3: Traces of pull force versus pull distance. A) Man8 glycosylated A1FrM8/SpFr and aglycosylated 

structure A1Fr/SpFr B) GnGnXF glycosylated A2FrGG/SpFr. andaglycosylated Structure A2Fr/SpFr. Blue 
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lines correspond to glycosylated structures, gold to deglycosylated. Dashed lines are individual replicas, 

solid lines are averages. 

 

To further characterize the extension of binding interactions, Figure 6.4 shows hydrogen 

bonding interaction maps between the ACE2 and RBD proteins. Figure 6.4a and 6.4c are for 

A1FrM8/SpFr and A2FrGG/SpFr respectively while 6.4b and 6.4d are the corresponding 

aglycosylated versions. (Full scale images with donor:acceptor pairs labeled are available in 

Figures S2-S5) The y-axis contains information about the donor and acceptor pair for the hydrogen 

bond and the x-axis corresponds to simulation time. Interaction types are colored and sorted 

according to the interaction type: protein-protein interactions are colored as white, protein-glycan 

as yellow, and glycan-glycan as magenta. Hydrogen bonding is clearly a major interaction mode 

between proteins. It is interesting that in A1FrM8/SpFr (Figure 6.4a) the predominant interactions 

involve glycans directly while for A2FrGG/SpFr (Figure 6.4c) the predominant interactions are 

protein-protein interactions which are indirectly strengthened by glycosylation. This indirect 

protein-protein strengthening is most clearly seen when comparing occupancy calculated from 

these heatmaps as shown in the tables in Figure 6.5 and Figures S6-9. There are multiple binding 

regimes as a function of time for the two glycosylated structures; this is more pronounced in the 

A1FrM8/SpFr case. This behavior manifests itself due to the original active hydrogen bonds in the 

complex releasing, but other hydrogen bonds catch and eventually release at larger distances 

before complete unbinding is seen. This catch-slip behavior is particularly attributable to the 

glycans, as the H-bonds present at longer distance are particularly ones involving glycans, either 

protein-glycan or direct glycan-glycan bonding. Both non-glycosylated structures shown in Figure 
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6.4b and 6.4d express maps of similar protein-protein interactions, though the A2Fr/SpFr shown 

in Figure 6.4d contains many more interactions as indicated by the increased number of rows. 

 

Figure 6.4: Hydrogen bond interactions vs simulation time. A) Man8 Glycosylated A1FrM8/SpFr. B) 

Aglycosylated Structure A1Fr/SpFr. C) GnGnXF3 Glycosylated A2FrGG/SpFr. D) Aglycosylated Structure 
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A2Fr/SpFr. Colors indicate interaction type: White: protein-protein, Yellow: protein-glycan, Magenta: 

glycan-glycan. 

 

Figure 6.5 shows the configurations where RBD with and without ANaF6 started to be 

pulled away from the ACE2 fragment for the 4 different systems. The top 5 hydrogen bonds by 

occupancy, i.e. the fraction of time a given hydrogen bond is active, and their corresponding 

donor:acceptor pairs are highlighted. (Top 25 hydrogen bonds by occupancy for the 4 different 

configurations are available in Figures S6-S9) A1FrM8/SpFr clearly shows the predominant 

interactions are between the RBD glycan and ACE2 glycan and between the RBD glycan and the 

ACE2 protein, while for A2FrGG/SpFr the predominant interactions are between the protein 

backbones. It is also interesting to note that the predominant interactions in A2FrGG/SpFr are the 

protein-protein interactions.  The strongest glycan interaction for A2FrGG/SpFr are not found until 

hydrogen bond #9 ranked by occupancy (Figure S8) while the top 3 hydrogen bonds ranked by 

occupancy involve glycans for A1FrM8/SpFr. A1FrM8/SpFr also clearly shows a different starting 

orientation than A2FrGG/SpFr, with minor changes in ACE2 structure and obvious rotation in the 

RBD with direct glycan-glycan interaction. These minor structural and orientational differences 

are also seen in the aglycosylated structures. Interacting groups for the hydrogen bonding shown 

follow AMBER nomenclature 56 . The first letter corresponds to element with subsequent letters 

and numbers being linkage bookkeeping. For example, N, NZ, and NE2 all refer to nitrogen with 

different linkages, while O and its variants refer to Oxygen. 

Figure 6.6 shows how the different structures of MAN8 and GnGnXF3 affect the hydrogen 

bonding regime. Although MAN8 and GnGnXF3 have similar size (223 atoms vs 222 atoms), their 

shapes are very different. MAN8 is relatively flatter comparing to GnGnXF3, making it bend less 
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flexibly. Therefore, when MAN8 is close to ANaF6, they interact in a side-by-side fashion, 

whereas when GnGnXF3 is close to ANaF6, they interact in a head-to-head fashion, forming less 

hydrogen bonds than the MAN8/GnGnXF3 pair.  

 

Figure 6.5: Top 5 hydrogen bond donor:acceptor pairs and occupancy. A) Man8 Glycosylated A1FrM8/SpFr. 

B) Aglycosylated Structure A1Fr/SpFr. C) GnGnXF3 Glycosylated A2FrGG/SpFr. D) Aglycosylated 

Structure A2Fr/SpFr. Table colors indicate interaction type: White: protein-protein, Yellow: protein-glycan, 

Magenta: glycan-glycan. On the 4 configurations, residues highlighted with blue indicate donors, and pink 

indicate acceptors. 
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Figure 6.6: Different structures and hydrogen bonding regimes of MAN8 and GnGnXF3 when interacting 

with ANaF6 on RBD. A) MAN8 that interacts with ANaF6. B) GnGnXF3 that interacts with ANaF6. Inserts: 

shape and size of the MAN8 and GnGnXF3 without bending towards ANaF6. The glycans attached to 

proteins were colored by different sugars: Blue: GlcNAc; Green: Mannose; Yellow: Galactose; Red: Fucose; 

Silver: Xylose; Purple: Neu5Ac.  

 

An autocorrelation function (ACF) analysis was performed for the angles and dihedrals of 

interest in both glycosylations, MAN8 and GnGnXF3, to further study the flexibility of the 

different glycans. These different flexibilities might be able to explain some of the emerging 

hydrogen bonding patterns. The angles and dihedrals chosen for the analysis are the ones between 

sugars, i.e., at the linkages. Figure 6.1 shows the linkages of interest; the angles and dihedrals at 

linkage beta4_1, beta4_2, and alpha6 of the glycans at the 6 glycosylation sites on the ACE2 

fragment in A1FrM8/SpFr and A2FrGG/SpFr at positions N219, N256, N269, N488, N598, N712, 

were studied. We specifically focused on glycans at N488 for both systems as it interacts with 
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ANaF6 on RBD. To improve statistics, trajectories from the previous 75 ns runs 2 were used for 

the ACF analysis. Figure 6.7 shows the angle and dihedral motions for both MAN8 and GnGnXF3 

at glycosylation sites N219, N269, and N488. ACF results for glycans at all 6 sites are available 

in Figures S10, S11. Glycans on sites N219 and N269 show typical ACF behaviors of all glycans 

that do not directly interact with ANaF6 on RBD. Comparing the angle motion with dihedral 

motion for both glycans, ACF Angle decreases significantly whereas ACF Dihedral decrease slowly, 

indicating that angle motions are more favored for glycans and dihedral motions are constrained 

(alpha6 at N269 in MAN8 is the only exception where two motions are similarly favored). 

Comparing ACF of the different linkages, ACF of linkage alpha6 decreases much faster than the 

2 beta4 linkages, indicating that linkage alpha6, which is the linkage to the branches, is the most 

flexible linkage. Comparing ACF of MAN8 and GnGnXF3, ACF Angle and ACF Dihedral of MAN8 

decrease either at similar rate or slower than those of GnGnXF3 with very few exceptions (angle: 

N219_beta4-2, N598_beta4-2 (Figure S10); dihedral: N219_alpha6, N256_beta4-1 (Figure S11), 

indicating that MAN8 is generally less flexible than GnGnXF3 for the angle and dihedral motions 

at linkage beta4_1, beta4_2, and alpha6. The glycans at N488 are the ones interacting with ANaF6 

on RBD. All angle motions and dihedral motions of MAN8 at N488 are less flexible than for 

GnGnXF3, which further proves that side-by-side hydrogen bonding fashion with ANaF6 is 

favored by MAN8 resulting in more hydrogen bonds between glycans before pulling, whereas a 

head-to-head arrangement is favored by GnGnXF3 resulting in less hydrogen bonds between 

glycans before pulling. In addition, the angle motions of glycans at N488 are more constrained 

than those of glycans at N219, and the dihedral motion of glycans at N488 are more constrained 

than those of glycans at N269, indicating that glycans at N488 are generally constrained because 

they are connected to the protein on one end, and interacting with ANaF6 on the other end.  
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Figure 6.7: Autocorrelation function analysis of angles and dihedrals at linkage beta4_1, beta4_2, and 

alpha6 for MAN8 and GnGnXF3 at ACE2 fragment glycosylation sites in semi-log lots. Glycans at N219 

(a-b) and at N269 (c-d) shows typical behaviors, and glycan at N488 (e-f) are the ones directly interacting 

with ANaF6 on RBD. Dashed lines are the dynamic motions of MAN8, and solid lines are the dynamic 

motions of GnGnXF3.  
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In addition to hydrogen bonding, we find that electrostatic and Lennard Jones interactions 

contribute to the binding between ACE2 and RBD. These interactions are plotted in Figure 6.8 

with subplots 8a-d corresponding to the same variants as before. The y-axis corresponds to the 

interaction energy between the ACE2 and RBD groups with the yellow line corresponding to 

Coulombic interactions and blue being short range Lennard Jones energies. Interestingly, it 

appears that at very short distances the electrostatic interaction is more important (more negative 

interaction potential) than the Lennard Jones interaction; this reverses at intermediate distances (1-

2 nm from close contact) where the two lines cross for most of the systems. In some cases, there 

is a recrossing before the lines essentially merge and the interaction dies out. The glycosylated 

systems show a similar extension in interaction energies as in the hydrogen bonds, roughly 2-3 nm 

for the A1FrM8/SpFr and 1 nm for A2FrGG/SpFr. A1 variants demonstrate a differently shaped 

interaction curve than A2 variants for both glycosylated and aglycosylated systems, this can also 

be attributable to difference in starting orientation and zinc coordination.  
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Figure 6.8: Lennard Jones and electrostatic energies. a) Man8 Glycosylated A1FrM8/SpFr. b) Aglycosylated 

Structure A1Fr/SpFr. c) GnGnXF Glycosylated A2FrGG/SpFr. d) Aglycosylated Structure A2Fr/SpFr. 

 

Visual inspection of the starting configurations of the two systems shows a difference in 

RBD alignment in the binding pocket. To evaluate if this difference was due to a rocking motion 

of the RBD or was caused by differences in the glycans a principal component analysis (PCA) was 

performed on the trajectories from our previous publication 2 to determine the dominant motions 

of the RBD. Results of the PCA are presented in Figure 6.9 and S12-S15. Figures 6.9a and 6.9b 

show still structures with arrows indicating direction of projected motion from the dominant 

principal component. Corresponding video files are available in SI along with time dependence 

and pair-wise plots of principal components (Figures S12-S15). Figure 9a shows the motion of the 
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spike fragment from A1FrM8/SpFr is a scissoring between helices and oscillation of the turn at the 

top of the structure. Figure 6.9b shows a similar motion, but the oscillation of the turn is missing 

due to the formation of a helix at that site. This structural change comes from the stable structure 

after 75 ns simulation due to differences between the glycans and ACE2 interaction. Figures 6.9c 

and d show cumulative variance vs number of principal components for A1FrM8/SpFr and 

A2FrGG/SpFr respectively. This clearly shows that most of the variance is explained by the first 

principal component (~90% and ~96% for A1FrM8/SpFr and A2FrGG/SpFr, respectively).  

 

Figure 6.9: First Principal Component (PC1) projected motion and cumulative variance. A) PC1 projected 

motion for A1FrM8/SpFr. B) PC1 projected motion for A2FrGG/SpFr C) Principal component cumulative 
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variance A1FrM8/SpFr. D) Principal component cumulative variance A2FrGG/SpFr. Arrows indicate 

contraction. 

 

To determine whether changes in binding affinity due to deglycosylation can be observed 

experimentally, we performed biolayer interferometry using ACE2-Fc and RBD with and without 

removal of N-glycans. Biolayer interferometry is an optical technique that measures biomolecular 

interactions by detecting changes in the interference pattern of reflected light from a surface before 

and after binding 57 . The response is measured as a shift in wavelength in units of nm.  Figure 

6.10a shows that deglycosylation of proteins via PNGase F treatment results in slightly lower 

bands on an SDS-PAGE gel, as expected from the smaller protein sizes following glycan removal. 

We then performed biolayer interferometry on ACE2-Fc and RBD that are either both 

deglycosylated or glycosylated (Figure 6.10b-d). To do this, ACE2-Fc was immobilized onto a 

biosensor using the Fc tag and placed in a solution containing the RBD analyte. Steady state 

analysis was performed on the response using a 1:1 Langmuir binding model, where the response 

indicates the shift in interference patterns caused by analyte binding (Figure 6.10d). Glycosylated 

ACE2-Fc and RBD have a binding affinity, KD, of 30 nM, which is similar to values reported by 

other groups (34,58). Deglycosylation of ACE2-Fc and RBD results in a 2- to 3-fold increase in 

binding affinity to 77 nM. From the increase in binding affinity, the magnitude of the binding 

energy decreases by 2.3 kJ/mol following removal of N-linked glycans. This is consistent with our 

simulation results that predicts that less pulling force is required to break the protein interactions 

after deglycosylation.  
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Figure 6.10: Biolayer Interferometry on glycosylated and deglycosylated ACE2-Fc and RBD. (a) SDS-

PAGE on ACE2-Fc and RBD with and without PNGase F treatment. A total of 1 µg of protein is loaded 

onto each lane. Subscript D indicates deglycosylated proteins, and subscript G indicates glycosylated 

proteins. (b, c, d) Biolayer interferometry response for (b) deglycosylated ACE2-Fc and RBD, (c) 

glycosylated ACE2-Fc and RBD, and (d) glycosylated ACE2-Fc and RBD without glyco buffer 2 and 

incubation at 37°C. Red lines are the fits to the raw data shown in blue, brown, and green, respectively. 

Error bars represent standard error. * indicates p < 0.05. “ns” indicates not significant (p > 0.05). Probability 

values were calculated using one-way ANOVA followed by Tukey’s test. 
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6.4 Discussions 

Detailed mechanistic studies of binding interaction events can improve our understanding 

of how specific changes to proteins affect binding strength. Differences in binding dissociation 

rate could have implications in infectivity 59-61 . Viral protein and host receptor interactions are 

complex due to the interplay between interaction types, different degrees of motion during a 

binding event, as well as the role of glycans in shielding or strengthening receptor binding. SARS-

CoV-2 spike protein and ACE2 interactions are no different. Understanding the implications of 

different glycans on the binding behavior of spike could prove useful as more variants emerge with 

potentially different glycosylation patterns. Recent studies have shown experimentally and 

computationally that the ACE2 and RBD of coronavirus spike fragments have different binding 

strengths and dissociation rates when they are glycosylated vs non-glycosylated. 33,34 .  

Previous computational efforts focused on the binding difference between SARS-CoV-1 

and SARS-CoV-2 with glycan interactions modeled by a generic pentasaccharide 32 . Their 

analysis focused on the difference in binding strengths and protein contacts between RBDCoV1 and 

RBDCoV2. Our results are in alignment with this trend of stronger interactions caused by the glycans 

but go further in the analysis of the mechanisms behind this stronger interaction and evaluate more 

realistic glycan models.  

First, our results clearly show that the glycans result in stronger and longer ranged 

interactions that get extended by a catch-slip mechanism between the glycans, i.e., a hydrogen 

bond breaks and another one at larger distance takes its place. This catch-slip behavior is clearly 

seen in the hydrogen bonding maps shown in Figure 6.4. The catch-slip behavior is a result of the 

original hydrogen bond interactions that are present relaxing and then reforming later. Analysis of 

A1FrM8/SpFr in Figure 6.4a clearly shows the relaxation and reformation of glycan contributed 
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hydrogen bonds. This behavior can be attributed to the increased flexibility of the glycans which 

increases the ability for these late-stage hydrogen bonds to form due to both increased contacts 

and increased ability to extend through solution. The different structures of MAN8 and GnGnXF3 

also contribute to the different hydrogen bond interactions between an ACE2 glycan and RBD 

glycan. The flatter MAN8 allows more hydrogen bonds between MAN8 and ANaF6, therefore 

causing more glycan-glycan and glycan-protein interactions during pulling for A1FrM8/SpFr than 

for A2FrGG/SpFr. Angle and dihedrals motions are less flexible for MAN8 than for GnGnXF3, 

especially for the MAN8 and GnGnXF3 glycans that directly interact with ANaF6, proving that 

MAN8 is more constrained by the hydrogen bonds between MAN8 and ANaF6. The hydrogen 

bond map of A2FrGG/SpFr in Figure 6.4c shows that there is a present, but less pronounced, 

hydrogen bond formation between the glycans. The distance extension is seen clearly in the pull 

force vs center of mass distances (Figure 6.3) as well as the interaction energies vs center of mass 

distances (Figure 6.8), where the glycosylated structures have their interaction distance extended 

by as much as 2 nm. This extension can be clearly attributed to the glycans when compared against 

the hydrogen bond map in Figure 6.4.  

Second, an analysis of hydrogen bond occupancy elucidates that the glycans not only result 

in secondary binding motifs, but also strengthen and extend the existing protein-protein 

interactions. This is most clearly seen in the % occupancy numbers for the A2FrGG/SpFr structure, 

with an increase of several percent in most of the top hydrogen bonds. This trend is also present in 

A1FrM8/SpFr when looking at the top protein-protein interactions such as RBD-GLY167:ACE2-

LYS519 showing an increase of over 3%. This strengthening of the protein-protein hydrogen 

bonds may be a result of the extra stabilization in the RBD structure provided by the glycan. That 

the glycans strengthen the interactions is consistent with our biolayer interferometry results. A 
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frequent interaction point of interest is the N-glycosylation site ASN90 on ACE2 and GLN409 

and THR415 of the spike RBD. Our results suggest a strong interaction in a nearby site ACE2-

TYR249 (equivalent to TYR83 in standard numbering) and RBD-ASN152 (equivalent to ASN 

487) for all variants studied. This interaction agrees with previous results suggesting a long 

interaction at this site due to the flexibility of the RBD loop 32 . It is interesting to note that this 

interaction is seemingly not affected by the glycan as it pertains to % occupancy.  

It is necessary to comment on the difference in starting orientation of the RBD and the 

ACE2 between the two different starting truncations. By taking the final structure of the 

simulations from our previous study, it was possible that this resulted in a lower probability starting 

orientation. A principal component analysis was performed (Fig 10) to verify that the starting 

structures were truly the dominant orientation from our previous paper and not just an unlucky 

snapshot of a less favorable state. These results show that the dominant motion from the highest 

principal component is scissoring of helices and oscillation of a turn and not the rocking of the 

spike fragment. This suggests that the structure was stable in the ACE2 binding pocket and that 

the difference in starting structure is due to the differences between glycosylation and the effect of 

Zn2+ on the stability of ACE2. Figures 6.10 a, b clearly show the structural changes resulting from 

these interactions. These structural changes result in differences in the interaction behavior as seen 

by a slight 1nm extension of interaction energies as shown in Figure 6.10 b,d. 

 

6.5 Conclusions 

We have expanded on our previously developed model of fully glycosylated ACE2-Fc and 

SARS-CoV-2 spike protein fragments through the investigation of the binding strength and role 

of glycosylation on binding between these groups. This investigation provides further evidence 
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that the binding between SARS-CoV-2 spike and ACE2 receptor are aided by the glycosylation 

on each protein. We found that for multiple complex glycan types the interactions between RBD 

and ACE2 were strengthened and longer ranged. Protein-protein interactions were extended due 

to the increased stability provided by the glycans and binding strength is affected by a catch-slip 

behavior between the glycans. These computational results were corroborated by experimental 

evidence that the magnitude of the binding energy is decreased for deglycosylated proteins. Further 

work in analyzing the larger fragments of spike will be necessary for a more realistic model of 

RBD stability in order to address effects of mutations.  
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6.6 Supporting Information 

6.6.1 Pull Force vs Pull distance 

As described in the manuscript, we analyzed pulling speeds of 10 nm/ns, 5nm/ns, and 1 

nm/ns. Here we present the pull force vs pull distance plots for these three different pull rates. As 

expected pull force increases with pulling rate (blue, orange, green), and the peak force is clearly 

higher in the glycosylated states by roughly 250, 500, and 600 kJ /mol /nm.  

 

Figure S1: Traces of pull force versus distance. A) Man8 Glycosylated A1FrM8/SpFr. B) Non-glycosylated 

Structure A1Fr/SpFr. C) GnGnXF Glycosylated A2FrGG/SpFr. D) Non-glycosylated Structure A2Fr/SpFr. 

Different colors indicate different pull rate. Dashed lines are individual replicas, solid lines are averages.  

 

6.6.2 Hydrogen Bonding Script 

Hydrogen bonding maps are generated from a python script using external packages, 

numpy, pandas, matplotlib, gromacs and seaborn. The gromacs python package is used to load 

the .xpm bitmap generated from the gromacs hbond command and save it as a python array. The 

log and index files from the gromacs hbond command are then sorted and used to generate labels 



176 

 
for the previously generated array. For plotting simplicity, the corresponding array and labels are 

converted to a pandas data frame and plotted using the seaborn heatmap. The transformations made 

before plotting include a % occupancy calculation attained by calculating the number of 1s in the 

array divided by the number of columns in the row and multiplied by 100, and some conditional 

data frame rearrangement based on interaction type. This rearrangement was used to generate 

different colors for each interaction type by either multiplying values by -1 or 2 depending on the 

interaction involved.  

 

6.6.3 Hydrogen Bonding Maps 

As described in the manuscript we analyzed the hydrogen bonding interactions between 

ACE2 and Spike RBD proteins. Interactions were calculated and mapped as described above. 

Manuscript figure 4 was shown without labels due to lack of available resolution. Full scale images 

with labels are shown below in Figure S1-S4. Data is from 1 nm/ns pull rate for each system. 

Colors indicate interaction type. White: protein-protein, yellow: protein-glycan, and magenta: 

glycan-glycan.  
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Figure S2. Hydrogen bonding donor:acceptor pairs vs simulated time for A1FrM8/SpFr. 1 ns / nm pulling 

speed. Colors indicate interaction type: White: protein-protein, Yellow: protein-glycan, Magenta: glycan-

glycan. 
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Figure S3. Hydrogen bonding donor:acceptor pairs vs simulated time for A1Fr/SpFr. 1 ns / nm pulling 

speed. Colors indicate interaction type: White: protein-protein. 
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Figure S4. Hydrogen bonding donor:acceptor pairs vs simulated time for A2FrGG/SpFr. 1 ns / nm pulling 

speed. Colors indicate interaction type: White: protein-protein, Yellow: protein-glycan, Magenta: glycan-

glycan. 
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Figure S5. Hydrogen bonding donor:acceptor pairs vs simulated time for A2Fr/SpFr. 1 ns / nm pulling 

speed. Colors indicate interaction type: White: protein-protein. 

 

6.6.4 Hydrogen Bond Occupancy 

As described in the manuscript, the top 25 hydrogen bonds by occupancy were listed for 

all four system, and the top 5 donor (blue):acceptor (pink) pairs by occupancy were highlighted in 

the four configurations where RBD with and without AnaF6 started to be pulled away from the 
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ACE2 fragment. Figure S5-S8 correspond to A1FrM8/SpFr, A1Fr/SpFr, A2FrGG/SpFr, A2Fr/SpFr 

respectively.  

 

Figure S6. Hydrogen bond donor:acceptor pairs and occupancy for Man8 glycosylated A1FrM8/SpFr. Table 

colors indicate interaction type: White: protein-protein, Yellow: protein-glycan, Magenta: glycan-glycan.  
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Figure S7. Hydrogen bond donor:acceptor pairs and occupancy for non-glycosylated structure A1Fr/SpFr. 

Table colors indicate interaction type: White: protein-protein, Yellow: protein-glycan, Magenta: glycan-

glycan.  
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Figure S8. Hydrogen bond donor:acceptor pairs and occupancy for GnGnXF3 glycosylated A2FrGG/SpFr. 

Table colors indicate interaction type: White: protein-protein, Yellow: protein-glycan, Magenta: glycan-

glycan.  
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Figure S9. Hydrogen bond donor:acceptor pairs and occupancy for non-glycosylated structure A2Fr/SpFr. 

Table colors indicate interaction type: White: protein-protein, Yellow: protein-glycan, Magenta: glycan-

glycan.  

 

6.6.5 Angle Correlation Functions and Dihedral Correlation Functions  

As discussed in the manuscript, both glycosylated systems A1FrM8/SpFr and A2FrGG/SpFr 

have 6 glycosylation sites on the ACE2 fragment: N219, N256, N269, N488, N598, N712. Angle 

autocorrelation functions (ACF) and dihedral autocorrelation functions were calculated at glycan 

linkages beta4_1, beta4_2, and alpha6 at all 6 glycosylation sites for both systems. Figure S9 

shows all the angle ACF semi-log plots, and Figure S10 shows all the dihedral ACF semi-log 

plots.  
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Figure S10. Autocorrelation function analysis of angles at linkage beta4_1, beta4_2, and alpha6 of MAN8 

and GnGnXF3 at ACE2 fragment glycosylation sites in semi-log plots. Dashed lines are the dynamic 

motions of MAN8, and solid lines are the dynamic motions of GnGnXF3.  
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Figure S11. Autocorrelation function analysis of dihedrals at linkage beta4_1, beta4_2, and alpha6 of 

MAN8 and GnGnXF3 at ACE2 fragment glycosylation sites in semi-log plots. Dashed lines are the dynamic 

motions of MAN8, and solid lines are the dynamic motions of GnGnXF3.  
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6.6.6 Principal Components 

As described in the manuscript, PCA was performed on the trajectories from our previous 

publication to determine the dominant motion of the RBD. The results in the manuscript show that 

roughly 90% and 95% of the variance in the motion was explained by the first component for the 

A1 and A2 variants respectively. Here we present the first 5 components, responsible for over 99% 

of the variance in both systems as a pair-wise interaction plot in Figure S11 and S12 for A1 and 

A2 respectively, and as PC vs time in figure S13 and S14. Simulation videos are included as 

supplementary files.  
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Figure S12. Principal component pair-wise interaction map for A1 variant system. First 5 principal 

components are shown. Color corresponds to time and goes black to dark orange.  
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Figure S13. Principal component pair-wise interaction map for A2 variant system. First 5 principal 

components are shown. Color corresponds to time and goes black to dark orange.  
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Figure S14. Principal component vs time for A1 variant system.  

 

 

Figure S15. Principal component vs time for A2 variant system.  
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Chapter 7 

 

Production of novel SARS-CoV-2 Spike truncations in Chinese 
hamster ovary cells leads to high expression and binding to 
antibodies 
 
 
My contribution to this work was the simulations and analyses of T4 truncation, RBD and RBD 

without HIS tag. 

This chapter originally appeared in the literature as: 

Minami SA, Jung S, Huang Y, Harris BS, Kenaston MW, Faller R, Nandi S, McDonald KA, Shah 

PS. Production of novel SARS-CoV-2 Spike truncations in Chinese hamster ovary cells leads to 

high expression and binding to antibodies. Biotechnology Journal. 2022 Sep;17(9):2100678. 

 

Abstract 

SARS-CoV-2 Spike is a key protein that mediates viral entry into cells and elicits antibody 

responses. Its importance in infection, diagnostics, and vaccinations has created a large demand 

for purified Spike for clinical and research applications. Spike is difficult to express, prompting 

modifications to the protein and expression platforms to improve yields. Alternatively, Spike 

receptor binding domain (RBD) is commonly expressed with higher titers, though it has lower 

sensitivity in serological assays. Here, we improve transient Spike expression in Chinese hamster 

ovary (CHO) cells. We demonstrate that Spike titers increase significantly over the expression 

period, maximizing at 14 mg/L at day 7. In comparison, RBD titers peak at 54 mg/L at day 3. 
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Next, we develop 8 Spike truncations (T1-T8) in pursuit of a truncation with high expression and 

antibody binding. The truncations T1 and T4 express at 130 mg/L and 73 mg/L, respectively, 

which are higher than our RBD titers. Purified proteins were evaluated for binding to antibodies 

raised against full-length Spike. T1 has similar sensitivity as Spike against a monoclonal 

antibody and even outperforms Spike for a polyclonal antibody. These results suggest T1 is a 

promising Spike alternative for use in various applications. 

 

7.1 Introduction 

The emergence of coronavirus infectious disease 2019 (COVID-19), caused by severe 

acute respiratory syndrome coronavirus 2 (SARS-CoV-2), has resulted in over 250 million 

infections and 5 million deaths globally since November 2019. Major aspects of containing this 

global pandemic are surveillance (large-scale and rapid asymptomatic testing) and herd immunity 

(immunity achieved in a large portion of the population with protective antibodies resulting from 

vaccination or natural infection). Many of these containment efforts require generating large 

amounts of viral glycoproteins. Consequently, the COVID-19 pandemic has highlighted the 

critical need for rapid, scalable, and cost-effective production of recombinant glycoproteins for 

use as antigens in diagnostic kits, research reagents, and even the active pharmaceutical ingredient 

in protein-based vaccines.  

For SARS-CoV-2, diagnosis and vaccination strategies involve scalable production of the 

Spike glycoprotein. Spike is the structural protein responsible for protecting the viral genome and 

for entry into cells. Spike contains the S1 and S2 domains, which mediate host receptor binding 

and membrane fusion, respectively 1 . The receptor binding domain (RBD) of Spike lies within the 
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S1 domain (Figure 7.1A). Spike is a major antigen and the primary target for antibody binding. 

Consequently, immunoassays to assess immunity of individuals or a community require a SARS-

CoV-2 antigen, most commonly the Spike protein. Protein-based SARS-CoV-2 vaccines also rely 

on delivering Spike protein with adjuvant for immunization 2 . 

A major limitation to scaling these approaches is generating Spike protein at high titers in 

a cost-effective manner. Several forms of full-length Spike have been produced in mammalian cell 

lines, including modifications to increase stability and expression, but titers remain at a low range 

of approximately 5-30 mg/L, with one report of 150 mg/L 3-5 . A possible alternative is to express 

the Spike RBD, which can have expression levels of an order of magnitude higher than those of 

Spike, but is less sensitive than Spike in serological assays 3 . This suggests that RBD may not 

have the same activity as Spike for such applications. Mutational scanning has been performed on 

RBD, which resulted in higher expression and stability 6.7 .Rational structure-based approaches 

have also been used to improve stability of full-length Spike 4 . Nonetheless, identifying sequence-

independent methods to increase expression is essential for comparisons with existing variants. 

In this work, we transiently express Spike and RBD in Chinese hamster ovary (CHO) cells. 

To find high expressing and antibody binding forms of Spike, we also design and express 8 

truncations of Spike, which include the RBD and additional residues. Two of these truncations 

express at high levels. Using simulation and experimentation, we find that one of the high-

producing truncations also has more structural similarity to full-length Spike than the other and 

has higher binding to anti-Spike antibodies. Taken together, these truncations may provide an 

additional avenue for lower cost production of COVID-19 biologics with improved expression and 

antibody binding. 
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7.2 Methods 

7.2.1 Plasmids 

pCAGGS-Spike and pCAGGS-RBD were gifted from Florian Krammer and coworkers 3 . 

Spike and RBD both contain an N-terminal signal peptide for secretion and a hexahistidine (6x 

His) tag for purification. Spike-1 and RBD-1 contain the signal sequence MFVFLVLLPLVSSQ. 

Spike-2 and RBD-2 contain the signal sequence MEFGLSWLFLVAILKGVQC. 8 Spike has two 

stabilizing mutations (K983P and V984P), and its polybasic furin site has been removed (RRAR 

to R). Truncations T1-T8 were synthesized (GenScript, Piscataway, NJ) with overhangs for 

insertion into pCAGGS vectors (Table S1). Truncations were inserted into pCAGGS vectors via 

Gibson Assembly of pCAGGS-RBD digested with XbaI and XhoI. Spike truncations were 

designed by adding increments of approximately 50 amino acids to the N- and/or C-termini of 

RBD. Each truncation includes an N-terminal signal peptide and a C-terminal 6x His tag. Possible 

structural and binding motifs for the truncations were determined with PredictProtein 9 . 

7.2.2 Cell Culture and Transfection 

ExpiCHO-S cells (Thermo Fisher Scientific, Waltham, MA) were maintained in a 125 mL 

vented shake flask with 30 mL of culture in ExpiCHO Expression Medium (Thermo Fisher 

Scientific). Cells were cultured in a humidified incubator at 37°C and 8% CO2, on a 19 mm shaking 

diameter orbital shaker at 120 rpm (Ohaus, Parsippany, NJ). 

For transfection in 125 mL shake flasks, cultures were transfected using the Expifectamine 

CHO Transfection Kit (Thermo Fisher Scientific), following manufacturer instructions for the 

Standard Protocol. For time course experiments, 0.5 mL of culture was harvested each day. Viable 

cell densities were measured using trypan blue and a TC20 automated cell counter (Bio-Rad, 
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Hercules, California). Samples were harvested by centrifuging at 300 rcf for 5 min and collecting 

the supernatant. For samples to undergo purification, entire cultures were centrifuged at 4,000 rcf 

for 20 minutes at 4°C and filtered through 0.22 µm filters. For transfection in 2.0 mL 96-well deep 

well blocks (Genesee Scientific, El Cajon, CA), 0.8 mL of cells at 6 x 106 cells/mL were plated on 

the day of transfection. Cells were cultured on a 3 mm shaking diameter orbital shaker at 900 rpm 

(Benchmark Scientific, Sayreville, NJ) and transfected according to manufacturer instructions. 

Samples were harvested 5 days post-transfection by centrifuging the cultures at 300 rcf for 5 

minutes and collecting the supernatant.  

7.2.3 Protein Purification and Concentration 

Filtered samples were column purified using an AKTA Pure fast protein liquid 

chromatography (FPLC) system with a 5 mL prepacked Ni Sepharose HP column (Cytiva, 

Marlborough, MA), using imidazole to elute the proteins 10 . Samples were loaded onto the column 

at a flow rate of 5 mL/min, the resin was washed for 10 column volumes (CV), and proteins were 

eluted using imidazole. Detailed procedures are available in Supporting Information. Purified 

proteins were dialyzed against phosphate-buffered saline (PBS) using dialysis cassettes at 4°C 

(Thermo Fisher Scientific). Spike was dialyzed with a 20 kDa molecular weight cutoff (MWCO) 

membrane. RBD, T1, and T4 were dialyzed with 10 kDa MWCO membranes. Dialyzed samples 

were concentrated using centrifugal filter units (Millipore Sigma, Burlington, MA) at 4,000 rcf for 

20 minutes at 4°C. Spike was concentrated using centrifugal filter units with a MWCO of 30 kDa. 

RBD, T1, and T4 were concentrated with 10 kDa MWCO centrifugal filter units.  
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7.2.4 SDS-PAGE and Western Blot 

Samples from time course experiments and the truncation screening were prepared for 

sodium dodecyl-sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) by adding 12 µL of 

NuPAGE LDS Sample Buffer (Thermo Fisher Scientific) and 3 µL of tris(2-

carboxyethyl)phosphine (Thermo Fisher Scientific) to 30 µL of sample. Mixtures were heated at 

95°C for 10 minutes and 10 µL of samples were loaded into gels cast in-house, with a 12% 

acrylamide resolving layer and 4% acrylamide stacking layer. Samples were run through the gel 

for 15 minutes at 115 V, then 50 minutes at 150 V. Proteins were transferred onto polyvinylidene 

difluoride membranes in a wet sandwich and membranes were blocked using 5% non-fat milk. 

Membranes were stained overnight at 4°C with a 1:1000 diluted mouse anti-his primary antibody 

(MCA1396, RRID:AB_322084, Bio-Rad) and then for 1 hour at room temperature with a 1:4000 

diluted rabbit anti-mouse HRP secondary antibody (SouthernBiotech Cat# 6170-05, 

RRID:AB_2796243, Birmingham, AL). Membranes were developed using Pierce ECL Western 

Blotting Substrate (Thermo Fisher Scientific) and imaged using an Amersham Imager 600 (Cytiva). 

Purified samples were analyzed by SDS-PAGE with a method previously described 11 . 

Images of the gels were taken using a ChemiDoc Imaging system (Bio-Rad), and proteins were 

transferred onto nitrocellulose membranes using Trans-Blot Turbo Packs (Bio-Rad) and Trans-

Blot Turbo System (Bio-Rad). Membranes were blocked overnight in 1% casein, stained with 

1:1000 diluted mouse anti-his primary antibody and stained with 1:4000 diluted rabbit anti-mouse 

secondary antibody. The chemiluminescent reactions were performed using Clarity ECL Substrate 

(Bio-Rad).  

Concentrations for purified proteins were estimated using a combination of ELISA, 

Bradford Assay, and scanning densitometry on SDS-PAGE gels. Spike and RBD concentrations 
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were first calculated using sandwich ELISA, and purified T1 and T4 concentrations were 

determined using Bradford Assay. Next, 1 µg of proteins, as determined by the two methods, were 

loaded into each lane of a 4%-20% gradient stain-free gel (Bio-Rad). Dilutions of RBD standard 

from 1.5 µg to 0.5 µg were also loaded into the gel. Samples were run at 200 V for 36 minutes and 

imaged using a ChemiDoc imaging system (Bio-Rad). A standard curve was generated via 

densitometry through ImageJ, and primary band intensities for the samples were interpolated to 

quantify concentrations.  

7.2.5 Enzyme-linked Immunosorbent Assay (ELISA) 

Sandwich ELISAs were performed to quantify purified Spike and RBD and crude 

supernatants. 1:1000 mouse anti-his capture antibody in PBS was coated onto Immulon 2 HB 96-

well plates (Thermo Fisher Scientific) at 4°C overnight. Plates were blocked with 200 µL/well 

PBS with 3% BSA for 30 minutes. Plates were loaded with serial dilutions of purified protein 

samples or crude supernatants. Plates were incubated with 1:1000 rabbit anti-RBD primary 

antibody (Sino Biological Cat# 40592-R001, RRID:AB_2857936, Wayne, PA), then 1:6000 or 

1:4000 goat anti-rabbit, HRP secondary antibody (SouthernBiotech Cat# 4030-05, 

RRID:AB_2687483) in PBS with 1% BSA for purified or crude proteins, respectively. Plates were 

developed with 1-step Turbo TMB-ELISA Substrate Solution (Thermo Fisher Scientific) and 2N 

HCl. Absorbance at 450 nm was measured using a Spectramax 250 spectrophotometer (Molecular 

Devices, San Jose, CA). Plates were washed 3 times with 200 µL/well PBS with 0.05% Tween20 

(PBS-T) between each step and incubations were performed using volumes of 100 µL/well for 1 

hour at room temperature unless specified otherwise. Standard curves for quantifying Spike and 

RBD were generated using serial dilutions of Sf9 insect Spike (NR-52308, BEI Resources, 

Manassas, VA) and HEK293F human RBD (NR-52366, BEI Resources), respectively.  
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Indirect ELISAs were performed to assess the sensitivities of CHO-expressed proteins to 

a human anti-Spike monoclonal antibody CR3022 (NR-52392, BEI Resources, 

RRID:AB_2848080) and a rabbit anti-Spike polyclonal antibody (PAb, eEnzyme, SCV2-S-100, 

RRID:AB_2893135, Gaithersburg, MD). For CR3022, antigens were first coated onto plates at 

4°C overnight. After blocking, serial dilutions of CR3022 in PBS with 1% BSA were loaded from 

100 ng/well. Plates were loaded with 100 µL/well goat anti-hIgG, HRP secondary antibody at 

1:4000 in PBS containing 1% BSA. For the PAb,  3-fold serial dilutions starting at 400 ng/well of 

rabbit anti-Spike primary antibody were used (PAb, SCV2-S-100, eEnzyme), and a 1:4000 goat 

anti-rabbit IgG, HRP secondary antibody was used instead. 

7.2.6 Bradford Assay  

Bradford assays were performed to quantify the concentration of total soluble protein (TSP) 

by using a protein assay dye reagent (Bio-Rad). For each BSA standard, sample, and diluted 

sample, 10 µL/well of sample and 190 µL/well of Bradford dye were loaded into 96-well plates. 

After incubating for 10 minutes at room temperature, the absorbances of standards and samples 

were measured at 450 nm and 590 nm 12 , using a Spectramax M4 spectrophotometer (Molecular 

Devices). Standard curves for quantifying samples were generated by using serial dilutions of BSA 

from 0-0.5 mg/mL with 0.05 mg/mL steps. 

7.2.7 Liquid Chromatography-Tandem Mass Spectrometry (LC-MS/MS) and 

Sequence Alignment  

Sequences of purified T1 and T4 were obtained via LC-MS/MS. 10 µg of T1 and 20 µg of 

T4 were run on a 4%-20% gradient SDS-PAGE gel. Bands were extracted and submitted to the 

Genome Center Proteomics Core at the University of California, Davis. Briefly, proteins were 
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digested with tryspin and analyzed on a Dionex UltiMate 3000 RSLC system (Thermo Fisher 

Scientific) using a PepSep (PepSep, Denmark) ReproSil 8 cm 150 µm I.D. C18 column with 1.5 

µm particle size (120 Å pores). Mass spectra analysis is described in Supporting Information. 

Searches were conducted against the known sequences of T1 and T4, and alignments were 

performed using Multiple Alignment using Fast Fourier Transform 13 . 

7.2.8 Circular Dichroism (CD)  

Concentrated samples were prepared for CD analysis by diluting 150 µg of protein in 50% 

PBS and 50% CD buffer (25mM of phosphate and 40mM of NaF). Single spectrum data were 

obtained using a Jasco J-715 CD spectrometer (Jasco, Easton, MD). Data were analyzed using 

BeStSel 14 . Spectra of buffer were subtracted before analysis. To obtain secondary structure data 

for the PDB Spike structure, the PDB file 6VXX was analyzed using the STRIDE server 15 . 

7.2.9 Simulations  

Starting configurations for molecular dynamics (MD) simulations were obtained by 

trimming the full Spike protein structure obtained from the protein data bank (6VXX). Structures 

were reduced to a single monomer and cut at the amino acid sequences corresponding to RBD, T1, 

T3, and T4. 6x His tags were added using modeler 16 , which modifies amino acid sequences of 

proteins. The new His-tagged structures were prepared and had glycans attached using Glycam 17 . 

The N-glycosylation sites of RBD and the RBD portion of all truncations had the glycoform FA2 

attached. T1 contained no additional N-glycosylation sites, T3 contained an additional FA3 

glycoform, and T4 contained an additional M5 glycoform. Amber ff14SB and Glycam06 

forcefields 18,19 were used and generated using acpype.py following the method shown previously 

4, 20, 21 . Simulations were conducted using the Gromacs 2019.1 suite with similar energy 
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minimization procedure as in previous simulations 22-24 including ones involving glycosylated 

RBD. Simulation runs after equilibration were carried out for 100 ns. 

 

7.3 Results  

7.3.1 Expression and Purification of Spike and RBD  

We first compared the expression of Spike and RBD in ExpiCHO-S cells transfected in 96-

well format. Spike and RBD were expressed with N-terminal secretion signals and C-terminal 6x 

His tags for downstream purification (Figure 7.1A). We also replaced the previously tested 

secretion signal with an alternative secretion signal that had relatively consistent performance 

compared to other signal sequences when tested across a variety of secreted proteins 8 to determine 

whether it affects expression and secretion of Spike and RBD (Spike-1, Spike-2, RBD-1, and 

RBD-2, Figure 7.1B).  
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Figure 7.1: Transient Spike and RBD production in CHO cells. (A) Diagram of full-length Spike (1257 aa) 

and RBD (244 aa) constructs. Residues are labeled starting from the beginning of the secretion signal. (B) 

Western blot and (C) densitometry comparing two secretion signals for Spike and RBD. (D) Ratio of band 

intensities of supernatants and lysates. (E) Western blot and (F) densitometry on Spike expression time 
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course. (G) Western blot and (H) densitometry on RBD expression time course. Abbreviations: aa (amino 

acids); untransfected (UT); standard (std); viable cell density (VCD). 

 

Relative amounts of protein in the supernatant and cell lysate were determined by western 

blot 5 days post-transfection (Figire 7.1B and 7.1C). Spike had significantly lower expression than 

RBD and was particularly less abundant in the supernatant. Comparison of ratios of supernatants 

over lysates also showed that Spike is significantly retained in the cells compared to RBD (Figure 

7.1D). Both the expression and supernatant/lysate ratio remained the same for Spike and RBD 

with either signal sequence, indicating that low expression and high retention of Spike in the cells 

may be due to the protein sequence itself, and not a consequence of the tag used. All following 

experiments were performed with Spike-1 and RBD-1, hereafter referred to as Spike and RBD, 

respectively. 

Next, cultures were scaled up to 25 mL and a time course experiment was performed to 

determine the optimal harvest time for maximum titers. Cells were transfected with plasmids 

encoding Spike and RBD, and a sample of the supernatant was collected every 24 hours over 10 

days. Western blots were performed on the supernatants and band intensities were plotted over 

time (Figure 7.1E-H). Spike concentration in the supernatant increased steadily until 7 days post-

transfection, after which time it remained stable (Figure 7.1E and 7.1F). In comparison, RBD 

concentration in the supernatant peaked at day 3, then decreased (Figure 7.1 G and 7.1H). From 

these results, Spike and RBD harvests were determined to be 7 and 3 days post-transfection, 

respectively.  

To produce large quantities of Spike and RBD for purification and downstream analysis, 

150 mL of supernatants were prepared from pooled 25 mL cultures. Crude titers of Spike and RBD 
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were measured using sandwich ELISAs on filtered crude, yielding 14 mg/L and 54 mg/L, 

respectively (Supporting Information Figure S1). The crude supernatants were purified through 

FPLC (Figure 7.2 and Supporting Information Figure S2). For purification of Spike, SDS-PAGE 

revealed bands in elution fractions E3, E4, and E5 (Figure 7.2A), which were confirmed by western 

blot to include immunoreactive bands consistent with full-length Spike (Figure 7.2B). For RBD, 

SDS-PAGE (Figure 7.2C) and western blot (Figure 7.2D) showed bands in elution fractions E3, 

E4, and E7. FPLC-purified samples were dialyzed using PBS and concentrated through centrifugal 

filter units. E3 fractions of both proteins were used for subsequent experiments.  

 
Figure 7.2: Purification of Spike and RBD. (A) SDS-PAGE and (B) western blot on Spike fractions. (C) 

SDS-PAGE and (D) western blot on RBD fractions. FT samples were collected during sample loading onto 

the column. FT and wash samples were pooled from multiple fractions at equal volumes. Abbreviations: 

flow-through (FT); elution (E); standard (std). 
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7.3.2 Novel Truncations to Improve Protein Titers  

Given the difficulty in expressing full-length Spike but its higher sensitivity in serological 

assays compared to RBD, 3 we sought to determine whether a truncation falling between RBD and 

Spike could balance the higher expression of RBD and the higher antibody sensitivity of Spike. 

Since RBD is important for binding to the human receptor ACE2 and is a target of antibodies,26, 27 

truncations were designed by starting with the RBD and adding amino acids on the N- and/or C-

termini. We developed eight truncations, T1–T8, by adding increments of approximately 50 amino 

acids on the N- or C-terminal ends of RBD (Figure 7.3A). These increments were determined such 

that starting and ending residues do not interrupt major secondary structures present in Spike.28-30 

For instance, T1 contains an additional predicted beta-sheet compared to RBD, and T4 contains 

an additional predicted beta-sheet compared to T1. We also expressed the full S1 subunit of Spike. 

Secretion signals and 6x His tags were added to N- and C-termini, respectively. 

We first screened the truncations for expression levels. Cells were transfected in 96-well 

format, and lysates and supernatants were analyzed by western blot 5 days post-transfection 

(Figure 7.3B). T1 and T4 had the highest expression, as well as the highest supernatant/lysate 

signals (Figure 7.3C, D). In particular, T1 had even higher expression and relative secretion than 

RBD did. Given that S1 has previously been studied,31 T1 and T4 were selected for scale-up and 

purification. To determine optimal harvest dates for T1 and T4, and expression time course was 

performed as previously described for Spike and RBD. For T1, western blot and densitometry 

(Figure 7.3E, F) showed that expression peaked 3 days post-transfection with a single band. For 

T4, expression peaked after 4 days post-transfection, with degradation bands also increasing after 

this point (Figure 7.3G, H). Therefore, T1 and T4 harvest dates were determined to be 3 and 4 days 

post-transfection, respectively. 
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Figure 7.3: Expression of Spike truncations. (A) Construct diagram of Spike truncations. Residue numbers 

are relative to the position within full-length Spike, including the secretion tag. (B) Western blot and (C) 
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densitometry on truncations for lysates and supernatants. (D) Ratio of band intensities of supernatants over 

lysates. (E) Western blot and (F) densitometry of T1 expression over time. (G) Western blot and (H) 

densitometry of T4 expression over time. Abbreviations: untransfected (UT); standard (std); viable cell 

density (VCD). 

 

 For purification, transfections with T1 and T4 were performed in a total of 150 mL of 

culture each, and samples were purified through FPLC (Figure 7.4 and Supporting Information 

Figure S3). Two-step purifications were performed to obtain pure T1 and T4, which were prepared 

for further characterization through dialysis and spin-column concentration. The single band 

detected for T1 and two bands detected for T4 through western blot were cut out of an SDS-PAGE 

gel and submitted for proteomic analysis. Coverage for T1 and T4 was high (Supporting 

Information Figure S4), and the two bands of T4 on the SDS-PAGE gel suggest different post-

translational modifications. For further characterization and binding assays, concentrations of 

purified samples were determined using SDS-PAGE densitometry (Supporting Information Figure 

S5). Quantifying crude titers via ELISA, we found that T1 and T4 expressed at 130 and 73 mg L−1, 

respectively, which are higher than our RBD titers (Supporting Information Figure S6). 
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Figure 7.4: Purification of T1 and T4. (A) SDS-PAGE and (B) western blot on T1 fractions from crude 

purification and repurification. (C) SDS-PAGE and (D) western blot on T4 fractions from crude purification 

and repurification. FT and wash samples were pooled from multiple fractions at equal volumes. 

Abbreviations: flow-through (FT); elution (E). 
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7.3.3 Binding Sensitivities against Antibodies  

The activities of the CHO-expressed proteins were evaluated via indirect ELISAs with 

antibodies against Spike. First, the monoclonal antibody CR3022 was tested, which binds to the 

receptor binding domain of Spike 27 . Serial dilutions of CR3022 were bound to Spike, RBD, T1, 

and T4 (Figure 7.5A). Binding sensitivities were compared by taking the areas under the curves 

(Figure 7.5B). To compare with another recombinant source of Spike, Sf9 insect Spike was also 

used in the assays.  

 

Figure 7.5: Binding assays of Spike truncations with anti-Spike antibodies. (A) Absorbance as a function 

of dilution factor of CR3022. (B) AUC calculated from (A). (C) Absorbance as a function of dilution factor 

of an anti-Spike PAb. (D) AUC calculated from (C). (E) Absorbance against dilution factor of a rabbit 

normal IgG antibody. (F) AUC calculated from (E). Error bars represent ± SD of technical triplicates. p-

values were calculated using a one-way ANOVA followed by Tukey’s Test. * indicates p < 5x10-2, ** p < 
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5x10-3, *** p < 5x10-4, **** p < 5x10-5, and ***** p < 5x10-6. Abbreviations: area under curve (AUC); ns 

(not significant). 

 

CHO-expressed Spike had higher binding to CR3022 than Sf9-expressed Spike. This may 

be due to differences in folding or glycosylation between the CHO- and insect-expressed proteins. 

Among the CHO-expressed proteins, T1 had higher binding to CR3022 than RBD did and is 

comparable to the performance of Spike. T4 had lower signal but still outperformed Sf9-expressed 

Spike. Next, serial dilutions of a polyclonal antibody raised against full-length Spike were tested 

(Figure 7.5C and 7.5D). Given that PAbs may recognize multiple binding epitopes in a protein, 

larger forms of Spike were expected to have higher performance. Strikingly, however, T1 and T4 

had very high signal across dilutions of the antibody, and T1 outperformed full-length CHO-

expressed Spike. The increased sensitivities were not due to non-specific binding of T1 and T4 to 

rabbit antibodies, since a control rabbit IgG did not produce significant signal (Figure 7.5E and 

7.5F).  

7.3.4 Structural Characterization of Truncations  

To determine whether structural similarities are maintained between the truncations and 

the relevant regions of Spike, structures of T1 and T4 were predicted using MD. Snapshots of 

simulated structures of RBD, T1, and T4 at 0 ns and 100 ns simulation times are shown (Figure 

7.6A-D). The RBD portion of all structures remained stable during this time. T1 and T4 showed 

similarly stable secondary structures in the additional residues at the bottom of the structure. The 

more flexible turn features curled in and stabilized over the course of the trajectory. To quantify 

this behavior, the root mean squared deviation (RMSD) of the whole structures and RBD 

subdomains for each truncation were evaluated (Figure 7.6E and 7.6F). These RMSD plots show 
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deviation relative to initial structures and provide further evidence that the RBD subdomains are 

stable or reach a stable structure early in the simulation trajectory. The T1 and T4 RMSD plots 

show more conformational change, likely due to the flexibility of the turn features observed in the 

snapshots. An interesting observation is that the RBD with a 6x His tag appeared to be more stable 

compared to the RBD without the tag. Based on this RMSD data, T1 appeared to stabilize the RBD 

in line with this 6x His tag, while the T4 structure aligned more closely to the RBD without a 6x 

His tag. 
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Figure 7.6: MD structural stability snapshots and analysis. MD snapshots are visualized for (A) RBD, (B) 

RBD without the 6x His tag (RBD_noHis), (C) T1, and (D) T4 at 0 ns and 100 ns. Backbone RMSD profiles 

of (E) full T1 and T1 RBD subdomain and (F) full T4 and T4 RBD subdomains are compared against RBD 

with and without His tag referenced to initial configurations. Green spheres represent the glycosylated 

asparagine residue, brown sticks represent FA2 glycans, and red sticks represent M5 glycans. 
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We hypothesize that some truncations did not express well because of structural differences. 

To explore this idea, we compared T1 and T3, which only differ by ~50 amino acids at the N-

terminus but had vastly different expression (Figure 7.3B and Figure 7.3C). MD was used to 

determine whether structural differences may have caused the discrepancy in expression. RMSD 

analysis showed that T3 had much higher RMSD compared to T1 (Supporting Information Figure 

S7). Visualization of T3 revealed that the difference in RMSD was due to the additional FA3 

glycan binding to its own RBD, which could contribute to low expression. Removal of the FA3 

glycan from T3 resulted in a secondary structure that matched more closely to T1 and a more stable 

RBD within T3 (Supporting Information Figure S7). It is possible that other truncations also had 

incorrect folding. 

Experimentally, secondary structure compositions of CHO-expressed Spike, RBD, T1, and 

T4 were obtained using circular dichroism (CD). Δε values were obtained, which is a measure of 

the difference in absorbance of left- and right-circularly polarized light. Using the BeStSel server, 

Δε as a function of wavelength was analyzed to predict the secondary structure compositions. The 

distributions of observed secondary structures were similar for most proteins (Figure 7.7A and 

Supporting Information Figure S8). CHO Spike and Sf9 Spike had very similar compositions, 

suggesting high structural similarity. RBD and T1 also had similar compositions. T4 was slightly 

dissimilar, with low beta sheet content compared to other proteins. CD-analyzed proteins were 

also compared to a structure of Spike determined through cryo-electron microscopy (PDB 6VXX). 

26  6VXX had similar alpha helix and beta sheet content as CHO and Sf9 Spike, but had much 

higher turn content and lower “other” content, which includes coils, bends, irregular loops, β-

bridges, 310 helices, and π-helices. 
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Figure 7.7: Structural composition of Spike and truncations produced in CHO cells. (A) Overall secondary 

structure compositions of CHO-expressed proteins and 6VXX. (B) Comparison of RBD MD to CD data 

and the RBD region of 6VXX. (C) Comparison of T1 MD to CD data and the T1 region of 6VXX. (D) 

Comparison of T4 MD to CD data and the T4 region of 6VXX. MD structural data represent proteins 

including the 6x His tags with the final structural compositions at 100 ns. 

 

CD-derived structural information was also compared with MD secondary structures for 

RBD, T1, and T4 determined using DSSP 32 (Figure 7.7B-D). Truncated 6VXX structures 

containing the relevant residues were also included, which represent structural composition had 
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truncating Spike not resulted in any structural changes. For all three proteins, 6VXX and MD 

structures had high similarity, with CD-derived structures having lower turn content. Overall, MD 

and CD results suggest that T1 and T4 retain accurate RBD structure, and consistent with their 

high sensitivities in the ELISAs against anti-Spike antibodies. 

 

7.4 Discussion 

Production of Spike fragments is important for its use in diagnostics, protein subunit 

vaccines, and research. In addition, high binding affinities of the Spike fragments are critical in 

these applications. Several approaches have been used to increase Spike yields, including 

stabilizing mutations 4 , comparison of different cell lines 5 , and optimization of production 

conditions, such as temperature shifts 33 . Here, we expressed full-length Spike and RBD 

transiently in CHO cells to determine the intracellular and extracellular production kinetics. In 

addition, we developed 8 truncations in pursuit of a truncation which exhibits both high expression 

and binding to antibodies.  

The regions of Spike that cause lower expression and higher sensitivity compared to RBD 

are not known, but the initial screen of the truncations showed that T1 is highly expressed and 

secreted compared to other truncations, with T4 following at much lower titers (Figure 7.3C, D). 

This suggests that residues downstream of T1 may be contributing to decreased titers. Comparing 

T1 to T2 and T3, residues upstream of T1 also appear to decrease titers. The additional residues in 

T2, T3, and T4 contain predicted glycosylation sites, which may introduce avenues for protein 

retention such as incomplete glycosylation. This is supported by the lysate proteins running at their 

expected molecular weights and the supernatant proteins much higher, though protein size did not 

appear to correlate with relative retention in the cell (Figure 7.3B). In contrast, T1 only contains 
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the same glycosylation sites as RBD and was found in the crude at much higher titers compared to 

other truncations. Interestingly, the MD simulations of T3 suggest that lower stability may result 

from unexpected intramolecular glycan–protein interactions for fully glycosylated truncations 

(Supporting Information Figure S7). Potential glycosylation sites of all truncations are labeled in 

Supporting Information Table S1 and depicted in structures in Figure 7.6 and Supporting 

Information Figure S7. 

 In the ELISA sensitivity assays for CR3022 and the PAb, CHO-expressed Spike has higher 

AUCs for both antibodies compared to Sf9 Spike (Figure 7.5). The discrepancy may be due to 

potentially different glycosylation profiles between both proteins, which would be consistent with 

the idea that CHO-expressed proteins tend to have more human-like glycosylation patterns 34 . We 

also found that CHO Spike produces higher signal than RBD when probed with the PAb, consistent 

with results from serological assays 3 . This was also expected because polyclonal antibodies target 

multiple epitopes, and full-length Spike may contain more binding epitopes than RBD. 

Surprisingly, T1 and T4 have higher sensitivities to the PAb, outperforming full-length Spike. One 

possibility is that T1 and T4 contain an additional epitope, not present on RBD, that has high 

affinity but is sterically hindered when additional residues are present. This may also be the reason 

for the higher performance of T1 over T4. Another possibility is that the different Spike truncations 

may have different glycosylation profiles, which can influence structure and antibody binding 

sensitivities.35 Ongoing investigations include glycoproteomics analysis of the Spike truncations 

to determine whether glycosylation profiles are different among the truncations and may influence 

binding. Additional avenues of investigating the reason for the high affinities of the truncations 

include visualization of binding through cryo-electron microscopy and analysis of binding kinetics 

and thermodynamics through methods such as biolayer interferometry and steered MD. Finally, 
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we note that the western blot of purified T4 revealed two major bands, where the nonhomogeneity 

of T4 may indicate different folding or glycosylation (Figure 7.4D). Considering the potential 

characterization studies discussed and product quality, we believe the heterogeneity of T4 further 

points to T1 as the ideal truncation. 

 

7.5 Conclusions  

We expressed SARS-CoV-2 Spike and RBD in CHO cells and optimized harvest dates. 

Additionally, we expressed 8 new truncations and found that T1 and T4 have high expression and 

secretion, where T1 has even higher expression than RBD. T1 and T4 also have higher binding 

sensitivity to a Spike polyclonal antibody compared to Spike. Overall, T1 had the highest 

performance in all expression and binding experiments conducted in this work. Its high expression 

and sensitivity suggest T1 may be a promising Spike alternative in research and clinical 

applications. Further work is needed to understand why T1 has higher affinity to antibodies and 

whether the higher affinity translates to assays with convalescent sera.  
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7.6 Supporting Information 

Table S1. Protein sequences of CHO-expressed Spike truncations. Signal sequences are 

highlighted in gray, and potential N-linked glycosylation sites are highlighted in green. 

Percentages indicate percent coverage of full-length Spike construct, including signal sequences 

and 6x His tags.  

Truncation Amino acid sequence, including secretion signal and 6x His tag 
T1 (23.5%) MFVFLVLLPLVSSQNFRVQPTESIVRFPNITNLCPFGEVFNATRFASVYAWN

RKRISNCVADYSVLYNSASFSTFKCYGVSPTKLNDLCFTNVYADSFVIRGDE
VRQIAPGQTGKIADYNYKLPDDFTGCVIAWNSNNLDSKVGGNYNYLYRLFR
KSNLKPFERDISTEIYQAGSTPCNGVEGFNCYFPLQSYGFQPTNGVGYQPY
RVVVLSFELLHAPATVCGPKKSTNLVKNKCVNFNFNGLTGTGVLTESNKKFL
PFQQFGRDIADTTDAVRDPQTLEILDITPCSHHHHHH 

T2 (25.1%) MFVFLVLLPLVSSQTAGAAAYYVGYLQPRTFLLKYNENGTITDAVDCALDPL
SETKCTLKSFTVEKGIYQTSNFRVQPTESIVRFPNITNLCPFGEVFNATRFAS
VYAWNRKRISNCVADYSVLYNSASFSTFKCYGVSPTKLNDLCFTNVYADSF
VIRGDEVRQIAPGQTGKIADYNYKLPDDFTGCVIAWNSNNLDSKVGGNYNYL
YRLFRKSNLKPFERDISTEIYQAGSTPCNGVEGFNCYFPLQSYGFQPTNGV
GYQPYRVVVLSFELLHAPATVCGPKKSTNLVKNKCVNFNFNGLTGTGVLTE
HHHHHH 

T3 (28.1%) MFVFLVLLPLVSSQTAGAAAYYVGYLQPRTFLLKYNENGTITDAVDCALDPL
SETKCTLKSFTVEKGIYQTSNFRVQPTESIVRFPNITNLCPFGEVFNATRFAS
VYAWNRKRISNCVADYSVLYNSASFSTFKCYGVSPTKLNDLCFTNVYADSF
VIRGDEVRQIAPGQTGKIADYNYKLPDDFTGCVIAWNSNNLDSKVGGNYNYL
YRLFRKSNLKPFERDISTEIYQAGSTPCNGVEGFNCYFPLQSYGFQPTNGV
GYQPYRVVVLSFELLHAPATVCGPKKSTNLVKNKCVNFNFNGLTGTGVLTE
SNKKFLPFQQFGRDIADTTDAVRDPQTLEILDITPCSHHHHHH 

T4 (27.5%) MFVFLVLLPLVSSQNFRVQPTESIVRFPNITNLCPFGEVFNATRFASVYAWN
RKRISNCVADYSVLYNSASFSTFKCYGVSPTKLNDLCFTNVYADSFVIRGDE
VRQIAPGQTGKIADYNYKLPDDFTGCVIAWNSNNLDSKVGGNYNYLYRLFR
KSNLKPFERDISTEIYQAGSTPCNGVEGFNCYFPLQSYGFQPTNGVGYQPY
RVVVLSFELLHAPATVCGPKKSTNLVKNKCVNFNFNGLTGTGVLTESNKKFL
PFQQFGRDIADTTDAVRDPQTLEILDITPCSFGGVSVITPGTNTSNQVAVLYQ
DVNCTEVPVAIHADQLTPTWRVYSTGSNVHHHHHH 

T5 (28.3%) MFVFLVLLPLVSSQGFSALEPLVDLPIGINITRFQTLLALHRSYLTPGDSSSG
WTAGAAAYYVGYLQPRTFLLKYNENGTITDAVDCALDPLSETKCTLKSFTVE
KGIYQTSNFRVQPTESIVRFPNITNLCPFGEVFNATRFASVYAWNRKRISNC
VADYSVLYNSASFSTFKCYGVSPTKLNDLCFTNVYADSFVIRGDEVRQIAPG
QTGKIADYNYKLPDDFTGCVIAWNSNNLDSKVGGNYNYLYRLFRKSNLKPF
ERDISTEIYQAGSTPCNGVEGFNCYFPLQSYGFQPTNGVGYQPYRVVVLSF
ELLHAPATVCGPKKSTNLVKNKCVNFNFNGLTGTGVLTEHHHHHH 

T6 (35.3%) MFVFLVLLPLVSSQGFSALEPLVDLPIGINITRFQTLLALHRSYLTPGDSSSG
WTAGAAAYYVGYLQPRTFLLKYNENGTITDAVDCALDPLSETKCTLKSFTVE
KGIYQTSNFRVQPTESIVRFPNITNLCPFGEVFNATRFASVYAWNRKRISNC
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VADYSVLYNSASFSTFKCYGVSPTKLNDLCFTNVYADSFVIRGDEVRQIAPG
QTGKIADYNYKLPDDFTGCVIAWNSNNLDSKVGGNYNYLYRLFRKSNLKPF
ERDISTEIYQAGSTPCNGVEGFNCYFPLQSYGFQPTNGVGYQPYRVVVLSF
ELLHAPATVCGPKKSTNLVKNKCVNFNFNGLTGTGVLTESNKKFLPFQQFG
RDIADTTDAVRDPQTLEILDITPCSFGGVSVITPGTNTSNQVAVLYQDVNCTE
VPVAIHADQLTPTWRVYSTGSNVHHHHHH 

T7 MFVFLVLLPLVSSQNFRVQPTESIVRFPNITNLCPFGEVFNATRFASVYAWN
RKRISNCVADYSVLYNSASFSTFKCYGVSPTKLNDLCFTNVYADSFVIRGDE
VRQIAPGQTGKIADYNYKLPDDFTGCVIAWNSNNLDSKVGGNYNYLYRLFR
KSNLKPFERDISTEIYQAGSTPCNGVEGFNCYFPLQSYGFQPTNGVGYQPY
RVVVLSFELLHAPATVCGPKKSTNLVKNKCVNFNFNGLTGTGVLTESNKKFL
PFQQFGRDIADTTDAVRDPQTLEILDITPCSFGGVSVITPGTNTSNQVAVLYQ
DVNCTEVPVAIHADQLTPTWRVYSTGSNVFQTRAGCLIGAEHVNNSYECDIP
IGAGICASYQTQTNSPASVASQSIIAYTMSLGAENSVAYSNNSIAIPTNFTISV
TTEILPVSMTKTSVDCTMYICGDHHHHHH 

T8 (35.5%) MFVFLVLLPLVSSQKTQSLLIVNNATNVVIKVCEFQFCNDPFLGVYYHKNNKS
WMESEFRVYSSANNCTFEYVSQPFLMDLEGKQGNFKNLREFVFKNIDGYFK
IYSKHTPINLVRDLPQGFSALEPLVDLPIGINITRFQTLLALHRSYLTPGDSSS
GWTAGAAAYYVGYLQPRTFLLKYNENGTITDAVDCALDPLSETKCTLKSFTV
EKGIYQTSNFRVQPTESIVRFPNITNLCPFGEVFNATRFASVYAWNRKRISN
CVADYSVLYNSASFSTFKCYGVSPTKLNDLCFTNVYADSFVIRGDEVRQIAP
GQTGKIADYNYKLPDDFTGCVIAWNSNNLDSKVGGNYNYLYRLFRKSNLKP
FERDISTEIYQAGSTPCNGVEGFNCYFPLQSYGFQPTNGVGYQPYRVVVLS
FELLHAPATVCGPKKSTNLVKNKCVNFNFNGLTGTGVLTEHHHHHH 

S1 (54.7%) MFVFLVLLPLVSSQCVNLTTRTQLPPAYTNSFTRGVYYPDKVFRSSVLHSTQ
DLFLPFFSNVTWFHAIHVSGTNGTKRFDNPVLPFNDGVYFASTEKSNIIRGWI
FGTTLDSKTQSLLIVNNATNVVIKVCEFQFCNDPFLGVYYHKNNKSWMESEF
RVYSSANNCTFEYVSQPFLMDLEGKQGNFKNLREFVFKNIDGYFKIYSKHTP
INLVRDLPQGFSALEPLVDLPIGINITRFQTLLALHRSYLTPGDSSSGWTAGA
AAYYVGYLQPRTFLLKYNENGTITDAVDCALDPLSETKCTLKSFTVEKGIYQT
SNFRVQPTESIVRFPNITNLCPFGEVFNATRFASVYAWNRKRISNCVADYSV
LYNSASFSTFKCYGVSPTKLNDLCFTNVYADSFVIRGDEVRQIAPGQTGKIA
DYNYKLPDDFTGCVIAWNSNNLDSKVGGNYNYLYRLFRKSNLKPFERDISTE
IYQAGSTPCNGVEGFNCYFPLQSYGFQPTNGVGYQPYRVVVLSFELLHAPA
TVCGPKKSTNLVKNKCVNFNFNGLTGTGVLTESNKKFLPFQQFGRDIADTT
DAVRDPQTLEILDITPCSFGGVSVITPGTNTSNQVAVLYQDVNCTEVPVAIHA
DQLTPTWRVYSTGSNVFQTRAGCLIGAEHVNNSYECDIPIGAGICASYQTQT
NSPAHHHHHH 
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Figure S1. Measurement of crude titers for Spike and RBD via sandwich ELISA. (A) Dilutions of crude 

Spike plotted against the Spike standard curve. (B) Back-calculated concentrations of Spike crude titers. 

(C) Dilutions of crude RBD plotted against the RBD standard curve. (D) Back-calculated concentrations of 

RBD crude titers. Error bars represent ± SD of technical triplicates. 
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Figure S2. Spike and RBD chromatograms plotted over volume flowed through the system. (A) 

Chromatogram of entire Spike purification (left) and of zoomed in elution fractions (right). 150 mL of 

sample was loaded and washed with PBS containing 25 mM imidazole. A continuous gradient was applied 

from 25 mM-175 mM imidazole over 10 CV to elute Spike. Fractions E3 and E4 were collected. (B) 

Chromatogram of entire RBD purification (left) and of zoomed in elution fractions (right). 150 mL of 

sample was loaded and washed for 10 CV with PBS. A step gradient was applied for elution with 6 CV 

steps at 25 mM, 50 mM, 100 mM, 150 mM, and 325 mM imidazole. Fractions E3 and E4 were collected. 

Y-axis on the left is UV absorbance and Y-axis on the right is conductivity. 
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Figure S3. T1 and T4 purification chromatograms. (A) Chromatogram of entire T1 purification (left) and 

of zoomed in elution fractions (right). First, 150 mL of sample was loaded and washed with PBS containing 

25 mM imidazole. Step gradients were applied at 100 mM and 325 mM imidazole to elute T1. (B) Fractions 

E2 and E3 from the first purification were combined, dialyzed and re-purified using a step gradient with 

steps at 40 mM, 55 mM, 70 mM, 85 mM, and 100 mM imidazole. Fractions eluting from 40-85 mM 

imidazole were combined. (C) Chromatogram of entire T4 purification (left) and of zoomed in elution 

fractions (right). First, 120 mL of sample was loaded, and the resin was washed with PBS containing 25 

mM imidazole. A step gradient at 70 mM and 100 mM imidazole was used to elute T4. (D) T4 from the 

first purification was dialyzed and re-purified using step gradients at 40 mM, 70 mM, 100 mM, 325 mM, 

and 500 mM imidazole. 40 mM imidazole fractions and the first 70 mM imidazole fraction were combined 

and used for further characterization. 
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Figure S4. Shotgun proteomics on T1 and T4. Coverage of (A) T1, (B) T4 top band, and (C) T4 bottom 

band against full sequences. Tandem mass spectra were extracted by MS Convert (ProteoWizard). Charge 

state deconvolution and deisotoping were not performed. All MS/MS samples were analyzed using X! 

Tandem (The GPM, thegpm.org; version X! Tandem Alanine (2017.2.1.4)). X! Tandem was set up to search 

the Uniprot human database and known T1 and T4 sequences assuming the digestion enzyme trypsin. X! 

Tandem was searched with a fragment ion mass tolerance of 20 PPM and a parent ion tolerance of 20 PPM. 

Carbamidomethyl of cysteine and selenocysteine was specified in X! Tandem as a fixed modification. 

Glu->pyro-Glu of the n-terminus, ammonia-loss of the n-terminus, gln->pyro-Glu of the n-terminus, 

deamidated of asparagine and glutamine, oxidation of methionine and tryptophan and dioxidation of 

methionine and tryptophan were specified in X! Tandem as variable modifications. Scaffold (version 

Scaffold_4.9.0, Proteome Software Inc., Portland, OR) was used to validate MS/MS based peptide and 

protein identifications. Peptide identifications were accepted if they could be established at greater than 

98.0% probability by the Scaffold Local FDR algorithm. Peptide identifications were also required to 

exceed specific database search engine thresholds. Protein identifications were accepted if they could be 

established at greater than 5.0% probability to achieve an FDR less than 5.0% and contained at least 

2identified peptides.  Protein probabilities were assigned by the Protein Prophet algorithm (Nesvizhskii et 

al., 2003) Proteins that contained similar peptides and could not be differentiated based on MS/MS analysis 

alone were grouped to satisfy the principles of parsimony. Proteins sharing significant peptide evidence 

were grouped into clusters. 
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Figure S5. Measurement of crude titers for T1 and T4 via sandwich ELISA. (A) Dilutions of crude T1 

plotted against the T1 standard curve. (B) Back-calculated concentrations of T1 crude titers. (C) Dilutions 

of crude T4 plotted against the T4 standard curve. (D) Back-calculated concentrations of T4 crude titers. 

Error bars represent ± SD of technical triplicates. 
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Figure S6. Quantification of purified proteins. (A) SDS-PAGE and (B) quantification for purified proteins 

and serial dilutions of RBD obtained from BEI Resources. A standard curve was prepared using a linear fit 

to serial dilutions of the standard protein. 
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Figure S7. Molecular dynamics structural stability snapshots and analysis of T3. MD snapshots are 

visualized for (A) T3 with FA3 glycan and (B) T3 without FA3 glycan. (C) Backbone RMSD profiles of 

full T3 and T3 RBD subdomain with FA3 glycan. (D) Backbone RMSD profiles of full T3 and T3 RBD 

subdomain without FA3 glycan. Profiles of (C) and (D) include RBD with and without the 6x His tag 

referenced to initial configurations for comparison. 
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Figure S8. Raw spectral data on proteins analyzed via circular dichroism. Δε is plotted against wavelength 

for (A) RBD, (B) T1, (C) T4, (D) CHO Spike, and (E) Sf9 Spike. 
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Chapter 8 

 

Summary and Outlook 

In this work we demonstrated two classes of molecular systems, molecules or materials 

under chemical reactions and glycosylated proteins, that can be studied through quantum 

mechanics calculations and molecular dynamics simulations.  For the chemical reaction studies, 

we used two different reactive potentials, both are bond order dependent empirical force fields that 

require input training data from density functional theory calculations but with very different 

approaches to handle interatomic interactions.  The reactive potentials used in this work fill in the 

gap between quantum mechanical methods and classical dynamical methods to enable describing 

charge transfer, bonding, and chemical reactivity of systems in evolution, while keeping the 

computational cost reasonable and manageable. One Tersoff potential and two ReaxFF force fields 

were developed, and they were applied to various applications including atomic layer etching, 

carbon capture, and photopolymer resin for volumetric additive manufacturing. The microscopic 

properties and reaction mechanisms evaluated and studied can provide insights to materials design 

and processing in the macroscopic world. The force field developed for atomic layer etching was 

able to describe the surface at nanoscale and predict qualitatively the correlations between the 

chlorination and/or Ar bombardment energies and the penetration depth, etching efficiency, 

etching species, etc., which provided theoretical guidance when tuning processing parameters. The 

ReaxFF force field developed for novel biomimetic carbon capture absorbent could successfully 

describe the reactions hypothesized and proved PEP can be a CO2 absorbent to substitute MEA. 

Together with DFT calculations, we could then design better absorbents from PEP molecule. The 
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ReaxFF force field developed for acrylate free-radical polymerization provided a model to study 

such reaction, and since acrylates were often used as 3D printing resins, it could help with resin 

materials design, and set the bench mark for more novel photopolymer resins. Our model 

development and computational studies on glycoproteins offered a molecular model for 

glycosylated S protein and human ACE2, which has significant value since S protein are normally 

glycosylated to evade host immune system and bind human receptor more strongly, but such 

computational studies were rare. Using our computational model, we were able to study how 

glycans affected binding and stability of the proteins, and help evaluate and design spike 

truncations that could possibly advance to vaccine candidates.  

As demonstrated, MD simulations is a powerful and versatile tool to study the atomistic 

scale properties and mechanisms of molecules and materials in various systems, and predict their 

macroscopic behaviors. However, due to the computational cost, its limitations are also obvious.  

In addition to acquiring better computational resources, there are also many ways to improve the 

modeling techniques and performances. For example, multiscale simulation techniques could be 

used. Coarse graining could be used together with atomistic simulation like reactive MD 

simulations to investigate different aspects of the system at different length scale. More advanced 

reactive force field, like accelerated ReaxFF, could also be used to speed up the reactions. 

Experiments should also be included for future work to compare with the computational results. 

In this work, experiments were only used to validate some of the thermodynamic and diffusion 

properties and reaction mechanisms (eg. FTIR). In the future, picosecond spectroscopy could be 

used to observe reactions at comparable time scale and verify the reactive simulation findings. For 

protein simulations, one of the limitations is the lack of availability of protein structures. Utilizing 

AI predicted structures, like the ones predicted by AlphaFold, and incorporating machine learning 
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techniques might empower the modeling and design of therapeutic proteins. To get better 

conformational sampling, enhanced simulation methods such as replica exchange molecular 

dynamics could be used in the future. In addition, the current fully glycosylated model could also 

be extended to more virus and human receptor systems to study the glycosylation effects for 

therapeutic and diagnostic designs.  
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