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ABSTRACT OF THE DISSERTATION

Models to study the mechanism of single and collective cell migration

by

Haicen Yue

Doctor of Philosophy in Physics

University of California San Diego, 2018

Wouter-Jan Rappel, Chair

Cell migration plays a vital role in many biological processes and the mechanism for both

single cell and collective cell migration remains unclear. It is a complex multi-step procedure,

including signal receiving, signal processing, force generation and when considering multi-

cell migration, cell-cell interaction. Thus it inspires many scientists in biology as well as

interdisciplinary areas to study this topic. This dissertation includes the study of cell migration

from different aspects and on different scales, using quantitative models. I write them with a

sequence from the smallest scale to the largest. In Chapter 2, I study the kinetics of the activation

of G-protein-coupled receptors used in chemotaxis trying to explain the two activation rates

observed in the experiments. In Chapter 3, I study single cell chemotaxis, focusing on the

xi



signaling networks to explain the memory effect observed in the experiments. In Chapter 4, I

study the collective cell chemotaxis taking cell-cell communication into consideration, trying to

find the possible minimal network topologies for the signal processing. Finally, in Chapter 5, I

study multi-cell migration on a much larger scale with thousands of cells and use a simplified

model which focuses on the different kinds of forces applied on the cells to study the relation

between single cell properties and large scale behaviors shown in the multi-cell migration. All

these works provide some new knowledge on part of the mechanism controlling cell migration.
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Chapter 1

Introduction

In the last decades, with the development in biological techniques, biologists are able to

get more quantitative data. And more researchers from other fields such as physics, mathematics,

and computer science become interested in the questions underlying the complex biological

phenomena. They use mathematical models, theory in physics and computational methods to

analyze the data, study the mechanism and generate new ideas or perspectives. Especially, the

collaboration between theorists and experimentalists has produced many good results to help

people better understand the underlying mechanism of some biological processes. This is also

what I have been doing in my graduate study. More specifically, I build theoretical models based

on quantitative experimental data to study the mechanism related to cell migration.

Cell migration is essential for many biological processes, such as embryonic development,

wound healing, cancer metastasis etc. It has different types. For example, there are single cell

migration, such as Dictyostelium chemotaxis, collective cell migration in a small free group,

such as the border cell cluster in Drosophila and collective cell migration of an epithelial sheet

with thousands of cells. And it is also a complex multi-step procedure well orchestrated by

some mechanism that are still unclear. So, this is an attractive area for both biologists and
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interdisciplinary researchers. Cell migration includes signal receiving, signal processing, and

force generation. In addition, when considering the collective cell migration, cell-cell contact

should also be considered. Due to this complexity, researchers study this procedure from different

perspectives or on different scales. For example, researchers studying the receptor binding may

focus on specific proteins and reactions; those interested in signal processing may pay attention

to signaling networks which include combinations of many reactions; and those who study the

collective cell migration may look at this procedure on the tissue or colony scale and show more

concerns on cell-cell contact or cell-matrix contact. And the scales on which we study this

procedure also determine how many details we include or to what extent we can simplify the

system. I also study cell migration on different scales, from the subcellular scale to the tissue

scale.

In Chapter 2, we study the mechanism for the activation of heterotrimeric G proteins

through the G protein-coupled receptors (GPCRs), which is a key step for the detection of

chemoattractant for Dictyostelium. Using bioluminescence resonance energy transfer (BRET),

the experimentalists obtain data for the activation of G proteins over time after adding stimulus

(cAMP), which is then fitted with single or double exponential function. I find that when the

cAMP concentration is below some threshold, the time curve can be fitted with single exponential

function, indicating only one explicit activation rate. However, when the cAMP concentration is

above this threshold, the time curve need to be fitted with double exponential function, indicating

two activation rates. In order to explain the origin of these two rates for high cAMP concentration,

I use a simple model of receptor-G protein coupling in which both the free receptors and the

receptors pre-coupled to inactive G proteins exist and can bind with the ligand, with different

affinities. The simulation results show that the existence of these two types of receptors might be

the reason of these two activation rates. I also suggest new experiments based on the prediction

of the model to verify this possible reason.

In Chapter 3, we aim to better understand the back-of-the-wave problem that Dictyostelium
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cells can avoid reversing in the back of the wave even though the spatial gradient reverses. The

experimentalists use microfluidic devices to generate traveling waves and changing gradient, such

as the change from a positive gradient to a negative one or to zero gradient, and obtain quantitative

data related to cell’s polarization and movement under different conditions. The cells show some

memory effect in these experiments. I build an ODE model based on the local excitation global

inhibition (LEGI) mechanism but add ultra-sensitivity and a bistable memory module to try to

explain the memory effect. We find that the adaptive dynamics of the LEGI mechanism, or more

specifically, the slow decay of the global inhibitor, provides a short-term memory. However,

this short-term memory is not enough to explain all the experimental phenomena. We need the

bistable memory module to strengthen and stablize this short-term memory. The model predicts

that the movement of the cell is controlled by activated Ras, an early response indicating cell’s

directional sensing, together with the memory module, which is downstream of Ras, and that the

behavior of activated Ras and the movement of the cell may not always be consistent. Specifically,

our model predicts that in the back of the wave, the cell continues to move forward but the Ras

response becomes zero at both the front and the back of the cell. This prediction is then verified

by the experiment.

In Chapter 4, we switch our focus to the collective cell chemotaxis, in which cell-cell

communication plays an important role. The biological system we study is the border cell cluster

in Drosophila egg. We use the experimental data from a previous paper [1] as the standard to

find the minimal network topologies that can be used by the cluster to chemotax collectively.

As little is known about the signaling network in this system, we start from the simplest case

with only four nodes which are necessary. Different from the work in Chapter 3, we do not start

from a widely used model, but try to find the minimal network topologies that can explain the

experimental results from all possible candidates. We combine an analytical method, which does

not rely on specific equations and parameters, and a simulation method, which provides more

quantitative comparison and prediction, in the selection procedure and finally get six network

3



topologies with six links. These six networks perform equally well considering the experimental

results in the paper we refer to, but we make predictions with our model about how they can be

different in some other conditions and thus suggest experiments for further discrimination. We

regard these six topologies as a starting point for further research on the mechanism of collective

chemotaxis for the border cell cluster and develop methods that may also be applied in other

collective migrating systems.

In Chapter 5, we still study the collective cell migration but look at a system of a larger

scale with thousands of cells. We aim to infer the connection between individual cell properties

and collective behavior using a model of multicellular migration. The experimentalist analyzes

the particle image velocimetry (PIV) results which allow us to extract the entire flow field of cell

motion. In the experiments, we observed some changes of the collective behavior in the MCF10A

cell sheets in different media. I try to use a modified model based on a previous one ([2, 3]) to

explain these changes. In the large-scale model, I neglect the signal processing details within

each cell but only treat a single cell as two points. The model includes cell growth and division,

motility forces, friction forces, and volume exclusion and adhesion between neighboring cells

and adopts the alignment mechanism that the cell’s motility force tends to align with its velocity.

I use this model to simulate the migration of the cells in an epithelial sheet and by comparing

with experimental data, show that a special group of cells on the edge of the monolayer with

different properties as other cells (we call it leader cells) are not necessary to explain the observed

large-scale change in collective migration. Changes in proliferation are also not likely to be the

cause of the observed change. However, the wake rate, indicating the activity of the cells, and the

strength of the motility-velocity alignment mechanism may play a role.

In the above four projects, I did all the modeling and theoretical work. In addition, I also

did the data analysis work in Chapter 2.
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Chapter 2

The cAMP-induced G proteins

subunits dissociation reveals two

activation rates

2.1 Introduction

Chemotaxis, the ability of cells to sense gradients of chemicals (chemoattractants) and

migrate towards their highest concentration, is a cellular behavior central to the embryonic devel-

opment and immune response and that is deregulated in diseases such as cancer metastasis and

inflammatory disorders. However, how cells detect and determine the direction of a chemoattrac-

tant gradient is not fully understood. Many chemoattractants are detected by seven transmembrane

receptors that signal through heterotrimeric G proteins (G protein-coupled receptors; GPCRs),

and studies with the chemotaxis experimental model Dictyostelium discoideum have provided

important insight into chemoattractant GPCR signaling dynamics [4, 5]. When food is abundant,
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Dictyostelium is in the growth (or vegetative) stage and grows as single undifferentiated cells [6].

Upon starvation, Dictyostelium enters a multicellular development/differentiation program going

through aggregation (∼ 4 – 8 h), mound (∼ 12 h), slug (∼ 16 h), and culmination (∼ 18 – 24 h)

stages that end with the formation of a fruiting body containing spores. Aggregation is mediated

by the chemotaxis of cells towards cyclic AMP (cAMP). Dictyostelium has four cAMP receptors

(cARs) [7, 8]. cAR1 expression is maximal during aggregation and cAR3 levels rise towards the

end of aggregation, whereas cAR2 and cAR4 are maximally expressed during the slug and culmi-

nation stages, respectively [9–12]. There is little cAR expressed in undifferentiated vegetative

cells. cAR1 and cAR3 are most similar, with 56% amino acid identity, and they both mediate

the response to cAMP through the heterotrimeric G protein Gα2βγ. Although the two receptors

display similar cAMP binding affinities in phosphate buffer, cAR3 is ∼ 100 times less efficient

than cAR1 in inducing cAMP-stimulated responses and cAR1 is essential for chemotaxis-driven

aggregation through Gα2βγ [7, 12, 13]. Whereas there are twelve G alpha protein subunits in

Dictyostelium, Gα2 (gene gpab) is the main G alpha subunit responsible for the chemotactic

responses to cAMP and there is only one G beta (gene gpba) and gamma subunit (gene gpga)

[14–19].

The dynamics and mechanisms controlling cAR1-Gα2βγ coupling are not completely

understood. The interaction between Gα2 and Gβγ in live cells has previously been studied

using a molecular proximity assay based on Förster (or fluorescence) resonance energy transfer

(FRET) and has shown that the G protein subunit dissociation reflects their activation [20]. To

investigate the dynamics of cAMP-induced Gα2βγ activation, we have used a similar molecular

proximity method, but based on bioluminescence resonance energy transfer (BRET), which we

have recently adapted for use in Dictyostelium [21]. BRET is similar to FRET but functions with

a bioluminescent enzyme (luciferase) as energy donor and, consequently, does not suffer from

problems related to fluorescence excitation as in FRET [22]. Several BRET methods have been

developed, which differ in the use of different luciferases, luciferase substrates, and fluorescent
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acceptor proteins [22, 23]. We have used the BRET2 method with the Renilla luciferase variant 2

(Rluc2) and GFP variant 2 (GFP2) [24, 25]. We show that Gα2GFP2 and Rluc2Gβ are functional,

that the BRET2 signal detected in cells expressing both constructs reflects the interaction between

the two G protein subunits, and that they behave as previously reported in experiments using

FRET [20]. Our studies confirm that cAR1 is the main cAR mediating the cAMP-induced

activation of Gα2βγ, with negligible role of cAR3, and kinetics analyses coupled to quantitative

modeling of the cAMP-induced Gα2βγ subunit dissociation responses suggest that: 1) both

uncoupled and Gα2βγ-pre-coupled cAR1 exist in resting cells; 2) the two cAR1 species have

differential affinities for cAMP; and 3) the two cAR1 species contribute to the initial response of

cells exposed to elevated cAMP concentrations through different kinetics.

2.2 Methods

2.2.1 Kinetics analyses

The net BRET2 data was normalized using the average basal net BRET2 measured

before stimulation for each condition, which was set to 1. The net BRET2 data were then fitted

using the single exponential function: BRET2 = 1 + a(e–rt – 1) or double exponential function:

BRET2 = 1 + a1(e–r1t – 1) + a2(e–r2t – 1). Residuals of fitting are calculated by subtracting the data

from the predicted values of the fit. To quantitatively determine the best fit, the error difference

between single and double exponential fit was calculated as ΔE = (RMSE1 – RMSE2)/(RMSE2),

where RMSE1 is the root mean squared error of the single exponential fit and RMSE2 is that of

the double exponential fit. From our analyses, we determined that a ΔE < 0.05 indicates that

the data can be fitted with a single exponential and a ΔE > 0.1 indicates a double exponential

function provides the best fit. A ΔE between 0.05 and 0.1 is ambiguous, meaning that the data

could be fitted as well using a single or double exponential function. Every time curve obtained

for different cAMP concentration was fitted using this standard, generating corresponding rates r
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(single rate) or r1 and r2 (two rates).

2.2.2 Computational modeling

Six reactions were considered to model the cAMP receptor coupling to and activation of

heterotrimeric G protein Gα2βγ. The first reaction is the basal level of receptor (R) pre-coupled

to the inactive, GDP-bound heterotrimeric G-protein (GD) in the absence of cAMP ligand (L),

with rates k1 and k–1. The equation for pre-coupled receptor (RGD) without cAMP is defined as:

d[RGD]
dt

= k1[R][GD] – k–1[RGD]

Without ligand, [R] = Rtot – [RGD] and [GD] = Gtot – [RGD]. Consequently, the stable value of

[RGD] before adding L is obtained by setting d[RGD]
dt = 0, and this is also the initial value for

[RGD] after L is added:

[RGD]initial =
Rtot + Gtot + K1 –

√
(Rtot + Gtot + K1)2 – 4GtotRtot

2

K1 = k–1/k1 is the equilibrium dissociation constant and its reciprocal 1/K1 represents the binding

affinity between R and GD. The second reaction is where L binds RGD to form LRGD, with rates

k2 and k–2. The third reaction is where L binds R to form LR, with rates k3 and k–3. The fourth

reaction is where LR then binds GD to form LRGD, with rates k4 and k–4. The fifth reaction is

where the heterotrimeric G protein becomes active, GTP-bound (GT, with Gα2 and Gβγ subunits

dissociated) and dissociates from the receptor to form LR + GT. In Dictyostelium cells exposed

to cAMP, because heterotrimeric G protein subunits don’t adapt and display a steady state of

activation as long as the stimulus is present (this study and [20]), we assume that this reaction is

irreversible in the conditions used, with rate k5. The sixth reaction is considering the cycling of

GT back to GD with re-association of the Gα2 and Gβγ subunits upon GTP hydrolysis, which
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can then bind R or LR again, with rate k6. To quantitatively explain the observed dissociation

kinetics and represent the whole activation/deactivation cycle of the heterotrimeric G protein, the

following 4 ordinary differential equations were used:

[RGD]
dt

=k1(Rtot – [RGD] – [LR] – [LRGD])(Gtot – [RGD] – [LRGD] – [GT])

+ k–2[LRGD] – k2[RGD][L] – k–1[RGD]

[LR]
dt

=k3[L](Rtot – [RGD] – [LR] – [LRGD]) + k–4[LRGD] + k5[LRGD]

– k–3[LR] – k4[LR](Gtot – [RGD] – [LRGD] – [GT])

d[LRGD]
dt

=k2[RGD][L] + k4[LR](Gtot – [RGD] – [LRGD] – [GT]) – k–2[LRGD]

– k–4[LRGD] – k5[LRGD]

d[GT]
dt

=k5[LRGD] – k6[GT]

These equations were normalized for Rtot = 1, leaving 11 independent parameters. For every

value of [L], the equations were solved and the value Gtot–[GT]
Gtot are compared to the normalized

experimental data. The same procedure and standard as those for fitting the experimental data

with single and double exponential functions were then used to obtain the exponential rates (r or

r1 and r2) and amplitude of the response (a or a1 + a2) for the simulation results. These rates and

amplitudes for different [L] are then fitted to experimental data to identify proper values for the

11 parameters. This fitting was carried by employing a simulated annealing method, using the

simulannealbnd function in MATLAB(R2015b) with default settings, as we previously reported

[26, 27]. First, an error function was defined as:

Error = ∑
i

W1(rs
1i – re

1i)
2 + W2(rs

2i – re
2i)

2 + W3(as
1i + as

2i – ae
1i – ae

2i)
2

r1, r2, a1 and a2 are the exponential rates and response amplitudes obtained from a double

exponential fit. When a single exponential fit is good, we set r1 = r2 = r and a1 = a2 = a/2,
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where r and a are obtained from a single exponential fit. Subscript “i” represents the ith group

with [L] = [L]i. W is the weight of different terms that can be tuned. Superscript “s” means

simulation results and “e”, experimental results. The simulated annealing prevents trapping the

fit in a local minimum by accepting a trial step with some probability dependent on an artificial

temperature T, even when this step does not improve the fit. The initial temperature was set to

be high to allow for a larger searching area. Then, the temperature was gradually decreased,

leading to more selective sampling towards the error decreasing direction. The position in the

parameter space where the error function is minimal for each of the 11 parameters in the model

was then determined: k1 = 0.002; K1 = 0.962; k2 = 0.007; K2 = 1.24; k3 = 0.502; K3 = 78.4; k4 =

0.214; K4 = 1.04; k5 = 0.905; k6 = 0.075; Gtot = 0.989. To simulate the heterotrimeric G protein

subunit dissociation rates in the absence of pre-coupled receptors (RGD), the initial value for

RGD was set to zero in the ODEs indicated above.

2.3 Results and discussion

To investigate the dynamics of cAMP-induced Gα2βγ activation, we measured G protein

subunit dissociation in real-time in response to different cAMP concentrations and compared WT

to carC– cells to determine if cAR3 may contribute to the observed kinetics (Figures 2.1 and

A.1). Each time curve was fitted using single and double exponential decay and the goodness

of fit was determined as described in Section 2.2.1 (Table A.1). Similar kinetics were observed

using WT and carC– cells, supporting our previous observation that the detected cAMP-induced

Gα2βγ dissociation is mainly due to cAR1 (Figure 2.1). Interestingly, we found that G protein

subunit dissociation induced by cAMP concentrations of ∼ 500 nM and below are best fitted with

a single exponential whereas that induced by cAMP concentrations above 500 nM are best fitted

with double exponentials with two rates (Figures 2.1 and A.1, Table A.1). Similar kinetics were

observed using wild-type and carC– cells, supporting our previous observation that the detected
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cAMP-induced Gα2βγ dissociation is mainly due to cAR1 and that the appearance of a second

rate at higher cAMP concentrations is not due to cAR3 signaling (Figure 2.1) Kinetics analyses of

data obtained with Gα2GFP2/Rluc2Gβ-expressing gα2– cells also shows similar results (Figure

A.2).

Interestingly, the cAMP concentration at which the presence of a second G protein

dissociation rate becomes obvious correlates with cAMP concentrations at which most of the

low affinity cAR1 binding sites (Kd ∼ 300nM versus high affinity sites Kd ∼ 30nM) should be

occupied [7]. Evidence suggest that the high affinity cAR1 binding sites in Dictyostelium are

receptors already in complex with the G protein, as is the case for many mammalian GPCRs

[19, 28–34]. However, whether G protein pre-coupled cAR1 contributes to cAMP signaling

is debated [35, 36]. To investigate the cAMP-induced Gα2βγ dissociation kinetics profile, we

considered a simple model of receptor-G protein coupling, in which both free cAR1 (R) and

cAR1 pre-coupled to inactive Gα2βγ (RGD) potentially exist in an equilibrium in resting cells

(Figure 2.2A). In our model, we consider that upon stimulation with cAMP ligand (L), the latter

can bind to R or RGD to generate LR and LRGD, respectively. In turn, LR then recruits GD

to also lead to LRGD. Formation of LRGD stimulates exchange of GDP for GTP on the G

protein, thereby activating it leading to LR + GT. In Dictyostelium, evidence suggest that the

Gα2βγ subunits dissociate upon activation, so we consider that GT = Gα2 + Gβγ [20, 35, 37, 38].

Upon GTP hydrolysis on Gα2, the subunits then re-associate to form GD that can be activated

again as long as cAMP is present. Six reactions total are considered, as shown in Figure 2.2A

and described under Section 2.2.1. In our scheme, the appearance of two rates of G protein

dissociation for higher cAMP concentrations is due to increased cAMP binding to uncoupled

receptors to which it has lower affinity. Our scheme also incorporated that cAMP binding to lower

affinity, uncoupled receptors produces a slower G protein activation response due to the additional

G protein recruitment step. We generated a quantitative model of this scenario including both

uncoupled (R) and pre-coupled receptors (RGD) that can simulate the kinetics data (Model R
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+ RGD; Figure 2.2B). Interestingly, using this model, when we simulate the responses in the

absence of pre-coupled receptors (Model R), we obtain only one rate throughout the range of

cAMP concentrations used, supporting the hypothesis that the second rate comes from binding to

pre-coupled receptors (Model R; Figure 2.2B).

In a previous study, Xu et al. considered the role of three possible cAR1 coupling

mechanisms during chemotaxis: (1) R + GD→ RGD + L→ LRGD→ LR + GT (with receptor

pre-coupling); (2) L + R→ LR + GD→ LRGDtoLR + GT (no pre-coupling); and (3) the previous

two mechanisms combined (co-existence of uncoupled and pre-coupled receptors) [35]. As

their results show that persistent ligand stimulation results in steady-state G protein activation,

coupling mechanism (1) was ruled out, as it cannot allow a persistent cycle. However, the model

of Xu et al. did not allow quantitatively discriminating between mechanisms (2) and (3) and,

thus, did not determine whether pre-coupled receptors contribute to G protein activation during

chemotaxis to cAMP. Compared to the model by Xu et al., our model uses fewer intermediate

steps, parameters and variables, and does not have any spatial dynamics, which makes it easier to

quantitatively fit our experimental data and provide insight into potential coupling mechanisms

underlying the two G protein subunits dissociation rates that we observe. Our results suggest

that pre-coupled receptors play a role in the rapid activation of the heterotrimeric G protein upon

cAMP stimulation. Consequently, our results suggest that mechanism (3) described above, which

includes contribution of both uncoupled and pre-coupled receptors, is likely the mechanism for

cAMP-induced activation of heterotrimeric G proteins.

To test this prediction, we performed an experiment in which we stimulated the cells with

two sequential cAMP concentrations. For the first stimulus, we used 10, 20, and 50 nM and, for

the second stimulus, we used a saturating cAMP concentration of 10 μM (Figure 2.2C). We then

analyzed the kinetics of the response after the second stimulus and compared to that obtained

with cells directly stimulated with 10 μM cAMP. According to our prediction, lower doses of

cAMP will bind and activate pre-coupled receptors RGD preferentially, reducing the number
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of RGD seen by the second stimulus. Consequently, the double exponential in the G protein

dissociation profile from stimulation with 10 μM cAMP should become gradually less obvious as

the strength of the first stimulus increases. To determine the best fit for the data, we calculated

the error difference (ΔE) between single and double exponential fit. Supporting our hypothesis,

we found that the 10 μM cAMP-induced response has decreasing ΔE as the concentration of the

first cAMP stimulus increases (Figure 2.2D). Therefore, this result supports the hypothesis that,

in resting cells, two species of cAR1 with differential affinities for cAMP are responsible for the

two rates observed when cells are stimulated with elevated cAMP concentrations.

cAR1 expressing cells have high and low affinity binding sites for cAMP of ∼ 30 and

300 nM, respectively [7]. Previous observations suggest that the high affinity cAMP binding

sites are G protein-dependent [33, 34]. The cAMP concentrations inducing G protein subunit

dissociation through two distinct rates correlate with cAMP concentrations at which both high

and low affinity binding sites should be occupied. Therefore, we propose that the kinetics of

cAMP/cAR1-induced G protein subunit dissociation that we observe result from the co-existence,

in resting cells, of both uncoupled and pre-coupled cAR1 that have differential affinities for

cAMP. At cAMP concentrations of ∼ 500 nM and below, mostly high affinity pre-coupled cAR1

sites are occupied and promote Gα2βγ activation, reflected by only one rate of G protein subunit

dissociation. However, at cAMP concentrations above 500 nM, both high affinity pre-coupled

cAR1 and low affinity uncoupled cAR1 sites are occupied. In this case, pre-coupled cAR1 leads

to rapid G protein activation while uncoupled cAR1 first needs to recruit Gα2βγ before activating

it, reflected by two distinct rates of G protein subunit dissociation.

Although cAMP binding affinities and cAR1 pre-coupling can explain the G protein

dissociation rates, other factors may also contribute to the observed kinetics. Previous studies

showed the presence of an intracellular pool of G proteins that undergo regulated translocation to

the plasma membrane of Dictyostelium cells upon stimulation with higher cAMP concentrations

[37, 39]. The cAR1 recruitment and activation of this translocated pool of G proteins at high
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cAMP concentrations likely plays a role in the observed second rate of G protein dissociation.

Furthermore, although cAR1 has been extensively studied, both the pharmacology and G protein

coupling of cAR1 may be more complicated than what we currently know. For instance, many

mammalian GPCRs are known to form homo- or hetero-oligomers, which can affect GPCR

function in different ways, including modulating ligand binding and G protein coupling [40–42].

Whether cAR1 forms dimers or higher oligomers remains to be determined but it is possible that

cAMP stimulation actually alters cAR1’s oligomeric state, which could then lead to inducing G

protein dissociation through distinct rates. Nonetheless, our findings indicate that initial cAMP

stimulation of resting Dictyostelium cells occurs through two distinct rates that correlate with

the high and low affinity cAR1 sites. Consequently, we propose that these different signaling

dynamics may play a role in initial gradient sensing. On the other hand, during chemotaxis, when

cells are constantly exposed to a cAMP gradient and the heterotrimeric G protein is predicted

to continuously and rapidly cycle between active and inactive states, it is possible that only

uncoupled cAMP-bound cAR1 (LR) exists in this situation, cycling between LR and LRGD

forms as previously proposed by Xu et al. [35].

2.4 Conclusion

We used BRET2 to investigate the dynamics and regulation of heterotrimeric G protein

Gα2βγ activation in response to cAMP stimulation in Dictyostelium by monitoring the dissociation

of Gα2 and Gβ. Our kinetics analyses and receptor-G protein coupling modeling studies suggest

that both uncoupled and Gα2βγ-coupled cAR1 exist in resting cells, and that the different binding

affinities of cAMP for these two receptor species likely underlies the observed two rates of G

protein subunit dissociation when cells are exposed to elevated cAMP concentrations. Although

the study of protein-protein interactions by BRET is currently limited to measuring responses

to acute stimulations, the information gained from these studies provide insights into how cells
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initially respond to chemoattractant exposure and into mechanisms possibly involved in sensing

gradients.
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Figure 2.1: Kinetics analyses of cAMP-induced Gα2βγ subunit dissociation. A, net BRET2

values for measurements taken every 0.5 s after stimulation of wild-type(WT) and carC–

cells expressing Gα2GFP2 and Rluc2Gβ with 10 nM or 10 μM cAMP, normalized to BRET2

levels before stimulation. The curves were fitted using either single or both single and double
exponential functions. For the 10 nM data, the fits are identical and overlap. B, Residuals for
single and double exponential fittings for the 10 μM cAMP-stimulated conditions shown in A
were calculated by subtracting the measured values from the fitted values. C, Rates of Gα2βγ
subunit dissociation determined from the time curve fittings obtained for 10 nM, 100 nM, 500
nM, 1 μM, 10 μM, and 50 μM cAMP stimulations of WT and carC– cells. Results represent the
mean or the analyses of at least three independent experiments.
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Figure 2.2: Quantitative modeling of the observed Gα2βγ subunit dissociation kinetics. A,
Conceptual model of cAR1-Gα2βγ coupling mechanism. The constants are defined in the
Section 2.2.1. B, The rates of Gα2βγ subunit dissociation induced by different concentrations of
cAMP stimulus obtained from analyzing the experimental data (red circles; data from Figure
2.1C, WT cells) and from quantitatively modeling the responses where both uncoupled (R)
and pre-coupled (RGD) cAR1 bind the cAMP ligand (L) or where only uncoupled cAR1 is
present and mediates the response to cAMP (black curves). C, Representative net BRET2 values
obtained from measurements taken continuously every 0.5 s before, during and after injection of
a first cAMP stimulus of 10, 20, or 50 nM at 10 s, and of a second cAMP stimulus of 10 μM
at 60 s of Gα2GFP2+Rluc2Gβ/gα2 null cells. Solid arrows indicate when the two sequential
stimuli were injected. D, Calculated error differences (ΔE) for single and double exponential
fittings of the Gα2βγ subunit dissociation kinetics induced by 10 μM cAMP stimulation alone
(from data presented in Figure 2.1A) or after the first stimuli indicated in C. ΔE calculations
and interpretations are described in Section 2.2.1 and main text. Results represent the mean or
the analyses of at least three independent experiments.
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Chapter 3

Cellular memory in eukaryotic

chemotaxis

3.1 Introduction

Eukaryotic chemotaxis—the directed motion of cells along spatial gradients of chemicals—

plays an essential role in a wide variety of biological processes, including embryogenesis, neuronal

patterning, wound healing, and tumor dissemination [43–47], and many of its molecular compo-

nents are conserved across cell types [48, 49]. Much work has been devoted to understanding

chemotaxis in static gradients [50, 51] and has revealed that cells are highly sensitive to spatial

cues [52, 53]. Natural chemical gradients, however, are often dynamic [54, 55], and chemotaxis in

such environments requires an integration of spatial and temporal cues which is poorly understood.

One striking example is the self-organized chemoattractant field arising during the development

of the social amoeba Dictyostelium following nutrient deprivation. Here, nondissipating waves of

chemoattractant travel outward from aggregation centers and provide stable long-range cues to

direct the migration of cells toward the wave source. In a symmetric traveling wave, the spatial
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gradients in the front and back halves of the wave are equal in strength, but opposite in direction.

Hence, if a cell responded simply to spatial information, it would move forward in the front of

the wave and backward in the back of the wave. Thus, additional processing is needed for cells

to solve the resulting back-of-the-wave problem [56] and to move efficiently toward the wave

source.

In principle, cells could distinguish between the front and back of the wave by the temporal

gradient—the concentration increases in time in the front of the wave and decreases in time in the

back of the wave. Temporal gradient sensing plays a fundamental role in bacterial chemotaxis

[57] and entails keeping a short-term memory of the stimulus via an adaptation system. Past

studies have suggested that short-term memory also plays a role in eukaryotic chemotaxis. In

spatially uniform concentrations of chemoattractant, neutrophils were observed to maintain their

polarity when the concentration was increasing, but reverse polarity when the concentration was

decreasing [58]. Likewise, Dictyostelium and neutrophils were shown to exhibit chemokinetic

responses to temporal oscillations of chemoattractant [59, 60] . The mechanisms underlying this

behavior are not well understood. However, the directional sensing markers, activated Ras and its

downstream targets, have been shown to adapt on a timescale of 10–30 s [26, 61, 62], providing a

potential mechanism for shortterm memory.

In addition to short-term memory, migrating cells also exhibit polarity, manifested by

an elongated cell shape with a defined front and rear and polarized distributions of signaling

molecules. During chemotaxis, cells polarize in the gradient direction and can reverse their

polarity when the gradient is changed [63–65]. In uniform chemoattractant, cells undergo a

random walk with a persistence time of∼3–10 min [66–69]. This persistence of migration, which

is likely tied to maintenance of polarity, is indicative of a long-term memory with a timescale

similar to the Dictyostelium wave period (∼6 min). Long-term memory could enable cells

to remember the gradient direction experienced in the front of the wave, as the wave passes

by. However, the precise roles of short- and long-term memory in solving the back-of-the-
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wave problem have not been determined. In particular, it is unclear how memory is coupled to

directional sensing to enable chemotaxis toward the source of a traveling chemical wave.

Here, we used microfluidics to gain quantitative insight into the back-of-the-wave problem

by measuring Dictyostelium chemotaxis in traveling waves of varying period. We found that, for

natural periods, cells exhibited cellular memory and maintained direction toward the wave source

in the back of the wave, whereas for longer periods, cells increasingly reversed direction. To

connect this cellular behavior to known signaling pathways, we also characterized the response of

a gradient sensing marker, activated Ras, to rapid changes in spatial gradients and found evidence

for both short- and long-term memory at the level of Ras activation. Our results can be explained

by a model that couples an adaptive directional sensing module to a bistable memory module and

provides a framework for understanding chemotaxis in spatiotemporal gradients.

3.2 Experimental Results

First, we used microfluidics to study Dictyostelium chemotaxis in traveling waves of

cAMP. The microfluidic wave generator (Figure 3.1A) periodically sweeps a hydrodynamically

focused stream of cAMP across the chemotaxis channel. Within one period, a bell-shaped profile

of cAMP with a peak of ∼700 nM, created by the molecular diffusion out of the stream, moves

across the chemotaxis channel at a constant speed (Figure 3.1B) and generates spatiotemporal

cues (Figure 3.1B) similar to those measured for natural waves of cAMP [70, 71]. During

aggregation, the period of natural waves decreases from 10 to 6 min, as stable aggregation centers

form [72]. We first tested chemotaxis of 5-h-developed cells in waves with period T = 6 min. We

tracked cells as they migrated in response to the periodic traveling wave stimulus for up to 2 h

and measured the instantaneous chemotactic index, defined as the velocity in the direction toward

the wave source divided by the speed, CI = Vx/V, as a function of time from the passage of the

peak of the wave. Cells showed excellent chemotaxis during the passage of the front of the wave,
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where the chemoattractant gradient pointed toward the source and, surprisingly, maintained their

directed migration with only a slight decrease in CI in the back of the wave, where the gradient

was reversed (Figure 3.1C).

Figure 3.1: Wave behavior. (A) Schematic of microfluidic wave generator, with observation
region indicated by white box. (B) Kymograph of cAMP concentration measured with fluores-
cein dye. (C) Chemotactic index (CI) as a function of time with respect to the peak of the wave
(T = 6 min; blue dots: individual cells; black curve: binned average; dotted red line: cAMP
concentration). Error bars are SEM. (D) Average CI as a function of time for different wave
periods (min). (E) Average velocity toward the wave source as a function of the phase of the
wave for different periods (Upper) and average migration velocity as function of wave period
(Lower). Error bars represent day-to-day variation.

Next, we increased the wave period by decreasing the wave speed, while keeping the

spatial profile constant. In the limit of long period, or small wave speed, the spatial gradient

experienced by the cell becomes almost static. Thus, we expected cells to eventually reverse in

the back of the wave because of the high sensitivity of cells to static spatial gradients [52, 53]. We

found that cells in waves with periods in the range of T = 6 – 10 min maintained directed motion

in the back of the waves for ∼2 min,indicative of cellular memory (Figure 3.1D). In T = 12 min
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waves, the CI was detectably negative in the back of the wave and in waves with T≥ 16 min, cells

fully reversed, consistent with our expectations. The average migration velocity 〈Vx〉, computed

as the net average distance traveled per wave period toward the wave source divided by the period

T, decreased for increasing wave periods (Figure 3.1E).

To connect the observed behavior of cells in waves to known signaling pathways, we

studied the localization of a directional sensing marker, activated Ras, using the Ras-binding

domain of Raf tagged to GFP (RBD-GFP) [73]. Ras activation is an early response of the

chemotaxis network and activated Ras localizes in patches at the front of the cell in a static

gradient [74, 75]. Cells were subjected to rapid, reversible switching between an initial gradient

and a final gradient in 2-μm-deep microfluidic gradient chambers, where flattening of the cells

facilitated both the imaging and application of well-defined linear gradients [76]. Linear spatial

gradients in the chemotaxis chambers were created by diffusion and their strength was a function

of the chamber length, L, and the cAMP concentration in the two side channels, CR and CL:

(CR – CL)/L.

We explored cellular memory by measuring the spatiotemporal dynamics of Ras activation

when a gradient was suddenly replaced with a uniform concentration. In the wave experiments,

the maximal response of the CI was observed for concentrations between ∼10 and 100 nM,

corresponding to relative spatial gradients of∼15–30% across a 10-μm cell. To apply comparable

conditions, we subjected cells to linear gradients 0 – 100 nM (corresponding to the side-channel

concentrations) and studied cells in the center of the chamber of L = 120 m, experiencing a

local mean concentration of 50 nM with a relative spatial gradient of 17% across 10 μm. When

cells in this gradient were rapidly exposed to a uniform concentration of equal or higher value,

activated-Ras patches were maintained at the old front (Figure 3.2A). When cells experienced a

drop in mean concentration, the patches disappeared immediately, but reappeared at the original

front following a delay, which increased as the final uniform concentration decreased (Figure

3.2A). Cell movement followed the Ras-activation pattern: cells that experienced an increase in
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concentration continued their movement in the original gradient direction until they exited the

chamber, whereas those that experienced a decrease in concentration stopped moving when the

activated-Ras patches disappeared and resumed movement concurrent with patch reappearance

(Figure 3.2A).

Figure 3.2: Ras activation dynamics during gradient switches. (A) Kymographs of average
normalized RBD-GFP membrane-to-cytoplasm intensity ratio, when a 0–100 nM gradient is
switched to spatially uniform cAMP at the indicated concentrations x (in nanomolar concen-
tration) and image sequence for x = 20 nM (time in seconds; RBD-GFP patches indicated by
arrows). Also shown are the corresponding RBD-GFP patch intensities as a function of time and
cell trajectories for x = 0 and 100 nM following the switch. (B) Average RBD-GFP membrane-
to-cytoplasm intensity ratios of the front and back halves of cells under gradient reversals. (C)
Average normalized cell velocity in the direction of the initial gradient, Vx, following reversal
at time 0 of a gradient, 0–100 nM, to a weaker or no gradient (75–25, 60–40, and 50–50 nM).
The velocity was averaged only over the cells that failed to reverse to the weaker gradient and
instead continued movement in the original gradient direction. The fractions of cells found to
continue movement in the original gradient direction, Ncont/Ntot, is shown in the legend. (D)
Average RBD-GFP membrane-to-cytoplasm intensity ratio for increasing and decreasing local
concentrations during a 0–100 to 100–0 nM gradient reversal and velocity reversal time as a
function of the change in local concentration. All error bars represent SEM.
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To quantify the competition between cellular memory and the ability of cells to respond

to new gradients, we subjected cells in a 0–100 nM gradient in a L = 70 μm chamber to reversals

to increasingly weaker gradients, while keeping the mean concentration experienced by the

cell fixed. For equally strong reversed gradients (100–0 nM), all cells reversed their migration,

whereas for intermediate gradients (75–25 nM), a fraction of the cells did not reverse (5 of 17)

and for weak gradients (60–40 nM), all cells continued moving in the original direction (Figure

3.2B). Furthermore, after reversals to these weak gradients, activated Ras remained predominantly

localized in the old gradient direction (Figure 3.2B), indicating that cellular memory overcomes

weak gradient cues at the level of Ras activation. To determine the stability of cellular memory,

we followed cells in weak reversed gradients and uniform stimuli for longer periods following the

switch using longer chambers (L = 220 μm). We quantified the average velocity in the direction

of the original gradient, Vx, normalized by its value before gradient reversal. Cell tracking

revealed persistence of migration in the original direction, against the new gradient, for at least

5 min (Figure 3.2C), suggesting long-term memory comparable to that observed in the wave

experiments.

Next, we measured the response of cells to gradient reversals, 0–100 to 100–0 nM, as a

function of the change in the local mean concentration by examining cells in different regions of

the chemotaxis chamber. Cells in the left and right regions of the chamber experienced increases

and decreases in the mean concentration, respectively (Figure 3.2D). The reversal time, measured

by quantifying activated Ras and by computing the time for the cell velocity Vx to drop below a

reversal threshold of –2 μm/min, depended strongly on the change in the mean, with a decrease

in the mean resulting in a significant delay in reversal (Figure 3.2D). The delay in Ras reversal

was comparable to the deadaptation time of the Ras response to uniform stimulation [26, 77],

suggesting that adaptive, short-term memory regulates directional sensing, consistent with the

local excitation global inhibition (LEGI) mechanism explained below.

Last, we explored the link between cellular memory and polarity by assaying cells, which
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Figure 3.3: Development time and cellular memory. (A) Distributions of eccentricity for 3.5-h-
developed cells [blue; mean, 0.73 ± 0.07 (SD)] and 5-h-developed cells [red; mean, 0.86 ± 0.06
(SD)]. Shown are the time-averaged eccentricities of cells during a 6-min wave experiment. (B)
Vx as a function of time in 6-min waves for 3.5-h-developed cells and 5-h-developed cells. (C)
Spatial distributions of normalized RBD-GFP membrane-to-cytoplasm intensity ratio averaged
over the time before (–30 to 0 s; black) and after (30–120 s; red) the switch from 0–100 to 20–20
nM for 3.5- and 5-h-developed cells with the corresponding trajectories of cells following the
switch shown below.

had only been developed for 3.5 h. These cells are less polarized than 5-h-developed cells,

as manifested by their rounder shapes (Figure 3.3A). Unlike 5-h-developed cells, the 3.5-h-

developed cells did not maintain directed movement in the back of 6-min waves (Figure 3.3B).

Moreover, 3.5-h-developed cells also did not show return of patches to the old front following the

replacement of a 0–100 nM gradient with a lower uniform concentration and, correspondingly,

lost their directional movement (Figure 3.3C). Thus, cellular memory, like polarity, is a function

of development, consistent with previous observations of developing populations showing that

the response of cells to natural waves of cAMP becomes more directed over time [78]. Although

the molecular basis of cellular memory remains to be determined, we speculate that the delayed
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onset of cellular memory may play an important role in the self-organized aggregation process by

enhancing chemotaxis only after coherent aggregation centers have formed.

3.3 A model with an ultrasensitive LEGI module coupled to

a bistable memory module

To better understand the coupling between directional sensing and the observed short-

and long-term memory, we modified our previous mathematical model of adaptation in which

an incoherent feedforward loop regulates RasGTP [26]. This model contains a LEGI module

in which ligand-bound receptor (R) activates a membrane localized activator, E, as well as a

diffusible inhibitor, I, that both regulate a response element, RE [79]. Quantitative comparisons

with the experimental data can be performed by assuming that RE is RasGTP, as in our earlier

work [26] or that RE directly controls the level of activated Ras, possibly through an excitable

pathway [62, 77]. The ratio of the activator to the inhibitor provides an internal representation

of the gradient, whereas the difference in kinetics between the fast activator and slow inhibitor

enables adaptive dynamics. Amplification is achieved through ultrasensitive regulation of RE

by the local activator E and the global inhibitor I [80]. This LEGI module could not, however,

account for the long-term cellular memory revealed by our experiments (Figure 3.8b). Therefore,

we coupled the LEGI module to a memory module whose output, M, is regulated by RE, but also

positively feeds back to RE (Figure 3.4A). Because the memory observed in our experiments

lasted for greater than 5 min (Figure 3.2C), we chose this module to have bistable rather than

simple first-order decay dynamics. Bistable dynamics display switch-like behavior and have been

incorporated into several models for cell polarity [81–83]. In our module, M is turned on and

off through a threshold mechanism dependent on RE and its own history. See Section 3.3.2 for

details.
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Figure 3.4: Ultrasensitive LEGI coupled to bistable memory model. (A) Schematic of feedfor-
ward LEGI regulation of the response element RE by E (local activator) and I (global inhibitor)
with receptor occupancy input R, coupled to a bistable memory module M. M is turned on or
off as a bistable switch depending on RE relative to the thresholds a and b and its own history.
The output of the LEGI module, RE, is assumed to correspond to the experimentally measured
RasGTP. (B) Model response of front RasGTP for switching from a gradient (0–100 nM) to
a uniform concentration [x (nM)]. Compare with Figure 3.2A. (C) Model predictions for 6-
and 20-min waves showing the components at the front and back of the cell (upper row) and
chemotactic index, computed as CI = (RE+M)/2 (lower row). Compare with Figure 3.1D. (D)
Average RBD-GFP membrane-to-cytoplasm intensity ratio at the front (black) and the back
(blue) of the cell (from confocal imaging) and average cell velocity towards the wave source
(Vx) measured during a 6-min wave period. Error bars represent SEM.

3.3.1 Modeling Results

The model is described by ordinary differential equations (ODEs) shown in Section 3.3.2

and the parameters were fitted using a subset of the single-cell RBD-GFP data together with

existing uniform response data in our earlier work [26]. Details of the data fitting is in Section
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3.3.3. With these fitted parameters, our model accounts for the experimental RBD-GFP data

(Figure 3.4B and Figure 3.5). In the absence of a chemoattractant, M is in its low state and does

not contribute to Ras activation. The kinetics of switching of M are sufficiently slow that uniform

step stimuli do not keep Ras activated long enough to turn on M. So, for uniform step stimuli, the

model with M module in this paper behaves almost the same as the LEGI model without the M

module in our earlier work [26] and shows good agreement with the experimental results (Figure

3.5a). However, in steep static gradients, M gets activated into its high state at the front of the cell,

while remaining in its low state at the back of the cell. When the gradient is replaced by a lower

uniform concentration, M remains in its high state and serves as a memory of the initial gradient.

The model reproduces both the fast disappearance of the RBD-GFP patches, due to the fast

activator kinetics, and the concentration-dependent delay before patch reappearance at the front

of the cell (Figure 3.4B), due to the slow degradation of the inhibitor. The delay of the reversal

time when the mean cAMP decreases, shown in Figure 3.2D, is also repeated by the model in

Figure 3.5b. Importantly, the relative contribution of M to Ras activation is small compared with

that of the stimulus-controlled activator E. Consequently, memory does not interfere significantly

with reversals to strong gradients and is only revealed at the level of Ras activation when initially

strong gradients are replaced by weak reversed gradients or uniform stimuli (Figure 3.4B and

Figure 3.5c).

We then determined the response of the model, without additional parameter modifications,

to traveling wave stimuli (Figure 3.4C). In the 6-min wave, Ras is activated in the anterior of the

cell during the passage of the front of the wave but is never activated in the posterior of the cell in

the back of the wave due to the slow decay of the inhibitor I (more discussion is in Section 3.4).

Thus, the temporal dynamics of the LEGI mechanism prevent a reversal in signaling components.

The memory at the anterior, on the other hand, stays on due to its slow switching kinetics (Figure

3.4C). In contrast, for 20-min waves, I has sufficient time to decay as the wave passes over the cell

to allow full Ras activation in the posterior of the cell in the back of the wave (Fiugre 3.4C). Our
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model can reproduce the experimental wave data (Figure 3.1D) if we assume that cell motility

depends linearly on both M and RasGTP (Figure 3.4C and Figure 3.6). Then, for 6-min waves,

cell migration in the back of the wave persists in the absence of activated Ras, whereas for 20-min

waves cells fully reverse. One prediction of the model is that Ras does not stay activated in the

anterior of the cell in the back of the wave. This prediction was experimentally verified using

confocal imaging of RBD-GFP localization (Figure 3.4D).

3.3.2 Equations

Our model, shown schematically in Figure 3.4A, contains two coupled modules. The first

module is similar to our earlier work [26] and contains an incoherent feedforward local excitation

global inhibition (LEGI) mechanism. A recent study has found that activated Ras, RasGTP, can

exhibit excitable dynamics [77]. Because the LEGI module is not excitable, this suggests that the

output of the LEGI module is a component that is upstream from RasGTP, rather than RasGTP

itself. Thus, our module is written in general terms where its output, the response element RE,

is activated by a local activator E and is deactivated by a global inhibitor I. Comparison with

the experiments can be made by assuming that RE directly regulates activated Ras. In other

words, RasGTP data from the experiments were directly fitted to RE levels from the model. To

account for the observed amplification of RasGTP localization, we use an ultrasensitive version

of the LEGI model, which naturally amplifies the external ligand gradient. The output of the

LEGI module RE feeds into the memory module, whose output in turn feeds back into the LEGI

module and provides the long-term cellular memory. The complete model is written in terms of

differential equations:

d[R1]
dt

=kR1 (cAMP + r1)
(
Rtot

1 – [R1]
)

– k–R1[R1] (3.1)

d[R2]
dt

=kR2 (cAMP + r2)
(
Rtot

2 – [R2]
)

– k–R2[R2] (3.2)
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Figure 3.5: Modeling results for experiments of uniform step stimuli and gradient-reversal.
(a)Comparison between experimental results of [26] (symbols) and our simulation results
(lines) for rapid changes in uniform cAMP concentration. Cells were pretreated with a cAMP
concentration of 0 nM (black) and of 100 nM (red). Both the numerically computed intensity
peak, Ipeak, as a function of the stimulus strength and the time corresponding to the maximum
peak amplitude show good agreement with the experimental results. Essential to this agreement
is the small value of the activation rate of M, kMem, which ensures that M remains in its low
stable state after a uniform step-change in stimulus. (b) Reversal time in the model shown as a
function of the change in local mean concentration for a 0–100 to 100–0 nM gradient reversal in
a chamber of L = 200 μm. The reversal time in our numerical simulations was determined as
the time point for which RasGTP at the back has reached 50% of its final, steady-state value
following gradient reversal at time 0. As in the experiments (Figure 3.2D), this reversal time
increases for larger decreases in the mean. (c) Activated Ras at the front (black) and back
(blue) in our model, computed after a 0–100 to 100–0 nM reversal (Left), a 0–100 to 75–25 nM
reversal (Center), and a 0–100 to 60–40 nM reversal (Right). As required, and consistent with
our experiments, the activated-Ras distribution reverses in the 100–0 and 75–25 nM gradients
but fails to reverse in the 60–40 nM gradient.

[R] =[R1] + [R2] (3.3)

d[E]
dt

=kE[R] – k–E[E] (3.4)
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Figure 3.6: Motility response of our model shown for different wave periods. CI was computed
by assuming that motility is a linear combination of the RE level representing RasGTP, and the
value of M: CI=λ(αRE+βM), where α and β are parameters determining the relative weight of
activated Ras and M to cell movement and where λ is an overall scale factor. The assumption
that motility is not solely determined by activated Ras is motivated in part by the observation that
cells in waves continue their motion even though RasGTP is no longer localized at the old front
(Figure 3.4C). Furthermore, because M is downstream from Ras activation it is plausible that
M affects the actin machinery and, hence, motility. Shown in a–c is a parameter combination
in which RE contributed most to the motility of the cell (α = 0.9 and β = 0.1), resulting in CI
curves that are inconsistent with experimental data: CI drops to very low values after the peak
of the wave has passed and does not exhibit the plateau that is prominently present in Figure
3.1D. In d–f, the CI is shown assuming that M contributes most prominently to motility (α = 0.1
and β = 0.9). Compared with the experimental curves (Figure 3.1D), the CI remains large for
a much longer period after the peak of the wave. Through numerical investigations, we have
determined that the ratio presented in Figure 3.4C (α = 0.5 and β = 0.5) leads to CI curves that
qualitatively fit the experimental data best.

d[I]
dt

=kI
(
kbasal + [R]avg

)
– k–I[I] (3.5)

d[M]
dt

= – kMem[M]
(
[M] – Mtot)([M] – Mtot b – [RE]

b – a

)
(3.6)

d[RE]
dt

=kRE[E]
REtot – [RE]

Km1 + REtot – [RE]
– k–REI

[RE]
Km2 + [RE]

+ kRE2[M][R]
REtot – [RE]

Km3 + REtot – [RE]

(3.7)
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Equations 3.1 and 3.2 describe two types of receptors, R1 and R2, with different binding

affinities for cAMP (one with a large Kd value and one with a small Kd value) and different

constitutive activations r1 and r2. These two types of receptors are assumed to have the same

downstream effect so that only R, the sum of R1 and R2, appears in the downstream equations. In

our earlier work, we have shown that numerical fits with two types of receptors are more accurate

than those with only a single receptor population. We have verified, however, that fits with only

one receptor population with a Kd value that falls in between the Kd values for R1 and R2 result

in good agreement with the observed data.

Equations 3.4 and 3.5 describe the E and I dynamics, respectively. E is the local activator

and I is the global inhibitor and they are both activated by receptors occupied by cAMP. For sim-

plicity, we assume that the diffusion of I in the cytosol is sufficiently fast so that its concentration

is uniform and has the same value at the front and back of the cell. In addition, we neglect the

detailed morphology of the cell and model it as a 10-μm line with the two endpoints representing

the front and back, respectively. Thus, the concentration of I is controlled by the average receptor

occupancy of front and back, [R]avg, along with a small basal activity kbasal.

Equations 3.6 and 3.7 describe the memory module, represented by M, along with its

coupling to the output of the LEGI module, RE. The equation for the memory module is bistable

and has two stable steady states for M that are 0 and Mtot. The selected state depends on the

value of RE with respect to the two thresholds, a and b. Specifically, when RE is smaller than

the lower threshold, a, M is at its low state while when RE is larger than the upper threshold

b, M is at its high state. When the value of RE is in between the two thresholds, M is bistable

and its state is determined by the history. In addition, the switch between the two stable states

is not instantaneous so that a change of the M state requires that RE is below a or above b for a

sufficiently long time period. This time period is determined by the parameter kMem and needs

to be small enough to prevent fast switching between the two stable states. The equation for

RE, the output of the model, contains three terms. The first two terms describe the Michaelis-
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Menten kinetics of the E-regulated activation and I-regulated deactivation, respectively. We set

the Michaelis constants, Km1 and Km2, to be small to achieve near zero-order ultrasensitivity,

making RE sensitive to shallow cAMP gradients. The third term describes the feedback from the

memory module to the activation of RE.

3.3.3 Data Fitting

Our model contains 24 parameters, of which we fixed 11 to the values used in our earlier

work [26]: k–R1 = 0.16 s–1, kR1 = 0.00267 nM–1s–1, k–R2 = 1.1 s–1, kR2 = 0.00244 nM–1s–1,

r1 = 0.012 nM, r2 = 0.115 nM, Rtot
1 = 0.1 nM, Rtot

2 = 0.9 nM, REtot = 1 nM and kE/k–E = kI/k–I.

In addition, we fix Mtot = 1 nM. The remaining 12 parameters were fitted to experimental data

using simulated annealing. This method avoids trapping in local minima of the parameter space.

It samples a large region of parameter space and does not necessarily reject a trial step when this

step cannot improve the fit. Instead, there is an artificial temperature to control the acceptance for

the trial steps [84]. We start from a high temperature so that the program is more likely to accept

the trial steps, which leads to a larger searching area. As the temperature is decreased during

the search, sampling becomes more and more selective. To prevent the memory from becoming

trapped in an unstable fixed point, we occasionally perturbed M through the addition of a small

constant (0.01 nM).

To fit the RasGTP experimental data, we chose 29 discrete experimental points that

best characterized the experimental data set and 19 points determining the stable state of M in

different conditions. The latter 19 points are inferred from the experimental results: if in a certain

experiment the cells show memory, we assume that M is in its high stable state. The resulting

numerical values of the n = 48 fit points, xsim
i , were then compared with the experimental values,
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xexp
i , using the following error function:

E =
1
N

48

∑
i=1

(
xsim

i – xexp
i

σ
exp
i

)2

where σexp
i are parameters that characterize the uncertainty of the data. For the experiments, they

were chosen to be the SDs of the data, whereas for the memory data we used the value 0.1. The

fitting algorithm determined the parameter set that minimizes the error function.

Figure 3.7: Representative example of experimental time traces, along with the amplitudes and
time points used in our fitting procedure.

We required our model to fit the uniform dose-response data of our earlier work [26].

Specifically, we chose the peak amplitudes (normalized by the peak amplitude of the nonpretreated

cells stimulated by 1000 nM cAMP) and peak times for experiments with cAMP uniform

concentration switching from 0 to 0.1, 1, 10, 100, and 1000 nM, from 100 to 250, 500, and 1000

nM. In addition to these 16 data points, we also required that M is not activated to the high state

for these uniform steps. The remainder of the fit points were derived from the data in the current

study. First, we required that cells in the middle of a 0–100 nM gradient in a L = 70-μm-long

gradient chamber, corresponding to a gradient of 1.43 nM/μm, have a front with a high M state

and a back with a low M state. Then, for the gradient to uniform experiments, we chose two time

points representing how fast the localized RasGTP patches disappeared and reappeared, and one
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amplitude point, as illustrated in Figure 3.7. Data points from the experiments switching from

0–100 nM to uniform 20, 10, and 1 nM, quantifying the RBD-GFP intensity of the front half of the

cell, normalized by their preswitch value, were included. Specifically, for these experiments we

determined the amplitude of the intensity decrease following the switch to uniform concentration

(A1 in Figure 3.7). We also determined the difference in fluorescence intensity of this minimum

and the level after long-term exposure to a uniform concentration (A2 in Figure 3.7). The

amplitude point used in our fitting was the ratio of these two quantities (A1/A2). The two time

points used in our fitting correspond to the time it takes to reach the intensity minimum (T1 in

Figure 3.7 and corresponding to a quantification of the timescale of patch disappearance) and the

time required to reach a steady state (T2 in Figure 3.7 and corresponding to a quantification of

the timescale of patch reappearance). Additionally, we required that the front concentration of M

be at its high stable state even after the external stimulus concentration has been switched to a

uniform level in the simulations from 0–100 nM to 50, 20, 10, and 1 nM, respectively. In contrast,

for the case of a complete removal of the chemoattractant we required that M at the front should

drop from the high state to the low state after the switch. For the gradient reversal experiments

0–100 to 100–0 and 75–25 nM, we chose the ratio of the amplitudes of RBD-GFP intensity

before and after reversal (corresponding to A3/A4 in Figure 3.7). In addition, we required that M

reverses in the 0–100 to 100–0 nM experiment. In contrast, in the 0–100 to 60–40 nM experiment,

we required that M does not reverse. The resulting fitted parameters are listed in Table 3.1.

3.4 Discussioin of the Model

In this part, we will show the roles that the two modules in the model play respectively

in the cellular memory. We first show that without the memory module, the ultrasensitive LEGI

module can suppress the response at the back of the cell in the back of the wave and prevent
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Table 3.1: Model parameters

Parameter Value Parameter Value
kE 0.159 s–1 kI 0.139 s–1

k–E 0.159 s–1 k–I 0.139 s–1

kRE 2,000 s1 kRE 2,048 s–1

a 0.058 nM b 0.5 nM
kRE2 116.7 s–1 kMem 0.360 nM–2 · s–1

Km1 0.018 nM Km2 0.001 nM
Km3 0.127 nM kbasal 0.000015 nM
kR1 0.00267 nM–1 · s–1 kR2 0.00244 nM–1 · s–1

k–R1 0.16 s–1 k–R2 1.1 s–1

r1 0.012 nM r2 0.115 nM
Rtot

1 0.1 nM Rtot
2 0.9 nM

REtot 1 nM

cells reversing direction. In Figure 3.8, we examine the kinetics of the ultrasensitive LEGI model

during a traveling wave with a small (Left), an intermediate (Center), and a large period (Right).

As the wave passes by, the activator level increases and then decreases, roughly following the

profile of the local cAMP concentration (black line). The activator in the back experiences the

same cAMP profile but delayed by L/ν, where L is the length of the cell and ν is the speed of the

wave (green line). Assuming fast cytosolic diffusion, we can take the inhibitor to be uniform.

Because experiments have demonstrated that the kinetics of the inhibitor is slower than the kinetics

of the activator, the resulting profile is similar to the activator profiles but exhibits a delay with

respect to the activator profiles. For large wave speeds, corresponding to small wave periods, the

time profiles of the front and back activator, Ef and Eb, respectively, are nearly indistinguishable

whereas the inhibitor I is delayed due to its intrinsic kinetics (Left). As a result, the front and

back of the cell respond almost identically. For small wave speeds, the delay between Ef and

Eb becomes large (Right) and the cell’s response is similar to the one due to two sequential and

independent gradients: a positive gradient followed by a negative one. For intermediate values of

the wave speeds and corresponding periods the inhibitor’s delay can be such that its time course

coincides with the time course of the activator at the back of the cell (Center). Consequently, the
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Figure 3.8: Analysis of the ultrasensitive LEGI model. (a) Schematic response of the LEGI
model during a traveling wave with a short (Left), an intermediate (Center), and a long period
(Right). The lower panel shows the response of the ultrasensitive LEGI model (without the
memory module) using the parameter values of Table 3.1 as a function of the wave period. (b)
Response of front RasGTP in our model without the memory module for switching from a
gradient (0–100 nM) to a uniform concentration (x in nM). (c) Activated Ras at the front (black)
and back (blue) in our model without memory, computed after a 0–100 to 100–0 nM reversal
(Left), a 0–100 to 75–25 nM reversal (Center), and a 0–100 to 60–40 nM reversal (Right). (d)
Response of our model without the memory module to a wave with a period of 6 min (Left), 12
min (Center), and 20 min (Right) showing the mean cAMP concentration (dashed line), and
RasGTP at the front (black) and back (blue) of the cell.
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response element RE at the front of the cell will be activated in the rising part of the wave while

RE at the back remains low during the falling phase by the inhibitor’s activity. Thus, for a range

of wave speeds and corresponding periods, the dynamics of the ultrasensitive LEGI model is able

to suppress the response at the back of the cell. A quantification of this is provided in the lower

panel of Figure 3.8a where we have computed the response, R, for our 1D model cell according

to:

R =
1
T

∫
(REf – REb)dt

In the computation, we have used the ultrasensitive LEGI model without memory and the

parameter values of Table 3.1.

However, the ultrasensitive LEGI model without the memory module cannot explain

other experimental results. In Figure 3.8b, we show the response of front RE, representing

RasGTP, to switching from a gradient (0–100 nM) to a uniform concentration (x). Contrary to the

experimental results (Figure 3.2A) and the modeling results with the memory module (Figure

3.4B), the RasGTP response rapidly decreases following the removal of the gradient and does not

show any recovery. In Figure 3.8c, we show that without the memory module, the activated-Ras

distribution reverses for all cases. Finally, the response of our model without the memory module

to a traveling wave is also at odds with experimental results (Figure 3.8d), with no persistent

forward movement in the back of the wave, for 6-min wave.

Our model shows that the origin of the memory in the back-of-the-wave problem is the

adapative dynamics of the LEGI mechanism, specifically the slow decay of the global inhibitor,

and this short-term memory is then strengthed and stablized by a bistable memory module. In

other words, what the cell remembers is not necessarily the gradient that comes first, but the

gradient with increasing mean concentration. So, we can make a prediction that if we use an

inverted wave, in which the cell first experiences the decreasing side of the wave and then the
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increasing side, it will keep moving in the gradient direction in the increasing side of the wave.

More specifically, as shown in Figure 3.9, in the decreasing side of the first wave, neither the

RasGTP at the front of the cell nor at the back is activated and then in the increasing side, the

RasGTP at the front of the cell is activated and this activation partly maintains even after the wave

pulse passes. This prediction is verified by the experiment in [85].

Figure 3.9: Prediction with inverted wave. The green line is the cAMP wave and the RasGTP
at the front of the cell is in blue while that at the back is in red.

3.5 Summary

In summary, we have used microfluidics to study chemotaxis in traveling waves of

chemoattractant to gain quantitative insight into the classic back-of-the-wave problem—how cells

avoid reversing direction in the back of the wave, where the spatial gradient reverses. By varying

the wave period, we have shown that for natural wave periods, cells not only avoid reversing

direction in the back of the wave, but in fact continue movement toward the source for ∼2 min,

indicative of cellular memory (Figure 3.1). However, for longer wave periods, cells increasingly

reverse direction in the back of the wave, consistent with the high sensitivity of cells to static
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spatial gradients. The latter finding shows that cells do not simply lock in the direction of the

spatial gradient in the front of the wave and that cells are still capable of directional sensing even

when the concentration is decreasing.

Our results suggest that the solution to the back-of-the-wave problem consists of two parts.

First, the ability of cells to not reverse in the back of the wave can be explained by the adaptive

dynamics of the LEGI mechanism, specifically the slow decay of the global inhibitor, which

provides a short-term memory. For short wave periods, and correspondingly large wave speeds,

the fast temporal decrease in concentration causes the inhibitor to stay elevated during the back

of the wave and suppress directional sensing, whereas for long wave periods this inhibitor has

sufficient time to decay (Section 3.4 and Figure 3.8). Second, the continued directed movement

in the back of the wave can be explained by a bistable memory mechanism. We have provided

evidence that such a long-term cellular memory is present at the level of Ras activation, even

when actin polymerization is inhibited (Figure 3.2) and only in sufficiently developed, polarized

cells (Figure 3.3).

Together, the proposed coupling between the LEGI directional sensing module and

the bistable memory module enables cells to maintain direction when the local concentration

decreases rapidly, while keeping them sensitive to slow gradient reversals. Future work will be

required to further validate this mechanism, including biochemical identification of the memory

module and its coupling to intracellular oscillators [86, 87]. Nonetheless, the essential elements

and general framework of adaptive short-term and long-term cellular memory may be relevant to

the directed migration of other types of chemotactic cells in dynamic gradients.
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Chapter 4

Minimal network topologies for

signal processing during collective

cell chemotaxis

4.1 Introduction

Collective cell migration plays an important role in many biological processes, including

development, wound healing, and cancer metastasis and has been the focus of much recent

experimental and theoretical work [88–94]. Interestingly, collective migration is not merely the

result of many independent cells moving around but can exhibit unique behavior. For example,

measurements of several different cell types have shown that cells cooperate to sense a gradient

such that cell clusters follow gradients while single cells are unable to detect this gradient [95, 96].

Furthermore, expanding cell monolayers often reveal the spontaneous formation of finger-like

instabilities with specialized leader cells at their tips [97, 98]. These results point towards the
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important role that cell-cell interactions can play in collective migration. Here, we are particularly

interested in collective chemotaxis: how clusters of cells work together to follow a chemical

gradient, as measured in malignant lymphocytes [95], neural crest migration in developing

embryos [96], and border cell migration in Drosophila [1, 99, 100].

Collective chemotaxis problems have been modeled by many groups, with widely varying

assumptions for cell-cell interactions. These include a focus on intercellular forces such as cell-

cell repulsion and adhesion [101], mechanical communication via contact inhibition of locomotion

(CIL) [102–105], or biochemical communication through a diffusible inhibitor [106, 107]. In

particular, several earlier theoretical studies show that, depending on the biochemical details

of how the cluster processes the signal, cluster speeds and directionalities can be profoundly

different [106–109]. Current experiments have not yet provided a way to clearly determine these

signal processing mechanisms, and most papers have assumed only a minimal multicellular

local-excitation-global-inhibition (LEGI) signal processing mechanism[106, 107, 109].

In this paper, we develop a method to use existing experimental data to constrain possible

multicellular signaling networks. Our approach is a qualitative perturbation analysis, in which we

use mathematical analysis to determine how experimental interventions such as photo-activation

of one element of the signaling network will affect measured outcomes. These behaviors will

often only depend on the topology of the signaling network—which elements are connected to

which—and not the biochemical details. We use this technique to determine potential minimal

network topologies for border cell cluster migration in the Drosophila egg chamber. We can show

that existing experimental data rules out all networks with five or fewer interactions (including

the aforementioned LEGI model) and we can deduce that only six possible six-link topologies are

able to explain the experimental data. In this process, we introduce two methods to circumvent

the complexity caused by a stochastic, spatially extended problem like border cell chemotaxis.

We first use analytical methods for the selection of possible topologies to avoid exhaustively

simulating all topologies. Then, for selected topologies,we carry out quantitative simulations
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in which we solve non-linear stochastic differential equations using a master equation approach

instead of direct numerical integration. We verify through explicit numerical sampling that these

networks are fully consistent with the data and carry out a parameter fit for the six topologies.

Finally, we propose additional experiments to further narrow down the possible options.

4.2 Border cell migration: available experimental data

We apply our method to a characteristic example of collective chemotaxis: the guided

movement of border cell clusters during the embryonic stage of Drosophila [110–112]. A border

cell cluster consists of two polar cells and 4–8 border cells (Figure 4.1a) and migrates during

development between the nurse cells towards the oocyte as an interconnected group. During this

migration only the border cells show protrusions while the polar cells do not protrude and remain

at the center of the cluster. The directional migration of the cluster is essential for Drosophila’s

oogenesis and is guided by chemoattractant gradients [113, 114]. Using genetic manipulations

of the signal receptors and photo-activatable Rac, a Rho GTPase known to be pivotal in the

control and formation of protrusions during cell migration [43], experiments show that the change

of signaling state in one cell of the cluster can guide the movement of the whole cluster [115].

Light-mediated activation and inhibition of Rac in a single cell can not only change the direction

of the cluster, but can also inhibit or promote the protrusion of other cells in the cluster [1].

We use experimental data obtained from [1], which is summarized in Table 4.1. This data

quantifies the number of border cells protruding and the directionality index of the cluster, which

can be positive, corresponding to more protruding cells at the front of the cluster, or negative,

corresponding to more protruding cells which are located away from the highest chemoattractant

concentration [1]. (A detailed definition of the directionality index will be given later.) In

wild-type clusters, the average number of cells containing a protrusion is about two while the

directionality index is large and positive. The authors of [1] also obtained additional data using
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Figure 4.1: Border cell cluster in Drosophila’s egg chamber and model simplification. (a)
Schematic drawing of a Drosophila’s egg chamber and a border cell cluster composed of border
cells and polar cells. The cluster moves towards the oocyte guided by chemical signals. (b) Our
simplified model of a border cell cluster, consisting of six non-deformable cells arranged in a
rigid array. (c) Basic structure of the signal processing network consisting of four nodes, three
fixed, positive interactions (solid arrows), and seven possible interactions (dashed arrows with
round heads meaning the sign of the interactions is undetermined).

transgenic flies in which Rac can be selectively and locally activated or inhibited using light.

Photo-inhibition of Rac of a border cell at the front of the cluster, for example, results in a larger

number of average protrusions in the non-inhibited cells and a directionality close to zero. In

addition, the number of protrusions was quantified in cells expressing dominant negative forms of

the chemoattractant receptors, denoted here by ReceptorDN. In these cells, ligands can still bind

to receptors but fail to deliver a downstream signal. Clusters expressing ReceptorDN were found

to have more protrusions on average than wildtype clusters but with roughly zero directionality

index, as would be expected in the absence of any directional signal.
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Table 4.1: Summary of experimental data extracted from figures in [1]

Experiment # of protruding cells Directionality index Comments
Wild type (WT) 2.0±0.2 0.435±0.035
Light-inhibition
of WT

4.5±0.6 –0.025±0.095

ReceptorDN 4.15±0.35 0.015±0.085 Cells expressing the
dominant negative
form of the chemoat-
tractant receptors.

Light-activation
of WT

2.0±0.3 –0.405±0.055 Photo-activation of
Rac in the cell at the
back of the wild type
cluster

Light-activation
of ReceptorDN

2.1±0.4 0.245±0.045 Photo-activation of
Rac in one cell of the
ReceptorDN cluster

4.3 Model

To construct our model, as the experimental measurements we study are the protrusions

in the cluster measured over a relatively short time, we will not consider cell deformation, cluster

motion, or cluster rearrangement. Furthermore, since polar cells do not protrude and remain

at the center of the cluster, we will only consider border cells in our simulations. We fix the

number of these cells to six but note that the analytical methods do not rely on the number of

cells in a cluster and we have verified that the numerical simulation results remain similar for

clusters with more or fewer cells. The resulting model is schematically shown in Figure 4.1b

and consists of a rigid cluster with cells making an angle of θi = π3 i, i=1,..,6 with the gradient

direction. Each border cell i contains an identical pathway and our goal is to determine a minimal

set of components or nodes required to capture experimental findings. Since the cell is responding

to an external chemoattractant in the form of protrusions and since the activation and inhibition

of Rac affect the cell’s response we assume that the pathway has as local components the input

chemoattractant signal Si, the protrusion level Pi, and the Rac activation level Ri. In addition,
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we introduce a fourth, global component, G, representing cell-cell communication. We do not

specify the nature of this communication, but note that it can be in the form of a small molecule

as suggested by experiments on branching morphogenesis [106] or in the form of mechanical

interactions [116, 117]. Since in either case communication between cells is fast compared to

protrusion dynamics, which occur on timescales of 20–30 minutes [1, 118], we will assume that

all cells in the cluster share the same value of G. Note that this assumption is valid as long as the

degradation of G is not too fast [107, 108]. The output of the model, and the quantities that can

be compared to experimental data, include the total number of cells with protrusions, represented

by NP, and the direction of the protrusions, quantified by a directionality index specified below.

We will consider three possible interactions or links between each node of the network,

including self-interactions: 1) positive, for which the output of one node increases the activity of

the other node or of itself, 2) negative, corresponding to a repression of the activity, and 3) no

interaction. As a result, we have to consider 316 possible topologies for the model network. One

potential technique to determine if these networks are consistent with data would be to follow

the approach of [119], who exhaustively searched three-node networks, sampling a broad range

of parameters for each, to find those with perfect adaptation to a changing signal. However,

this is not computationally feasible given the more than 40,000,000 possibilities at hand. Such

an approach is further complicated by the fact that our model describes a stochastic, spatially

extended system. Thus, although we describe the pathway as a four-node network, in which one

node is (fixed) chemotactic input, the equations for the entire cluster contain 13 variables and

13 equations (2 local equations for each cell and 1 global equation). Instead of the sampling

approach of [119], we will pursue a qualitative perturbation analysis method.
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4.4 Qualitative selection approach

We will now reduce the number of possible topologies based on experimental data and

without specifying specific functional forms of the interactions. In this qualitative selection

procedure, we do not take into account the precise number of protrusions following a specific

experimental perturbation. Instead, we only take into account if the perturbation increases or

decreases the number of protrusions, along with the location of the protrusions. The flow of

this procedure is schematically shown in Figure 4.2a. As we will see below, we only have to

consider topologies with fewer than seven links. Therefore, we start with all possible network

configurations with five-link (amounting to 139,776) and six-link (totaling 512,512) topologies.

Before addressing the detailed results in Wang et al. we can already rule out a large

amount of these topologies. First, we note the general result that Rac is known to be activated

by an external signal and activates downstream effectors of cell protrusion [43]. Consequently,

positive interactions from S to R and from R to P are required. Second, experiments have shown

that positive feedback loops that are downstream of activated Rac help maintain the protrusion

[43]. These loops will be captured by a positive self-activation link for P. In addition, as there

is no experimental evidence for the amplification of R or G, and as we are trying to find the

minimal topologies, we assume that there is no self-activation or self-inhibition for these nodes.

Furthermore, since S represents the external signal, we assume that there is no feedback to S.

This reduction results in the networks are shown in Figure 4.1c, where the three fixed, positive

interactions are shown as black solid arrows and where the seven remaining possible interactions

are shown using black dotted arrows with round heads meaning the sign of the interactions

is undetermined. Finally, we note that the experiments of Wang et al. show that local photo-

activation and inhibition affect the protrusion number of the entire cluster. This automatically

implies that there must be cell-cell communication. In our model, this communication is achieved

through the global factor G and we thus need at least two more links in addition to the three
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Figure 4.2: Network selection procedure. (a) Schematic flow of the qualitative selection
procedure. In the first step, the number of candidates is reduced by fixing three links based
on other experimental results and by the requirement of at least one input to G and one output
from G. In the second and third steps, photo-inhibition of Rac and ReceptorDN experiments are
used respectively to further reduce the number of candidates. (b) Examples of networks that
are excluded using our qualitative selection procedure. Networks I–IV are excluded based on
light-inhibition of Rac while the exclusion of V and VI is based on Receptor dominant-negative
mutant experiments. Positive interactions are shown as arrows and negative interactions as bars.
For further details, see text. (c) Final results of the qualitative selection procedure, consisting of
6 networks, each with 6 links.

shown in Figure 4.1c: one input to G and one output from G. Taking into account the restrictions

mentioned above we find that we have 24 possible five-link topologies and 168 possible six-link

topologies, schematically indicated by the second step in Figure 4.2a. Of course, there will be

even more topologies with a larger number of links. However, as we will see below, several

six-link topologies are consistent with the experimental data and, since we are searching for

minimally complex networks, we will not consider topologies with more than six links.
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4.4.1 Photo-inhibition experiment requires one of four possible interac-

tion motifs

Photo-inhibition of Rac in the front cell of a wild-type cluster decreases the probability

of that cell protruding, but increases the protrusion probability of the other cells in the cluster

[1]. This information creates two requirements for the network. First, because inhibiting Rac

in one cell affects a separate cell’s protrusions, there should be an interaction from one cell’s R

to the other cell’s P through the global factor G. This gives us four possible motifs within the

network (R→G→P, R→G→R→P, R→P→G→P, and R→P→G→R→P), and topologies

lacking these motifs can be excluded. An example of such an excluded network is shown in

Figure 4.2b, I. Second, since inhibition corresponds to a reduction of R, the interaction between

R and P through G should be negative. Thus, the product of the signs of the links in these four

possible motifs should be negative. (We will not consider the possibility of having more than one

motif, as this would be redundant, and we are trying to find the minimum possible networks.)

For instance, in the R→G→P motif, if both links are positive, the net effect from one cell’s R to

another cell’s P will be positive which contradicts experiments. Network II in Figure 4.2b is an

example of a network that can be excluded using this logic. The other three motifs contain more

than two links, including a direct link between R and P. Since this R→P interaction is required

by other experimental results to be positive [43, 120], there are also only two possibilities of sign

assignments. For example, for the pathway R→G→R→P, the sign assignment can only be

either R +−→G –−→R +−→P or R –−→G +−→R +−→P.

After further analysis, we can rule out both the (a) R→P→G→P and the (b) R→P→

G→R→P motifs entirely. Two examples including these two excluded motifs are shown in

Figure 4.2b as III and IV. In these motifs, communication from one cell to another occurs through

G, thus using protrusion as an intermediate step. The photoinhibition experiments show that Rac

inhibition in one cell leads to a significant increase of protrusions in other cells (see Table 4.1).
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Within these motifs, this implies that a protrusion decrease in one cell (Pi) promotes protrusions in

other cells (Pj). As the signal S does not change in the light-inhibition experiments, the following

logic holds regardless of how S is connected to the other components of the network. So, in

the following analysis, when we rule out a motif, we mean that all the networks containing this

motif (without redundant motifs) are ruled out. And as R→P is fixed to be a positive effect by

experiments, we only need to consider the signs of the following two motifs: (a) P→G→P and

(b) P→G→R.

As is mentioned in the first paragraph of this section, the phenomenon that inhibiting Ri

leads to a decrease in Pj has ruled out the possibility when the effect of motif (a) is positive. On

the other hand, if the effect of motif (a) is negative (as in Figure 4.2b, III), we take P +−→G –−→P as

an example since the logic is similar if we switch the signs. After light-inhibition, experiments

show that more cells display protrusions. This results in an increase in the global factor G since

the sign of the link between P to G is positive. However, since G to P is negative, this will

lead to lower Pj’s which contradicts the experimental results. So, for motif (a), neither positive

effect nor negative effect match the experiments and thus motif (a) is excluded.We can follow a

similar line of logic to exclude motif (b). For this motif, positive effect is also ruled out in the

first paragraph of this section by the phenomenon that inhibiting Ri promotes Pj. Consider the

case where the effect of motif (b) is negative; we take P +−→G –−→R (as in Figure 4.2b, IV) as an

example because switching the signs does not influence the logic. As NP increases after light

inhibition, G increases and thus Rj decreases. Rj’s decrease, however, will lead to Pj’s decrease

which contradicts the experiments. So, motif (b) is also excluded.Therefore, only two of the four

possible motifs remain. These motifs, when taking into account the different sign assignments,

result in four possibilities listed in (i) and (ii) in Figure 4.2a. If combined with the fixed links

mentioned earlier, they generate four five-link and 38 six-link networks.
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4.4.2 ReceptorDN experiment requires one of three possible interaction mo-

tifs

Wang et al. found that clusters expressing ReceptorDN have more protrusions on average

than wildtype clusters [1]. We model ReceptorDN by taking the signal to be zero—meaning all

cells will see identical environments. The comparison to wildtype protrusion numbers will be

simpler if we similarly assume wildtype clusters see a constant but nonzero signal. This will

be reasonable in predicting the number of protrusions if the gradient is relatively small. This

assumption is supported by measurements of the chemoattractant PVF1 along the border cell

cluster’s migration path which do not show a significant gradient [99]. Furthermore, as we will

show below, numerical simulations which take the gradient into account, give consistent results.

In the absence of a gradient, the problem is reduced into a homogeneous one, and the

average number of protrusions is simply given by 〈NP〉 = (number of cells)×Prob where Prob is

the probability of a protrusion in any cell. The result of the ReceptorDN experiment (protrusion

number increases when [S] decreases) can be translated into an inequality: dProb
d[S] < 0. Using

the total derivative’s chain rule, we can express dProb
d[S] in terms of partial derivatives and total

derivatives which are experimentally known (see Section B.1 for detailed derivation):

(
1 –

∂Prob
∂[G]

∂[G]
∂Prob

)
dProb
d[S]

=
∂Prob
∂[S]

+
∂Prob
∂[G]

∂[G]
∂[S]

+
(

1 –
∂Prob
∂[G]

∂[G]
∂Prob

)
dProb
d[R]

d[R]
d[S]

(4.1)

Experiments indicate that both total derivatives appearing in the last term are positive: FRET

measurements show that Rac activity increases after adding EGF [1], implying d[R]
d[S] > 0, while

experiments using photoactivatable Rac show that Rac activation induces cell protrusion [121],

implying dProb
d[R] > 0. In order to get dProb

d[S] < 0 in equation (4.1), there are two options:

a) 1 –
∂Prob
∂[G]

∂[G]
∂Prob

< 0 and
∂Prob
∂[S]

+
∂Prob
∂[G]

∂[G]
∂[S]

> 0 or
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b) 1 –
∂Prob
∂[G]

∂[G]
∂Prob

> 0 and
∂Prob
∂[S]

+
∂Prob
∂[G]

∂[G]
∂[S]

< 0.

Option a) requires at least three links, namely i) G→P, P→G and S→P or ii) G→P, P→G and

S→G as ∂Prob
∂[G]

∂[G]
∂Prob should be non-zero. Combining the links in these two possibilities with

the five links already determined above, and taking into account possible redundant links, leads

to networks that have either 7 or 8 links. Thus, these networks will not be further considered.

Option b) requires ∂Prob
∂[S] < 0 or ∂Prob

∂[G]
∂[G]
∂[S] < 0 which can be accomplished with either one or two

additional links shown in Figure 4.2a (iii) and (iv). Two examples of excluded networks based on

the ReceptorDN experiments are shown in Figure 4.2b as V and VI.

4.4.3 Final construction of possible topologies

We can now assemble the simplest possible networks by choosing one possible motif

mandated by the photo-inhibition experiment and one possible motif mandated by the ReceptorDN

experiment. Specifically, combining motifs from group (i) and motifs from group (iv) of Figure

4.2a results in the two networks A and B shown in the first group of Figure 4.2c. Similarly,

combining motifs from (ii) and (iii) leads to networks C and D in Figure 4.2c and combining

motifs from group (i) and (iii) produces networks E and F. All of these candidate networks have six

links: our qualitative selection procedure has ruled out any five-link networks. Choosing motifs

from group (ii) and group (iv) will result in networks with seven links, which we will ignore, as

we have found that six-link networks are sufficient to meet our requirements. Finally, its worth

emphasizing again that the above analysis did not specify functional forms of the interactions in

the networks; the results will hold regardless of the quantitative details of the interactions.

53



4.5 Parameter sampling results are consistent with qualita-

tive selection analysis

In the above analysis of the ReceptorDN experiment, we made one key approximation:

we assumed that the gradient is shallow enough that protrusion numbers are independent of the

gradient. To verify that this approximation does not influence our results and to study the selected

networks in a quantitative way, we cast our candidate networks into ordinary and stochastic

differential equations. Specifically, we have one deterministic equation for R in each cell and

a single global deterministic equation for G. These equations are listed in Section 4.10. The

equation for the protrusion in cell i, [Pi], is cast as a stochastic differential equation (SDE) of the

form:

d[Pi]
dt

= F([G], [Pi], [Ri], [Si]) +η(t)

where F represents a non-linear function and where η is a Gaussian noise term with zero mean

and standard deviation σ: 〈η(t1)η(t2)〉 = 2σ2
δ(t1 – t2). We have chosen F to be such that P is

bistable and can be either in a low state, [P]a, corresponding to a non-protruding state, or in a high

state, [P]c, representing the protruding state (Details in Section 4.10). Using a bistable equation

for P results in a clear distinction between cells that are protruding (in the high state) and those

that are not (low state). To solve the resulting set of 13 coupled equations, we assume that all

seven deterministic equations reach equilibrium quickly compared to the time scale of protruding

(20–30 min) [1, 118]. The resulting stable states for R and G can then be substituted into the six

SDEs for [Pi].

To solve the SDEs one could in principle use a SDE solver to determine the steady state

of the cluster and thus the average protrusion number. However, this would require capturing

a large number of transitions between the high and low states. These transitions could become
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prohibitively slow, especially if the barrier in the bistable protrusion state is large compared to the

strength of fluctuations, requiring an excessive amount of computational resources. Therefore,

rather than directly solving the SDEs, we treat the problem as a transition between the low state

[P]a and high state [P]c and compute transition rates between these two states. This is possible

since the equation for P can be written as:

d[P]
dt

= –U′([P]) +η(t)

which is precisely the equation of an over-damped particle in a double-well potential U([P]). Thus,

we can calculate the transition rates between states [P]a and [P]c using Kramers approximation

as:

kon =

√
–U′′([P]a)U′′([P]b)

2π
e– U([P]b)–U([P]a)

σ2

koff =

√
–U′′([P]c)U′′([P]b)

2π
e– U([P]b)–U([P]c)

σ2

Here, [P]b is the maximum of the potential U([P]) between [P]a and [P]c (see also Figure

B.1). Note that the Kramers approximation needs the prerequisites that ΔU � σ2, where

ΔU ≡ U([P]b) – U([P]a or c) . When this prerequisite does not hold, we use a more accurate

method based on the mean first passage time in a one-dimensional potential to calculate the

transition rates (details are in Section B.2). Because the transition rates depend on the ratio ofΔU

and σ2, rather than the specific value of σ2, and the value ofΔU is controlled by other parameters,

we can fix σ = 0.1 in our simulation without losing generality.

Given the transition rates between two states, we can compute the average number of

protrusions under many circumstances. Each cell can be either protruding or not; there are then

26 = 64 possible states for a cluster with six cells; each state α (with α=1,2,,64) then has a total

number of protrusions, NPα. Associated with each state is a probability W which can be computed
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using a master equation:

dWα
dt

=
64

∑
β=1

qαβWβ

Here, q is a matrix with qαβ(α 6= β) describing the transition rate from state β to state α while qαα

representing the transition rate out of state α, which can be defined as: qαα = –∑
64
β=1,β6=α qβα. The

transition rates are given by the escape rates kon and koff shown above. We will only consider

transitions where one cell changes its state. In the long-time limit, the probabilities tend to the

stationary solution, that is dWα
dt = 0, resulting in a set of 64 coupled linear equations which can be

easily solved (37). Once these probabilities are found, it is straightforward to find the average

number of protrusion, computed as 〈NP〉 = ∑αNPαWα, the number of protrusions in the direction

of the gradient, or other relevant experimental measurements.

Table 4.2: Range of Model Parameters used in Sampling Simulations in Log10 Space

Name Range Comments Name Range Comments

Sgrad (-3,0) Smean (-2,1)

basalAR (-2,1) k1 (-2,2) Parmeters corresponding to the
links except the three fixed
ones. k3 is only used in 6-link
networks.

Ptot (-2,2) k2 (-2,2)

kRP (-2,2) k3 (-2,2)

PI (-2,2)
photo-inhibition
strength PA

photo-activation strength (only
used in fitting, not sampling
tests).

To reduce the computational expense, we study all 24 networks with 5 links resulting

from our initial qualitative selection (shown in the second step of Figure 4.2a), but limit ourselves

to a subset of 12 6-link networks, out of 168 possible networks, including the ones shown in

Figure 4.2c. In our simulations, we use Latin hypercube sampling to generate 500,000 sets of

parameters; because parameters correspond to positive rates, we sample uniformly over the log of

the parameters. The parameters and their sampling ranges are listed in Table 4.2. Then, we apply
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the same perturbations corresponding to the ReceptorDN and photo-inhibition experiments and

compare the pre- and post-perturbation protrusion numbers.

Figure 4.3: Parameter sampling results of five networks. The x-axes show the number of
protrusions for wildtype clusters and the y-axes show the number of protrusions for photo-
inhibition case (middle row) and ReceptorDN case (lower row). The red boxes show the region
quantitatively consistent with the experimental data while a dot represents the output of one set
of parameters.

In Figure 4.3 we show the sampling results for the five networks illustrated in the upper

row. The first four (two five-link and two six-link topologies) were ruled out by our selection

procedure while the right-most network is not excluded by the qualitative selection. The results

of the numerical sampling are shown in the middle and lower row where each dot corresponds

to one set of parameters. The x-axis represents the number of protrusions in wild-type clusters

while the y-axis represents the protrusion number for the lead cell photo-inhibition (middle row)

and the ReceptorDN experiments (lower row). The red box shows the experimentally observed

protrusion number with the center as the mean and the length and width as the observed standard

deviations. The existence of dots within the red box means that the network is consistent with

the experimental data. We see that the first four networks fail to meet the requirements for one
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of the two experiments while the last network shows parameter combinations that can satisfy

both.We emphasize that in Figure 4.3, and in the networks we have sampled from explicitly, we

find results that are consistent with our qualitative models. Models which fail the ReceptorDN

test qualitatively fail it in sampling while models that can be ruled out by the qualitative selection

procedure based on the photo-inhibition experiments are also inconsistent with these experiments

when analyzing the sampling results. Its worth noting that the points within the red box in the

middle row may not be the same sets of parameters with those in the lower row: having points in

both red boxes is necessary, but not sufficient to be consistent with experiment. Below, we will

fit the parameters for the six selected networks to make sure that we can find at least one set of

parameters for each network that is consistent with the experimental results listed in Table 4.1.

More sampling results can be found in Appendix B, Figures B.2, B.3 and B.4.

4.6 Further discrimination between the six minimal networks

with six interactions

After finding the six minimal networks with six interactions, the remaining question

is how to discriminate between these six networks or these three groups. In addition to the

protrusion statistics we have already used, Wang et al. also defined and measured a directionality

index, defined as Dexp = ∑i~Pi·~d
∑i‖~Pi‖

, where~d is unit vector in the signal gradient direction and ~Pi is

the protrusion vector for cell i, determined from experimental images. To compare this to our

model results, we take the direction of the protrusion in the model to be normal to the edge of the

round cluster and of length 1 for the protruding state and 0 for the non-protruding state. Thus,

we can define a directionality index for the model as Dmod = ∑
6
i Picosθi

∑
6
i Pi

which can range from

+1 (only the front cell shows a protrusion) to –1 (only the back cell protrudes). Among the six

possible networks in Figure 4.2c, networks C, D, E, and F have a negative S→P interaction

while networks A and B do not. This negative S→P interaction is determined by the ReceptorDN
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experiments requiring 〈NPRecDN〉– 〈NPwild〉 > 0. However, if the chemoattractant suppresses

protrusions, it would tend to make the cluster move against the signal gradient, contradicting

the experiments. This is not a critical problem as there is also a positive effect S→R→P to

balance the negative effect. But for networks C, D, E, and F, positive chemotaxis of the cluster

is not a robust feature but one requiring fine-tuning of the parameters. In contrast, for networks

A and B, the negative effect from S to P is through the global factor G which has the same

value for all the cells—leading to robust chemotaxis. This difference is shown in Figure 4.4a

by plotting the results of 500,000 samples with the y-axis as the directionality for the wildtype

cluster and the x-axis as the difference between the average protruding number for ReceptorDN

clusters and that for wildtype clusters (〈NPRecDN〉– 〈NPwild〉). Within Figure 4.4a, parameters

that pass the ReceptorDN standard are in the right half of the plot, while parameters with positive

directionality are in the top half of the plot; ideally, models should have points in the top right

quadrant. Figure 4.4a shows more dots in the upper half for networks A, B, and F, which

means that it is more likely to obtain good parameters for these three networks compared to the

others. More importantly, there are no dots below the x-axis in networks A and B, meaning

that regardless of parameters, these two networks always make the wildtype cluster follow the

gradient. In other words, networks A and B robustly have positive directionality. The absence

of robust directionality in networks C–F suggests that, if these are correct, further experimental

interventions could convert chemotaxis to chemo-repulsion.

In addition, we are able to suggest experiments to help further discriminate between the

six selected networks. One significant difference between networks C and D of Figure 4.2c and

the other networks is how the protrusion of one cell is affected by the activation of R in another

cell. For networks C and D, this control is through R, which means changing R in one cells

influences not only the protrusions of other cells but also the level of R. Therefore, measurement

of Rac activation simultaneously with photo-activation would show whether Rs activity can be

controlled by light-treatment on other cells. Results of these experiments can then be used to
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Figure 4.4: Simulation results. (a) Parameter sampling results for the six selected networks
showing average increase of protrusion number under ReceptorDN condition compared to
wildtype cluster in x-axes and the wildtype clusters directionality in y-axes. The red box shows
the region that is qualitatively consistent with the experimental results and the number represents
the number of parameter sets (out of 500,000) that produce results that are consistent with the
experiments. (b) Comparison of experimental data, reported in Table 4.1, and simulation results
for the six selected networks with fitted parameters. A–F corresponds to the network A to F in
Figure 4.2c. Error bars show the standard deviation. (c) Trends of the clusters directionality for
the six selected networks with fitted parameters when the mean signal is changed. (d) Trends of
the clusters speed for the six selected networks with fitted parameters along the migration path.
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further discriminate between topologies.

4.7 Parameter fitting

To make sure that parameters exist to meet the requirement of all the experiments simulta-

neously and as a prerequisite to making predictions, we fit parameters for each of the six networks

using a simulated annealing algorithm. We fit not only the ReceptorDN and photo-inhibition

experiments, but also the other protrusion number data found in Table 4.1. We also mandate that

our fits display signs of directionality that are consistent with the experimental results listed in

Table 4.1. Details of the procedure can be found in Section B.3. The comparison of protrusion

number and directionality between the simulation results with fitted parameters and the experi-

mental data, for the six networks, under all five conditions listed in Table 4.1, are shown in Figure

4.4b. Clearly, our best-fit parameters are able to produce results that are within similar levels of

accuracy for each of the six networks. The values of the fitted parameters for the six networks are

listed in Table B.1.

One interesting feature of this figure is that for most conditions, the standard deviations

(SD) of the simulations are much larger than those of the experiment. For all the six minimal

networks, there is no feedback from P to G so that the protrusion of one cell is independent of

the protruding states of other cells. With this independence prerequisite, as the signal for every

cell is the same in the ReceptorDN case, the protruding probabilities for all the cells in a cluster

of n cells are given by Prob = 4.15
n as the experimental measurement shows an average of 4.15

protrusions under this condition. Now we can calculate the SD for protrusion number easily, as

the probability of having n protrusions is simply
(n

i
)
Probi(1 – Prob)n–i where

(n
i
)

is the binomial

coefficient. Therefore, SD =
√

∑
n
i=0(i – 4.15)2

(n
i
)
Probi(1 – Prob)n–i,giving SD≈ 1.13 for n = 6.

This is consistent with our simulation result and is much larger than the experimental SD which is

about 0.35. This means that within a model with 6 cells where the probability of a cell protruding
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is independent of whether other cells have protruded, the SD of the protrusion number cannot be

reduced by merely changing the fit parameters. In order to get a SD close to the experimental

result, we have to change either the cell number or the network topology to remove independence.

When n = 5, SD≈ 0.84 and when n = 4, in order to get an average protrusion number close to 4,

Prob = 1 and thus SD = 0. Usually there are 4–8 border cells in the cluster [111], so one possible

reason for the small SD in the experiment is that a significant fraction of cluster samples has

only 4 border cells. The other possibility is to change the independence prerequisite by adding

a link from P to G to form a negative feedback between P and G on the six selected networks.

Networks with a P→G link show reduced variance, because the feedback can constrain the

average number of protrusions to be very close to a whole number. This is clear in the sampling

results of ReceptorDN for the first two networks in Figure 4.3 showing pattern with grids at the

whole numbers. If the variance is to be tightly constrained in this way, however, we need at least

7 interactions for the minimal networks.

4.8 Model predictions

Although we do not know which of six selected networks is the real one, we can still make

some reasonable predictions based on their common simulation results with the fitted parameters.

By changing the mean value of the signal while keeping the relative gradient constant, we can

get the trends of the directionality. This is shown in Figure 4.4c which reveals that all networks

display a maximal directionality near the original mean value of signal. This result is qualitatively

robust, regardless of network topologies or parameters, as long as they meet the requirements of

our selecting process. Figure 4.4c also shows that the directionality of network D (green curve)

can become negative for some range of signal strengths. This is consistent with our previous

conclusion that the networks, except networks A and B, do not guarantee chemotaxis. We note

that a direct quantitative comparison between experimental and model results is difficult. First,
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experiments have not established the concentration and gradient strength of chemoattractant in

vivo. Secondly, we did not consider the length of the protrusion in our modelour protrusions were

either on or off. For example, in our model, if all the cells in the cluster have protrusions, the

directionality is exactly zero but in reality it is possible that the protrusions of the cells at the front

half of the cluster are larger, resulting in a positive directionality.

Despite the lack of quantitative comparison, we can still compare our model prediction

of Figure 4.4c with experimental data. Increasing the mean of signal in a wildtype cluster while

keeping the relative gradient constant is similar to PVF1 overexpression. This overexpression was

found to decrease the directionality of the cluster [122]. Furthermore, experiments have measured

the speed profile of the cluster along its path, during which the mean signal is assumed to

increase [105]. In order to compare with this experimental data, we define a velocity V = ∑i~Pi ·~d,

where~d is unit vector in the signal gradient direction and ~Pi is the protrusion vector for cell

i. Note that in this definition, we do not consider the length of the protrusion nor do we

include any mechanical aspect of migration. We assume that the signal profile across the egg

chamber is exponential, as suggested in [105] and the signal profile for a cluster at location Lx is

S(x) = Smeane–Sgrad(C–Lx)(1 + Sgradcosθi). Here L is the total length of the migration path and x

is the normalized location. We set the radius of the cluster to be 1 and by rough measurement of

the length of the clusters travel path from images in [110] we will take L = 20. For C, the location

where the data in [1] is measured, we will take C = 8, corresponding to measurements around

1/3–1/2 region of the clusters travel path (X. Wang, private communication). Smean and Sgrad

are the parameters fitted in the previous part for the six selected networks and correspond to the

mean and relative gradient of the signal at the measured position in the experiments. We plot

V versus x curves for all the six networks in Figure 4.4d. We can see that the main trend that

velocity first accelerates and then decelerates is consistent with the experimental curves in [105].

This behavior emerges from our model, which has been fit to the perturbation experiments, but

uses no information from [105] other than the proposed exponential signal profile.
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4.9 Discussion

In this study, we used mathematical analysis, combined with sampling simulations and

parameter fitting, to determine the simplest network topology that is consistent with a set of in-

vivo experiments on border cell migration. The mathematical analysis relied solely on qualitative

experimental observations and is thus independent of specific functional forms of the interactions

between the pathway nodes. Key to this analysis is the fact that specific experimental perturbations,

either in the form of photo-inhibition, photo-activation, or mutations, resulted in clear phenotypic

changes. Using these changes, we were able to reduce the amount of possible simple networks

from a very large number to only six.

The complexity of our problem makes application of standard approaches infeasible. A

number of existing techniques exist to infer network topologies from experimental data on single

cells [106–108]. Often it is possible to gain insight into the topology on the basis of mutant

analysis, drug responses, or clever experimentation [26, 61]. Furthermore, for topologies that

contain a limited number of components, it is feasible to perform an exhaustive numerical search

through parameter space to determine all possible topologies that are consistent with a particular

feature observed in experimental data [119]. We have not directly applied these approaches to

our problem, because inferring network topologies for collective migration is more challenging

for multiple reasons. First, cells communicate with each other to sense signal gradient, resulting

in a spatially extended system. Second, the output of the system is often a stochastic variable

and is only known as an average quantity. In addition to these system-specific challenges, the

number of network components might be too large to carry out exhaustive numerical searches.

Therefore, we have developed a qualitative perturbation analysis method that can greatly reduce

the number of candidate topologies number. We then carried out numerical simulations only on

the remaining networks for further study.

The final result, six possible six-link pathways shown in Figure 4.2c, were verified using
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both sampling simulations and by a fitting procedure that produced parameter sets for which

the model results are fully consistent with all experimental data. We should point out that

obtaining a satisfactory fit was not necessarily expected. Our fitting procedure takes into account

directionality data (Table 4.1) which was not used in our qualitative selective procedure. Since we

found parameter sets for all topologies that were consistent with the experimental data, we are not

able to further distinguish between the six networks. However, additional sampling simulations

show that some topologies may be more robust than others (Figure 4.4a). Furthermore, we

propose additional experiments such as combining light-treatment with Rac activity measurement

that should be able to further discriminate between possible topologies.

Despite these limitations, our results provide valuable information about the multicellular

signal processing network in border cells collective migration, showing the defect of the multicel-

lular LEGI model (network I in Figure 4.2b) which was studied in [106–109] and narrowing the

topology to only six possibilities. These models may be interesting candidate models to further

study collective migration in the border cell system as well as in other systems. For example, in

[100, 123], Rab11 and Cdc42s function in cell-cell communication are studied using mutations

and light-treatment of Rac. With their results, we can check what roles they may play in our

topologies and further discrimination of the six topologies may be possible, or we may need a

larger network including some new components. The six topologies that we have found are also

potential candidates to study in contexts where minimal multicellular LEGI models have been

previously applied [106–109]. These topologies may potentially provide more gradient sensing

accuracy than the LEGI scheme [106, 107], or may have different chemotactic dependence on

cluster sizes [105, 108, 109]. In addition, the photo-activatable Rac has been used in other cell

types, such as mesendoderm cells [116] and neural crest cells [117], which also show collective

cell migration. Application of our approach, combined with Rac activation experiments in these

systems, could show whether the topologies we have found for the border cell cluster migration

are robust across different cell types, or whether different topologies are optimal for differen-
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tial biological circumstances. We should point out that if photo-activatable Rac, an excellent

tool for the reversible manipulation of proteins, is not practicable, traditional genetic methods

may also provide data that can be analyzed by our qualitative approach. For example, in [123],

DNA-programmed epithelial cell assembly is used to study multicellular protrusions when Ras is

activated in all or some of the cells. The comparison of homogeneous and heterogeneous Ras

activity can provide similar kind of information as the ReceptorDN (homogeneous inhibition)

and locally light-treatment of Rac (heterogeneous activation or inhibition) experiments we use in

our work. Thus, our work provides a starting point for future research on signaling networks of

collective chemotaxis and the methods we have developed here may be applied in other collective

migrating systems as well.

4.10 Methods

The ordinary differential equation (ODE) for Rac is:

d[Ri]
dt

=
basalAR + kSR[Si] + kGR[G]

1 + PIi
(Rtot – [Ri]) – (basalDR + k–GR[G])[Ri]

Here [Ri] represents the concentration of Rac in cell i and [Si] is the signal sensed by cell i. No

matter what the signal profile across the whole egg chamber looks like, as the size of the cluster is

small compared to the length of the egg chamber, it is reasonable to approximate the [Si] within

the cluster in a linear form: [Si] = Smean(1+Sgradcosθi) with θi as the angle of cell i in the cluster.

In this equation, the first term is the activation of Rac and the second term is the deactivation

of Rac. basalAR and basalDR are the basal activation and deactivation rate respectively. The

activation or deactivation terms with [Si] or [G] are the rates regulated by the signal or the global

factor. PIi is the photo-inhibition effect implemented on Rac in cell i. The photo-inhibition works

with a photoactivatable form of the dominant-negative mutants of Rac (PA-RacT17N). RacT17N

strongly binds to upstream GEFs and blocks wildtype Rac from being activated. We thus divide
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the activation term in this equation by (1 + PIi) to describe the photo-inhibition effect.

The ODE for the global factor G is:

d[G]
dt

=(basalAG + kRG([R]avg + PAavg) + kSG[S]avg + kPG×NP)

– (basalDG + k–RG([R]avg + PAavg) + k–SG[S]avg + k–PG×NP)[G]

Here [R]avg and [S]avg are the average concentration of Rac and signal over all the cells. In this

equation, the first term is the production of the global factor and the second term is the degradation

of this factor. basalAG and basalDG are the basal rates of G. PAi is the photo-activation effect

on Rac in cell i. In the photoactivatable form of Rac, the binding site of downstream effector

on Rac is blocked without light of certain wavelength and light-induced conformational change

would release this block and make Rac available to the effectors [121]. This means light treatment

provides more activated Rac available to induce downstream event. This light activation effect

does not go into the equation of [R]. Instead, we add the additional activated Rac (PA) provided

by the light treatment to wherever there is [R] in the equations of [G] and [P] as a form of [R]+PA.

PAavg is the average effect of photo-activation and is defined as PAavg = 1
n ∑i PAi where n is the

number of cells in a cluster. In addition, we haven’t introduced a Gtot in [G]’s equations as we

assume that [G] is far from saturation.

The stochastic differential equation (SDE) for protrusion is:

d[Pi]
dt

=(kRP([Ri] + PAi) + kGP[G] + kSP[Si])
[Pi]2

[Pi]2 + 12 (Ptot – [Pi])

– (basalDP + k–GP[G] + k–RP([Ri] + PAi) + k–SP[Si])[Pi] +η(t)

Here, the first term is the activation of P and the second-order Hill function represents the self-

activation of P. The second term is P’s deactivation and the basal deactivation rate basalDP is

normalized to 1 in the simulation. The third term is the Gaussian noise term.
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If we assume that the equations for [R] and [G] reach equilibrium quickly compared to

the time scale of protruding (20–30 min) [1, 118], we can get the steady states for [R] and [G] as

follows and then plug them into [P]’s equations:

[Ri]
s =

basalAR + [Si] + kGR[G]s

basalAR + [Si] + kGR[G]s + (basalDR + k–GR[G]s)(1 + Pi)
Rtot

[G]s =
kRG([R]s

avg + PAi) + kSG[S]avg + kPG×NP + basalAG

k–RG([R]s
avg + PAi) + k–SG[S]avg + k–PG×NP + basalDG

With this fast equilibrium assumption, we are only interested in the steady states of [R] and [G]

so that we can normalize basalDR, Rtot, basalAG and basalDG to 1.

It’s worth noting that these equations are the general forms including all the possible

interactions and given certain network, only the parameters related to the existing interactions

are non-zero. For networks with five or six interactions, three of the interactions are fixed and

their related parameters are listed in Table 4.2 and the rest parameters related to the undetermined

interactions are represented by k1, k2 and k3 in Table 4.2. For one specific network, such as

network A in Figure 4.2c, k1 ≡ kSG, k2 ≡ kRG and k3 ≡ k–GP.
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Chapter 5

Inferring single-cell behavior from

large-scale epithelial sheet

migration patterns

5.1 Introduction

Collective cell migration is an important biological phenotype used in many biomedical

assays. For example, in a wound healing assay, the speed at which two monolayers of cells

migrate towards each other is often measured to determine a cell migration response to drug

treatments. The use of collective migration as a biomedical phenotype stems from its important

role in many biological processes; collective migration is essential for development [90, 124] and

wound healing [125, 126], but its misregulation plays a role in diseases such as metastatic cancer

[91, 127]. It is non-trivial, however, to infer single-cell migration behaviors from metrics such as

the monolayer boundary displacement. Despite many studies on the behavior of individual cells,
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which have looked at features of migration such as the influence of the surrounding microenviron-

ment [128–130] or the flow of actin within a migrating cell [131, 132], the connection between

individual cell properties and collective behavior remains unclear.

To infer single-cell phenotypes from collective migration behavior requires additional

information beyond that provided by metrics such as time to wound closure. Particle image

velocimetry (PIV) allows us to extract not only boundary motion from time-lapse imaging data

but also the entire flow field of cell motion, which includes features at the scale of single cells or

smaller. Since their introduction into cell migration research several years ago, PIV flow fields

have rapidly emerged as a powerful tool and have been used to analyse a wide variety of collective

cell behaviors including correlated motion [98, 133], vortices [134], patterns of stresses within the

cell sheet [135] and changes to collective migration during malignancy [136]. Notable prior work

on large-scale flow fields generated by coupled polar entities was carried out in the context of soft

condensed matter, starting with liquid crystals and most recently active matter [137, 138]. Our

focus is on the heterogeneity and time variability that is a hallmark of living systems, including

most notably sources of heterogeneity such as cellular activity and leader cells that are thought to

control collective behavior in living systems.

Here, we link detailed metrics of collective behavior derived from PIV data with sim-

ulations of collective cell motion that explicitly model the behavior of individual cells. By

linking experiments and simulations, we can infer likely single-cell behavior from collective

motion phenotypes. Collective cell migration has been studied using a wide variety of modelling

techniques [3, 98, 139–144]. These modelling techniques have been used to explore a variety

of factors involved in collective migration that are difficult to access experimentally, including

the effect of matrix geometry on migration strategies [145] and the maturation of cell contacts

within a monolayer [146]. Several studies have noted the important link between cell motility

and polarity [146–148], a feature of migration that we explore further.

Our work links previously published experimental observations on collective migration of
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MCF10A breast epithelial cells [149] and a previously published model of collective migration

[2, 3, 150, 151] to elucidate which properties of individual cells are most consistent with the

observed multi-cell collective migration behavior. The experimental data show changes in

collective behavior on large length scales that span the cell monolayer. In the cases of collective

behavior, cell motion contributes to the radial expansion of the monolayer across millimeter scales,

while in other, less collective cases, only those cells near the outer edge contribute to monolayer

expansion. We show that these changes in large-scale migration patterns can be recreated in our

model without requiring large-scale gradients or leader cells (a subpopulation of cells at the edge

of the monolayer that has different properties from cells within the bulk of the monolayer). Our

modelling results suggest that the experimentally observed changes in collective behavior are

consistent with simply decreasing the activity of individual cells as long as the cells have a strong

coupling between their velocity and preferred motility direction.

5.2 Material and methods

5.2.1 MCF10A dataset

We analyse a previously published set of time-lapse images of MCF10A (breast epithelial

cells) migrating in collective sheets [149, 152]. These cells, which were plated in a circular

monolayer, migrate on a collagen IV coated glass surface and phase contrast images were taken

every 3 min for a total of 1000 min (16.6 h). The dataset includes cells migrating in normal cell

culture media (referred to as 1 : 1) and cells migrating in a dilution of this culture media (referred

to as 1 : 5). This change decreases the horse serum, insulin, EGF, hydrocortisone and cholera

toxin concentrations to 20% of their full media values (e.g. horse serum at a concentration of 1%

instead of 5%).
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5.2.2 Migration analysis

Phase contrast images were analysed with PIV using the MatPIV toolbox (J. Kristian

Sveen, GNU general public licence) for Matlab (MathWorks, Inc.). Multiple iterations of

interrogation window sizes were used: two iterations of 64×64 pixel windows were followed

by two iterations using 32×32 pixel windows. A 50% overlap was used for each interrogation

step. Several steps were taken to increase the quality of our PIV flow fields. The size of our

interrogation windows was chosen to provide of the order of 10 features per window, suggested as

a good rule of thumb for a clear PIV signal [153]. We also run a multi-pass algorithm that first uses

a larger window size to reduce noise. The resulting flow field uses information about the relative

height of the chosen cross-correlation peak and all possible correlation peaks as a signal-to-noise

ratio to further filter the PIV flow field; outliers were detected using a signal-to-noise threshold of

1.3.

Custom Matlab segmentation code was used to find the leading front of the cell monolayer.

The phase contrast images were Sobel filtered followed by median filtering and morphological

opening to clean the binary image before finding the perimeter of the objects in the image. The

edge coordinates were then found using a Matlab implementation of Dijkstras algorithm (dijsktra

path finder by Sebastien PARIS, available on the Matlab File Exchange at mathworks.com). In

combination with the microscope stage positions, this edge was used to fit the cell monolayer to

a circle (See Figure C.1 in Appendix C). The effective radius of the monolayer and the centre

position were used to define regions of the cell monolayer for later migration analysis. Speed and

radial velocity values were averaged over theta to create radial profiles of motion.

Velocity correlations were calculated as

C(Δr) =
∑r,t(~v(r) – v̄) · (~v(r –Δr) – v̄)

σ2
v

.
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In this case,~v(r) is the velocity at a location r within the cell sheet. The correlation values are

averaged over all r within the region 0.5 , r/R , 0.75 and over all times. In this equation and

throughout, r refers to the location within the cell monolayer with respect to the monolayer

centre and R refers to the size of the monolayer. These correlation values were fitted to a double

exponential of the form

C(Δr) = Ae–r/Lc1 + Be–r/Lc2 + (1 – A – B).

5.2.3 Simulations

Our model is based on earlier work [2, 3] and includes cell growth and division, motility

forces, friction forces, and volume exclusion and adhesion between neighboring cells, as shown

in Figure 5.2a. In the model, two point particles represent a single cell with a size given by the

inter-particle distance r. The equation of motion for each particle is given by

d~p
dt

= ~m +~Fexp +~Fint +~FB + ∑
r≤RCC

(~Frep/ad +~Fdf)

Here, ~m is the motility force (discussed further below) and its value, along with all other parameter

values, is given in Appendix C, Table C.1. Cell growth is simulated through a repulsion force

between the two particles within the same cell: ~Fexp = –B/(r + 1)2r̂, when r≤ Rexp, where B is an

expansion factor, r̂ is the unit vector parallel to the line connecting the two particles and Rexp is

the range of cell expansion. Cell division is incorporated as follows: after the cell size reaches a

threshold Rdiv, it divides at a constant rate kdiv, after which two new particles are placed a distance

rdiv away from the particles constituting the old cell. ~Fint represents the intracellular friction force

between particles constituting the same cell and is determined by ~Fint = –ξint(~vij ·~rij)r̂ij when

rij ≤ Rexp. Cell-substrate friction is assumed to be proportional to the cell velocity, resulting in

~FB = –ξBv. The last two forces in the equation of motion act only within a distance of r≤ RCC
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and represent volume exclusion and adhesion of cells (~Frep/ad) and friction forces that oppose

the relative motion of cells with a friction coefficient ξdf (~Fdf). The specific form of these two

forces can be written as~Frep/ad = –(f0(1/rij – 1) – f1)r̂ij with a short-range repulsive term, which

prevents cell-cell overlap and is parameterized by f0, and a long-range adhesive force with a

strength determined by f1~Fdf = –ξdf(1 – rij/RCC)2(~vij ·~rij)r̂ij. More details can be found in Basan

et al. [2, 3].

The orientation of the motility force ~m is such that it tends to align with the cell’s velocity

v. Specifically, this motility-velocity alignment coupling is implemented by assuming two states

of the cell: a motile state and a non-motile state. Cells in the nonmotile state exert no motility

force while cells in the motile state generate a motility force with a fixed magnitude in a random

direction. The transition from the non-motile state to the motile state is determined by a constant

rate kwake. The transition rate from the motile state back to the non-motile state depends on the

motility-velocity alignment, quantified by ~m ·~v. In Basan et al. [3], this transition rate could take

on only two values: low for aligned cells (~m ·~v > 0) or high for non-aligned cells (~m ·~v < 0).

This bias results in a higher ratio of aligned cells versus non-aligned cells in the motile state and

provides an alignment mechanism. In this study, we use a continuous form of the transition rate

to the non-motile state that depends on the degree of alignment

k′sleep =
(k0 – k1)(1 + tanh(–(~m ·~v)/kmv))

2
+ k1

Thus, this rate ranges from k1 for aligned cells to k0 for nonaligned cells while the transition

between these two rates is determined by kmv; when kmv� |~m||~v| the transition rate approaches

the aligned and not-aligned binary case of Basan et al. [3].

Our transition rate was further modified to account for the effect of leader cells, i.e. cells

near the edge of the colony that preferentially move outward. To this end, we multiplied the

above transition rate with a spatially dependent prefactor so that the final form for particle i is
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ksleep = k′sleepekRm~mi·~Ri . Here~Ri is a spatial average of the particle’s neighbors: ~Ri = ∑neighbors~rij,

where~rij =~rj –~ri is the relative position of cells i and j. The parameter kRm determines the strength

of the leader cell effect. Neighbor cells are defined as cells within the range of non-zero cell

interactions, i.e. r≤ RCC. Cells far from the edge are surrounded by other cells such that ~R≈~0

and the prefactor is close to one. Cells near the edge, however, have only neighbors inside the

colony, resulting in a value of ~R that points inward. Consequently, ksleep is smaller for cells near

the edge that have their motility vector pointing outwards, leading to ‘leader’ cells that move

outward. In the standard set of parameters See Appendix C, Table C.1), kRM = 0 and there is no

leader cell effect.

The simulation starts with 200 spheres (and thus 100 cells) randomly located within

a square box of 10× 10, measured in units of l0. The initial velocity for all the spheres is

taken to be zero. The first 10 frames of the simulated data (100t0) were discarded before

migration analysis to remove artefacts from low cell number monolayers. Particle positions and

velocities were interpolated to a grid to compare with experimental PIV results. The edge of the

simulated monolayer was found based on the particle positions and fitted to a circle. As with the

experimental results, this edge was used to define radial regions of the monolayer and to create

profiles of speed and radial velocity. Migration analysis was then carried out in the same manner

as previously described for the experimental data. We should note that the length scale of the

model, l0, can be related to experimental values by comparing it to the experimental division size.

In our simulations, we choose the threshold distance for cell division to be 0.4l0. This should be

of the same order of magnitude as the average cell size, which is approximately 40 μm, resulting

in l0 ≈ 100μm. The simulation time can then be determined by comparing the mean speed of cells

in the simulation (≈ 0.025l0/t0 = 2.5μm/t0) to the mean speed in the experiment (≈ 0.25μm/min)

which leads to t0 ≈ 10min. We can then verify that the relative growth rate in the simulation is

consistent with the relative growth rate observed in the experiments, as shown in Appendix C,

Figure C.2. This comparison suggests that the experiments and simulations are on the same scale
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for growth, but note that we do not attempt to fit the multiple model parameters to the data.

5.3 Results

To study large spatial scale migration patterns in epithelial MCF10A cells, we analyse

a previously published set of time-lapse images of a circular cell monolayer [149]. The cells

were imaged near the edge (Figure 5.1 a) and in the center of the monolayer; a schematic of the

imaging fields of view is shown in Figure 5.1b. The multiple fields of view allow us to investigate

migration behavior as a function of location within the monolayer; Figure 5.1c shows an example

kymograph of speed within a monolayer. There are heterogeneities in speed over both the 16 h

time course and approximately 4 mm spatial scale of the cell sheet, yet there is a trend towards

higher speed at the edge of the monolayer. This trend can be seen in the time-averaged speed

curves in Figure 5.1d. In addition to measuring speed, which indicates how active the cells are,

we also determine the radial velocity as a measure of how well the cells’ motion contributes to

the overall expansion of the cell sheet. As shown in Figure 5.1e, when the overall motion is slow,

we see a decreased radial velocity, as would be expected.

In addition to this quantitative change, however,we also see a qualitative change in which

some experiments exhibit a concave curve (black squares in Figure 5.1e) while others—those

with lower cell speeds—show a convex curve (red circles in Figure 5.1e). Since radial velocity is

the component of cell motion that contributes to the collective expansion of the monolayer, this

suggests changes in the collective behavior of the cell sheet. In those cases with lower overall

cell speed, the cells near the center of the monolayer move in all directions; since radial velocity

can be positive or negative, these values average out to near zero in the center region. In the

cases with higher overall speed, however, cells throughout large regions of the cell monolayer

contribute to the overall expansion. Thus, we use the shape of the radial velocity curve as one

indicator of how cooperatively the cells move—when the curve is concave, cooperative motion
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Figure 5.1: MCF10A cell sheets migrate collectively over 10 h (a; scale bar 100 μm). The
cells are plated in a circular monolayer and multiple fields of view scanning the diameter are
imaged (b; see also electronic supplementary material, figure S1). Over time, these regions
show different speed profiles with larger speeds seen near the edge of the cell sheet (c). The
experiments show variability in overall speed, but cells near the edge remain faster (d ). In low
speed cases, the radial velocity decreases and also qualitatively changes pattern (e). Error bars
in (d,e) represent the standard error of the mean of four technical replicates performed on the
same day in full media (1 : 1, black squares) or diluted media (1 : 5, red circles and triangles).

spreads through the cell monolayer, but when the curve is convex the cells move less collectively.

To explore how individual cell properties affect the qualitative large-scale changes seen

in this dataset, we compare the experimental results to simulations using a previously published

model [2, 3, 150]. In this model, each cell is represented by two particles that move according to

the forces acting upon them (shown schematically in Figure 5.2a). These forces, further detailed

in the Section 5.2.3, include friction forces, motility forces, cell-cell interaction forces and a

force representing cell growth. Cell division is initiated once the distance between the particles

constituting the same cell exceeds a threshold. Cells can be either motile or non-motile, and

the transition rate between these two states is chosen such that motile cells tend to align their

motility force (the force that pushes a cell in a preferred direction) with their velocity. Alignment

between the cells motility force and velocity has previously been shown to lead to ‘go with the
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flow’ dynamics [3]; alignment between velocity and a preferred direction is also a feature of

active matter models of cell migration [154].

Figure 5.2: Multiple forces act on the simulated cells (a). Each cell is composed of two particles,
which feel a cell expansion force (Fexp). The particles also have a velocity (V) and experience
friction between the cell and substrate (FB). Cells interact through a force that is repulsive at
short distances and attractive at intermediate distances (Frep/ad). Cells may be in a sleep state (a,
blue cell) or awake state (a, green cell); only awake cells experience a motility force (m) that
provides a preferred direction of motion. Particles also experience friction forces that are not
shown. A still image from the movie of simulated cell motion is shown in (b). Simulated cells
show a similar speed profile to the experimental results; the addition of leader cells increases the
speed at the edge of the monolayer (c). Simulated leader cells increase radial velocity, but do
not cause the qualitative change in radial velocity seen experimentally (d). From dark purple to
light purple, kRm—which controls the leader cell strength—is set to 0.01, 0.05, 0.1, 0.25, 0.5,
1, 5 and 10, while the black curve represents the standard simulation set with no leader cells,
kRm = 0 (c,d).

Simulated monolayers in this model using the standard parameters (See Appendix C,

Table C.1) and in the absence of leader cells show a radial expansion similar to the MCF10A

experimental system, and have increased speed near the edge of the monolayer (see Figure 5.2b,
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black curve). Simulations with the standard parameter set also show an increased radial velocity

near the leading edge of the cell sheet and a concave radial velocity profile in the centre of the

cell monolayer (Figure 5.2c, black curve), similar to the experimental results with faster cells

(Figure 5.2c, black squares).

In a first computational test, we explore whether introducing an active subpopulation of

cells near the edge, leader cells, may be sufficient to cause the experimentally observed change

in velocity profile shown in Figure 5.1. Leader cells near the leading edge of migrating cell

groups are seen in many collective migration systems [93] and have often been observed at the

tip of finger-like protrusions of epithelial sheets [97, 155]. Many studies have also found that

multicellular rows of leader cells can emerge in epithelial wound healing [93, 156]. The exposure

to extracellular matrix on one side of the cells and cell-cell adhesion on the other, as found at the

leading edge of cell sheets, can cause cells to change their morphology or up-regulate distinct

signalling pathways [93, 97, 155, 156].

In our simulation, leader cells are included by making the transition rate between the

motile and non-motile state of motion dependent on the spatial location of the cell (see Section

5.2.3). As seen in Figure 5.2c, increasing the strength of this leader cell effect can lead to

increased speeds near the monolayer edge. However, this increase is not accompanied by a

qualitative change from concave to convex radial velocity profiles (Figure 5.2d), suggesting that

another mechanism is responsible for the experimentally observed change in the radial velocity

profiles. At high leader cell strengths, the profile does qualitatively change in that it shows a flat

profile, in part, of the sheet, but this is due to an instability of the boundary shape. This instability

results in the formation of fingering structures at the leading edge, similar to the behavior seen in

a previous study which found leading tip cells in finger-like protrusions of epithelial sheets [97].

We next hypothesized that the proliferation rate may affect the phenotype. Changing

proliferation rates in our simulations, however, does not change the simulated speed profile (See

Appendix C, Figure C.3a) or the radial velocity profile (Figure 5.3a).We should note that for low

79



proliferation rates (less than 10% of the standard parameter value for division), the monolayer

begins to break apart (See Appendix C, Figure C.5). In this case, the cell sheet can no longer

be fitted to a circle for radial analysis. The disassociation of the monolayer at low proliferation

rates agrees with a hypothesis that cell proliferation is used to fill in the gaps left by a migrating

monolayer rather than as a mechanism for pushing migration forward [97, 157].

Figure 5.3: Decreasing proliferation rate does not qualitatively change the radial velocity (a);
legend pairs indicate [kdiv, Rdiv] parameter values. Decreasing the rate at which non-motile
cells ‘wake’ causes a transition from a concave to a convex curve (b). Wake rate parameter
values (kwake) in (b) are 0.03, 0.05, 0.1, 0.2, 0.3 and 0.5 from dark green to light green with the
standard wake rate of 0.4 shown in black. Speed profiles for these simulations are shown in
Appendix C, Figure C.3.

In a third set of computational trials, we determined how changes in the ‘wake rate’

parameter affect velocity profiles. The wake rate parameter controls how often cells switch from

a state without a preferred direction of motion to a ‘motile’ state in which the cells experience

an additional force that indicates a preferred direction of motion and thus controls how ‘active’

the cells are within the monolayer. The motility force plays the role of a biomechanical polarity

within the cell, but does not distinguish which of the many mechanical and chemical stimuli that

lead to polarity changes [158] are experienced by the cell. It may be expected that the cases of

reduced speed in the experimental data correspond to decreased activity in the cells.

Our simulations reveal that decreasing the wake rate leads to an overall lower speed (See

Appendix C, Figure C.3c) and, as shown in Figure 5.3b, a qualitatively different radial velocity
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profile. Specifically, decreasing the wake rate leads to a transition from behavior where cells

across the radius of the monolayer move outward, showing radially expanding motion, to a state

where only those cells near the edge move cooperatively outward. As a result, the radial velocity

profile changes from a concave one to a convex one consistent with the experimentally observed

changes in radial velocity and collective behavior.

We next determined how the coupling between the cell’s velocity and motility force,

parametrized by kmv, affects the velocity profiles. This alignment coupling leads to higher

sleep rates for those cells that have velocity and motility forces pointing in opposing directions.

Interestingly, if the coupling between the motility force and velocity is removed, the simulations

always show convex radial velocity profiles (i.e. decreased collective migration), even for large

values of the wake rate (Figure 5.4a). This suggests the strength of this coupling may also play

a role in migration. Indeed, using otherwise standard parameters but decreasing the strength of

the coupling between velocity and motility can cause a transition from a concave to a convex

radial velocity curve (Figure 5.4b). Thus, causing each cell to have strong alignment between

its motility direction and its current velocity leads to more active behavior (concave velocity

profiles), while motility that is not strongly coupled leads to convex velocity profiles similar to

those seen in the less active experiments.

To probe further the changes in collective behavior that may accompany the observed

changes in radial velocity, we calculate velocity correlations in the region between the centre and

the edge of the monolayer (0.5 < r/R < 0.75). This range was chosen to correspond to the region

where we see experimental changes in the radial velocity profile. The spatial autocorrelation

of velocity does not distinguish between types of behavior such as divergence or rotation, but

rather provides a metric for similarity of motion across the cell sheet; this similarity would be

expected when cells migrate cooperatively. As shown in Figure 5.5a, experimental conditions

with decreased speed and convex radial velocity correspond to the cases of less correlated motion

within the cell sheet. To determine whether this result is consistent with our computational
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Figure 5.4: If velocity-motility coupling is removed (a), changing the wake rate cannot capture
the experimentally seen results (kwake value shown in legend; standard parameter set with
coupling and kwake = 0.4 shown in black). Radial velocity undergoes a qualitative change as
the coupling is increased which is similar to the change seen in the MCF10A experiments (b);
from dark blue to light blue the coupling parameter kmv is set to 0.1, 0.05, 0.04, 0.035, 0.03,
0.025, 0.02, 0.015, 0.01, 0.005, 0.001 and 0.0001. The standard kmv value of 0.00001 is shown
in black. Smaller values of kmv indicate a stronger coupling strength. Speed profiles for these
simulations are shown in Appendix C, Figure C.4

model we compute the spatial correlation in our simulated trials. We focus on the perturbations—

reducing the wake rate and decreasing the motility-velocity coupling—that are able to reproduce

the qualitative change in radial velocity profiles. We find that both decreasing the wake rate

(Figure 5.5b) and decreasing the coupling (Figure 5.5c) result in a reduction of the spatial

correlation consistent with the experimental results.

We compare the observed changes in radial velocity and correlated motion within the

cell sheet by calculating characteristic length scales from the velocity autocorrelation. Both the

experimental PIV flow fields and the simulated cell motion naturally include two length scales:

the experimental data include both subcellular and multicellular flows and the simulated data

include the motion of both particles that make up a cell. To address this, we fit the correlation

curves to a double exponential and indeed find that the smaller of the two experimental length

scales (approx. 15 μm) is of the order of the cell size (Figure 5.5d). We also find that the larger

length scale, which indicates multicellular cooperation, shows an increasing trend with increasing

radial velocity for both the experimental data and model results (Figure 5.5d-f), further suggesting
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Figure 5.5: In the case of decreased experimental speed (a,d), decreased wake rate (b,e) and
decreased coupling (c,f), the cells are less correlated in their motion. (a–c) Time-averaged
velocity correlations (see Section 5.2) in the transition region, defined as 0.5 < r/R < 0.75. (df)
The characteristic length scales (Lc) determined from a double exponential fit to the curves
in (a–c). Error bars on the experimental data represent the standard error of the mean of four
technical replicates. Wake rate parameter values (kwake) in (b,e) are 0.03, 0.05, 0.1, 0.2, 0.3 and
0.5 from dark green to light green. From dark blue to light blue in (c,f), the coupling parameter
kmv is set to 0.1, 0.05, 0.04, 0.035, 0.03, 0.025, 0.02, 0.015, 0.01, 0.005, 0.001 and 0.0001.
Smaller values indicate a stronger coupling strength. The standard parameter set (kwake = 0.4
and kmv = 0.00001) is shown in black in (b,c,e,f).

that the observed change in radial velocity corresponds to a change in multicellular cooperation.

5.4 Discussion

Here we provide insight into the single-cell behavior underlying collective migration

by comparing experimental data to a model of collective migration. The emergent behavior

of collective cell sheets that results from changing the properties of individual cells is difficult

to predict and to probe experimentally. To investigate the connection between individual and

collective behavior, we use PIV-based migration data to measure motion that spans a wide variety

of scales; the length scales studied vary from that of a single cell to a monolayer composed of
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thousands of cells. By comparing simulation and experiment across these scales,we provide

insight into collective behavior changes observed in epithelial MCF10A cells. Cells moving at

higher speeds show a larger region of radial expansive motion than slowly moving cells (Figure

5.1), suggesting changes in their collective behavior.

Leader cells have been found in a variety of experimental systems and in previous studies

have been found to recruit following cells to move directionally outward through a Viscek-like

coupling [159]. We show here that they are not necessary, however, to recapture large-scale

changes in collective migration in our model of epithelial sheet migration (Figure 5.2).We also

show that changes in proliferation are unlikely to be the cause of the observed large-scale changes

(Figure 5.3a). Experimental changes in activity can be compared with the wake rate in the

simulations; this parameter is related to the simulated cells ability to switch between a non-motile

and motile state. Here we find that changes in the wake rate can lead to the experimentally

observed changes in collective behavior (Figure 5.3b).

Interestingly, changing the wake rate has no effect without implementing alignment

coupling between the cells’ motility and velocity (Figure 5.4a). Previous work on this collective

migration model has shown that this coupling leads to a ‘go with the flow’ dynamic [3]; the

coupling is implemented such that cells with misaligned motility and velocity vectors are more

likely to transition to a non-motile state. The motility force gives the cells a preferred direction

of motion, and in that sense, it can be viewed as a biomechanical cell polarity. The ability to

align this biomechanical polarity with the direction of motion of a cell indicates that a cell is able

to sense resistance to motion and adapt its biomechanical machinery to push in a direction in

which the cell is actually able to move. Thus, the strength of this coupling indicates how sensitive

a cell is to its mechanical environment, and it is not surprising that changing this motility to

velocity coupling changes the collective behavior of the cells (Figure 5.4b). This result agrees

with previous work which suggests that propagating waves of cell stretching, which leave cells

with more elongated and polarized shapes, are followed by waves of increased directionality in
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sheets of epithelial cells [160].

Ultimately, the motility coupling strength provides a simple sensor of the surrounding

tissue and leads to cells that are best able to follow a path of least resistance, since increased

motion along the path of least resistance will lead to feedback with alignment of the motility

force. Changing this coupling strength can cause large-scale changes in cell migration without

explicitly changing the interactions between neighboring cells or invoking leader cells. Increasing

activity within the cell sheet has a similar effect as it gives the cells more opportunities to be

motile at the same time and thus follow other cells on paths of least resistance. When combined

with a strong sense of polarity, this activity can then lead to increasing cooperativity over time as

the cells have more opportunities to align their motion.

We thus find in our simulations that the emergent behavior of a simple model system

can explain large-scale changes in collective behavior without the need to specify large-scale

features explicitly. We identify cell activity and the coupling between biomechanical polarity and

motion as two interesting features of individual cell behavior that can lead to large-scale collective

behaviors. Our study demonstrated that PIV measurements may be used in conjunction with

simulations to infer detailed biomechanical single-cell phenotypes from the types of collective

migration assays that are commonly used in drug discovery and cancer research.
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Appendix A

Appendix to Chapter 2

Table A.1: Calculated thresholds used to determine the function that best fit the G protein
dissociation kinetics obtained for different cAMP concentrations.Error differences (ΔE) were
calculated as indicated in the Materials and Methods section for wild-type cells (WT) and cells
lacking cAR3 (carC–). ΔE < 0.05 indicates a single exponential function fits the data,ΔE > 0.1
indicates a double exponential function best fits the data. The dashed line indicates where the
fits switch between single and double exponential.

cAMP(nM) ΔE(WT) ΔE(carC–)

10 -0.010 -0.010

100 -0.010 0.037

1000 0.173 0.275

10000 0.391 0.483

50000 0.225 0.346
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Figure A.1: net BRET2 data and additional kinetics analyses of cAMP-induced Gα2βγ subunit
dissociation in WT and carC null cells used to generate the data presented in main Figure 2.1.
A, net BRET2 data for measurements taken every 0.5 s before and after stimulation with the
indicated cAMP concentrations. B, net BRET2 data normalized to levels before stimulation and
the curves were fitted using single (black) and double (red) exponential functions. The residuals
analysis for each curve fitting is included to the right of corresponding time curves. Results
represent the analyses of at least three independent experiments. mBU, milli BRET units.
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Figure A.2: net BRET2 data and kinetics analyses of cAMP-induced Gα2βγ subunit dissociation
in Gα2GFP2/Rluc2Gβ- expressing gα2 null cells. A, net BRET2 measurements taken every 0.5
s after stimulation with 10 nM or 10 μM cAMP, normalized to BRET2 levels before stimulation.
The curves were fitted using both single and double exponential functions. For the 10 nM data,
the fits are identical and on top of each other. B, Residuals for single and double exponential
fittings for the 10 μM cAMP-stimulated conditions shown in A were calculated by subtracting
the fitted values from the measured values. C, Gα2βγ subunit dissociation rates determined from
the time curve fittings of data obtained for 2.5 nM, 5 nM, 10 nM, 12.5 nM, 25 nM, 50 nM, 50
nM, 100 nM, 200 nM, 500 nM, 1 μM, 10 μM, and 50 μM cAMP stimulations. Results represent
the analyses of at least three independent experiments.
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Appendix B

Appendix to Chapter 4

B.1 Derivation of Equation 4.1

According to the chain rule of differentiating a function with multiple variables,

dProb
d[S]

=
∂Prob
∂[S]

+
∂Prob
∂[G]

d[G]
d[S]

+
∂Prob
∂[R]

d[R]
d[S]

(B.1)

d[G]
d[S]

=
∂[G]
∂[S]

+
∂[G]
∂[R]

d[R]
d[S]

+
∂[G]

∂Prob
dProb
d[S]

(B.2)

dProb
d[R]

=
∂Prob
∂[R]

+
∂Prob
∂[G]

d[G]
d[R]

(B.3)

d[G]
d[R]

=
∂[G]
∂[R]

+
∂[G]

∂Prob
dProb
d[R]

(B.4)

Substitute d[G]
d[S] in equation B.1 with equation B.2 and we get:

dProb
d[S]

=
∂Prob
∂[S]

+
∂Prob
∂[G]

(
∂[G]
∂[S]

+
∂[G]
∂[R]

d[R]
d[S]

+
∂[G]

∂Prob
dProb
d[S]

)
+

∂Prob
∂[R]

d[R]
d[S]
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After rearrangement, we can get:

(
1 –

∂Prob
∂[G]

∂[G]
∂Prob

)
dProb
d[S]

=
∂Prob
∂[S]

+
∂Prob
∂[G]

∂[G]
∂[S]

+
(

∂Prob
∂[G]

∂[G]
∂[R]

+
∂Prob
∂[R]

)
d[R]
d[S]

(B.5)

Substituting d[G]
d[R] in equation B.3 with equation B.4 results in:

(
1 –

∂Prob
∂[G]

∂[G]
∂Prob

)
dProb
d[R]

=
∂Prob
∂[R]

+
∂Prob
∂[G]

∂[G]
∂[R]

(B.6)

Then we substitute ∂Prob
∂[G]

∂[G]
∂[R] + ∂Prob

∂[R] in the third term of the right-hand-side of equation B.5 with

equation B.6 and get equation 4.1 in the main text.

B.2 Calculation of Mean First Passage Time (MFPT)

Figure B.1: Sketch of the double-well potential U(x).

The diffusion process in an external potential U(x) can be described by the quasilinear

Fokker-Planck equation:

∂P(x, t)
∂t

=
∂

∂x
U′(x)P +σ2 ∂2P

∂x2

If the potential U(x) is double well as shown in Figure B.1, the MFPT from point “a” to “c” is
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[161]:

τca =
1
σ2

∫ c

a
e

U(x′)
σ2 dx′

∫ x′

–∞

e– U(x′′)
σ2 dx′′

If the shape of U(x) satisfies that eU(x′)/σ2
is large when x′ is near b and otherwise exponentially

smaller, it can be replaced with exp
[

U(b)
σ2 – |U

′′(b)|
2σ2 (x′ – b)2

]
in the first integral. Similarly, in the

second integral, as x′ ≈ b, the main contribution comes from the neighborhood x′′ ≈ a and may

be approximated with:

∫
∞

–∞

exp
[

–
U(a)
σ2 –

U′′(a)
2σ2 (x′′ – a)2

]
dx′′ =

√
2πσ2

U′′(a)
exp
[

–
U(a)
σ2

]

So, the MFPT τca ≈ 2π√
U′′(a)|U′′(b)|

exp
[

U(b)–U(a)
σ2

]
. This is the Kramers approximation.

If the shape of U(x) does not satisfy the above prerequisite, we numerically calculate the

double integrals for MFPT. The time cost for numerical integrations is large if we repeatedly

implement this for every set of parameters and every state transition (total number is 64×64).

We can make significant savings by applying the Kramers approximation where appropriate, and

where the prerequisite for the approximation is not satisfied, by pre-computing a table of these

rates numerically. We find that the MFPT only directly depends on [R]s, Ptot and y (a function of

[R]s, [S] and [G]s). The superscript s here means the steady state. So, we make a table of the

numerical computation results of the double integrals on a three-dimensional 25×200×200 grid

of [R]s, Ptot and y and use linear interpolation to get the MFPTs when needed.

B.3 Fitting procedure

Our model contains 10 parameters to be fitted with two of them being PA and PI which

only are relevant in light-treatment condition. We use simulated annealing as our method of

fitting. During the fitting, this method accepts a trial step with some probability dependent on an
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artificial temperature T, even when this step does not improve the fit. This can help avoid being

trapped in a local minimum [84]. The initial temperature is usually high to have a larger searching

area and then, the temperature is gradually decreased, leading to more selective sampling towards

the error decreasing direction. We use the simulannealbnd function in MATLAB (R2015b, The

MathWorks, Natick, MA) with default settings.

Even with the simulated annealing method, it is still not guaranteed that the samplings are

not trapped in the local minima. So, we run three rounds of fitting for each network. In the first

round, the error function we use is:

error1 =
1

1000


(

NPsim
wild – NPexp

wild

)2

0.22 +

(
NPsim

RecDN – NPsim
wild –

(
NPexp

RecDN – NPexp
wild

))2

0.12

+H
(

0.1 – Dirsim
wild

) (Dirsim
wild – Direxp

wild

)2

0.012


Here, H is the Heaviside step function ensuring that only a directionality that is not significantly

positive (smaller than 0.1) increases the error function. Specifically, when Dirsim
wild > 0.1, Dirsim

wilds

value is not important at all as the whole term is zero and when Dirsim
wild < 0.1, the term (Dirsim

wild –

Direxp
wild)2 gives a bias towards larger Dirsim

wild during the fitting. As there are no data for light-

treatment experiment in the first round, we only fit for the eight parameters except for PA and

PI. We randomly choose 100 starting points in the parameter space and run 100 fittings with

Tinitial = 100. Then we pick the first five fitting results with the smallest error functions and then

use them as the starting points for the next round of fitting. The error function used in the second

round includes the data for light-treatment conditions:

error2 =error1 +
1

1000


(

NPsim
PAback

– NPexp
PAback

)2

0.32 +

(
NPsim

PARecDN
– NPexp

PARecDN

)2

0.42
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+

(
NPsim

PI – NPsim
wild –

(
NPexp

PI – NPexp
wild
))2

0.12

+ H
(

Dirsim
PAback

+ 0.1
) (Dirsim

PAback
– Dirsim

PAback

)2

0.012


In the second round, we keep the eight parameters in the first round constant and only fit for PA

and PI and Tinitial = 1. Then we put all the ten parameters together for the third round of fitting

with the five results from the second round as the new starting points. Then, error3 = 100×error2

and Tinitial = error3(startingpoint) for the third round and among the five results, we choose the

one with the smallest error function as the final fitting result. The fitting results are listed in Table

B.1.

B.4 Other sampling results

In Figures B.2, B.3 and B.4, we present additional sampling results. Specifically, Figure

B.2 and Figure B.3 show the results for networks with five interactions while Figure B.4 shows

the sampling outcomes for networks with six interactions. Note that all networks in Figures B.2

and B.3 can be excluded even though the network in the black box in Figure B.3 appears to work

well for both experiments. But in fact, this network should be excluded. In this network, R is

only positively dependent on S and R is the only entrance of the external signal. This means

that dProb
d[S] = dProb

d[R]
d[R]
d[S] and d[R]

d[S] > 0. So the requirement of the ReceptorDN experiments that

dProb
d[S] < 0 is equivalent to dProb

d[R] < 0, which is contradictory to the prerequisite dProb
d[R] > 0 based

on other experiments. For the six possible networks that we have selected, there is not this

problem. Because in these six networks, R is not the only entrance of S for the network so that

P’s dependence on R is not necessarily equivalent to P’s dependence on S. So, for these networks

it is possible that dProb
d[S] < 0 while dProb

d[R] > 0.
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Figure B.2: The first ten sampling results for networks with five interactions.The other twelve
are in Figure B.3.
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Figure B.3: The other twelve sampling results for networks with five interactions. The first
ten are in Figure B.2. It’s worth noting that the network in the black box appears to fit both
experiments. However, it can be ruled out when considering the ReceptorDN experiments and
the dProb/d[R] > 0 prerequisite together. The details are in Section B.4
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Figure B.4: The sampling results for networks with six interactions. The upper row corresponds
to the networks B-F of Figure 4.2c that are not excluded by the qualitative selection. The lower
row shows examples of networks that are not consistent with the experimental data.
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Table B.1: Parameter fitting results for six-link networks

Network A Network B Network C Network D Network E Network F

Sgrad 0.4109 0.4814 0.8746 0.5147 0.1590 0.2290

Smean 3.982 0.01205 0.1686 0.06754 0.02587 0.01093

basalAR 2.064 0.04961 0.5324 0.01124 0.7171 0.02782

kRP 52.40 9.356 3.825 6.417 0.2470 9.535

Ptot 0.8892 2.411 7.475 5.097 96.32 5.223

k1
kSG k–SG kRG k–RG kRG k–RG

0.1228 0.05322 47.81 2.897 62.25 77.79

k2
kRG k–RG k–GR kGR k–GP kGP

1.490 92.65 0.8540 0.09783 0.1259 0.7983

k3
k–GP kGP k–SP k–SP k–SP k–SP

2.125 5.101 1.159 8.702 1.229 10.22

PI 1034 4.939 7561 4580 0.05685 27.14

PA 0.2777 0.02406 0.05794 0.1339 0.004729 0.01876

σ 0.1(not fitted but fixed)
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Appendix C

Appendix to Chapter 5

Figure C.1: Finding the monolayer center. Imaged fields of view from a single monolayer are
shown to scale (a, scale bar 500 μm). The image outlined with a dashed orange line is magnified
and overlaid with the detected edge of the monolayer (b, scale bar 100 μm). In combination
with the imaging positions, the detected edge is used to fit the monolayer to a circle of radius R,
indicated by the dashed green line (c, scale bar 500 μm). The dashed orange line in (a-c) shows
the same region.
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Figure C.2: Comparison of growth rate in the simulation and in the experiments. In all
subfigures, monolayer size is plotted with respect to the initial frame (Rrelative(t) = (R(t) –
R(0))/R(0)). The simulated monolayers (a) grow linearly as time increases. Each frame of the
experiment is two minutes long; the frames of the simulation are recorded every 10t0, which can
be converted to a time scale of approximately 100 min (see Methods Section). The monolayer
growth in both experiment and simulations is shown in (b); the small region indicated by a
dashed gray line is enlarged in (c). Wake rate parameter values in all subparts are 0.03, 0.05, 0.1,
0.2, 0.3, 0.4, and 0.5 from dark green to light green.

Figure C.3: In (a), legend pairs indicate [division rate, division radius] parameter values.
Changing the proliferation rate has no clear effect on speed. Cell growth for these curves is
shown in (b). Increasing the rate at which non-motile cells ‘wake’ increases the overall mean
speed while maintaining a similarly shaped curve (c). Wake rate parameter values (kwake) in (c)
are 0.03, 0.05, 0.1, 0.2, 0.3, and 0.5 from dark green to light green with the standard parameter
value of 0.4 shown in black. The fraction of the cell sheet that is awake at any given time is
shown in (d) for each of these parameter values.
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Figure C.4: If velocity motility coupling is removed (a), changing the wake rate does not
change the mean speed (wake rate parameter, kwake, value is shown in legend); the standard
parameter set with coupling implemented and kwake = 0.4 is shown in black. Speed increases as
the coupling is increased (b); from dark blue to light blue the coupling parameter, kmv, is set to
0.1, 0.05, 0.04, 0.035, 0.03, 0.025, 0.02, 0.015, 0.01, 0.005, 0.001, and 0.0001. The standard
value of 0.00001 is shown in black. Smaller values of kmv indicate a stronger coupling strength.

Figure C.5: Snapshots of simulated cell monolayers at t = 0 (a–c) and t = 300t0 (d–f). The
columns from left to right show increasing division rates with (c,f) corresponding to the standard
division rate of 0.1. At the lowest rate of 0.01, the monolayer no longer remains circular or
confluent.
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Table C.1: Standard Value of Parameters

Parameter Value Unit Description

m 1.2 p0l20 Magnitude of motility forces

k1 0.1 t–1
0 Minimal transition rate to non-motile state

k0 0.3 t–1
0 Maximal transition rate to non-motile state

kwake 0.4 t–1
0 Transition rate to motile state

f0 2.4 p0l20 Repulsive cell-cell potential coefficient

f1 1.0 p0l20 Attractive cell-cell potential coefficient

Rcc 1.0 l0 Range of pair potentials and dissipative forces

B 5.0 p0l40 Cellular expansion coefficient

Rexp 0.8 l0 Range of intracellular expansion forces

Rdiv 0.4 l0 Threshold distance for cell division

rdiv 0.01 l0 Distance of new particles after division

kdiv 0.1 t–1
0 Division rate for cells surpassing size threshold

ξint 50.0 p0l0t0 Intracellular dissipation

ξdf 50.0 p0l0t0 Intercellular dissipation

ξB 10.0 p0l0t0 Background friction coefficient

M 1.0 p0l0t20 Mass of particles

τ 5.0 t0 Relaxation time for velocity averaging

kmv 10–5 p0l30t–1
0 Sharpness of ksleep dependence on alignment

kRm 0 p–1
0 l–3

0 Strength of leading cells at the edge
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Hébert, and Michel Bouvier. Real-time monitoring of receptor and g-protein interactions
in living cells. Nature methods, 2(3):177, 2005.
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[98] Néstor Sepúlveda, Laurence Petitjean, Olivier Cochet, Erwan Grasland-Mongrain, Pascal
Silberzan, and Vincent Hakim. Collective cell motion in an epithelial sheet can be
quantitatively described by a stochastic interacting particle model. PLoS computational
biology, 9(3):e1002944, 2013.

[99] Danfeng Cai, Shann-Ching Chen, Mohit Prasad, Li He, Xiaobo Wang, Valerie Choesmel-
Cadamuro, Jessica K Sawyer, Gaudenz Danuser, and Denise J Montell. Mechanical
feedback through e-cadherin promotes direction sensing during collective cell migration.
Cell, 157(5):1146–1159, 2014.

[100] Damien Ramel, Xiaobo Wang, Carl Laflamme, Denise J Montell, and Gregory Emery.
Rab11 regulates cell–cell communication during collective cell movements. Nature cell
biology, 15(3):317, 2013.

[101] David P Stonko, Lathiena Manning, Michelle Starz-Gaiano, and Bradford E Peercy. A
mathematical model of collective cell migration in a three-dimensional, heterogeneous
environment. PloS one, 10(4):e0122799, 2015.

[102] M Abercrombie and EJ Ambrose. The surface properties of cancer cells: a review. Cancer
research, 22(5 Part 1):525–548, 1962.

[103] Carlos Carmona-Fontaine, Helen K Matthews, Sei Kuriyama, Mauricio Moreno, Graham A
Dunn, Maddy Parsons, Claudio D Stern, and Roberto Mayor. Contact inhibition of
locomotion in vivo controls neural crest directional migration. Nature, 456(7224):957,
2008.

[104] Brian A Camley, Juliane Zimmermann, Herbert Levine, and Wouter-Jan Rappel. Emer-
gent collective chemotaxis without single-cell gradient sensing. Physical review letters,
116(9):098101, 2016.

[105] Danfeng Cai, Wei Dai, Mohit Prasad, Junjie Luo, Nir S Gov, and Denise J Montell. Mod-
eling and analysis of collective cell migration in an in vivo three-dimensional environment.
Proceedings of the National Academy of Sciences, 113(15):E2134–E2141, 2016.

[106] David Ellison, Andrew Mugler, Matthew D Brennan, Sung Hoon Lee, Robert J Huebner,
Eliah R Shamir, Laura A Woo, Joseph Kim, Patrick Amar, Ilya Nemenman, et al. Cell–cell
communication enhances the capacity of cell ensembles to sense shallow gradients during

111



morphogenesis. Proceedings of the National Academy of Sciences, 113(6):E679–E688,
2016.

[107] Andrew Mugler, Andre Levchenko, and Ilya Nemenman. Limits to the precision of gradient
sensing with spatial communication and temporal integration. Proceedings of the National
Academy of Sciences, 113(6):E689–E695, 2016.

[108] Brian A Camley, Juliane Zimmermann, Herbert Levine, and Wouter-Jan Rappel. Col-
lective signal processing in cluster chemotaxis: Roles of adaptation, amplification, and
co-attraction in collective guidance. PLoS computational biology, 12(7):e1005008, 2016.

[109] Julien Varennes, Bumsoo Han, and Andrew Mugler. Collective chemotaxis through noisy
multicellular gradient sensing. Biophysical journal, 111(3):640–649, 2016.

[110] Denise J Montell, Wan Hee Yoon, and Michelle Starz-Gaiano. Group choreography: mech-
anisms orchestrating the collective movement of border cells. Nature reviews Molecular
cell biology, 13(10):631, 2012.

[111] Denise J Montell. Border-cell migration: the race is on. Nature reviews Molecular cell
biology, 4(1):13, 2003.

[112] Pernille Rørth. Initiating and guiding migration: lessons from border cells. Trends in cell
biology, 12(7):325–331, 2002.
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