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University of California San Diego, 2019 

Dr. Eric Terrill, Co-chair 
Dr. Jeffrey Gee, Co-chair 

 

 

Research results that advance the capabilities of autonomous underwater vehicles 

(AUVs) to conduct seabed surveys are described.  These include the creation of a software 

framework to enable research and development in sensing and adaptive autonomy, a novel 

synthetic baseline navigation technique, and a magnetic sensing system that incorporates sense 

and react behaviors.  Field experiments were conducted globally in a wide range of littoral 

environments to test hypotheses associated with the emerging field of autonomy as applied to 

underwater systems. 



xxi 

To facilitate sensor integration and provide a testbed for autonomous sense and react 

research, an onboard sensor processing and autonomy system was developed for the REMUS 

AUV using the Robot Operating System (ROS) that provides high-level control of the vehicle. 

Multiple vehicles outfitted with this system were used for seabed surveys, sensor evaluation, and 

engineering tests.  This framework enabled the development of novel techniques for undersea 

navigation and magnetic sensing. 

A synthetic baseline navigation technique that self-localizes an AUV using intermittent 

acoustic communications signals received by a single transducer is presented.  The methodology 

is found to offer advantages over traditional acoustic-based navigation, in that it can operate with 

or without synchronized clocks, does not require acoustic transmissions dedicated to navigation, 

and can provide faster navigation solution convergence.   The method uses the phase 

measurement at the output of a second-order phase-locked loop (PLL) to create fine-scale 

pseudo-range estimates in addition to, or in the absence of, a one-way travel time (OWTT) 

measurement based on the arrival time of the acoustic data packet.  These range measurements 

are incorporated by an adaptive particle filter.  This technique allows the vehicle navigation 

system to take advantage of multiple phase-derived range measurements made over the duration 

of a communication packet.   

To enable geophysical and archaeological survey capabilities, a scalar magnetometer 

system has been developed and integrated into an AUV.  Real-time signal processing mitigates 

platform effects of the vehicle.  Development of autonomy for on-board processing and target 

detection, coupled with reacquisition behaviors, is found to increase the effective survey 

coverage rate by nearly 300% when searching for magnetic dipole targets.   



xxii 

The compact system collects data from a Micro-Fabricated Atomic Magnetometer 

(MFAM, Geometrics Corporation, San Jose, CA, USA), a total-field atomic magnetometer, and 

data from the sensor is both streamed to storage and made available to an onboard autonomy 

engine for real-time sense and react behaviors.  Following characterization both in controlled 

laboratory conditions and at sea to determine its performance limits, methodologies for 

processing the magnetometer data to correct for interference and error introduced by the AUV 

platform were developed to improve sensing performance.  When conducting seabed surveys, 

the developed autonomy is found to reliably detect and characterize targets of interest using 

physics-based algorithms designed to operate in real-time within the computational constraints 

of the AUV.  Over the course of this research, the system was advanced to drive both single- and 

multiple-vehicle autonomous target reacquisition behaviors.  Detailed results from surveys 

searching for submerged World-War II aircraft wrecks at locations worldwide are presented. 
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1 Introduction 

Autonomous underwater vehicles (AUVs) face unique challenges relative to aerial and 

terrestrial robots, many of which stem from limitations in communication.  As electromagnetic 

propagation is limited in water, the use of radio for navigation, control, and telemetry is not 

feasible.  Alternative communication schemes, such as acoustic or optical systems, are high-

latency and low-throughput or short-range, respectively [1].  These limits are physics-based [2], 

[3].  These limits in communication preclude the use of systems such as GPS for navigation while 

underwater, and it limits the ability of human operators to observe sensor data and command 

appropriate vehicle behavior in real-time. 

Expanding the on-board capabilities of the AUV can overcome these limitations.  Sensor 

data can be processed in real-time, and this can be used to drive behavior without human 

intervention.  When using multiple AUVs to accomplish a task, their behavior can be coordinated 

effectively with frugal use of available communication bandwidth.  Navigation in a global 

reference frame can be accomplished efficiently and accurately using signaling that operates 

underwater.  Underwater vehicles serve to benefit greatly from the emerging scientific field of 

autonomy as a human “pilot-in-the-loop” is not readily available, in contrast to aerial or terrestrial 

counterparts. 

This dissertation describes specific developments that advance these capabilities.  These 

developments have been validated through at-sea experimentation, including operational use in 

support of expeditions in littoral waters at locations around the globe.  This improved capability 

offers benefits for scientific, defense, and industrial use of AUVs. 
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1.1 Motivating Application 

The work described here has broad applicability across a wide range of domains, but the 

research was largely targeted at the use of multiple autonomous underwater vehicles (AUVs) to 

conduct seabed surveys.  This, in turn, was motivated by involvement with Project Recover, a 

multi-university collaborative organization that seeks to use advanced technology to locate and 

identify aircraft wrecks associated with servicemembers missing-in-action [4]. 

Seabed surveys when searching for wreck sites are often conducted using a “find-fix-

finish” paradigm[4], [5], which corresponds to the use of wide-area, low-resolution sensors to 

conduct an initial search for potential targets (“find”), and then reinvestigation of those targets 

(“fix”), and finally detailed documentation of targets (“finish”) [4], [5].  Autonomous underwater 

vehicles (AUVs) are used throughout these phases of search, where lower-resolution, longer-

range sensors are used for initial search, and higher-resolution, shorter-ranges sensors are used 

for target reacquisition.  The “finish” phase may be completed with AUV-based sensors, such as 

cameras or multibeam sonar, or by remote-operated vehicles (ROVs) or human divers.  

The AUVs most commonly used for this work are torpedo-shaped two-man-portable 

REMUS 100 vehicles [6].  These are actively-propelled, versatile platforms that can carry a 

variety of instruments.  Many sensors use a modular attachment system that allows payloads to 

be changed for different missions.  It is common to use a single vehicle to operate several 

different sensors over the course of an expedition with many deployment sorties to meet 

operational requirements. 

The initial search (“find”) phase for aviation-debris-sized targets is typically conducted 

using low-frequency (600 kHz) sidescan sonar, which has a relatively long sensing range (greater 

than 75 m) but sufficient resolution to identify potential targets [7].  This provides a high survey 
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area coverage rate.  Automatic detection of objects of interest in sidescan sonar imagery has been 

performed, but successful demonstrations to date rely on the objects in question having known, 

well-defined geometry [8]–[15].  Therefore, targets associated with aircraft debris are identified 

in sidescan sonar imagery post-mission by human analysts.   

Once a potential target is identified, those targets are reacquired (the “fix” phase).  At this 

point, a smaller area near the target is surveyed in higher resolution by the AUV to characterize 

the target and rule out false-positive target identifications.  This may involve the use of high-

resolution, short-range sidescan sonar, with the AUV making multiple passes at close range at 

several headings to obtain multiple images of the target with different acoustic look angles.    

High-resolution multibeam sonar or optical cameras may be used at this stage, although the 

effective range of these sensors is low.  A magnetometer can be used to locate ferrous debris 

(Chapters 4 and 5). 

Once the target has been reacquired, it may be documented further (the “finish” phase) 

using other platforms such as remotely-operated vehicles (ROVs) or human divers, depending 

on the survey area and other expeditionary concerns. 

AUVs have been used for a variety of archaeological applications, with a focus on 

locating and characterizing shipwrecks [5], [16]–[20].  The use of cooperative teams of multiple 

AUVs for archaeological seabed survey offers the potential to increase survey efficiency.  This 

area is less well-explored, although it has been touched upon in simulation studies [21]–[23]. 

Surveys of this nature are also used for mine countermeasures (MCM) operations, which 

involve searching an area for targets of interest [24], [25].  This was an early application for 

AUVs, and an important application that has driven the development of the REMUS AUV, to 
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the benefit of the scientific research presented here [26]–[28].  The use of networked, cooperative 

groups of AUVs for this application has been explored since the late 1990’s (e.g. [29], [30]). 

1.2 Synthetic Sensor Processing 

AUVs generally control and measure their motion with precision.  Even when the AUV 

is unable to use external references such as acoustic transponders for large-scale or global 

localization, it can often maintain good relative motion tracking using sensors that directly 

measure the vehicle’s velocity over the seabed (Doppler velocity logs, or DVLs).  This enables 

synthetic sensing: treating a collection of measurements made by a moving sensor over time as 

if they were collected by a spatially-distributed array. 

The exploitation of synthetic sensor processing is central to the work described here.  It 

is applied to vehicle navigation in Chapter 3, where the vehicle motion is used to create a 

synthetic “baseline”, which refers to a set of locations used for trilateration.  In Chapters 4 and 

5, synthetic magnetic field gradients are calculated from measurements taken using a single 

sensor on a moving AUV.  Performing these calculations introduces computational complexity, 

but this additional computation load is now compatible with modern processing capabilities that 

can be installed in AUVs (Chapter 2). 

1.3 Autonomy 

Autonomous underwater vehicles are often operated with basic levels of autonomy: they 

operate with closed-loop control of attitude and velocity, and they are capable of navigating 

between predefined waypoints [24, p. 1].  For typical seabed survey applications, human 

operators manually plan survey tracks, and the vehicle navigates to waypoints along the survey 

tracks to the best of its ability as defined by its navigation accuracy. 
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Sense-and-react autonomy, where the vehicle interprets sensor measurements in real-time 

and makes decisions that drive path-planning behavior, is a logical step in enhancing the 

capabilities of AUVs.  This has been used to adaptively sample a variety of oceanographic 

phenomena, and it has been demonstrated with both buoyancy-driven gliders [31]–[38] and 

propeller-driven AUVs [39]–[44].  Sense-and-react autonomy has also been previously explored 

for seabed surveys, but without substantial progress due to the limited scope of those studies. 

[45] describes a nested survey approach where areas of high interest are mapped and then 

resurveyed.   [46] used a proprietary automatic target recognition system to identify mine-like-

objects in sonar data and performing reacquire maneuvering.   

The framework described in Chapter 2 enables sense-and-react autonomy aboard 

REMUS AUVs, and Chapter 4 describes the development and application of autonomy behaviors 

that respond to magnetic target detections. 

1.4 Overview 

The subsequent chapters detail several specific advancements in sensor processing, 

navigation, and autonomy. 

Chapter 2 describes a software framework used for sensor integration and autonomy on 

a family of small AUVs, along with details on hardware implementation.   This system is built 

upon the Robot Operating System (ROS) [47], and it provides standardized messaging as well as 

a straightforward command-and-control interface that can be used to build complex autonomous 

behaviors.  The capabilities provided by this framework were instrumental to conducting the 

research described in subsequent chapters, and it enables reactive autonomy on-board the AUV. 
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Chapter 3 details a novel synthetic baseline navigation technique that uses phase 

information contained in standard acoustic communication signals to self-localize an AUV.  

Underwater navigation presents unique challenges, and these are exacerbated when operating 

several AUVs in a confined survey area.  As GPS signals cannot penetrate water, other methods 

are used to provide navigation in a global reference frame.  The method detailed in this chapter 

offers several advantages over preexisting approaches: it does not require that the vehicle 

transmit acoustic navigation signals (“go active”), it does not require synchronized clocks 

throughout the network (although it can take advantage of them if they are present), it uses 

existing telemetry or command-and-control acoustic communication signals, and it is well-suited 

to situations where multiple vehicles must operate within acoustic range of one another.  AUV 

position estimates are formed by a particle filter that incorporates phase measurements from a 

phase-locked loop that tracks the carrier of incoming acoustic communication packets.  The 

performance of this technique was validated through at-sea experimentation.  

Chapter 4 describes the use of a scalar total-field magnetometer that is integrated on the 

AUV and used for geophysical and archaeological surveys.  The system, based on a Geometrics 

(San Jose, CA, USA) Micro-Fabricated Atomic Magnetometer (MFAM), is characterized under 

controlled laboratory conditions and in the field.  A variety of signal processing techniques to 

mitigate measurement noise and error induced by the AUV platform are described.  When 

performing seabed surveys to locate and identify magnetic targets of interest, measurements from 

this sensor are processed in real-time during the mission by detection and classification 

algorithms that use a physics-based model of magnetic anomalies.  Autonomy routines that 

leverage this real-time target detection capability are used to trigger both single-vehicle and 
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multiple-vehicle autonomous target reacquisition behaviors.  This capability is found to 

significantly increase the effective coverage rate of the magnetic survey system. 

Chapter 5 provides additional details on the specific use of the magnetometer system for 

locating and characterizing sites associated with downed World-War II aircraft.  It describes 

operational differences between this system and the towed magnetometers that are sometimes 

used in archaeology.  Several specific sites are documented, including descriptions of the 

magnetic properties of artifacts at those sites. 
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2 ROS on the REMUS 100 AUV using RECON 

 To facilitate sensor integration and provide a testbed for autonomous sense and react 

research, an onboard sensor processing and autonomy system has been developed for the 

REMUS 100 AUV using the Robot Operating System (ROS) and the REMUS RECON interface, 

which provides backseat control of the vehicle. An interface library, pyREMUS, has been 

developed to handle the REMUS RECON interface, and a ROS package, ros_remus, uses this 

library to provide a deep level of interoperability between the REMUS vehicle computer and 

other ROS-based subsystems. This system has been deployed on multiple REMUS 100 vehicles 

and it is currently used operationally for field research programs. Vehicles outfitted with this 

system have seen numerous deployments, where they have been used for seabed surveys, sensor 

evaluation, and engineering tests. 

2.1 Introduction 

The Robot Operating System (ROS) [47] is a popular open-source robotics middleware 

system that has been widely adopted by the research and industrial communities [48].  It has been 

deployed on several research AUVs [49], [50].  The commercial manufacturer of the REMUS, 

Hydroid (Pocasset, MA, USA), has indicated that it will be used on the “Next Generation” 

REMUS 100 vehicle [51], but no open-source interface is currently available. 

The system described here makes significant use of an API provided by the REMUS 

vehicle computer, called “RECON” [52], to provide a ROS interface that can relay data from the 

vehicle and its on-board sensors to other ROS systems.  It also allows ROS nodes to control the 

vehicle’s behavior. 
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This system has seen extensive operational use, totaling over 500 mission-hours across 

four REMUS 100 vehicles operated by the Scripps Institution of Oceanography (La Jolla, CA, 

USA).  Most of these missions have been seabed surveys with objectives beyond the testing of 

software.  Notable expeditions include extensive archaeological surveys in Hansa Bay, Papua 

New Guinea, and Kiska, Alaska, USA, where numerous World-War-II-era aircraft and 

shipwrecks were found.  Additionally, the system has enabled testing and prototyping of novel 

sensors and autonomy behaviors. 

2.2 Architecture overview 

The ROS-based system is used as a “back-seat driver” in the vehicle, sending commands 

to and receiving telemetry from the vehicle’s primary CPU and operating software.  This 

implementation allows us to leverage existing tools and rapidly develop new sensor interfaces 

and behaviors with little risk to the safety of the AUV, which remains under the primary control 

of the REMUS vehicle operating system. 

Furthermore, the system is designed such that high-level control of the vehicle, such as 

mission planning, can take place entirely via ROS, entirely via the vehicle’s standard mission 

planning interface, or using a mixture of the two.  This allows users familiar with traditional 

REMUS mission programming to immediately take advantage of features implemented in ROS, 

and it facilitates testing of new functionality. 

The major components of the system described in this paper are the RECON vehicle 

interface, the pyREMUS library that manages the RECON interface and makes it accessible to 

other modules via Python, and the ros_remus ROS package, which contains the nodes that bridge 

the RECON interface to the ROS system (Figure 2.1). 
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Figure 2.1: Overview of system architecture.  RECON is used to communicate between the 
vehicle computer and the sensor/autonomy computer.  This is facilitated by a library named 
"pyREMUS", which manages the connection and performs appropriate message translation.   The 
“ros_remus” package provides a ROS node that uses the pyREMUS library to interface between 
the vehicle computer and other ROS components via ROS messaging. 

2.2.1 RECON 

RECON was initially developed for an ONR program with the goal of using a REMUS 

100 to track a plume to its source using a chemical “sniffer” [42]. This required a sensor 

processing computer to find a plume and then steer the vehicle towards the source. The initial 

design was based around the division of labor aboard a research vessel: captain and crew 

(vehicle) were responsible for ship safety, the science party (client) was responsible for achieving 

the research objectives. The initial RECON controls were low-level and rudimentary. In 

subsequent years, additional features were added at the behest of users that gave clients far more 

capabilities, now reaching into all aspects of vehicle operation.  

RECON provides a telemetry, command, and control interface to the REMUS vehicle 

computer for use by external computers.  It follows a publish-subscribe model for messaging 
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over UDP sockets.  The protocol uses human-readable ASCII messages with 8-bit checksums to 

ensure integrity.  Messages are sent asynchronously from the vehicle computer to the RECON 

client to provide sensor data and vehicle status information at user-specified intervals.  

Commands that change vehicle behavior are sent from the client using the same message 

interface, and the vehicle responds with appropriate status messages as commands are executed. 

The command interface provides both low-level vehicle control, such as commanding a 

heading and speed, and also complex tasks, such as navigating in a survey pattern.  Commands 

to perform any of these operations can be queued at the vehicle, allowing a state machine on the 

vehicle computer to track progress.  It is also possible to save lists of commands as subroutines 

on the vehicle computer, which can then be invoked by the RECON client by name using a single 

command message.  The vehicle mission planner provides a mechanism to enable and disable 

back-seat-driver control via RECON for different segments of the mission.  

RECON commands are integrated with the REMUS VIP interface program, such that 

projected vehicle paths are appropriately plotted in the navigation display.  Additionally, RECON 

commands and the resulting behavior are logged in the vehicle computer log for post-mission 

analysis using the same tools typically used to review REMUS mission logs. 

RECON provides a “help” interface that can be used by an operator or programmatically 

for interface introspection.  This is useful when accounting for differences among vehicles, as 

the host can determine which features are available via the RECON interface by querying the 

help system. 

RECON also provides an interface to indicate subsystem status to the vehicle computer.  

For example, this can be used to trigger a mission abort in the case of a critical failure or log the 

error and notify the operator.  Additionally, it provides a watchdog system (using keepalive 
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messages) that allows the vehicle to detect when communication with the RECON client has 

failed.  At all times, the “front-seat” vehicle computer monitors vehicle health and safety, and it 

will override commands sent by RECON clients if necessary. 

2.2.2 PyREMUS 

A library named “pyREMUS” provides the software interface to the vehicle CPU.  It 

provides a “Pythonic” (idiomatically correct Python) mechanism to use the REMUS RECON 

interface and exposes the RECON features described above.  This library communicates with the 

vehicle computer via a UDP socket and handles message parsing, generation, and dispatch.  

Parameters of RECON messages are converted to and from appropriate Python types.  

Although it is used here to connect to ROS, pyREMUS is middleware-agnostic.  It can 

be used to build an interface with MOOS or other autonomy systems, or directly interface sensors 

with the vehicle.  It currently runs under Python 2.7 or Python 3 and requires only the Python 

standard library.   

pyREMUS can operate with any REMUS vehicle running RECON version 3 or 4, 

including both REMUS 100 and REMUS 600 vehicles. 

2.2.3 A very brief overview of ROS 

ROS provides a collection of tools and libraries that implement features commonly 

needed by a variety of robots. It supports message-passing between separate processes that run 

on one or several computers via a publish-subscribe mechanism (called, intuitively, “publishing” 

and “subscribing” to “messages”) as well as a remote procedure call mechanism called 

“services”.    Processes that either publish or subscribe to messages are called “nodes”.  It also 

provides tools for inspection of running systems and logging data.  ROS is described in great 

detail in its documentation [53]. 
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2.2.4 ros_remus 

The ros_remus package provides several modules, including the ROS node that serves as 

the primary interface between the vehicle computer and other ROS nodes in the system.  It also 

defines ROS message types that correspond to REMUS RECON messages and performs 

appropriate type conversions.  

It incorporates logic to monitor and report the mission state of the vehicle, which is widely 

used for logging and sensor control.  The module also provides a node, mission_bag_node, which 

generates new ROS bag log files on mission start and stop.  This simplifies logging sensor data, 

since sensor nodes need only publish messages containing data, and this can be logged by the 

mission_bag_node.  

There is also an additional node, node_status, that allows monitoring and reporting ROS 

node status to the vehicle.  This node is packaged separately to simplify its use in other nodes 

that may not have other dependencies on messages in the ros_remus package.  This is commonly 

used to toggle annunciators in the REMUS Vehicle Interface Program and generate entries in the 

vehicle computer log.  The annunciators can be configured at run time by setting ROS parameters 

(programmatically or in the ROS launch file). 

2.3 Sensors 

In the systems fielded to date, each sensor is supported by a ROS package and at least 

one ROS node that controls its operation.  Most sensor controllers leverage the telemetry from 

the vehicle and provide simple status feedback to the vehicle computer.  Generally, sensors are 

decoupled from autonomy; other nodes are responsible for monitoring sensor data and 

commanding appropriate vehicle behavior. 
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The authors have developed drivers for sidescan sonars, multibeam sonars, a 

magnetometer, optical imagers, and an experimental acoustic navigation system.  Additionally, 

existing open-source ROS drivers have been used to integrate new sensors in the vehicle.  

2.3.1 Sensor control and configuration 

REMUS vehicle missions are built from “objectives”, which represent tasks that the 

vehicle executes in sequence.  Different objectives require that different sets of sensors are 

enabled and configured, so each objective specifies an “instrument setup” configuration.  On the 

vehicle computer, the mission file includes a mapping of instrument setup names to sensor 

configurations (for any sensors that are directly controlled by the vehicle). 

To take advantage of this capability and provide compatibility with traditional REMUS 

vehicle mission programming, pyREMUS and ros_remus can also use the instrument setup 

names defined in the vehicle mission.  The instrument setup name for the currently running 

objective is published in the remus/status topic, and it is therefore available to any node when the 

vehicle is running.  ros_remus also incorporates a mechanism for controlling sensors, so they 

don’t need to parse or interpret the instrument setup name internally. 

An instrument setup configuration that maps instrument setup names to sensor control 

parameter can be specified in YAML via a dedicated file or inline in a roslaunch file.  This file 

(Figure 2.2) defines how each sensor under ROS control should operate.  The 

instrument_setup_node monitors and parses the instrument setup name from the remus/status 

message and then uses dynamic_reconfigure [54] to control sensor nodes based on the 

mappings in the instrument setup configuration file.  Therefore, any sensor node that supports 
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dynamic_reconfigure can be controlled via the REMUS vehicle mission without modification. 

  

Figure 2.2: Sample Instrument setup file, showing commonly used functionality.  The syntax is 
YAML that is compatible with the ROS parameter subsystem, and it can be included in a 
roslaunch file or as a separate file 

 

# The default setup is used when the instrument  
# setup is not listed elsewhere. It also sets  
#default values for each sensor that can be  
# optionally overridden below. 
default: 
    arcscout: 
        enabled: yes 
        range: 75 
    norbit: 
        enabled: no 
    hanucam: 
        enabled: no 
 
# The underscore ("_") indicates that we should  
# search for this string in the instrument setup  
# name, not match the whole name 
_camera: 
    arcscout: 
        enabled: yes 
        range: 30 
    hanucam: 
        enabled: yes 
        exposure: auto 
        interval: 0.1 
 
# This matches a specific instrument setup name 
transit: 
    arcscout: 
        enabled: no 
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2.4 Actions 

RECON provides the ability to directly command relative complex actions, such as 

navigating a complete survey pattern, with a few messages.  After first “adding” the message to 

the queue, parameters can be subsequently modified as required, for example by changing the 

row length, spacing, number of rows, or orientation/heading.  It can also be used to compose 

complex sequences of actions, which are then tracked by a state machine in the vehicle controller 

such that the back-seat driver need only monitor the overall status of the action sequence. 

pyREMUS makes these actions available to Python programs, and the ros_remus node exposes 

this functionality via actionlib, a ROS library that provides a standard interface for performing 

tasks [55].  actionlib provides a mechanism for commanding an action, monitoring progress, and 

receiving feedback that the action has been completed successfully or failed. 

The implementation of actions in the vehicle computer and exposed via RECON maps 

well to the paradigm of actionlib actions.  Therefore, ros_remus exposes action servers that map 

directly to RECON actions.  Additionally, ros_remus implements an action to execute a series of 

RECON transit actions, which corresponds to navigating to a series of waypoints.  Table 2.1 

describes the actions available in ros_remus and via RECON. 
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Table 2.1: Summary of ros_remus and RECON actions 

ros_remus action RECON action Description 
Transit Transit Transit to a waypoint 
TransitList  Transit to a series of waypoints, via multiple 

RECON Transit actions 
Rows Rows Navigate in a “mow-the-lawn” survey 

pattern 
Loiter Loiter Slowly circle a waypoint (to keep the 

vehicle close to one location) 
SurfaceLoiter Surface Loiter Surface the vehicle and then circle a 

waypoint 
 Manual Follow a heading at a specified speed.  Not 

currently implemented in ros_remus 
Circle Circle Circle a waypoint with a specified radius 

 

Most actions provide properties that allow the user to specify vehicle depth, altitude, 

speed, and which navigation sensors to use.  Presently, ros_remus does not provide a mechanism 

to manually command vehicle heading and speed, as this functionality has not been required by 

any applications to date.  However, this capability is exposed via pyREMUS, should it become 

necessary to incorporate it in the future. 

2.4.1 Behaviors 

These actions can be used to compose complex autonomy behaviors.  Since they are 

exposed via actionlib, they are easily used with state machine libraries such as SMACH [56].  

They may also be called directly without the use of additional libraries.  The behaviors 

themselves are not part of the remus node or the ros_remus package, and they are tailored to 

particular missions and use cases.    
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Typically, one or more behaviors is implemented in a node that processes sensor input 

and invokes ros_remus actions.  An arbiter node may be used to select among behaviors provided 

by other behavior nodes, facilitating modularity and code reuse. 

2.5 Multi-vehicle Operation 

Various mechanisms exist to support ROS operation across multiple robots connected via 

a network [57].  For use on AUVs, however, systems that provide high levels of convergence 

between robots by passing significant amounts of data over a network are not suitable, since 

AUV communication throughput is severely limited during operation.  Rather than attempting to 

synchronize the complete state of the robot or pass all messages between robots, only a select 

subset of messages necessary for a particular cooperative operation are passed between vehicles 

using an acoustic modem link. 

2.5.1 Acoustic communication 

Systems have been developed to communicate over heterogeneous underwater acoustic 

links from ROS [58] and other middleware, but this system is more complex than we require.   

The primary mechanism for underwater communication on the REMUS is a WHOI 

Micromodem-2 acoustic modem [59], which, in this configuration, has a maximum burst 

throughput of 5kbps.   Although RECON provides an interface to use the acoustic modem via 

the vehicle computer, this mechanism places limitations on data rates and packet sizes.  Instead, 

the autonomy computer connects to a second serial port on the modem and uses it directly. 

A ROS node subscribes to relevant ROS topics.  When specified ROS messages are 

received, they are marshalled into a compact binary format for acoustic transmission, and then 

transmitted.  The timestamp associated with the ROS message header is used as a unique 
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identifier that can be used to provide positive acknowledgement of received messages.  When 

acoustic messages are received, the inverse occurs, and the node publishes a ROS message 

corresponding to the received message. 

Presently, the marshalling format for each message used acoustically is user-defined via 

Python functions to handle marshalling and unmarshalling.  Work is ongoing to build a system 

that parses ROS message files with optional metadata and marshals messages into a format that 

is compatible with the dynamic compact control language (DCCL) [60]. 

2.5.2 Multi-vehicle behavior 

Multi-vehicle autonomy is achieved by passing either stimuli or commands from one 

platform to the other and then operating a behavioral state machine that executes a series of 

actions via ros_remus.  This architecture is flexible and does not enforce a particular multi-agent 

control strategy. 

An overview of how this system operates when performing multi-vehicle autonomous 

target reacquire is shown in Fig. 2.  In this case, one vehicle is equipped with a sensor system 

that identifies targets of interest while conducting a seabed survey (often called automatic target 

recognition, or ATR).  The ATR node publishes messages with details about the targets it has 

detected.  The acoustic communication (acomms) bridge node subscribes to these messages and 

relays them via the acoustic modem.  A second vehicle equipped with a different sensor that will 

be used to re-survey the target receives this acoustic message.  The acomms bridge node 

publishes the received message, which is then handled by a behavior node that decides if and 

how the vehicle should navigate to investigate the target.  The behavior node then calls 

appropriate actions via the actionlib interface on the remus node, which commands the vehicle 

accordingly. 
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This use-case has been exercised at sea to perform autonomous multibeam sonar 

reacquisition of archaeological targets identified by a magnetic target detection system operating 

on a different vehicle.  

 

Figure 2.3: Overview of system architecture for multi-vehicle autonomous target reacquision.  
In this example, a vehicle ("ATR Vehicle") identifies a target of interest and passes target 
information to the "Reacquire Vehicle", which maneuvers to resurvey ("reacquire”) the target. 

2.6 Implementation 

In our vehicles, the ROS-based software stack runs on x86-based single board computers.  

Two configurations are used: one based on an Intel Atom E3845 quad core processor, for 

applications that require more processing capability, and one based on an Intel Atom Z34xx SOC 

for applications where minimizing power consumption is critical. 

These systems run either Ubuntu or a custom OpenEmbedded Linux distribution.  

Automatic startup of the ROS system is handed by a systemd unit that calls roslaunch.  The 

roslaunch file used on a particular AUV is determined automatically by searching for a file name 

that matches the computer’s hostname.  This allows all the autonomy computers across multiple 
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vehicles to use the same code, and the appropriate configuration is automatically selected at 

runtime. 

ros_remus has been used operationally at sea under two ROS versions: ROS Kinetic 

(released 2016) and ROS Indigo (released 2014).  Testing with ROS Melodic (released 2018) is 

ongoing. 

The system has been deployed on four REMUS 100 vehicles thus far, and installation on 

additional REMUS 100 and REMUS 600 vehicles is underway.   

2.7 Conclusion 

A system has been developed that leverages the REMUS RECON interface to provide a 

ROS interface to the REMUS AUV.  It provides reusable components that allow novel sensor 

integrations and autonomy development, with significant integration to the REMUS mission 

planning system.  Vehicles outfitted with this system have seen extensive operational use, and 

they have been used for seabed surveys, sensor evaluation, and engineering tests of other systems.  

The system continues to be developed to improve its capabilities, and integration with additional 

vehicles is ongoing. 
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3 Synthetic Baseline Navigation with Phase-coherent 

Acoustic Communication Signals 

The development of a synthetic baseline navigation technique that self-localizes an 

autonomous underwater vehicle (AUV) using intermittent acoustic communications signals 

received by a single transducer is described, along with field results from in-ocean tests.  The 

method uses the phase measurement at the output of a second-order phase-locked loop (PLL) to 

create fine-scale pseudo-range estimates in addition to, or in the absence of, a one-way travel 

time (OWTT) measurement based on the arrival time of the acoustic data packet.  These range 

measurements are incorporated by an adaptive particle filter.  This technique allows the vehicle 

navigation system to take advantage of multiple phase-derived range measurements made over 

the duration of a communication packet.  These measurements, when incorporated with an 

appropriate filter and vehicle kinematic model, improve vehicle navigation at no additional cost 

in navigation-specific acoustic transmissions.  This approach was demonstrated and evaluated 

with data collected at-sea using a REMUS 100 AUV. 
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3.1 Introduction 

AUVs have traditionally relied on acoustic navigation techniques such as long-baseline 

(LBL) or ultra-short-baseline (USBL) systems, which require measuring two-way acoustic travel 

times between multiple transmit or receive elements to form a navigation solution [61], [62].  

These techniques generally form least-squares maximum likelihood estimates of position using 

a well constrained set of time-delay-of-arrival measurements.   

The use and development of accurate and synchronized clocks has enabled one-way 

travel time measurements that are suitable for navigation (e.g. [63], [64]).  Various systems have 

been developed that employ a single estimate of the one-way travel time of an acoustic 

communications packet rather than a signal dedicated to navigation [63]–[66].  These systems 

offer several advantages over traditional LBL and USBL navigation:  they reduce the number of 

acoustic transmissions required, are scalable to any number of receivers, and eliminate one path 

delay to reduce latency.  Navigation solutions using one-way travel time may using one or several 

transmitters depending on the implementation and its desired accuracy and spatial coverage. 

Synthetic baseline navigation computes a localization solution by leveraging the motion 

of either the AUV or another platform to provide multiple range measurements over time.  This 

has been demonstrated using two-way travel time to transponders [67], [68] and with USBL-

style direction-of-arrival measurements [69]–[71].  A primary objective of these methods is to 

reduce the number of acoustic emitters, ideally to one, or to improve the quality of the navigation 

solution for a given number of transponders or navigation beacons.  Similar techniques have been 

used to localize moving sources using fixed receive arrays that exploit acoustic channel structure 

[72]. Generally, the navigation solution is computed using linear estimators (least squares or 

Kalman filters) that incorporate range measurements, a model of vehicle kinematics, and other 
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sensor inputs available on a platform.  Recently, particle filters have been used to improve 

performance of  traditional USBL navigation systems coupled with other navigation aids such as 

a Doppler velocity log (DVL) [73]. 

The work presented here builds upon the navigation methods reviewed above.  

Importantly, it relies only on phase tracking information that is often already available from 

Doppler estimators in acoustic communications receivers.  The specific approach presented here 

takes advantage of the phase-locked loop (PLL) incorporated in a decision-feedback equalizer in 

a single-carrier communications receiver but could be adapted to other modulation methods that 

use high-resolution Doppler estimators. 

This approach enables localization using acoustic communication signals when one-way 

travel time (OWTT) is not available, and it is therefore useful when synchronize transmit and 

receive clocks are not available.  When OWTT measurements are available, this technique 

reduces the uncertainly of the position estimate, which enables localization using fewer acoustic 

transmissions. 

3.2 Implementation 

The navigation system, described in detail in this section, uses an adaptive particle filter 

to estimate vehicle position.  The process model is based on the vehicle kinematics and 

incorporates a 7-variable state vector along with control inputs.  High-resolution pseudo-range 

measurements are computed using the phase-tracking output of the acoustic receiver while 

communication packets are being received.  The measurement model incorporates these pseudo-

range measurements along with an initial starting range derived from the one-way travel time of 

the communication packet, if it is available, velocity information from the vehicle’s doppler 
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velocity log, and heading information from the vehicle attitude and heading reference system.   

Localization of the vehicle is achieved using a hybrid particle filter where position is tracked by 

a particle filter and other state variables are tracked using an unscented Kalman filter. 

3.2.1 Kinematic Process Model 

The vehicle is localized using a two-dimensional constant turn rate and velocity kinematic 

model that also incorporates horizontal water current.  A complete description of the dynamics 

of an underwater vehicle involves 18 state variables, and current (fluid velocity) requires at least 

three more1.  For both conceptual and computational simplicity, the model tracks only a subset 

of the state, which is sufficient to track the vehicle. 

Depth is not explicitly tracked in this model, although it is indirectly incorporated in some 

measurement functions of the tracking filter.  This assumption is reasonable, as the depth of the 

vehicle can be measured with high precision and accuracy using a pressure transducer.  

Furthermore, the vehicle sway velocity is incorporated in the current velocity terms.  As the 

vehicle uses only one thruster, which propels the vehicle forward or backward and cannot directly 

induce transverse motion, any sway over ground is due primarily to ocean currents. 

The vehicle surge velocity (forward, through water), yaw, and yaw rate are composed in 

the body-fixed frame, while the current velocity and vehicle position are in local North-East-

Down (NED) coordinates.  The corresponding state vector is 

                                                 
1 Corresponding to force, velocity, and pose of surge, sway, heave, roll, pitch, and yaw.  
Irrotational current requires another three velocity states.  See, e.g., [74] 



27 

𝒙𝒙 =

⎣
⎢
⎢
⎢
⎢
⎢
⎡

postition, North
position, East

current velocity, North
current velocity, East
vehicle surge velocity

vehicle yaw (heading angle)
vehicle yaw rate ⎦

⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑥𝑥
𝑦𝑦
𝑢𝑢𝐶𝐶
𝑣𝑣𝐶𝐶
𝑢𝑢
𝜓𝜓
𝑟𝑟 ⎦
⎥
⎥
⎥
⎥
⎥
⎤

(1) 

 

The vehicle control inputs include speed and steering control, corresponding to the 

rotational rate of the propeller and the angle of the rudder: 

𝒖𝒖 = �propeller speed
rudder angle � = �

𝑛𝑛
𝛿𝛿𝑟𝑟� (2) 

With these controls, the speed model is 

𝑢𝑢 = 𝑏𝑏𝑢𝑢(𝑛𝑛) (3) 

Where 𝑏𝑏𝑢𝑢 is an empirically-determined function mapping propeller rotation rate to vehicle 

speed through water.  The steering model is  

𝑟𝑟 = 𝑏𝑏𝛿𝛿(𝛿𝛿𝑟𝑟) (4) 

Where 𝑏𝑏𝛿𝛿 is an empirically-determined function mapping rudder angle to vehicle yaw rate.  

Both of these empirical functions can be determined by performing a polynomial fit to 

experimental data collected on the vehicle over a range of speed and steering inputs. 

The horizontal position is calculated using the kinematic differential equations 

𝑥̇𝑥 = 𝑢𝑢𝐶𝐶 + 𝑢𝑢 cos𝜓𝜓 (5) 

𝑦̇𝑦 = 𝑣𝑣𝐶𝐶 + 𝑢𝑢 sin𝜓𝜓 (6) 

And the yaw and yaw rate are related as 

𝜓̇𝜓 = 𝑟𝑟 (7) 
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3.2.2 Pseudorange Measurement via Phase Tracking 

The navigation technique exploits the phase tracking information required to properly 

demodulate and equalize a phase-shift keyed (PSK) communications packet, which is made 

available from a phase-locked loop.  The approach is independent of the type of signal 

constellation, and it may be BPSK, QPSK, or higher order.  This output of the PLL is a phase 

time series that can be used to generate hundreds of estimates of range between the transmitter 

and receiver for each packet, depending on the length of the packet and its bandwidth. 

Typical PSK packets begin with an acquisition probe (such as an FM sweep), followed 

by a PSK-modulated sequence that includes an equalizer training sequence and coded data.   

The implementation described here is based on the processing done by a WHOI 

Micromodem-2 acoustic modem.  In this system, the acquisition probe is detected using a 

matched filter, and the modem determines and reports a time of arrival that corresponds to this 

detection.  If clocks at the transmitter and receiver are synchronized, this process alone can be 

used to determine one-way travel time for navigation purposes [65].  The Micromodem-2 

provides time-of-arrival measurements with one microsecond precision and to the accuracy 

governed by bandwidth and the acoustic propagation channel.  The modem clock can be 

synchronized with a reference, such as a pulse-per-second signal from a GPS at the start of a 

mission or with a stable atomic clock in the vehicle [59].   

The initial range estimate for each packet is made using the time-of-arrival (TOA) 

measurement for the acquisition probe.  Using the known time of transmission, this forms a single 

one-way travel time (OWTT) measurement, assuming a direct acoustic path.  This 

implementation uses the local speed of sound (as measured by the AUV via a CTD) to determine 
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a corresponding geometric range, but this can be improved by use of ray tracing to compute the 

average sound speed over the path taken by the signal from its source. 

The QPSK sequence is processed using an adaptive equalizer that incorporates an LMS 

adaptive filter and a second-order PLL for carrier phase tracking.  The equalizer estimates the 

channel impulse response and applies a corresponding filter to the incoming samples, such that 

the channel effects are mitigated. The PLL phase gradient is calculated by measuring the phase 

difference between the received QSPK symbol, as demodulated using the PLL-adjusted carrier, 

and a known training symbol.  Each packet incorporates a DC-balanced training sequence chosen 

to enable this carrier recovery.  The PLL is tuned such that most of the motion-induced Doppler 

shift is tracked by the PLL and not by the group delay of the LMS filter, using parameters from 

Johnson et al. [75].  This process is illustrated in Figure 1.  A more detailed discussion of the 

adaptive equalizer can be found in [76]. 

 

Figure 3.1: Block diagram showing basic processes involved in receiving PSK acoustic 
communication signals.  The portion of this process that is used for navigation in this work is 
enclosed with the dashed line. 
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The PLL-tracked phase is then low-pass filtered and delay-corrected.  The phase 

measurement controls a resampling filter that applies a corresponding group delay (positive or 

negative) to the incoming samples such that time dilation or contraction is removed.  The group 

delay (T) associated with this phase shift is given as  

𝑇𝑇 = −
𝜙𝜙

2𝜋𝜋𝑓𝑓𝑐𝑐
(8) 

where 𝜙𝜙 is the phase shift and 𝑓𝑓𝑐𝑐 is the carrier frequency. 

In this method, the calculated group delay is tracked throughout the received packet and 

is used indirectly to generate pseudorange measurements for each received symbol at a decimated 

rate that is chosen to match the cutoff frequency of the low-pass phase filter. 

It should be noted that the measurements are only valid if the equalizer has converged 

and is operating with reliable feedback.  If not, the phase gradient measurement may be invalid, 

and this error will propagate into the group delay estimate.  Typically, the equalizer converges 

during training where perfect feedback is available and then continues to operate reliably after 

changing to decision-directed mode.  To test that the measurements are valid, the equalizer mean-

squared error (MSE) is low pass filtered to provide a reliable low-noise estimate, and, when the 

MSE for a symbol is low (less than 1, corresponding to positive output SNR), the equalizer is in 

a converged state.  In this state, the algorithm considers the group delay estimate for that symbol 

to be valid.  

The local speed of sound is used to convert each filtered and gated group delay 

measurement to a difference in range between subsequent received symbols.  This process yields 

a series of range measurements between the source and receiver over the duration of the received 

packet which are then used in the Bayesian tracking filter to localize the AUV. 
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3.2.3 Measurement Models 

The measurement models incorporate the phase-derived pseudorange measurements, 

one-way travel time measurements, and data from the vehicle’s doppler velocity log (DVL) and 

attitude and heading reference system.  An appropriate model is selected to incorporate only the 

measurements that are available in each time step. 

The pseudoranges to each transmitting source are calculated using the phase-tracking 

method described above.  The range relation is given as 

𝜌𝜌 = �(𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑥𝑥)2 + (𝑦𝑦𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑦𝑦)2 + (𝑧𝑧𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑧𝑧)2 (9) 

where 𝜌𝜌 is the range and x, y, and z are distances in Cartesian space.  The vertical components 

(z) are not modeled but are used directly by the measurement functions. 

The DVL reports bottom tracking velocity in the body frame: surge velocity 𝑢𝑢𝐷𝐷𝐷𝐷𝐷𝐷 and 

sway velocity 𝑣𝑣𝐷𝐷𝐷𝐷𝐷𝐷.    These are related to state as 

𝑢𝑢𝐷𝐷𝐷𝐷𝐷𝐷 = 𝑢𝑢 + 𝑢𝑢𝐶𝐶 cos𝜓𝜓 + 𝑣𝑣𝐶𝐶 sin𝜓𝜓 (10) 

𝑣𝑣𝐷𝐷𝐷𝐷𝐷𝐷 = 𝑢𝑢𝐶𝐶 sin𝜓𝜓 + 𝑣𝑣𝐶𝐶 cos𝜓𝜓 (11) 

The vehicle attitude and heading reference system (AHRS) measures yaw rate and 

heading angle (adjusted to true North) as 

𝑟𝑟𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 = 𝑟𝑟 (12) 

𝜓𝜓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝜓𝜓 (13) 

We assume that measurement noise is normally distributed for each of these instruments, 

and each of them reports data at different rates, as summarized in Table 3.1. 



32 

Table 3.1: Summary of measurements and instruments used for navigation with their update 
rates, standard deviation, and availability. 

Measurement Instrument Typical 
Measurement 

rate 

Typical 
Standard 
Deviation 

Availability 

Range from one-
way travel time 
(OWTT) 

Acoustic 
comms system 
with 
synchronized 
clocks 

<0.1 Hz 0.01-10m 
(depending on 
time 
synchronization 
and error 
sources 
described in 
text) 

Intermittently, 
once each time a 
packet is 
received (if TX 
and RX time are 
synchronized) 

Difference in 
range from phase 
tracking 
information 

Acoustic 
comms system 

Up to PSK 
symbol rate 

0.00012m During packet 
RX for approx. 
3.5s  

Velocity over 
ground 

DVL (1200kHz 
RDI Workhorse 
ADCP) 

0.5 - 2 Hz 0.3 cm/s [77] When vehicle is 
<25m above 
seafloor 

Yaw (heading) 
and heading rate 

AHRS (Kearfott 
INS) or 
magnetic 
compass 

9-10 Hz 0.1 (INS) to 3 
deg (magnetic 
compass) 

Continuous 

 

3.2.4 Localization with Hybrid Particle Filter 

Tracking and localization of vehicles is commonly performed using Kalman filters to 

estimate position and velocity.  When the system being modeled includes nonlinear states or 

measurements, extensions of the Kalman filter are often employed, such as the extended Kalman 

filter (EKF) and the unscented Kalman filter (UKF) [78].  The UKF improves upon the EKF for 

many systems, and details relating to its performance and implementation are widely discussed 

in the literature, e.g. [74], [79]–[81].   

Despite its advantages over the EKF, the UKF may still perform poorly when applied to 

some nonlinear systems.  In practice, the pseudorange measurement data proves unsuitable for a 
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linear or linearized filter because the corresponding measurement equation (8) is nonlinear, and 

the associated probability densities can be multimodal and nongaussian in Cartesian space. 

To avoid some of the problems associated with using a linear filter with a nonlinear 

system, a particle filter is used to form vehicle location estimates.  The particle filter does not 

assume that the system is linear, Gaussian, or unimodal.  Several excellent overviews of particle 

filters exist, see e.g. [82]–[84], and the implementation used in this system is described below. 

However, tracking all the state variables in a particle filter would be computationally 

prohibitive in an embedded system.  To address this, the implementation partitions the state into 

linear and nonlinear components, which are tracked with a UKF and a sequential-importance-

sampling (SIS) particle filter, respectively.  The particle filter acts as an integration filter that 

incorporates the estimate from a UKF, as illustrated in Figure 2.   

 

 

Figure 3.2: Block diagram showing data flow in Integrating navigation filter using UKF and 
particle filter 

In this hybrid filter, the model is simplified such that the particle filter only tracks the 

following state. 

𝒙𝒙𝒑𝒑 = �postition, North
position, East � = �

𝑥𝑥
𝑦𝑦� (14) 

Pseudorange 
measurements 

AHRS/DVL 
measurements, 
steering input 

UKF Particle 
Filter 

State 
estimates and 
weights 
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A separate unscented Kalman filter uses DVL, AHRS, and steering data to estimate a 

state vector,  

𝒙𝒙𝒌𝒌 = �vehicle velocity over ground
vehicle heading over ground� = �

𝑣𝑣𝑔𝑔
𝜓𝜓𝑔𝑔

� (15) 

The velocity and heading over ground incorporate the effects of both currents and AUV body 

motion. 

The Kalman state estimate is used as a control input to the particle filter in the prediction 

step as 

𝒙𝒙𝑡𝑡+1
𝑝𝑝 = 𝑓𝑓�𝒙𝒙𝑡𝑡

𝑝𝑝,𝒙𝒙𝑡𝑡𝑘𝑘, 𝜈𝜈𝑡𝑡� (16) 

where 𝜈𝜈 is process noise, and 𝑓𝑓 is a function that predicts the state variables as 

𝑥𝑥𝑡𝑡+1 = 𝑥𝑥𝑡𝑡 + �𝑣𝑣𝑔𝑔,𝑡𝑡 + 𝜈𝜈𝑣𝑣,𝑡𝑡� cos𝜓𝜓𝑔𝑔,𝑡𝑡+1
𝑝𝑝  𝑑𝑑𝑑𝑑 (17) 

𝑦𝑦𝑡𝑡+1 = 𝑦𝑦𝑡𝑡 + �𝑣𝑣𝑔𝑔,𝑡𝑡 + 𝜈𝜈𝑣𝑣,𝑡𝑡� sin𝜓𝜓𝑔𝑔,𝑡𝑡+1
𝑝𝑝  𝑑𝑑𝑑𝑑 (18) 

 

3.2.5 Particle Filter Measurement Update 

The measurement update operates in one of two modes.  If a one-way travel time 

measurement corresponding to a total range is available, the filter adjusts the particle weights 

using the pseudorange data via the measurement equation (8) and the expressions 

𝑓𝑓𝑋𝑋(𝑥𝑥) = 𝒩𝒩�𝜌𝜌𝑖𝑖,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ,𝑅𝑅𝜌𝜌� (19) 

𝑤𝑤𝑖𝑖 = 𝑓𝑓𝑋𝑋(𝑥𝑥), 𝑥𝑥 = 𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 (20) 

where 𝑓𝑓𝑋𝑋(𝑥𝑥) is the probability density function of a normally-distributed random variable with 

mean 𝜌𝜌𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 (from the measurement function) and variance 𝑅𝑅.  𝑤𝑤𝑖𝑖 is the particle weight, 

found by evaluating 𝑓𝑓𝑋𝑋(𝑥𝑥) at the measurement value. 
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When using the phase-derived time difference of arrival data, the filter operates instead 

with the difference in range given by taking the group delay 𝑇𝑇𝑖𝑖, from equation (8), and 

multiplying by the speed of sound (𝑐𝑐) measured by the AUV: 

𝑑𝑑𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑇𝑇𝑖𝑖𝑐𝑐 (21) 

The prior is formed using the control vector output from the UKF to update the nonlinear state 

vector as described in (17) and (18) and taking the discrete difference of the state across time 

steps: 

𝑑𝑑𝜌𝜌𝑖𝑖,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = �(𝑥𝑥𝑡𝑡+1 − 𝑥𝑥𝑡𝑡)2 + (𝑦𝑦𝑡𝑡+1 − 𝑦𝑦𝑡𝑡)2 + (𝑧𝑧𝑡𝑡+1 − 𝑧𝑧𝑡𝑡)2 (22) 

Note that z is not tracked by the filter, but measurements of depth are used directly. 

The filter adjusts particle weights in this mode as described above for the one-way travel 

time case, but with 

𝑓𝑓𝑑𝑑𝑑𝑑(𝑥𝑥) = 𝒩𝒩�𝑑𝑑𝑑𝑑𝑖𝑖,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ,𝑅𝑅𝑑𝑑𝑑𝑑� (23) 

𝑤𝑤𝑖𝑖 = 𝑓𝑓𝑑𝑑𝑑𝑑(𝑥𝑥), 𝑥𝑥 = 𝑑𝑑𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 (24) 

The particles are roughened (also called jittering or diffusing) by adding additional independent 

Gaussian noise to prevent sample degeneracy and reduce the effects of dependent noise 

processes in the sampling system. 

In both cases, particle weights are normalized after calculation such that 

�𝑤𝑤𝑖𝑖
𝑖𝑖

= 1 (25) 

The particles are resampled after each update if the number of effective particles drops too low 

(below N/2, where N is the number of particles), using a common approximation as described 

in [84], 

𝑁𝑁�𝑒𝑒𝑒𝑒𝑒𝑒 =
1

∑ 𝑤𝑤𝑖𝑖2𝑖𝑖
(26) 
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where 𝑤𝑤𝑖𝑖 is the weight of each particle.  Particle resampling is done with a systematic 

resampler [85].   

3.2.6 Position State Estimates 

Position state estimates are generated by calculating the weighted mean of the particle 

state vectors. 

𝒙𝒙𝒕𝒕
𝒑𝒑� = �𝑥𝑥𝑡𝑡�𝑦𝑦𝑡𝑡�

� = � 𝑤𝑤𝑖𝑖 �
𝑥𝑥𝑖𝑖,𝑡𝑡
𝑦𝑦𝑖𝑖,𝑡𝑡�𝑖𝑖

(27) 

Notably, this estimate may not characterize a multimodal distribution in a useful way, so a 

weighted covariance variance of the state particles is computed to help quantify the validity of 

the estimate. 

𝑸𝑸𝒑𝒑 =
1

1 − ∑ 𝑤𝑤𝑖𝑖2𝑁𝑁
𝑖𝑖=1  

�𝑤𝑤𝑖𝑖 �𝒙𝒙𝒕𝒕
𝒑𝒑 − 𝒙𝒙𝒕𝒕

𝒑𝒑�� �𝒙𝒙𝒕𝒕
𝒑𝒑 − 𝒙𝒙𝒕𝒕

𝒑𝒑��
𝑇𝑇

𝑁𝑁

𝑖𝑖=1

(28) 

These position estimates and covariances form the output of the localization system. 

3.3 Simulation 

To validate the basic functionality of the localization technique, the filter algorithms were 

run using simulated vehicle movements across a range of realistic values.  This demonstrated 

that the particle filter could successfully incorporate both one-way-travel-time measurements as 

well as pseudorange measurements using the algorithm described in the previous section.  An 

illustration of the output of the particle filter and estimator from a single acoustic packet 

simulation is shown in Figure 3.3. 
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Figure 3.3: Plot of particle distributions and navigation filter estimates operating over a single 
simulated acoustic comms packet of approximately 5 second duration while the simulated vehicle 
travels at an average of 1.5 m/s.  Positions are relative to the simulated transmitter.  Each particle 
(dot, blue color online) is partially transparent, with its opacity determined by the weight of the 
particle.  Therefore, darker regions correspond to higher-probability regions.  2-sigma covariance 
ellipses are drawn with dashed lines.  (The covariance ellipse in the right subplot is small and 
overlaps with the estimate marker). The weighted estimate, as described in Eqn. 27, is plotted as 
a triangle (orange color online).  The first subplot (“Prior”) shows an initial particle distribution, 
which was deliberately chosen such that it was offset from the simulated position of the vehicle 
(marked with a cross).  The center subplot shows the distribution and estimate associated with 
the one-way-travel-time measurement update, and the corresponding reduction in uncertainty is 
noticeable.  The right plot labeled, “Last Phase Update,” shows the output of the filter after 
incorporating hundreds of pseudorange measurements.  Most of the particles are clustered near 
the estimated position (and the estimate marker covers most of the dots).  Of interest, this example 
shows an additional cluster of particles near -335m Easting and 125m Northing, which represent 
another, less probable, position region that remains tracked by the particle filter, illustrating an 
advantage of this nonlinear filtering technique. 

3.4 Experiment and Results 

To evaluate performance of this navigation system under real-world conditions, a 

REMUS 100 AUV was operated in ocean waters adjacent to the Scripps Pier in La Jolla, CA.  
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The vehicle was programmed to swim a north-south and east-west survey pattern (Figure 3.4) in 

constant-altitude mode at a speed of 1.5m/s for approximately 750m in each direction.  This 

mission geometry is typical for seabed survey applications using the REMUS 100, and it offered 

a variety of ranges and aspects between the transmitter and the vehicle.   

An acoustic communication gateway buoy (a device that incorporates a subsurface 

acoustic transducer, an acoustic modem, and a radio link for surface communication) was 

deployed from the end of a pier, approximately 100m to the east of the operating area.  It 

transmitted Rate 1 Micromodem packets with a 25kHz carrier, 5kHz bandwidth, and duration of 

about 4 seconds.  Packets of this length and type are commonly used for AUV telemetry.   

Packets were transmitted at varying intervals throughout the trial, with a maximum 

frequency of 4 packets per minute.  Although more frequent packet transmission could improve 

the navigation performance, since more phase measurements would be available, the maximum 

packet frequency was chosen such that there was enough time between transmissions to allow 

the vehicle’s standard long baseline navigation and acoustic communication systems to operate 

during the experiment. 
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Figure 3.4: REMUS mission plan.  Lines with arrows (magenta color online) indicate the planned 
vehicle track.  Bathymetry is notated by background shading (color online). 

3.4.1 Vehicle Hardware 

The REMUS vehicle was equipped with a custom passband acoustic recording system 

that captured data from a single HTI-96 hydrophone mounted at the front of the vehicle (Figure 

3.5).  The vehicle is approximately 1.5 m long, and the minimum turning radius is about 5 m. 
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Figure 3.5: REMUS 100 vehicle used for this experiment, shown as it is being deployed.  The 
hydrophone is visible at the vehicle nose.  The modem hardware and passband recorder is 
incorporated within the vehicle’s dry payload section (inside the yellow hull section).   

The hydrophone signal was amplified and filtered by analog circuitry prior to being 

simultaneously processed by a Micromodem-2, which provided GPS-synchronized timestamps 

for the packet time-of-arrival [86], and sampled by a 96kHz passband recorder, as illustrated in 

Figure 3.6 

. 
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Figure 3.6: Block diagram of recording system integrated in the REMUS AUV. 

To allow evaluation of the mode in which one-way travel time is used, a chip-scale atomic 

clock (CSAC) manufactured by Microsemi Corporation (Aliso Viejo, California, USA) was 

incorporated using custom interface hardware.  For this experiment, the CSAC was used only as 

a real-time clock to control drift in the time of arrival measurements, and not used to derive a 

phase-locked analog-to-digital converter clock. 

The acoustic recordings, vehicle AHRS, vehicle DVL, timing information, and additional 

diagnostic data were logged using a software stack built upon the Robot Operating System (ROS) 

[47].   

These data were processed offline using the navigation filters described above, and the 

results were compared with the vehicle internal navigation track.  The vehicle’s internal 

navigation solution was formed by proprietary algorithms incorporating sensor data (from the 

vehicle AHRS, GPS when surfaced, and DVL) as well as intermittent long-baseline transponder 

fixes. 

3.4.2 Results using adaptive filter incorporating one-way travel time 

During the aforementioned mission, the filter was found to capably incorporate data from 

both the one-way travel time measurements as well as phase measurements.  The progression of 

Hydrophone Analog signal 
processing

Micromodem-2

Synchronized 
Passband 

recording system
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measurement updates as two packets are received is shown in Figure 3.7 and Figure 3.8.  In this 

example, 10000 particles are generated and randomly distributed uniformly over a 900m2 area.  

The vehicle’s actual position falls within this area (but not at its center).  In most applications, 

the initial particle distribution should be chosen such that it adequately samples the possible 

locations of the vehicle.  These experimental results suggest that an initial particle density 

between 10 and 20 particles per square meter is sufficient. 
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Figure 3.7: Plot of estimates of vehicle position (triangles) and 2-sigma covariance ellipses for 
the adaptive filter.  As the vehicle travels east (left to right on the plot), two packets are received.  
Covariance ellipses are plotted showing the covariance of a prior estimate (the output of the 
predictor before measurements are incorporated) as a dotted line, a dashed ellipse showing the 
estimate once the one-way travel time (OWTT) measurement is incorporated, and a solid ellipse 
showing the estimate after all the phase measurements for the packet are incorporated.  Many 
phase measurement updates are performed, but only the estimate after the last update is plotted 
for clarity.  The decreasing area of the covariance ellipses shows how the filter incorporates data 
from one-way travel time measurements as well as phase estimates to improve the accuracy and 
confidence of the position estimate.   The latest vehicle’s internal navigation fix at the time of 
the last phase update is plotted for comparison. Inaccuracy in the survey of the LBL transponder 
and buoy positions during this experiment account for the differences among the position 
estimates. 
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Figure 3.8: Particle distributions with corresponding position estimates and covariance ellipses, 
shown as two packets are received by the moving vehicle.  This figure illustrates the same 
sequence as illustrated in Figure 3.7, but it shows the particle cloud at each step.  Each particle 
(dot, blue color online) is partially transparent, with its opacity determined by the weight of the 
particle.  Therefore, more opaque regions correspond to higher-probability regions. The first 
subplot (“Prior 1”) shows the user-provided initial particle distribution. The lower-right plot 
labeled, “Last Phase Update 2,” shows that the additional phase measurements from the second 
packet allow the filter to converge. 

The benefit of incorporating the phase-derived pseudorange data is apparent when 

comparing the performance of the navigation filter using only the one-way travel time (OWTT) 

data and the results using pseudorange measurements.  Figure 3.9 shows how the uncertainty of 

the position estimate (shown as the standard deviation of the estimate) decreases as a series of 

packets are received over a 25-minute period.   The use of phase-derived pseudorange 
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measurements in addition to the OWTT causes the navigation estimate to converge much more 

quickly, using fewer received acoustic packets.  It also performs well even when there are long 

intervals during which no packets are received.  Therefore, this method is more suitable than 

operating with only OWTT measurements when acoustic packets are received only 

intermittently.  Even when OWTT measurements are regularly available, using pseudorange data 

improves the certainty of the position estimate.  
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Figure 3.9: Weighted standard deviation (square root of trace of Equation 28) of the position 
estimates generated by the filter.  Results are shown for the case where both pseudorange and 
OWTT measurements are used (solid line, blue) and when only the OWTT measurements are 
used (dashed line, orange).   Phase measurement updates are highlighted using blue dot markers, 
and OWTT measurement updates are highlighted with orange dot markers.  Note that uncertainty 
grows with time in the absence of new measurements, which can be seen in the areas where there 
are gaps between received packets (periods with no measurement markers).  The reduction in 
uncertainty from using the phase measurements is apparent when comparing the results from the 
OWTT-only and OWTT-and-pseudorange measurement cases. 

 

3.4.3 Results without one-way travel time 

The performance of the navigation system using only phase measurements within 

packets, and not one-way travel time measurements, was also evaluated.  This represents 
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situations where time is not accurately synchronized between the transmitter and receiver and, 

therefore, one-way travel time measurements are unavailable.  Figure 3.10 shows a plot of 

localization estimates generated using only the phase-derived pseudorange data, along with 

associated covariance ellipses and the vehicle’s internal navigation track. 

 

Figure 3.10: Plot of estimates of vehicle position (triangles) and 2-sigma covariance ellipses for 
the filter using only phase measurements.   As the vehicle travels east and south (left to right, 
from top to bottom, on the plot), sixteen packets are received, and the navigation filter runs 
continuously.  Many phase measurement updates are performed, but only a few estimates per 
packet are plotted for clarity.  The decreasing area of the covariance ellipses shows how the filter 
incorporates data from phase estimates to improve the confidence of the position estimate.  The 
position estimate from the vehicle’s internal navigation system is plotted as a gray dashed line.  
Note that measurements are only intermittently available (and entirely absent while the vehicle 
is travelling west), but the filter still tracks the vehicle position. The offset between the filter 
position estimate and the vehicle’s internal navigation solution is about 12 meters at the last 
estimate, which is within the accuracy bounds of this experiment. 
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When operating without one-way travel time (OWTT), the filter still converges, but many 

additional measurements are needed to achieve levels of certainty in the position estimate 

comparable to the adaptive filter case described above, as shown in Figure 3.11.   

 

Figure 3.11: Weighted standard deviation (square root of trace of Equation 28) of the position 
estimates generated by the filter, comparing the performance when OWTT is used (solid line, 
blue) and when OWTT is not available (dashed line, orange).   Phase-derived pseudorange 
measurements are highlighted with dot markers (blue and orange color online).  The certainty of 
the estimate improves as more data is incorporated by the filter in both cases, but the lack of 
OWTT data always increases the uncertainty of the estimate. 
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In both cases, the filter estimates converge to positions near the REMUS navigation 

algorithm estimates of position, which incorporated intermittent LBL navigation transponder 

fixes.  The differences in position between the filter estimates and the REMUS algorithm are 

within the accuracy bounds of the experiment (several meters), which were limited by uncertainty 

in the position of LBL transponders and the transmitting buoy, all of which were manually 

surveyed using a handheld GPS.  Future experimental validation could be performed on an 

instrumented tracking range to increase confidence in this algorithm. 

3.5 Discussion 

3.5.1 Implementation Details and Limitations 

The hybrid particle filter and unscented Kalman filter implementation used here is 

computationally advantageous, as it only tracks two state variables with particles, and it uses a 

single Kalman filter for tracking the motion of the vehicle.  Field results from at-sea testing 

illustrate the performance of the approach and compatibility with the computational resources 

that can be available in most small AUVs.  However, it does not model the non-zero covariance 

among the velocity, heading, and position states, and the Kalman-estimated state updates never 

incorporate pseudorange data.  Given greater computation capability in the future, better 

estimates might be found by converting the partitioned integrating filter into a marginalized (Rao-

Blackwellized) particle filter or changing the partitioning such that more state variables are 

tracked by the particle filter. 

This choice of partition in state variables also allows the vehicle heading and velocity 

control inputs to the particle filter to be generated by another sensor fusion process in the vehicle, 

such as a separate INS or the internal navigation algorithm.  This is advantageous when only 
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processed sensor data is readily accessible in the AUV, and available sensor measurements may 

be delayed or decimated. 

Although the phase tracking technique generates a new phase estimate for each symbol 

in the received packet, averaging and decimation is done to reduce the data output rate from the 

phase tracker.  This process reduces the computational load by limiting the number of 

measurement updates performed by the particle filter.  Furthermore, this system is designed for 

eventual real-time implementation where the phase estimates will be provided by the 

Micromodem-2 to the computer running the navigation filter, and the communication throughput 

between these two devices is limited. 

Additionally, measurements are gated for kinematic consistency and to avoid numerical 

effects associated with very small integration time steps. 

Although this navigation method does not require that velocity over ground 

measurements from a DVL to be continuously available, it does require a reasonable 

measurement or estimate of velocity over ground for the duration of a received packet.  In the 

absence of this data, there is an inherent unresolvable ambiguity between the velocity over 

ground and the possible position tracks.  Practically, this implies that the DVL must have 

continuous bottom lock, or the current must be sufficiently stationary that velocity through water 

measurements are sufficient to form accurate velocity over ground estimates at the time acoustic 

communication packets are received. 

3.5.2 Error in pseudorange measurement 

Several significant sources contribute to error in the range measurement, including 

environmental uncertainty and timing accuracy.  Timing errors in the phase measurement 

generate distance errors in the pseudorange measurement. 
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We use a single, measured value for the sound speed in the medium.  This assumption is 

reasonable when operating over short ranges, but it would require propagation modeling to use 

the phase tracking technique in more challenging environments.  A fractional error in sound 

speed corresponds to an error in range as, 

𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 =
𝑐𝑐𝑢̅𝑢𝑢𝑢𝑢𝑢𝑢𝑢 − 𝑐𝑐𝑎̅𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

𝑐𝑐 ̅𝑎𝑎𝑎𝑎𝑎𝑎𝑢𝑢𝑎𝑎𝑎𝑎
 𝜌𝜌 (29) 

where 𝜌𝜌 is the actual range between the source and receiver, and 𝑐𝑐̅ is the average sound speed 

along the path. 

Any mismatch in sampling clock rate between the transmit and receive system will appear 

as a Doppler shift in the data.  This offset propagates to range as 

𝑒𝑒𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑐𝑐
𝑓𝑓𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
(30) 

𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑒𝑒𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  𝑡𝑡 (31) 

Where 𝑡𝑡 is at most the duration of the packet.  In the system used for the experiment, the 

sample clock accuracy is at worst ±20ppm, such that the maximum possible fractional 

difference between the source and receiver clock frequency is 4E-5.  Using typical values for 

sound speed, this error corresponds to a maximum Doppler velocity error of 6 cm/s, and an 

accumulated range error of about 20 cm over the course of a packet.  This error does not 

accumulate beyond the duration of a single packet.   

The time-of-arrival estimate is affected primarily by the relative drift of the real-time 

clock in the system, which is accurate to ±2ppm on the Micromodem-2 [59].  This corresponds 

to range error as 

𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑐𝑐 𝛼𝛼𝑟𝑟𝑟𝑟𝑟𝑟 𝑡𝑡 (32) 
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Where 𝛼𝛼𝑟𝑟𝑟𝑟𝑟𝑟 is the drift rate of the real-time clock (bounded by the accuracy of the real-time 

clock) and 𝑡𝑡 is the time since the real-time clock was last synchronized with a reference.  

Practically, the clock is synchronized to GPS time each time the vehicle surfaces.  For example, 

for each hour that the vehicle has been submerged, the worst-case range error from this source 

is about 10 m. 

Both the mismatch in sampling rate and real-time clock can be mitigated using a highly-

stable and accurate clock, such as a chip-scale atomic clock [86].  The real-time clock drift can 

be mitigated using a more accurate real-time clock, such as a SEASCAN [64]. 

Motion of either the vehicle or the transmitter that is not tracked by the model contributes 

directly to error in the navigation result.  For example, if the transmit transducer is moving and 

that motion is not characterized, the changing range between the source and receiver appears as 

pseudorange error.  Additionally, the kinematic model used may fail to accurately describe 

vehicle motion in highly-dynamic conditions, where the kinematic assumptions might not hold.  

Once integrated, this will contribute to position error in the estimates. 

3.5.3 Possible Extensions 

In this paper, an algorithm for position estimation using phase measurements of acoustic 

communication signals is described, and experimental results are shown with a single transmitter 

at a fixed location and a moving receiver.  This method is readily extended to the case of multiple 

transmitters and receivers.  There is no limit imposed by the algorithm to the number of source-

receiver pair phase measurements incorporated in the particle filter update.  Although the 

transmitter was fixed and the moving platform hosted the receiver in this experiment, the 

algorithm operates symmetrically, and these roles could be reversed. 
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A less trivial extension would involve both a moving transmitter and receiver.  While the 

fundamental approach remains the same, experimentation is required to determine how much 

kinematic information about the movement of the source must be transmitted to the receiver to 

generate useful position estimates. 

3.6 Conclusions 

A novel synthetic baseline navigation technique has been developed and demonstrated at 

sea.  Analysis of experimental results shows that the use of phase measurements from received 

acoustic communication packets will improve position estimates over those made using only a 

single one-way travel time measurement per packet.  Furthermore, this technique can generate 

position estimates without using one-way travel time measurements, which are unavailable 

without synchronized transmitter and receiver clocks. 

These benefits are realized using a modest amount of additional processing applied to 

existing signals measured by existing sensors.  Therefore, this navigation technique is suitable 

for integration on production and experimental AUV platforms. 
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4 Magnetic Survey and Autonomous Target Reacquisition 

with a Scalar Magnetometer on a Small AUV 

A scalar magnetometer payload has been developed and integrated into a two-man 

portable autonomous underwater vehicle (AUV) for geophysical and archaeological surveys.  

The compact system collects data from a Geometrics micro-fabricated atomic magnetometer 

(MFAM), a total-field atomic magnetometer.  Data from the sensor is both stored for post-

processing and made available to an onboard autonomy engine for real-time sense and react 

behaviors.  This system has been characterized both in controlled laboratory conditions and at 

sea to determine its performance limits.  Methodologies for processing the magnetometer data to 

correct for interference and error introduced by the AUV platform were developed to improve 

sensing performance.  When conducting seabed surveys, detection and characterization of targets 

of interest are performed in real-time aboard the AUV.  This system is used to drive both single- 

and multiple-vehicle autonomous target reacquisition behaviors.  The combination of on-board 

target detection and autonomous reacquire capability is found to increase the effective survey 

coverage rate of the AUV-based magnetic sensing system.  

4.1 Introduction 

A micro-fabricated atomic magnetometer (MFAM) [87], [88] has been integrated in a 

small, two-man portable autonomous underwater vehicle (AUV, the REMUS 100 [6]) and 

fielded to perform geomagnetic surveys and target detection surveys searching for underwater 

World War II-era archaeological sites.  The system is constructed as a modular payload that is 

rigidly attached to the nose of the AUV (i.e., it is not towed).  It has seen extensive deployment 



56 

under many different ocean environments at sites near San Diego (USA), Papua New Guinea, 

Kiska (Alaska, USA), and Palau. 

The integrated system takes advantage of the high (1 kHz) sampling rate of the MFAM 

and digital signal processing routines were developed to overcome and compensate for 

interference from the AUV platform.  Unique to the approach presented is a signal processing 

chain that is designed such that it can operate in real-time on an embedded computer in the AUV. 

When surveying for discrete magnetic targets (versus wide area geophysical surveys), a 

real-time target detection and classification algorithm are run on-board the AUV.  The detector 

and classifier then drive autonomous behaviors that improve ability of the vehicle to discriminate 

and localize targets, significantly reducing false-positives and increasing overall survey 

efficiency.  Furthermore, data on targets that satisfy classification criteria can be relayed 

acoustically to other vehicles to drive multiple-vehicle, cooperative autonomous target 

reacquisition. 

4.2 Background 

4.2.1 Marine Magnetometers 

Marine magnetometers have seen widespread use for geophysical studies, archaeology, 

unexploded ordinance (UXO) and mine detection, and navigation.  Although they are often 

deployed as ship-towed instruments, some deployments have been have been conducted with a 

variety of AUVs, such as the REMUS 600 [89], [90], Bluefin 12 [91], [92], Iver2 [93], Gavia 

[94]–[96], Sentry [97], and the Autonomous Benthic Explorer (ABE) [98], [99].  In several AUV 

deployments, the magnetometer package was towed to physically separate the sensor from the 

AUV [93], [96], [100].  (Many AUVs include a low sensitivity vector magnetometer that is used 
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as a compass.  The magnetometers used as compasses in most AUVs are not sensitive enough to 

be used for the applications described here.  For the purposes of this discussion, we use 

“magnetometer” to describe sensitive instruments useful for geophysical exploration and target 

detection.) 

Many different sensors have been developed to measure magnetic fields.  Broadly, they 

can be categorized by whether they make scalar or vector measurements [101].  Vector 

magnetometers require calibration.  Therefore, when a vector magnetometer is used to sense 

small absolute field changes, they are typically used in a system that also incorporates a scalar 

magnetometer to assist in calibration [94].   

Scalar magnetometers that measure the Larmor frequency provide an absolute field 

measurement with no temperature dependence or drift, and do not require calibration.  They are 

well-suited to detecting small changes in the magnetic field on moving platforms, where small 

platform orientation changes generate changes in the vector components of the field that are 

difficult to separate from the signal of interest when using vector magnetometers [101].   

Research at the U.S. National Institute of Standards and Technology (NIST) and 

subsequent work funded by the Defense Advanced Research Projects Agency (DARPA) and the 

Strategic Environmental Research and Development Program (SERDP) led to the development 

of a small, low-power cesium vapor magnetometer: the Micro-Fabricated Atomic Magnetometer, 

or MFAM [87], [88], [102], [103].  The MFAM provides a total-magnetic-field measurement via 

optical measurement of the Larmor precession frequency of excited atoms in the vapor chamber.  

As a result, the sensor requires no in-field calibration.  Additionally, it samples the magnetic field 

at a high rate (1 kHz).  
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This device has been commercialized by Geometrics, Inc., and the size and power 

consumption of this instrument make it suitable for integration on a small AUVs.   

4.2.2 Magnetic Target Detection 

Scalar magnetometers can be used to identify magnetically-susceptible material by 

measuring its interaction with the geomagnetic field.  The induced magnetization generates a 

distortion in the ambient field that can be detected.  The magnitude of the distortion is governed 

primarily by the magnetic susceptibility, amount of material, and the geometry of the object or 

material.  When searching for compact ferrous objects, this distortion can be approximately 

modeled as a point-source magnetic dipole in the far field, and the resulting field strength falls 

off with distance cubed (r3). 

When adequate survey data are available and a dipole source model is appropriate, some 

properties of the source may be inferred.  Much of the work applied to magnetic dipole sensing 

has been directed at the detection of unexploded ordinance (UXO) (e.g. [104]). An overview of 

conventional techniques to perform this inversion for magnetic targets is given in [105], which 

describes both iterative (least-squares fitting) techniques and also a “pattern recognition” 

approach using template signals that is similar to the detection and classification scheme 

developed in this work.  [106] describes a real-time capable least-squares fitting approach for 

classifying gradiometer data.  Wavelet analysis has also been successfully employed for target 

parameter estimation [107].   These techniques are well-suited to characterizing small dipole 

targets.   

The work herein builds on established, classical techniques to enable effective real-time 

operation using the computing resources that might reasonably be deployed inside a small AUV. 
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4.2.3 Autonomy 

Sense and react autonomy with AUVs has been described for a variety of scientific 

applications (e.g. [31]–[33], [39], [108]), but fewer seabed survey applications exist.  An early 

example from the NATO Undersea Research Centre (NURC) used a team of two surface vehicles 

to identify and reacquire mine-like objects [109].  This system used a robotics framework named 

MOOS-IvP [110] as an autonomy stack, and transmitted sonar imagery taken by a survey vehicle 

in real time to human operators, who then identified targets of interest.  A second vehicle then 

reacquired those targets.  Mine-like objects detected in sidescan sonar were automatically 

reacquired using the same vehicle in [46].  Recently, archaeological survey with multiple AUVs 

has been addressed in simulation, using a team of a fast, “survey” vehicle and a hover-capable 

“inspection” vehicle [21]–[23]. 

The authors are not aware of any prior work describing real-time detection and 

autonomous reacquisition of magnetic targets using both single and multiple vehicles, as 

described in this work. 

4.3 Vehicle Integration 

AUVs provide stable platforms that are capable of precise navigation and are generally 

well-suited to underwater survey applications.  However, as with many moving platforms, the 

AUV itself is magnetic and generates electromagnetic fields due to propulsion motors, control 

servos, and electronic systems.  In most ship-based surveys, the effects of platform noise are 

mitigated by towing the sensor at large distances from the vessel, so that these effects are 

minimized [111, pp. 90–91].  Towing is possible with an AUV (e.g. [93], [96]), but it carries 

substantial drawbacks: a towbody complicates vehicle deployment and recovery, presents a snag 
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hazard when towing near the seabed, and hampers vehicle mobility, response, and turn radii.  

Thus, motivation existed to develop a sensor payload mounted to the front of the vehicle (Figure 

4.1, Figure 4.2).  This positions the sensor as far as possible from the vehicle thruster, which is a 

brushless DC electromagnetic motor.  Additionally, the vehicle was modified to remove as much 

ferromagnetic material as possible, by replacing steel fasteners and components with titanium 

and aluminum.  These modifications are minor when compared with earlier efforts to create a 

non-magnetic AUV [112]. 

The MFAM consists of two sensor heads attached with cables to an electronics module.  

These are incorporated in a pressure housing (Figure 4.2) along with custom interface electronics 

that process the signals from the MFAM and pass the data to a payload processing computer 

inside the vehicle using an Ethernet interface.  This interface is fast enough to capture data at the 

full 1 kHz sampling speed of the sensor.  The total power draw of the system in operation is 

approximately 8 W. 

  

Figure 4.1: Sensor system in long housing attached to REMUS 100 AUV. 
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Figure 4.2: Modeled cutaway showing MFAM pressure housing inside flooded section. 

The MFAM is controlled by a computer in the AUV that is dedicated to sensor processing 

and high-level autonomy.  This computer runs a custom software suite based on the Robot 

Operating System (ROS) [47] that logs data from the MFAM as well as navigation and status 

information from the AUV [113].  This system enables both real-time processing of magnetic 

data and also post-processing with complete knowledge of the vehicle state.  

4.4 Heading error 

Despite being a scalar, total-field sensor, the MFAM is sensitive to orientation.  First, 

there is a “dead zone” region where the sensor is not able to measure the magnetic field 

magnitude.  This occurs when the field vector is aligned with the optic axis of the MFAM sensor 

[88], [114].  Outside the dead zone, the MFAM is largely insensitive to the relative orientation 

of the incident magnetic field vector, but it does exhibit some intrinsic heading error.  To mitigate 

this, two matched sensor heads are incorporated in the MFAM.  The heading error of each sensor 

in the pair is strongly correlated, so the heading error can be mitigated by physically placing the 
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two sensors next to one another, with one rotated 180 degrees around the optic axis.  Taking the 

average value of the two sensors provides a total field value that minimizes intrinsic heading 

error.  A plot showing the heading error measured during sensor calibration is shown in Figure 

4.3. 

 

Figure 4.3: Intrinsic heading dependence of MFAM sensors.  This corresponds to rotation in 
the azimuthal plane with the sensors mounted in a typical configuration on the AUV.  The gaps 
in the traces correspond to the dead zone of the sensors, where no measurements are possible.  
Measured values are in nanoTeslas (nT).  Figure courtesy Geometrics, Inc.  Used with 
permission. 

The two sensors are typically mounted such that the optic axes (and therefore the dead 

zone) are aligned port-starboard; transverse to the vehicle.  This allows the vehicle to accurately 

sense the magnetic field at any location on earth without rearranging the MFAM sensors, 
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provided the vehicle heading is roughly aligned with either magnetic north or south.  As the 

vehicle can maneuver, adjusting survey geometry to satisfy this constraint is often tractable and 

simpler than rearranging the sensors.  When operating in areas where the magnetic field is nearly 

horizontal (such as Palau), the entire magnetometer module can be easily rotated 90 degrees, 

such that the optic axis is oriented up and down (aligned with the gravity vector), and the field 

can be accurately sensed regardless of vehicle heading. 

Although the aforementioned technique mitigates the intrinsic heading error associated 

with the MFAM payload itself, the system when installed on the AUV still exhibits heading error 

due to interaction between magnetically susceptible material on the AUV and the earth field 

(induced magnetization) as well as any permanent magnetization of AUV components.  

Furthermore, despite removing as much ferrous material from the vehicle as possible, magnetic 

disturbances from the electromagnetic motors that drive the thruster and control surfaces remain.  

This will be addressed further in the next section.  Figure 4.4 shows experimental results that 

illustrate the total heading error on the vehicle.  Notably, the heading error is most stable when 

the vehicle heading is aligned with magnetic north or south, but these headings also represent the 

extremes of platform heading error. 

When processing data from the system, an empirical correction can be applied based on 

a fit to measured heading error in an area.  A calibration mission, during which the vehicle circles 

in the middle of the water column as far from likely disturbances as possible, can be run to obtain 

measurements of the platform heading error for all vehicle headings.  The measured heading 

error depends not only on the vehicle heading, but also the pitch and roll of the vehicle.  However, 

the vehicle pitch and roll are stabilized during operation and typically don’t exceed +/- 3 degrees 
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when following a survey line free of obstacles, so calibration over vehicle heading is sufficient 

in practice.  

  

Figure 4.4: Measured heading dependence of total magnetic field measurements with AUV 
operating mid-water column away from targets near La Jolla, CA.  This uses the average value 
measured by two MFAM sensors mounted in opposing orientations such that the heading error 
of the sensor pair is minimized with the optic axis of both sensors horizontal.   Note that the 
heading error is most stable in magnetic north and magnetic south orientations.  The measured 
total field over a range of headings (approximately 46450 nT to 46475 nT) is comparable to 
values from the International Geomagnetic Reference Field (IGRF) model, 46181 nT, and the 
World Magnetic Model (46157 nT). 

4.5 Platform Noise 

Although mounting the magnetometer on the nose of the vehicle offers substantial 

operational advantages, it does expose the sensor to electromagnetic interference from vehicle 
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systems.  The MFAM samples at 1 kHz, which is found to be sufficient to isolate and identify 

many sources of interference in the frequency domain.  The signals of interest for the target 

detection and geophysical exploration applications described in subsequent sections fall below 

2.5 Hz, so much of this noise can be removed from the processed signal via frequency-domain 

filtering.   

To establish baseline noise performance of the MFAM without the AUV, it was tested in 

the Scripps Electromagnetic Research Facility (EMRF), which is a non-magnetic building 

designed for magnetic testing and evaluation.  The data from this experiment show significantly 

higher noise values across the spectrum than the manufacturer-published sensor noise floor 

(Figure 4.5, blue and red lines).  Some of this is easily explained (there are strong peaks at 

harmonics of 60 Hz, corresponding to the frequency of the electrical mains supply to the 

building), but the remainder is not easily attributed to a particular noise source.  The sensor may 

have been affected by electromagnetic noise generated by the computer used for logging data 

(although it was placed several meters away to mitigate this effect) or from the electronics used 

to interface with the MFAM.  The MFAM was powered using a battery for this experiment, but 

several of the voltage rails used by the interface electronics were derived from battery voltage by 

switching power supplies. 

The baseline noise of the sensor alone was compared with noise spectra collected while 

the vehicle was operating.  Two different instrument housings were used: one that positioned the 

MFAM sensors approximately 56 cm forward of the vehicle forward endcap, and one that 

positioned the sensors 81 cm forward of the endcap.  Similar missions were run in mid-water-

column away from identified magnetic targets to gather data in both configurations.  For these 

runs, the vehicle operated its acoustic Doppler current profiler (ADCP) and acoustic navigation 
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and telemetry systems but was not running sidescan sonar or other sensors.  Only data recorded 

while the vehicle was stably navigating north-south tracklines were used for analysis.  The results 

are shown in Figure 4.5 (green and orange traces).  Using the longer housing (that provides 

greater distance between the sensors and the body of the vehicle) improves noise performance 

across the spectrum.  However, using the shorter housing improves the maneuverability and 

handling of the vehicle.  Both systems have been used operationally, with the shorter, more 

maneuverable unit preferred when operating in high sea state or strong currents. 

For comparison, data collected by a Geometrics 858 magnetometer system towed by a 

small boat in Palau is also shown in Figure 4.5.  The towbody did not maintain good altitude 

control during this data collection, which likely contributes to strong low-frequency signals.  The 

858 system sampled at 10Hz, so spectral information above 5Hz is not available. 
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Figure 4.5: Variance spectral density of measured noise collected by magnetometer system in 
different configurations.  The dashed line shows the published noise density value in the MFAM 
calibration sheet. "Sensor in EMRF" shows data collected in the Scripps Institution of 
Oceanography Electromagnetic Research Facility, which is a non-magnetic structure located in 
a relatively isolated part of the campus. The strong peak at 60Hz and harmonic peaks are due to 
the mains supply to the building, which was turned on during the test, although the sensor was 
powered using a battery. Data from the moving vehicle was taken while the vehicle was travelling 
at approximately 3kt far from external magnetic targets or disturbances. The short housing places 
the MFAM sensors 22 inches forward of the vehicle's front endcap, and the long housing places 
the sensors 32 inches forward of the endcap.  A comparison from a ship-towed Geometrics 858 
magnetometer is shown in red.  The towed system sampled at 10 Hz, so no spectral data is 
available above that level.  The strong low-frequency signal in the towed data is due to poor 
altitude control with the towed system. 

Sidescan sonar is often used for seabed survey, and many magnetic survey missions also 

benefit from sidescan sonar coverage.  Unfortunately, the sidescan sonar generates significant 

magnetic interference when operating.  The acoustic center frequency of the sonar exceeds the 
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sampling rate of the MFAM by several orders of magnitude, and most of the observed energy is 

concentrated at the sonar ping rate and harmonics thereof (Figure 4.6).  It is unknown how much 

of the observed signal is due to coupling from the acoustic transmission system and how much 

is due to magnetic fields generated due to impulsive current flowing in the wiring harnesses that 

power the sonar. 

 

Figure 4.6: Variance spectral density of the measured signal collected by the vehicle when 
travelling at approximately 3kt away from magnetic targets or disturbances. Two values are 
shown, one with no sonar operating, and one with the Marine Sonic Arc Scout sidescan sonar 
operating.  The sonar was pinging at approximately 28Hz and transmitting FM sweeps with 
150kHz bandwidth centered at 900kHz, and the spectral peaks in the sonar data correspond to 
harmonics of the ping repetition rate of the sonar. 

The vehicle’s propulsion motor (thruster) is an eight-pole motor that uses fixed 

electromagnets arranged around a rotor that incorporates eight permanent magnets.  Several 
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spectral peaks due to the thruster operation are observable in data collected from a vehicle in 

motion (Figure 4.7).  The overall thruster rotation rate corresponds to a peak in frequency (1200 

rpm corresponding to 20 Hz, for example).  Peaks are also present at eight times the rotation 

frequency, corresponding to the rotation of the eight permanent magnets in the thruster shaft.  

The observed magnetic signal is a combination of the magnetic fields of the permanent magnets 

on the rotor, the generated fields of the stator windings, and the varying current flowing though 

the wiring that powers the motor. 

Increasing the average rotation rate of the thruster from 1200 rpm to 1600 rpm shifts the 

frequency content of the noise spectrum but does not significantly affect the overall noise 

variance.  Furthermore, the data suggest that there is no advantage to operating in a fixed rotation 

rate mode rather than a constant speed-over-ground mode (where thruster rotation rate varies 

depending on ocean currents).  The is no significant increase in the overall noise variance when 

operating in constant speed-over-ground mode. 
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Figure 4.7: Variance spectral density of the measured signal collected by the vehicle when 
travelling at different speeds far from magnetic targets or disturbances.  The vehicle operated in 
several modes. First, in constant speed over ground at 3kt or 4kt, where the vehicle's doppler 
velocity log (DVL) provides feedback such that the propeller speed is controlled to maintain 
constant speed over ground even in the presence of currents. Second, with the thruster running at 
a fixed rotational speed of 1200 rpm, which results in a velocity through water of about 3kt on 
this vehicle. All these measurements were made with the sensor installed in the short housing. 

The vehicle includes an acoustic navigation and telemetry system that intermittently 

transmits by applying a modulated high voltage to a ceramic transducer located toward the front 

of the vehicle.  When this system is transmitting, it generates an offset disturbance of several nT 

in the magnetic data that remains roughly constant while the system is transmitting.  If necessary, 

this can be controlled by limiting the transmission rate of the acoustic modem, and the 

disturbance is filtered out by some of the processing algorithms described in subsequent sections.  
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As the transmission times are logged, it would also be possible to individually correct the offset 

for each transmission in post-processing, but this is not currently performed. 

In summary, the AUV platform generates significant high-frequency magnetic noise 

(above 2.5Hz) due to the proximity of electrical motors and acoustic transmission systems.  Since 

the MFAM samples at 1kHz, this noise can be removed with digital filtering.  In contrast, the 

Overhauser magnetometers sometimes used in tow-behind-AUV systems to date [93], [96] 

sample at a maximum of 4Hz [115], and the atomic magnetometer used in [94], [95] samples at 

a maximum of 20 Hz.  With those systems, all noise above the Nyquist frequency will be aliased, 

and it cannot be digitally filtered. 

4.6 Applications and Results 

An AUV equipped with the MFAM payload has been deployed for numerous surveys, 

allowing the characterization of the payload in different operating environments. Basic 

geomagnetic surveys have been conducted, with engineering evaluation of the magnetometer 

system as a primary goal.  The system has also been operationally fielded during expeditions in 

waters near San Diego, Papua New Guinea, Alaska, and Palau, where it has identified and 

characterized targets of archaeological interest.  These surveys typically follow a “find-fix-

finish” paradigm [4].  In the initial “find” phase, large areas are surveyed with long-range, low-

resolution sensors, such as low-frequency sidescan sonar.  The “fix” phase follows, where high-

resolution, short-range sensors reacquire targets identified during the “find” phase to gather 

additional high-fidelity data and accurately localize and characterize the target.  In the “finish” 

phase, the site is identified and documented as completely as possible, often using human divers 

or remotely-operated vehicles.   
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The magnetometer system is typically employed during the “fix” phase to discriminate 

geological targets from anthropogenic targets containing ferrous metal, but it can also be used 

for the “find” phase, particularly if searching for a partially-submerged target or working in an 

area with excessive sonar clutter. 

4.6.1 Geomagnetic Survey 

To evaluate the suitability of the system for geophyical work, a seabed survey was 

conducted offshore La Jolla, CA near a local geologic formation known as Dike Rock [116].  

This system is uniquely suited for near-shore operation, as the vehicle does not tow a sensor and 

therefore maintains good maneuverability. 

To make effective geomagnetic measurements, the data are post-processed to mitigate 

the platform effects (Figure 4.8).  First, the values output from the two MFAM sensors are 

averaged to generate a measurement with the MFAM sensor heading error mitigated, as described 

above.  Next, a low-pass filter with a cut-off frequency of 2.5 Hz is applied, which corresponds 

to a spatial filtering of all signals with scales shorter than 0.6 m when the vehicle is travelling at 

1.5 m/s.  These nominal filter settings were found to reject much of the noise associated with the 

vehicle thruster.  Next, data are masked during turns (by rejecting heading rates greater than 2 

degrees per second) to reject transient signals that appear due to attitude changes and heading 

error.  An empirical heading error correction is applied using data from a calibration run, as 

described earlier.  Finally, if the mission is sufficiently long, or if there is a desire to compare 

data over long durations, corrections for diurnal and/or secular variation are applied.  If there is 

a desire to apply these corrections, it may be advantageous to record data with a fixed 

magnetometer to identify appropriate variation values (see e.g. [111, p. 75]). 
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Figure 4.8: Flowchart showing summary of processing steps when using the AUV-based 
magnetometer to conduct geomagnetic surveys.  This preserves low-frequency total field 
information. 

   

Figure 4.9: Map of total magnetic field sampled offshore of Dike Rock near La Jolla, CA.  These 
data have not had diurnal or secular variation corrected.   Scripps pier is visible in the lower right 
of the figure. 
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The total geomagnetic field measurements made by the MFAM on the AUV have been 

validated against values from the Enhanced Magnetic Model [117].  Table 4.1 shows values 

obtained at several geographically disparate locations. 

Table 4.1: Comparision of measured total field to EMM values 

Location MFAM Measurement 
(Average) 

Enhanced Magnetic 
Model (EMM2017) 

Difference 

San Diego 46532 nT 46267 nT 265 nT  (0.57%) 
Kiska, AK 49675 nT 49756 nT -81 nT (0.16%) 
Hansa Bay, PNG 40354 nT 40206 nT 148 nT (0.37%) 

 

4.6.2 Magnetic Anomaly Detection  

When searching for magnetic targets or anomalies, small-scale relative changes in the 

measured field are of greater interest than the absolute magnitude of the field.  Thus, the magnetic 

gradiometer, which measures magnetic field variation over distance, is an important tool for 

magnetic search. 

In practice, a pair of scalar magnetometers is often configured as a gradiometer by 

physically separating them.  This configuration creates an instrument with directional sensitivity.  

In most systems, the pair of sensors is arranged such that their separation is transverse to the 

direction of platform motion, such that two orthogonal gradients can be calculated directly, and 

the vertical gradient can be estimated with physical models [118], [119].  Gradient data can be 

used to generate a so-called analytic signal, which is a representation of the total magnitude of 

the gradients in all directions.  This simplifies target detection by emphasizing magnetic anomaly 

signals over background variations, and is widely used to identify anomalies with towed 

gradiometers [118], [120]. 
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To support this common configuration as a one-dimensional gradiometer, the MFAM 

payload includes two sensor heads that are attached to a single electronic interface.  However, 

the installation of the magnetometer sensor heads on the REMUS 100 is practically limited by 

the vehicle size.  The largest transverse separation possible without incorporating a mechanical 

superstructure that will negatively affect vehicle dynamics is approximately 20 cm, almost an 

order of magnitude smaller than a typical, towed transverse gradiometer [118].  Furthermore, 

configuring the two MFAM sensor heads as a gradiometer would prevent them from being 

coincidentally located so that they can be averaged to minimize heading error. 

However, the AUV is capable of precise navigation and continuously measures its 

velocity over ground using a Doppler velocity log (DVL).  (In the REMUS 100, the DVL function 

is performed by a downward-looking ADCP equipped with specialized firmware to measure 

speed over the seabed using reflections from the bottom.)  Therefore, it is possible to accurately 

calculate along-track gradient from data collected using a single sensor.   

There are many possible filtering operations that can be used to calculate along-track 

gradient measurements, which can be used for anomaly detection.  The general processing chain 

involves some smoothing or low-pass filtering to remove high-frequency noise and 

differentiating, with appropriate critical frequencies selected for the speed of the vehicle and the 

size of the target.  To identify anomaly targets, the gradient magnitude is taken.  To visually 

identify dipole targets, which often generate more than one peak in gradient magnitude, a dilation 

filter with an appropriate window size joins adjacent signal peaks.  Then, an erosion filter is used 

to sharpen the peaks.  Vehicle kinematic information can be used to mask invalid data.  A 

summary of the implementation of this process is shown in Figure 4.10. 
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The inherent high-pass filtering involved in the differentiation removes signal due to 

secular or diurnal variation and reduces clutter from large geophysical features. 

This processing can run in real-time on the vehicle.  It has not been used to drive 

autonomous behavior in its current implementation, due to the greater suitability of the dipole 

target detection algorithm described in the next section for all surveys to date.  However, the 

output of the synthetic gradient processor can be compared with a detection threshold to provide 

on-board anomaly detection.  

 

Figure 4.10:  Summary of synthetic gradient processing used to generate gradient intensity values 
that highlight magnetic anomaly targets 

Two confirmed targets associated with aircraft wrecks are readily observable in the output 

of this processing chain when applied to data from a magnetic survey conducted near Hansa Bay, 

Papua New Guinea (Figure 4.11).   
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Figure 4.11:  Processed synthetic gradient data from systematic magnetic survey over World War 
II archaeological targets near Hansa Bay, Papua New Guinea.  Debris from two aircraft wrecks 
generates strong signatures in the synthetic gradient.   Subsequent surveys with sidescan sonar, 
optical imagers, and divers identified the wreckage of a Japanese Ki-61 aircraft with a Kawasaki 
Ha40 engine and a U.S. B-25 Mitchell aircraft with a Wright R-2600 engine visible (the second 
engine of this twin-engine craft was not found).  These targets are highlighted in the figure.  
“Blanked” data that has been rejected due to a high turn rate or invalid heading rate is shown in 
gray.  The periodic “noise” in the gradient is interference from the acoustic modem system, which 
is not removed by this signal processing chain. 

  

Kawasaki Ha40 
Engine 

≈1.5m long, 
590kg 

Debris Field 

≈100m wide 

Twin Cyclone Engine 

≈1.5m wide, 900kg 



78 

4.7 Dipole Target Detection and Classification 

4.7.1 Modeling 

From a relatively small set of parameters, it is possible to model the far-field magnetic 

disturbance due to an induced dipole in a ferrous or paramagnetic object.  Given the ambient 

(Earth) field vector (𝐵𝐵�⃗ 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ) and the targets mass (𝑚𝑚), density (𝜌𝜌), and rationalized volume 

magnetic susceptibility (𝜅𝜅), the magnetic moment (𝑚𝑚��⃗ ) can be calculated as 

𝑚𝑚��⃗ =
𝑚𝑚𝑚𝑚
𝜇𝜇0𝜌𝜌

𝐵𝐵�⃗ 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ (33) 

The dipole disturbance field (T��⃗ ) is then determined by 

𝐵𝐵�⃗ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =
𝜇𝜇0
4𝜋𝜋

�
3𝑥⃗𝑥(𝑚𝑚��⃗ ∙ 𝑥⃗𝑥)

|𝑥⃗𝑥|5 −
𝑚𝑚��⃗

|𝑥⃗𝑥|3� (34) 

where 𝜇𝜇0 is the magnetic permeability of free space and 𝑥⃗𝑥 is a vector of points surrounding the 

target in Cartesian space. 

The total measured field (B��⃗ ), including both the dipole disturbance field as well as the 

ambient (Earth) field is given by 

𝐵𝐵�⃗ 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐵𝐵�⃗ 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ + 𝐵𝐵�⃗ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 (35) 

Of these parameters, the value for the ambient field (𝐵𝐵�⃗ 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ) can often be found using 

models such as the World Magnetic Model [121] or Enhanced Magnetic Model [117].  The 

properties of the target object (mass, density, and susceptibility) may not be known, although 

reasonable estimates can be made.  “Rule of thumb” values are provided in [122]. 

The magnitude of the induced dipole moment scales linearly with target mass (equation 

33).  Therefore, for a given set of assumed values for magnetic susceptibility and target density, 
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mass can be used as a proxy for moment magnitude.  This is useful when presenting data to 

operators and analysts who may lack intuition regarding moment magnitudes expressed in 𝐴𝐴𝑚𝑚2.  

4.7.2 Detection 

Due to the formalized analytic description of the physics describing the magnetic 

anomaly field, the signal corresponding to the far-field dipole disturbance magnitude can be 

modeled and used as a template for a matched filter.   The matched filter provides significant 

benefit by providing signal-processing gain, effectively improving the signal-to-noise ratio 

(SNR) at the input to a detector.  However, in almost all cases, the dipole moment magnitude 

(which depends on specific properties of the object in question) is not well-known. 

However, analysis over simulated target properties shows that the normalized amplitude 

of the disturbance field is relatively stable over a wide range of target moment magnitudes, and 

this stability increases with distance.  Therefore, targets of widely varying mass and susceptibility 

can be detected using a relatively small bank of matched filter templates.  An example of the 

strong correlation between signatures from targets with two orders of magnitude difference in 

equivalent ferrous mass is shown in Figure 4.12. 
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Figure 4.12: Disturbance field amplitude (top) and normalized disturbance field amplitude 
(bottom) for two magnetic targets with significantly different moments: 10kg and 1000kg masses 
with density of 8000 kg/m^3 and volumetric susceptibility of 100 (unitless in the SI system, 
equivalent to 8 emu/cm3 in the cgs system).   This illustrates the similarity in the far field between 
the normalized signatures (with a Pearson cross-correlation of 0.995), which we leverage to 
reduce the computational load when running the detector. 

The matched filter detector is found to be computationally-tractable on modern 

microcomputers suitable for integration on-board the AUV, which are limited in capability due 
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to energy and power limitations.  While the computer used for sensor processing on the AUV 

has limited computation capability and is not capable of modeling all possible target scenarios in 

real-time, it has several gigabytes of RAM.  This is sufficient to store results from many modeling 

calculations performed prior to vehicle deployment.   

Accordingly, the algorithm is designed such that all the computation associated with 

dipole field modeling is performed at initialization time (before the mission begins), and not in 

real-time.  The results are stored in RAM and then used repeatedly.  As a result, modeled 

templates are not adjusted for changing vehicle kinematics; rather, the closed-loop control of the 

vehicle is leveraged to ensure that the vehicle maintains a consistent speed and heading that 

matches the assumptions used for modeling at initialization time. 

Templates are generated for a range of relative target geometries at 1 meter intervals.  A 

single moment magnitude is used to model detector templates, since the output is normalized as 

described above.  The signal observed by the vehicle is symmetric when traveling from magnetic 

north to magnetic south and vice-versa, so only one disturbance field is modeled for each 

combination of transverse and vertical distance to the target. 

In real-time during the mission, the magnetic field is sampled at 1kHz and subsequently 

bandpass-filtered and decimated using a series of digital filters.  This removes high-frequency 

noise from other vehicle systems as well as any DC offset (non-time-varying component) of the 

total field. 

Then, kinematic data from the vehicle is used to determine if the magnetic data are valid.  

Data are rejected if the vehicle’s heading, heading rate, or speed over ground exceed threshold 

values.  The filters are reset at the beginning of each north-south or south-north leg. 
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Valid data are processed by a matched filter (replica-correlator) bank that uses the pre-

calculated values determined at initialization time as templates.  The output of each matched 

filter element in the filter bank is a convolution of the template and the incoming signal, or the 

correlated power in the signal. For a given input sample and template, this is 

𝑇𝑇 = � 𝑥𝑥𝑘𝑘+𝑖𝑖−𝑛𝑛 ℎ𝑘𝑘
𝑛𝑛

𝑘𝑘=0
(36) 

where ℎ is the template signal, 𝑥𝑥 is the prefiltered incoming signal, 𝑛𝑛 is the length of the 

matched filter template in samples, and 𝑖𝑖 is the index of the current sample of the incoming 

sample. 

History buffers are maintained such that multiplication operations are only performed 

once on each incoming sample.  Additionally, a ring buffer with length equal to the group delay 

of the matched filters stores the vehicle state information.  This is done to correctly link the 

vehicle state associated with a detection for use elsewhere. 

A real-time windowed peak detector operates on the output of each matched filter to 

identify maximum values.  When a peak is found that exceeds the detection threshold, a detection 

message is generated that includes the vehicle state information, detector SNR, an estimated 

target position, and a snapshot of the magnetic sample data that generated the detection. 

This algorithm, as implemented, runs faster than real-time on the sensor processing 

computer in the vehicle with hundreds of dipole model templates (a number useful for magnetic 

survey).  An overview of the system is illustrated in Figure 4.13. 
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Figure 4.13:  Flowchart showing real-time detector operation.  The templates for the matched 
filter bank are precalculated once at mission start time and used repeatedly.  Total magnetic field 
measurements are bandpass filtered to a narrow range and then the resulting signal is decimated.  
Filtered data are checked for validity using vehicle kinematic data prior to matched filtering.  The 
matched filter bank calculates the correlation between the measure signal and each precalculated 
template.  The uncorrelated signal power is also tracked using a moving average filter.  
Detections are generated when peaks in the matched filter output SNR (the ratio of correlated to 
uncorrelated power) exceed the detection threshold. 

4.7.3 Detector performance 

The matched filter detector used in this system detects a signal of unknown amplitude 

(but known sign) and unknown time of arrival.  This detector lacks optimality properties, but it 

performs well in practice.  Analytic evaluation of its performance is difficult to obtain [123, p. 

333].  However, reasonable approximations can be made to estimate the detector performance, 

and these estimates can be used to plan optimal surveys.  The estimated performance has been 

validated through simulation. 

Performance is estimated using analytic expressions for a matched filter operating in 

gaussian white noise from [124, pp. 253–260], with noise amplitude equal to the standard 

deviation of the worst-case noise measured by the magnetometer system on the vehicle in the 
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configuration used for a particular survey.  Worst-case noise is used to simplify and bound the 

problem, as the noise probability distribution is not known. 

For the purpose of survey planning, a desired probability of detection is usually given.  

This allows determination of appropriate detection thresholds as 

𝛾𝛾 = ℰ + �σ2ℰ 𝑄𝑄−1(𝑃𝑃𝐷𝐷) (37) 

Where ℰ is the energy (integrated amplitude squared) of the signal, 𝜎𝜎2 is the noise variance, 

 𝑄𝑄−1 is the inverse survival function, and 𝑃𝑃𝐷𝐷 is the specified probability of detection.     

Detection thresholds are calculated for each matched filter in the filter bank. 

The sliding-window of the detector is approximated as a series of independent trials, each 

of which has a duration in time equal to the noise-equivalent time of the template signal (a non-

overlapping block assumption), using an expression derived from [125, p. 119]: 

𝜏𝜏𝑛𝑛𝑛𝑛 =
(∑ ℎ[𝑘𝑘] 𝑑𝑑𝑑𝑑𝑛𝑛

𝑘𝑘=0 )2

∑ ℎ[𝑘𝑘]2 𝑑𝑑𝑑𝑑𝑛𝑛
𝑘𝑘=0

(38)
 

Where dt is the sample period, n is the length in samples of the template signal, and h is the 

template signal. 

Since the amplitude of the dipole disturbance field falls rapidly with distance, the 

probability of detection is bounded by the model associated with the smallest moment magnitude 

and greatest distance.  This is used to determine corresponding probabilities of false alarm, as 

𝑃𝑃𝐹𝐹𝐹𝐹 = 𝑄𝑄 �
𝛾𝛾

√σ2ℰ
� (39) 

Where 𝑄𝑄 is the survival function and 𝛾𝛾 is the threshold described in equation 37. 

This can be used to draw receiver operating characteristics (ROC) curves for the detector, 

as shown in Figure 4.14, that relate probability of detection and probability of false alarm to 
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various ranges from the target.  While ROC curves are not typically used in magnetic target 

detection problems, the proposed approach provides a quantitative and pragmatic framework for 

assessing the performance of the system. 

 

Figure 4.14:  Receiver operating characteristics for matched filter detector detecting target 
equivalent to 20 kg steel using empirical noise data.  Different curves are shown for different 
transverse ranges to the target, which correspond to changing signal to noise ratios (SNRs) in the 
measured signal. 

These results can be used to plan surveys that optimize the survey area coverage rate 

(sometimes called “clearance rate”) of the system.  The area coverage rate is given by 

Area coverage rate = (2 ∙ speed ∙ range)(1 − 𝐹𝐹𝐹𝐹𝐹𝐹 ∙ cost) (40) 

Where FAR is the false alarm rate, given by 
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𝐹𝐹𝐹𝐹𝐹𝐹 =
Probability of false alarm

τne
(41) 

The cost is the time spent on reacquire maneuvering or missions for each false detection.   

Since the probability of false alarm can be found from the desired probability of detection 

for a target of a particular size, optimal survey geometries can be planned for each desired 

probability of detection.  Figure 4.15 shows an example of the area coverage rate associated with 

a range of probabilities of detection and survey lane spacings (corresponding to transverse 

distance to the target).  As the survey lane spacing increases, the area coverage rate increases.  

However, the minimum amplitude of the sensed dipole disturbance field decreases (since the 

sensor is farther from the target).  Therefore, to achieve a desired probability of detection, the 

detection threshold must decrease.  This increases the probability of false alarm.  Since there is 

a time cost associated with false alarms, the increase in false alarms eventually decreases the 

effective coverage rate. 

The survey lane spacing associated with the highest effective coverage rate can be used 

to optimize survey performance.  As the earth field varies with geographic location, and the earth 

field drives the dipole disturbance field modeling, all these values must be recalculated for each 

area in which the system is operating. 
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Figure 4.15: Calculated effective area coverage rates for a 20kg minimum target at a range of 
survey lane spacings, calculated using the earth field near La Jolla, USA.  The received signal 
amplitude decreases with range, so lower detection thresholds must be used at longer ranges to 
maintain the same probability of detection.   This increases the probability of false alarm, and the 
cost of false alarms eventually overcomes the advantage of operating at longer ranges.  Lowering 
the required probability of detection decreases the probability of false alarm, so the sensor system 
can operate at longer ranges before this occurs. 

4.7.4 Classifier 

Each time a detection is made by the matched-filter detector, the snapshot of sampled 

data that led to the detection is passed to the classifier, which estimates the relative position and 

moment magnitude of the target.  An overview of classifier is shown in Figure 4.16. 



88 

 

Figure 4.16:  Flowchart showing classifier operation.  A three-dimensional dipole model issued 
to generate a template library.  The filtered signal associated with each real-time detection is 
compared against a subset of these templates, and the minimum mean-squared difference 
between the incoming signal and template is used to classify the relative position and magnetic 
moment of the target. 

 

Like the detector, the classifier architecture is optimized to perform all modeling 

operations at initialization-time (pre-mission), rather than at run-time (during the mission).  

Three-dimensional dipole modeling is performed across a range of relative target geometries 

(with one-meter spacing) and moment magnitudes (masses).  The range of moment magnitudes 

modeled depends on the expected targets of the survey, and are generated using a range of 

equivalent masses, typically at 5 kg or 10 kg intervals.  These model results are cached in memory 

for real-time use in-mission.  The number of model results stored varies with the expected target 

characteristics on a survey.  Typical aircraft debris search missions use around 5000 to 10000 

models, which occupy only a small fraction of the available RAM on the embedded computer in 

the AUV. 

The classifier calculates the mean-squared error (MSE) of the difference between each 

template and the snapshot of measured data.  In contrast to the detector, which uses normalized 
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templates, the classifier incorporates the moment magnitudes (masses).  The parameters 

(mass/moment magnitude and relative position of the target) used to model the template 

corresponding to the lowest MSE form the classification result.  An example showing a detection 

snapshot and the template from the corresponding classified model is shown in Figure 4.17. 

 

Figure 4.17: Classification snapshot showing measured data and the model template associated 
with the best classification match. 

The classifier runs on each detection snapshot, and it takes several seconds to run when 

using tens of thousands of templates on the sensor computer in the AUV.  This brief latency is 

acceptable, since it only runs when detections occur, not continuously. 



90 

4.7.5 Multiple mean squared error classifier 

When performing classifications using a single pass near a magnetic target, there is 

ambiguity: between left and right, and between the magnitude of the magnetic moment and the 

distance between the vehicle and the target.  (The signatures of stronger targets located farther 

away are similar to smaller targets at close range.)  This ambiguity is resolved by using data from 

multiple passes by the target with a multiple minimum mean-squared error (MMSE) classifier.  

The input set for the multiple MMSE classifier is the collection of detection snapshots 

resulting from a reacquire operation around the initially-detected target.   Each detection snapshot 

is subjected to the mean-squared error classifier described in the previous section, and the mean-

squared error (MSE) values for each geometric position and target moment magnitude (mass) are 

stored. 

The MSE values from multiple passes are gridded to a regular 0.5 meter grid via linear 

interpolation in the transverse (magnetic east-west) and vertical (depth) directions.  The grid 

positions in geographic space are determined by combining the transverse and vertical ranges 

used by the classifier with the position of the vehicle at the time corresponding to each 

classification. 

The MSE values are inverted and summed in transverse (east-west), vertical (depth), and 

moment magnitude (mass) dimensions to produce a combined MMSE score that incorporates 

data from every pass near the detected target.  The along-track (northing) target position estimate 

is given by the mean of the vehicle northing positions for all the detections.  In this way, 

measurements from all the passes near the target are incorporated in the final classification.  This 
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typically resolves ambiguities in target position and moment magnitude (mass), as shown in 

 

Figure 4.18. 

 

 

Figure 4.18: Ambiguity slices (at one target depth) for classifications using either a single 
classification (left) or the multiple pass classifier operating on data from 5 passes near a target.  
This target was determined to be a Kawasaki Ka-40 engine upon diver inspection, and the 
estimated mass (from magnetic moment magnitude) is consistent with this. 
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When validated against target locations from other sensor modalities, the multiple MMSE 

classifier performs well.   

4.7.6 Limitations 

This detection and classification system has proven effective in practice, and has been 

used for numerous archaeological seabed surveys.  However, it has limitations rooted in the need 

to maintain computational tractability on-board the AUV by pre-calculating model values and 

limiting the total number of models used. 

The primary limitation lies with the assumption that a single dipole target is present.  If 

multiple dipole targets (as shown in Figure 4.19) or non-dipole targets such as pipelines or cables 

are encountered, incorrect classifications can be made.  This does not generally affect detection 

of targets, since the superposition of multiple small dipoles appears as a single large dipole at 

ranges much larger than the distance between the individual dipoles. 
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Figure 4.19: Classifier match near a multiple-dipole target while surveying a debris field 
associated with an aircraft wreck.  Rather than recognizing that the two minima correspond to 
discrete dipole disturbances, the classifier has identified the best-fit single dipole solution, and 
the estimate of target properties is incorrect. 

Additionally, only a limited range of dipole target sizes and geometries are modeled, and, 

if the actual target properties are not modeled, the classifier output will be incorrect.  In practice, 

the set of modeled dipoles is chosen to represent the dipole magnitudes associated with the targets 

of the survey. 

The modeled disturbance fields are based on a particular vehicle speed and heading in an 

isobathimetric environment.  Small deviations in speed, heading, and bathymetry reduce the 

correlation between the model and measurements, but this is not catastrophic.  (It can be modeled 
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as a slight decrease in SNR for the detector and lower correlation or higher MSE for the 

classifier.).  The prefilter system detects excursions in vehicle kinematics and marks the 

corresponding magnetic data invalid, so any large deviations may cause gaps in detection 

coverage.  This can be mitigated, as these gaps are currently detected in real time, and future 

work may produce autonomy behaviors to redirect the vehicle such that these areas are re-

surveyed. 

While not observed in the reported surveys, geomagnetic storms may generate signatures 

that mimic features of interest.  This can be addressed via post-processing using data from 

reference stations [126], but it is not possible to filter out these signals in real-time using this 

system. 

4.7.7 Autonomy 

The on-board real-time magnetic target detector drives an autonomous sense-and-react 

reacquisition behavior.  While no target is currently being reacquired, the vehicle swims a broad 

survey pattern.  When a target of interest is detected, the vehicle is commanded to perform 

reacquire maneuvering, where the vehicle will turn and swim additional tracks near where the 

target was detected. 

The first reacquire maneuver (“Reacquire Find” in Figure 4.20) has two primary goals: 

determining if the initial detection was erroneous and resolving the left-right ambiguity inherent 

in using a scalar magnetometer to identify targets.  The path chosen for the first reacquire 

maneuver drives two north-south tracks at the estimated transverse distance of the target.  As a 

result, if the classifier determined the correct transverse range using data from the first pass, one 

of these subsequent tracks should pass directly over top of the target.  Therefore, the signal from 

the target should be stronger than on the first pass. 
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If no target is detected on these passes, the algorithm assumes that the initial detection 

was made in error, and the vehicle will resume its original broad survey path. 

If a detection occurs during the first reacquire (Reacquire Find) passes, a new estimate of 

the target position is formed by taking the average of the transverse and along-track positions 

associated with all the detections.  (Note that this is not the same algorithm used when operating 

the multiple-pass MMSE classifier, which is more computationally demanding.)  The vehicle is 

then commanded to navigate along two additional north-south tracks 2 meters to either side of 

the new target position estimate (“Reacquire Characterize” in Figure 4.20).  Detections and 

classifications are generated on these additional passes.  This behavior typically results in at least 

four distinct detections of the same target that was initially detected.  These data are processed 

by the multiple MMSE classifier as described earlier, and a composite target classification is 

generated.   

The operator can specify the vehicle altitude during these reacquires based on knowledge 

of the local environment.  The altitude is chosen to balance the need for vehicle safety with the 

desire to swim as close to the bottom (and therefore the target on or under the seabed) as possible. 

A summary state machine diagram of these behaviors is shown in Figure 4.20.  An 

example showing vehicle mission playback snapshots from a survey mission over an aircraft 

debris field is illustrated in Figure 4.21. 
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Figure 4.20: Simplified state diagram of autonomous reacquire behaviors.  The vehicle begins 
running a broad survey pattern.  When a magnetic detection occurs, the vehicle maneuvers in a 
pattern (Reacquire Find) to resolve the left-right ambiguity in the target detection and collect 
additional data.  If no detections occur during this maneuvering, the initial detection was likely 
erroneous, so the vehicle returns to the broad survey course.  If at least one detection occurs, the 
vehicle maneuvers in a narrow box over the new estimated target position (Reacquire 
Characterize).   



97 

 

 

Figure 4.21: Autonomous reacquire behavior mission playback from a mission over an aircraft 
debris field.  Time flows left to right, top to bottom.  Top-left: The vehicle (Black line shows 
vehicle track) is running a broad survey pattern (magenta lines show planned track).  Top-right: 
A target was detected, and the vehicle is running Reacquire Find maneuvering.  The new planned 
track is visible.  Bottom-left: Detections were made in Reacquire Find, so the vehicle begins 
Reacquire Characterize maneuvering.  The new planned track is shown, and it is centered over 
the correctly-resolved target position.  Bottom-right: Reacquire Characterize maneuvering is 
complete, and the vehicle is resuming the broad survey path.  Video online. 

This behavior provides an important system-level optimization of survey performance.  

To maximize the area-coverage rate, it is desirable to run surveys with larger lane spacing.  

However, to ensure that no targets are missed, this requires lowering the detection threshold.  

1 - Broad Survey 2 -Reacquire Find 

4 -Resume Broad Survey 3 -Reacquire Characterize 
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When the detection threshold is lowered, it increases the probability of false alarm.  Because the 

cost (in time and energy) of individual reacquire maneuvers when using the autonomous 

reacquire behavior is low compared with separate reacquire missions, it reduces the cost of false 

alarms.  For example, an autonomous reacquire maneuver to confirm the existence of a target 

takes approximately 3 minutes, while a dedicated reacquire mission requires much more time.  

In addition to the time spent surveying over a target, separate reacquire missions may involve 

transit time for the AUV, as well as time spent in deployment, recovery, and boat transits to the 

operation area. 

If large lane spacing is used for a survey, using the maximum range required for detection 

on a single pass will not collect enough measurements to accurately characterize the target.  By 

autonomously reacquiring the target immediately after detection, it addresses this concern, and 

it eliminates the need for a separate magnetic reacquire mission. 

The magnetic reacquisition behavior is implemented on the AUV using a collection of 

ROS nodes, illustrated in Figure 4.22.  Processing steps are divided logically, such that behaviors 

and signal processing steps are compartmentalized and may be modified independently from one 

another.  All ROS messages are logged during missions (via rosbag, a standard logging utility 

incorporated in the ROS middleware) to enable post-mission analysis and development through 

simulation using real data. 

The autonomous reacquire behaviors do not override any of the health-and-safety 

functionality of the vehicle, which is maintained by the vehicle “front seat” computer. 
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Figure 4.22: Magnetic target reacquisition system components.  ROS nodes are shown as purple 
boxes, and data flow is indicated with arrows. 

 

4.7.8 Multiple-vehicle autonomy 

The on-board classification capability also enables multiple-vehicle sense-and-react 

behaviors to autonomously reacquire the target using other sensor modalities, such as optical 

imagers and high-resolution multibeam sonars.   

The vehicles’ acoustic modems (WHOI Micromodem-2 [59]) are used to coordinate this 

behavior.  In the current implementation, the two vehicles communicate directly with one 

another.  However, the system architecture allows for the use of acoustic relay nodes to pass 

messages between vehicles and can be easily extended for use with more than two vehicles. 

On the magnetic sensing vehicle, a ROS message containing information about the target 

classification, including the estimated position, moment magnitude, and classification score is 

generated each time a multiple-pass classification is completed.  An acoustic bridge ROS node 

receives these messages and efficiently encodes the data for acoustic transmission using 192-

ROS Nodes 
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byte Micromodem-2 packets.  Each target is uniquely identified using the ROS message header 

of the target classification message.  The target messages (several of which may be packed into 

a single Micromodem packet) are transmitted acoustically on an operator-specified fixed 

schedule until all the target messages have been acknowledged by the partner vehicle. 

On the partner reacquire vehicle, these acoustic messages are received and converted back 

to ROS target classification messages.  Each time a packet containing target messages is received, 

the partner vehicle replies acoustically with an acknowledgement packet that lists the target 

identifiers that were successfully received.  A reacquire behavior node on the partner vehicle 

processes the target classification messages and determines, based on the classifier score and the 

vehicle’s other objectives, if reacquire maneuvering should take place.  If reacquisition is called 

for, the behavior node command the vehicle to perform a reacquisition via appropriate ros_remus 

actions.  The parameters of the reacquisition actions (lane spacing, vehicle altitude, and speed) 

are determined by the requirements of the sensor being used.  An overview of this system is 

illustrated in Figure 4.24. 

This system has been successfully exercised at sea to autonomously reacquire 

archaeological targets of interest.   Example mission playback snapshots are shown in Figure 

4.23. 
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Figure 4.23: Mission playback snapshots showing cooperative reacquire behavior.  Left: a 
vehicle is running a multibeam bathymetry survey (planned path shown in magenta, vehicle track 
shown in black).  The magnetometer-equipped vehicle (not shown) is running a magnetic 
reacquire mission near the point labeled “P38”.  Right: The magnetometer vehicle has sent an 
acoustic packet with a target characterization message.  The multibeam vehicle is now travelling 
to reacquire that target (new magenta box showing planned reacquire survey path to the right, 
vehicle track in black). Video online. 

 

 

Figure 4.24: Diagram showing major components of the multiple-vehicle autonomous reacquire 
system. 

Original Survey Team Reacquire Triggered 

New 
Reacquire 

Survey 
h 

Magnetometer Vehicle Camera/Multibeam Vehicle 
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4.8 Conclusions and Future Work 

A scalar magnetometer has been integrated in a small REMUS 100 autonomous 

underwater vehicle, and this system has been fielded to perform geomagnetic and archaeological 

surveys.  This system has been characterized both in the lab and at sea to determine its 

performance limits.  Data from the magnetometer is processed to correct for interference and 

errors introduced by the AUV platform.  It has seen extensive deployment under many different 

environmental conditions at sites near San Diego (USA), Papua New Guinea, Kiska (Alaska, 

USA), and Palau. 

When conducting seabed surveys, detection and characterization of targets of interest is 

performed in real-time aboard the AUV.  This system is used to drive both single- and multiple-

vehicle autonomous target reacquisition behaviors.  The combination of on-board target detection 

and autonomous reacquire capability greatly increases the effective survey coverage rate of the 

magnetometer system.  

Although this system has been used operationally for archaeological surveys, and its 

accuracy has been validated through comparison with other sensor systems, we have not yet had 

the opportunity to run against reference magnetic targets on the seabed.  This experiment is 

planned. 

Although the profile of the vehicle precludes traditional transverse gradiometer 

geometries, a longitudinal array may enable new vehicle interference mitigation techniques 

(common-mode rejection) in addition to providing a fixed geometry for along-track, non-
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synthetic gradiometric processing.  The system architecture lends itself to incorporating 

additional sensors and collecting experimental data to evaluate these ideas. 

The use of a vector magnetometer in conjunction with the scalar magnetometer has the 

potential to improve survey performance.  When coupled with modified versions of the 

autonomous reacquire behaviors, the ability to resolve left-right ambiguities without an 

additional pass would increase the effective coverage rate of the system. 
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5 The Detection of Submerged WWII Aircraft Sites via 

Autonomous Underwater Vehicle Based Magnetometer 

Survey 

A system incorporating a scalar magnetometer on a small autonomous underwater vehicle 

(AUV) is used to conduct surveys searching for submerged World War II-era artifacts, primarily 

debris associated with aircraft wrecks.  The system provides high-accuracy target localization 

and uses advanced signal processing techniques and vehicle autonomy to increase the effective 

range of the magnetometer, thereby increasing the survey coverage rate.  It offers significant 

advantages over towed magnetic sensing systems.  Several sites surveyed using this system are 

documented. 

5.1 Magnetic Sensing of Aircraft Debris 

When magnetically susceptible material is exposed to a magnetic field, such as the Earth’s 

magnetic field, a magnetic dipole is induced in the material.  This induced dipole field is 

superposed with the ambient (Earth) field, and this disturbance field can be sensed by detecting 

spatial changes in the total magnetic field.  The magnitude of this disturbance field is a function 

of the susceptibility of the material, the mass of material, the geometry and size of the object, and 

the ambient magnetic field. 

At distances significantly larger than the dimensions of a target, which may be a debris 

field consisting of several discrete components, the observable disturbance field converges to 

that from an equivalent single dipole source. 
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Detecting debris associated with aircraft wrecks via magnetic sensing is typically limited 

to locating specific components, such as engines and landing gear, that are constructed using 

iron-containing steel.  This contrasts with other contemporary artifacts, such as shipwrecks, 

which often incorporate much more iron and steel in their construction. 

Most World-War-II-era aircraft are constructed primarily from aluminum, which is 

weakly paramagnetic.  However, its magnetic susceptibility is low [127], [128], and therefore 

does not generate signatures observable with the system described here (or traditional towed 

magnetometer systems).  In contrast, many steel alloys and iron are ferromagnetic, and the dipole 

moments induced in these materials by the earth’s magnetic field are observable as disturbances 

in the total magnetic field near objects.  The properties of these objects are generally not known 

precisely, but “rule-of-thumb” susceptibility values exist [122]. 

In additional to ferromagnetic material that may experience induced magnetism, wrecks 

may include permanently magnetized components, such as magnetos or parts magnetized during 

non-destructive testing [129].  Additionally, ferromagnetic components that have remained 

stationary for decades will become magnetized by the Earth’s field. 

5.2 Comparison with Towed Systems 

Towed magnetometers have been used for archaeological survey, searching for both 

buried structures [130] and artifacts such as shipwrecks [131]. 

Although towed systems sometimes incorporate altimeters, depth sensors, or compasses, 

the precise position of the towed system at any point must be determined using the position of 

the controlling ship and calculations based on the amount of deployed cable.  This generates a 

practical limit on position accuracy with towed systems.  In contrast, AUVs incorporate precise 
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navigation using either inertial navigation systems, acoustic trilateration using surveyed beacons, 

or both.    

It is practically difficult to maintain constant altitude over the seafloor with a ship-towed 

magnetometer.  As the strength of dipole fields falls with distance cubed, it is desirable to keep 

the magnetometer close to the seabed.  However, the limited controllability of a towed system 

requires that it be towed at higher altitude to avoid collisions with the seafloor.  In contrast, the 

AUV offers closed-loop altitude control that allows it to closely follow the seafloor, and it can 

therefore keep the sensor closer to the objects being sensed.  This also avoids the need for so-

called draping corrections [130], [132]. 

Towed systems also present challenges when turning, as large-diameter turns must be 

executed by the ship in order to avoid slacking the tow line.  Excess distance must be incorporated 

into survey tracklines to ensure that the towed system is travelling straight on the trackline.  In 

contrast, a two-man portable AUV can typically execute a 180-degree turn in a 10 m radius. 

When towing from a ship, the towed magnetometer needs to be towed with enough scope 

that the magnetic signature of the ship does not prevent meaningful observation.  The AUV 

generates smaller magnetic disturbance fields than most ships, so the sensor can be operated 

closer to the AUV. 

The primary advantage of towed systems is that it is possible to separate the 

magnetometer from the platform used to tow it.  As magnetic field intensity falls rapidly with 

distance, this reduces the amount of observable platform noise.  Therefore, mitigation of platform 

signal contamination is paramount for a sensor that is affixed to the body of the AUV. 
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5.3 Magnetometer Use within Larger Surveys 

Magnetic sensing complements other sensor modalities, such as sonar, when searching 

for aircraft debris [4].  Sidescan sonar remains the wide-area search tool of choice for most 

situations, which typical coverage rates of about 0.424 km2 per hour [7].  The effective range of 

the magnetic sensor varies with operation area (the range is longer in locations where the Earth’s 

magnetic field is stronger) and target size.  Using the matched-filter dipole detection system 

(section 4.7) and searching for light aircraft debris, it typically covers about 0.100 to 0.175 km2 

per hour.  This is enabled by the autonomous reacquisition behavior on the AUV, without which 

the coverage rate to obtain an equivalent number of target samples would drop by a factor of 4 

(section 4.7.7).  The higher coverage rate is comparable to that of short-range, high resolution 

sidescan sonar use for target reacquisition [7]. 

As the AUV equipped with the magnetometer can also be outfitted with sidescan sonar 

(as was the case in these studies), it can be used to simultaneously collect high-resolution sidescan 

data and magnetic data. 

The coverage rate suggests that the magnetometer is best suited for small-area searches 

or reacquisition missions where a target is suspected.  However, it offers important advantages 

over sonar: it can identify buried targets, and it can distinguish between clutter from rocks or 

coral and anthropogenic targets, including artifacts that have been covered in coral or hidden by 

fish (underwater wrecks often create vibrant fish habitats). 

The magnetometer system on the AUV benefits from using the same navigation as the 

other AUV-based surveys.  This facilitates repeat surveys using different sensor packages. 
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5.4 Case Studies 

This system has been used to aid searches for likely aircraft crash sites worldwide.  The 

survey locations are informed by historical investigation and, in some cases, probabilistic 

modeling of flight and crash trajectories [4].   

At sites where wrecks are identified, empirical estimates of the magnetic moment 

associated with the debris are computed.  This can be used to guide future surveys of new areas, 

as it bounds the minimum moment size to use when searching for similar artifacts.  For the wreck 

sites where a magnetic moment is given, the moment was calculated by the multiple minimum 

mean squared error classifier described in section 4.7.5.  The corresponding mass values are 

given assuming a material density of 8000 kg/m3 (appropriate for steel) and rationalized volume 

susceptibility (𝜅𝜅) between 12.5 and 125, using “rule-of-thumb” values for man-made steel objects 

from [122].  (This corresponds to a volume susceptibility of 1 to 10 emu/cm3 in the cgs system.) 

5.4.1 B-25 Mitchell, Papua New Guinea 

This B-25 Mitchell aircraft, serial number 42-64850, was piloted by Flight Officer 

Richard Smith and lost November 3, 1943.   The aircraft was landed on water under control, and 

therefore did not disintegrate on impact.  The wreck was discovered in 2017 by our research 

team, and it lies in approximately 32 m of water near Bilibili Island.   

Initial surveys were conducted using 600 kHz sidescan sonar and followed with the 

magnetometer system and dive teams.  The repeat survey with the magnetometer was conducted 

by AUV the day following the sonar survey.  These surveys were conducted without deploying 

acoustic transponders to provide high-resolution undersea navigation, but the repeat navigation 

performance shows agreement within 10 meters, consistent with navigation uncertainty for an 
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AUV operating without external navigation fixes under these conditions.  Figure 5.1 shows the 

magnetic target location overlaid on sidescan sonar imagery. 

The multiple minimum mean squared error classifier identifies the overall far-field dipole 

magnitude of the wreck as 34 Am2, equivalent to a steel mass between approximately 68 and 675 

kg. 
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Figure 5.1: Magnetic target location determined by multiple MMSE classifier overlaid on 600 
kHz sidescan sonar imagery (collected 12 hours earlier using a different vehicle) of an intact B-
25 aircraft wreck near Madang, Papua New Guinea.   The classifier incorporated data from seven 
passes near the target to form this estimate. The classifier estimated the target depth at 31.5 m 
(below the surface of the water), which is consistent with a target resting on the seabed in this 
area.  The locational accuracy falls within the vehicle navigational accuracy across these two 
missions. 

5.4.2 Torpedo Disposal Site, Palau 

An undocumented torpedo disposal site was discovered by our research team in 2019 

while searching for an aircraft wreck north of Malakal, Palau.  The initial target of interest was 

identified in wide-area 600 kHz sidescan sonar imagery, and the magnetometer-equipped AUV 

was deployed to reacquire the area using both high-resolution, 1200 kHz sidescan sonar and the 

magnetometer system.  The vehicle conducted autonomous reacquire maneuvering due to 

Magnetic target 
classification 

0m  25m  50m 
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detection of magnetic targets, which resulted in high density magnetic sampling of the area.  The 

magnetic data clearly indicated the presence of anthropogenic artifacts, and subsequent ROV 

operations confirmed that these were Japanese torpedoes, presumably dumped by U.S. forces 

after capturing the munitions 75 years prior during the liberation of the Palau island chain. 

The large number of discrete objects lends itself to examination using the synthetic 

gradient processing toolchain (Section 4.6.2).  Figure 5.2 shows synthetic gradient magnitude 

overlaid on 1200 kHz sonar imagery.  
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Figure 5.2: Overlay of sidescan sonar imagery (grayscale) and synthetic magnetic gradient data 
over World War II-era torpedo dump site.  The magnetic gradient data clearly differentiates 
features associated with torpedoes from coral and rocks. 

5.4.3 B-25 Mitchell, Papua New Guinea 

Debris from a B-25 Mitchell aircraft was located by the magnetometer system and 

sidescan sonar survey in Hansa Bay, Papua New Guinea during an expedition conducted in 

October, 2017.  Portions of a Wright R-2600 Cyclone engine (Figure 5.3) were identified by 

subsequent diver survey.  The debris lies in approximately 4m water.   
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The engine generates a dipole anomaly of approximately 18 Am2, corresponding to a steel 

mass between 35 and 350 kg.  There is additional, presumably buried, magnetically-detectable 

debris extending out approximately 70 m from the location of the engine, with another possible 

point target of magnitude 5 Am2 (10 – 100 kg of steel) approximately 30 m away.  No artifacts 

beyond the engine were identified during the diver survey. 

 

Figure 5.3: Photograph of cylinder head and propeller of Wright R-2600 engine located in 
Hansa Bay, Papua New Guinea. 
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5.4.4 Ki-61, Papua New Guinea 

The wreck of a Japanese Ki-61 single-engine aircraft was found in Hansa Bay, Papua 

New Guinea using the magnetometer system.  The engine of this aircraft, which was subsequently 

identified by diver surveys, is a Kawasaki Ha-40 V-12 piston engine.  A photo taken of the engine 

during this survey is shown in Figure 5.4. 

The classified dipole moment was 14 Am2, corresponding to an approximate equivalent 

mass of steel between 28 and 275 kg. 

 

Figure 5.4: Photograph of Kawasaki Ha40 engine found as part of a wreck of a Japanese Ki-61 
in Hansa Bay, Papua New Guinea. 

5.4.5 Known Sites Used for Evaluation 

A previously-identified F-4 Phantom aircraft crash site offshore La Jolla, California, USA 

was used to evaluate the magnetometer system. 

The F-4 wreck (BuNo 153090) appears as a concentrated debris pile on sidescan sonar as 

a result of its high-speed crash after tumbling out of control from 32,000 ft (9750 m) on May 6, 

1966.  The area nearby was surveyed, and the magnetic detection system identified and 
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reacquired the target.  The magnetic classifier determined that the debris had a moment of 

approximately 27 Am2, corresponding to an equivalent steel mass of approximately 48 to 475 kg 

(for a range of reasonable, possible magnetic susceptibility values).  

5.5 Conclusion 

The AUV-based magnetometer system has been successfully used to locate and 

characterize a number of historic aviation debris fields.  This system offers an area coverage rate 

that is compatible with the needs of archaeological surveys, and it provides significant advantages 

over traditional towed magnetometer systems in these applications. 
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