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Truth-value judgments are one of the most common measures in experimental semantics and 
pragmatics, yet there is no standardized way to elicit such judgments. Despite anecdotal remarks 
on how proper choice of prompts or response options could help disentangle pragmatic from 
semantic effects, little is known regarding the relation between parameters of the task and what 
it actually measures. We tested a range of prompts and two response options for their sensitivity 
to truth of the target sentence, prior evidence, and the interaction between these two factors. 
We found that participants attribute high value to true statements, even when they are not 
backed by evidence. Moreover, our results confirm that prompts vary wildly in their sensitivity 
to pragmatic factors, and should allow researchers to make an informed choice depending on 
what they want to test. There was no difference between the results generated by the response 
options, although the Likert scale required fewer participants and may therefore be preferable. 
In addition, we discuss some theoretical consequences of our results for pragmatics, philosophy 
of language, and social psychology.
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1. Introduction
Truth-value and acceptability judgment tasks are commonly used in experiments in cognitive 
science and linguistics (Crain and McKee, 1985, see e.g., Thornton, 2017 for an overview). In 
designing an experiment, researchers have to make several methodological decisions, among 
them, the choice of a prompt and response options, which should be well-informed. To this 
end, we present an experimental study which compares different experimental prompts and the 
efficiency of two response tasks.

The effect of different response options has been explored in Marty et al. (2020) and references 
therein, but only for studies of the syntactic well-formedness of sentences. In this case, continuous 
sliders and Likert scales seem to offer an advantage in statistical power. It has been claimed 
that multiple or continuous response options may be more sensitive to contextual factors when 
studying the meaning of sentences (van Tiel, 2014), or that the use of binary response options 
in experiments can fail to correctly represent the pragmatic abilities of participants (Jasbi et al., 
2019; Veenstra & Katsos, 2018). However, there are no systematic investigations of the effect 
of response options on semantics tasks, and differences in statistical power may explain some of 
these isolated observations. We aim at closing this research gap.

The choice of a certain prompt relies on the assumption that it targets the aspect of meaning 
that is to be investigated. For example, the prompt “Is [the speaker] right?” is assumed to address 
the truth of a statement (e.g., Noveck, 2001). However, prompts may be sensitive to other 
(pragmatic) factors as well. In particular, the decisions made by participants in experiments may 
be influenced by whether a statement was assertable given a situation. While assertability has 
various components, in this paper we focus on Grice’s Maxim of Quality.

In Grice’s theory of communication (Grice, 1975), which introduces four maxims governing 
how a cooperative speaker behaves, the first of these maxims – the Maxim of Quality – requires 
both truth and evidence for a statement. It states “Try to make your contribution one that is true” 
and is further broken down into two sub-maxims presented in (1) below. The first bans blatant 
lying and is uncontroversial. The second requires the speaker to have evidence for her statement.

(1) a. Do not say what you believe to be false.
b. Do not say that for which you lack adequate evidence.

According to Grice’s Maxim of Quality, truth is not itself a requirement for the assertability of a 
statement. What is required is positive evidence (1b) and lack of strong negative evidence (1a). 
Hence, if assertability in the Gricean sense, in addition to truth value, had an impact on the 
results in truth-value judgment tasks, this would only show up in cases in which a sentence is 
true but not sufficiently supported by evidence and vice versa, if a sentence is strongly supported 
by evidence but false.
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One could expect certain prompts to be sensitive to the truth of a statement, others to be 
exclusively sensitive to assertability, and potentially some to be sensitive to both categories. In 
the present study, we compare different prompts in regard to their sensitivity to truth and the 
evidence the speaker had when making her statement.

2. Experiment
We investigated how naive participants judged statements made by a speaker who had definite 
or probabilistic information about a situation. We varied whether the statement was factually 
true or false, and how much evidence the speaker had before making her statement. We tested 
six different prompts and two possible response options (binary forced choice or Likert scale).

2.1. Material and design
Participants had to complete a one-page survey such as the one presented in Figure 1. It consisted 
of a short background story detailing a simple dice game played between two characters, Anna and 
Kate, to decide who would drive home from a party, the loser of the game being the designated 
driver, and the winner being determined by the highest dice value. The game was structured in 
such a way that in extreme cases the winner could be decided after the first person’s, Anna’s, dice 
roll, but in most cases the winner could only be decided after both players rolled. The critical 
sentence in the survey was a statement made by another character – Sue – about the outcome 
of the game, without waiting for the end of the game. This was followed by four questions (one 
target and three controls).

We manipulated three factors: the prompt, i.e., our target Question 2, shown in Figure 1, the 
response options to the prompt question as well as the dice outcome for Anna and Kate.

The factor dice outcome (both Anna and Kate’s results) had eight levels, presented in 
Table 1. Depending on Anna’s result (2–12), which is the only information available to Sue at the 
time she makes her statement, the probability that Anna would be the driver ranges from zero 
(2) to one (12). For now, we take this probability as a direct measure of the “evidence” available 
to Sue. In the general discussion, we review more sophisticated notions of probabilistic evidence 
proposed in the literature.1 If Anna’s dice roll does not immediately decide the outcome of the 
game, there are two possible scenarios: In one, Anna loses and Sue’s statement turns out to be 
false; in the other, Anna wins and Sue’s statement is ultimately true.

	 1	 We calculated the evidence values taking into account that if there is a tie, the game is repeated and thus Anna 
still has a 50% chance to win. In case Anna’s result ensured that she had immediately won (12) or lost (2), the last 
sentence (“Meanwhile… ”) was absent from the survey.
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Figure 1: Example survey with low evidence but true statement.

Table 1: Possible dice outcomes and how they determine the evidence for Sue’s statement and 
its ultimate truth or falsity.

Anna’s total Available evidence Kate’s total Sue’s statement
2 null 0% — false
4 low 12.5% 2 true

7 false
7 medium 50% 4 true

10 false
10 high 87.5% 7 true

12 false
12 perfect 100% — true
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The six different prompts are listed in Table 2. We expected the first three prompts to be 
more sensitive to factual truth, and the other three to be more susceptible to target evidence, i.e., 
the probability that the statement is true given the information available to the speaker. The two 
response options were a binary forced choice judgment (Yes vs. No) or a 7-point Likert scale 
with the endpoints labelled as Definitely NOT and Definitely YES.

Table 2: Prompts used in the target Question 2.

Level Prompt

true Is Sue’s statement true?

correct Was the answer correct?

right Is Sue right?

trustworthy Based on her behavior in this situation, do you consider Sue trustworthy?

natural Was Sue’s statement natural in this context?

justified Was Sue justified in saying that?

The three control questions tested story comprehension, in particular, whether participants 
correctly associated losing the game with having to drive. In all, the survey took about 3 minutes 
to complete.

2.2. Participants
2.2.1. Test
For each combination of degree of evidence, truth, and prompt, we aimed to recruit 20 participants 
for the binary response option and 10 for the Likert scale option (total: 1440 participants). These 
sample sizes are conservative estimates based on a pilot study with 530 participants, which 
showed that the binary option was noisier and therefore required about twice more participants 
than the Likert scale per condition (in line with previous findings of Marty et al., 2020). We 
obtained data from 1364 unique participants recruited via Amazon Mechanical Turk, who were 
paid 47ct as compensation.2 The average error rate on control questions was 8.6%. For further 
analysis, we only consider the 1069 participants who passed all 3 control questions.

2.3. Results
The results for each prompt are presented in Figure 2. There, the mean answer (with SE) for each 
prompt question is given in a separate graph depending on the evidence level that Sue had for her 
assertion about the winner of the game. The evidence levels equal the probability that her statement 

	 2	 The discrepancy with our aim of 1440 comes from participants who took the survey more than once, and whose 
subsequent takes were excluded from the data set.
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is true as detailed in Table 1. The eventual truth or falsity of Sue’s statement is coded by color. 
Recall that Sue’s statement was made without knowledge of Kate’s dice outcome, hence truth and 
evidence are conceptually different factors only amounting to the same in the extremes (the left and 
right ends of the graphs). The binary and Likert scale responses are presented in separate blocks.

Figure 2: Mean answer (with SE), for each prompt, as a function of evidence level and truth.
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Likert scale and binary responses gave very similar results. Moreover, some of the prompts 
(true, correct, right) are very similar and only sensitive to truth and not to evidence. By contrast, the 
remaining three prompts (trustworthy, natural, and justified) seem to include assertability effects in 
terms of available evidence; i.e., the results depend on the information available to the speaker when 
making her statement. For the three other prompts, we observe that assertability depends on the 
evidence, linearly for trustworthy and natural; increasing abruptly near 100% for justified. In the next 
section, we use Bayesian modeling to provide a comprehensive statistical picture of these results.

3. Data analysis
3.1. Descriptive analysis
We first fitted a descriptive model to each combination of prompt and response option using 
Stan (Carpenter et al., 2017). For binary responses, we used logistic regression; for Likert scale, 
proportional odds logistic regression. The models included 5 predictors:

•	 Main effect of truth; coded as 0 or 1.

•	 Linear effect of probabilistic evidence; z-scored.

•	 Interaction between truth and probabilistic evidence.

•	 Categorical positive evidence; 1 if the evidence is 100%, 0 otherwise.

•	 Categorical negative evidence; 1 if the evidence is 0%, 0 otherwise.

The two categorical evidence effects are meant to model the fact that there is a categorical 
difference between partial (probabilistic) information and complete certainty regarding the truth 
or falsity of the statement. Concretely, these two effects allow discontinuity at each end of the 
evidence spectrum.3 In Table 3, we present the posterior estimates for the 5 parameters, for each 
of the prompt-response option combinations. The Appendix contains a discussion of effect sizes 
and a comparison between the statistical power of binary vs. Likert-scale responses.

3.2. Theory-driven categorization
We model the data based on a range of theoretical models that reflect various types of truth-
oriented or evidence-oriented behavior. In the first and simplest model, which we dubbed the 
truth-model, participants are expected to be sensitive only to the truth or falsity of the statement. In 
this model, we set the priors of all other factors very close to 0. The next model is the assertability-
model, which requires only an effect of the categorical positive evidence, all other factors being 
set close to zero in the priors. This model directly follows from the Maxim of Quality. We do not 
necessarily assume that the categorical positive evidence needs to be equated with a strict sense 

	 3	 We thank an anonymous reviewer and the editor for this suggestion.
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of knowledge: while the 87.5% probability we tested (when a 10 is rolled) would certainly not 
qualify as categorical evidence for winning, a much higher probability just under 1 (say, 99%) 
could maybe count as definitive evidence. The final model is the (probabilistic) evidence-model, 
which includes only an effect of the probabilistic evidence, all other factors being set close to 
0. This model could have various explanations. One is that making a statement which has a 
high probability of being true can be a rational human behaviour in certain conditions, since a 
statement with a high probability of being true will often end up being true. On the other hand, 
making a lower probability statement can be interpreted as a stronger violation of the Maxim of 
Quality, which could be reflected in participants’ judgments.

Table 3: Posterior parameter estimates from the descriptive models (mean and 95% credible 
interval) for each combination of prompt and response option. Parameters for which the credible 
interval does not include 0 are highlighted.

In order to find out which model fits the data best for each of the factor combinations, all models 
were compared with each other by Bayes factor. Table 4 lists the detailed results of the model 
comparisons. There, we take 3 and 30 as Bayes factor thresholds for strong and decisive evidence 
for a model, respectively. In most cases, there is a clear best model for a given combination, and the 
choice between binary and Likert does not affect the pattern of responses. The only exceptions are 
the combinations Trustworthy-Likert and Justified-Likert. For the Trustworthy-Likert combination,  



9

the best model is the evidence model, however, with a Bayes factor of 2.9 this model is only 
marginally superior to the truth model. The fact that the binary data support the evidence model 
for trustworthy should, however, provide some additional evidence for this model. In the Justified-
Likert case, the truth and assertability models scored nearly equally (BF = 1.1), indicating that 
there is indeed both an effect of truth and an effect of categorical evidence.

Table 4: Model comparison for each pair of prompt and response options. The models are 
ordered by marginal log-likelihood and we indicate the Bayes factor in favor of the best model 
against the second best (BF12), and in favor of the second against the third (BF23).

Prompt Response Models

True Binary truth ≫ evidence ≈ assertability

BF12 = 2.8e6 BF23 = 1.2

Likert truth ≫ evidence > assertability

BF12 = 4.7e10 BF23 = 4.8

Correct Binary truth ≫ evidence ≈ assertability

BF12 = 3.7e7 BF23 = 1.2

Likert truth ≫ assertability ≫ evidence

BF12 = 1.2e5 BF23 = 24

Right Binary truth ≫ assertability ≫ evidence

BF12 = 1.1e10 BF23 = 1.5

Likert truth ≫ assertability ≈ evidence

BF12 = 1.6e8 BF23 = 1.6

Trustworthy Binary evidence ≫ assertability ≫ truth

BF12 = 130 BF23 = 98

Likert evidence ≈ truth > assertability

BF12 = 2.9 BF23 = 12

Natural Binary evidence > assertability ≈ truth

BF12 = 13 BF23 = 1.6

Likert evidence ≫ assertability ≈ truth

BF12 = 512 BF23 = 2.8

Justified Binary assertability ≫ evidence ≈ truth

BF12 = 43 BF23 = 1.7

Likert truth ≈ assertability > evidence

BF12 = 1.1 BF23 = 4.2
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Accordingly, Figure 3 shows the fit of the best model for each combination.

Figure 3: Predictions of the best model for each combination of prompt and response option 
(ribbons and light diamonds, indicating predicted expected value and 95% credible interval), 
compared to the data (darker squares with error bars, indicating mean and SE).

4. Discussion
The main consequences of these results are methodological. The choice of a prompt when 
designing an experiment should be well-informed in order to fit the goal of the experimenter. 
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Different prompts will test very distinct aspects of communication, and so this choice cannot 
be arbitrary.

We found that true, correct, and right all are well-suited for truth-value judgment tasks as they 
clearly ignore considerations of assertability in terms of Grice’s Maxim of Quality. By contrast, 
natural and justified appear to tap into issues typically bearing on pragmatic considerations of 
assertability, though they target different aspects of assertability (probabilistic vs. categorical 
evidence) and both are to some extent sensitive to factual truth as well. The trustworthy prompt 
cannot be recommended for use in linguistic experiments as it is sensitive to a complex mix of 
truth, evidence and their interaction, and its behavior may even depend on the response options.

We further found some evidence for the observation in the literature that a Likert scale 
judgment may be a more economical method as compared to a binary forced choice judgment. 
Indeed, we found little qualitative or quantitative difference between the two types of response 
options (the estimates and credible intervals are very similar in Table 3), but as shown in 
the Appendix, the Likert scale yields larger effect sizes than the binary response, and could 
often achieve the same statistical power with a much smaller sample size. The only qualitative 
difference happened with the trustworthy prompt, but we think that this reflects a problem with 
the prompt itself rather than a meaningful difference between the two response options, as this 
prompt gave noisier results than natural and justified overall.

However, we do acknowledge that it is not obvious to what extent our findings generalize to 
other types of semantic/pragmatic phenomena, or to task paradigms in which the speaker and 
the experimental participants both have the same knowledge about past or future situations. It 
also remains to be shown how the different prompts interact with survey features we did not 
manipulate in our experiment, but we have at least shown that they can behave very differently 
in our particular setup. Regarding the truth-sensitive prompts, we do not expect much variation, 
but the natural and justified prompts could be more sensitive to manipulations of the context, 
which is the point if they are meant to test pragmatic effects.

One may also question our operationalization of “E is evidence for A” in terms of conditional 
probability P(A|E). Indeed, more sophisticated notions which have been shown to better capture 
the use of conditionals (e.g., evidential support P(A|E) − P(A), Douven, 2008, or contingency 
P(A|E) − P(A|¬E), van Rooij and Schulz, 2021) could also be better suited to capture evidence in 
principle, but would not affect the model selection/data interpretation eventually. In our setup, 
these notions would shift the evidence scale in the following way: what counts as 50% evidence 
according to our coding would be re-coded as zero evidence; values below 50% on our scale 
would, accordingly, count as negative evidence; however, the crucial end-point, the 100% value 
on the evidence scale, would remain the same. Hence, such alternative models would not predict 
a categorical shift at the 100% mark. But precisely such a categorical shift would be needed to 
explain the justified prompt in terms of evidence alone. Hence, a more complicated coding of 
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evidence would not have made any substantive difference, and in particular, would not offer a 
better explanation for the behavior of the justified prompt.

A further finding is that truth matters for all prompts, except for the trustworthy-binary 
combination. Even the justified and natural prompts, which we thought would only target 
evidence, are sensitive to truth. This premium given to statements that turned out to be true 
despite a lack of evidence raises important questions for social psychology and may explain well-
known confirmation biases (Nickerson, 1998; Wason, 1960). For example, if participants assign 
more weight to statements that they judge true, irrespective of the evidence the speaker had in 
support for or against them, it would be difficult to revise false beliefs. Any argument against 
said belief would be deemed false and therefore less acceptable, even when the person is aware 
of the evidence supporting the argument.

One possible explanation for the high impact of truth in our experiment is that some 
participants substituted the question about the naturalness of the statement or the trustworthiness 
of the speaker, which might not have been so straightforward to answer for them, with an easier 
question, namely the question whether the statement is true (cf. Strack et al., 1988). The reason 
behind this valuing of truth over evidence may simply be that what one is immediately interested 
in is truth. Conceivably, occurrences like, for example, guessing the stock markets foster the 
association between success and truth. Giving merit to accidentally being right can be classified 
as an instance of outcome bias, the tendency to evaluate the quality of a past decision based on 
its outcome (Baron & Hershey, 1988).

However, if participants did in fact judge the naturalness and trustworthiness, this observation 
may have important implications on society and political discourse, which need to be investigated 
in future research. It is of relevance to learn more about the factors that affect whether people 
consider political leaders and experts trustworthy. After all, whatever these factors may be, final 
action performed by the population, e.g., in terms of election votes, depends on such judgments.

Our findings also inform a debate in philosophy of language around “norms of assertion”. 
The central issue of this discussion is to define the conditions under which assertions are proper. 
The main positions in this debate are the knowledge account (Williamson, 1996, i.a.) and the 
truth account (Weiner, 2005). The former posits that a proposition p can be asserted only if 
the speaker knows that p. On the truth account, p is assertible if it is true. According to Weiner 
(2005), the speaker must also have reason to believe p, but statements based on an epistemic 
state that is less than knowledge are permissible. A number of experiments provide support 
for the knowledge norm (Turri, 2013, 2015; Turri & Buckwalter, 2017). In these experiments, 
participants had to judge whether a statement should be made given different contexts, which 
varied regarding whether the speaker had knowledge, how strong the evidence was, and whether 
the statement was true. In contrast, we asked participants to judge a statement that had already 
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been made. Most importantly, our results show that different prompts can lead to markedly 
different responses to this question, although truth is a decisive factor. Incidentally, the justified 
prompt reflects Grice’s Maxim of Quality: an utterance is considered truly “justified” if and only 
if it is both true and supported by evidence.

To conclude, we found that humans attribute surprisingly high value to true statements, even 
when they are not backed by evidence. The extent to which evidence is considered when judging 
a statement in a linguistic experiment crucially depends on the prompt that is used. Further, the 
comparison between two response tasks showed that Likert scales constitute a more efficient 
choice than binary forced choice options for truth-value judgments, as had been previously 
shown for syntactic acceptability judgments. Future experimental research in the domain of 
semantics and pragmatics can profit from these methodological insights, as they might contribute 
to making more informed decisions when designing an experiment.
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Appendix: Statistical power and effect sizes comparisons
Table 5 gives the estimated ordinal superiority γ for each parameter (Ryu & Agresti, 2008). 
Given two ordinal or binary variables Y1 and Y2 on the same scale, γ is defined as:

= > + = 1 2 1 2
1( ) ( )2P Y Y P Y Y

A value of 0.5 indicates no difference between Y1 and Y2. Ordinal superiority provides a measure 
of effect size for binary and ordinal scales (i.e., it is independent of sample size), and allows us 
to directly compare the binary and Likert scales. Crucially, Table 5 indicates that for almost all 
significant effects with the exception of the Trustworthy prompt (where there are qualitative 
differences between Likert and binary), the Likert scale yields larger effect sizes γ than the binary 
response option. As a consequence, smaller sample sizes are needed to detect the same effects.

Table 5: Mean posterior estimates of ordinal superiority γ for each factor and combination of 
prompt and response option and – when γ is significantly different from 0.5 (highlighted in 
blue and orange to facilitate comparison) – estimated minimal sample size to detect an effect at 
α = 0.05 with probability 80%.
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